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Abstract

Multicore machines equipped with accelerators are becoming increasingly popular in the High
Performance Computing ecosystem. Hybrid architectures provide significantly improved energy
efficiency, so that they are likely to generalize in the Manycore era. However, the complexity in-
troduced by these architectures has a direct impact on programmability, so that it is crucial to
provide portable abstractions in order to fully tap into the potential of these machines. Pure of-
floading approaches, that consist in running an application on regular processors while offloading
predetermined parts of the code on accelerators, are not sufficient. The real challenge is to build
systems where the application would be spread across the entire machine, that is, where compu-
tation would be dynamically scheduled over the full set of available processing units.

In this thesis, we thus propose a new task-based model of runtime system specifically designed
to address the numerous challenges introduced by hybrid architectures, especially in terms of task
scheduling and of data management. In order to demonstrate the relevance of this model, we de-
signed the StarPU platform. It provides an expressive interface along with flexible task scheduling
capabilities tightly coupled to an efficient data management. Using these facilities, together with
a database of auto-tuned per-task performance models, it for instance becomes straightforward to
develop efficient scheduling policies that take into account both computation and communication
costs. We show that our task-based model is not only powerful enough to provide support for
clusters, but also to scale on hybrid manycore architectures.

We analyze the performance of our approach on both synthetic and real-life workloads, and
show that we obtain significant speedups and a very high efficiency on various types of multicore
platforms enhanced with accelerators.
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Résumé

Les machines multicœurs équipées d’accélérateurs deviennent de plus en plus populaires dans
le domaine du Calcul Haute Performance. Les architectures hybrides réduisent la consommation
énergétique de manière significative et sont donc amenées à se généraliser dans l’ère du manycœur.
Cependant, la complexité induite par ces architectures a un impact direct sur leur programma-
bilité. Il est donc indispensable de fournir des abstractions portables afin de tirer pleinement parti
de ces machines. Les approches qui consistent à exécuter une application sur des processeurs
généralistes et à ne déporter que certaines parties prédéterminées du calcul sur des accélérateurs
ne sont pas suffisantes. Le véritable défi consiste donc à concevoir des environnements où les
applications sont réparties sur l’intégralité de la machine, c’est-à-dire où les différents calculs sont
ordonnancés dynamiquement sur la totalité des unités de calcul disponibles.

Dans cette thèse, nous proposons donc un nouveau modèle de support exécutif fondé sur
une abstraction de tâche et spécifiquement conçu pour répondre aux nombreux défis en termes
d’ordonnancement de tâches et de gestion de données. La plate-forme StarPU a été conçue lors de
cette thèse afin de démontrer la pertinence de ce modèle. StarPU propose une interface expressive
permettant d’accéder à un ordonnancement flexible, fortement couplé à une gestion de données
efficace. À l’aide de cet environnement et en associant les différentes tâches avec des modèles de
performance auto-calibrés, il devient par exemple très simple de concevoir des stratégies d’ordon-
nancement prenant en compte les temps de calcul et les surcoûts liés aux mouvements de données.
Nous montrons que notre modèle fondé sur un paradigme de tâche est suffisamment puissant
pour exploiter les grappes de calcul d’une part, et les architectures manycœurs hybrides d’autre
part.

Nous analysons les performances obtenues non seulement grâce à des tests synthétiques, mais
aussi à l’aide d’applications réelles. Nous obtenons ainsi des accélérations substantielles, ainsi
qu’une très bonne efficacité parallèle sur différents types de plates-formes multicœurs, dotées
d’accélérateurs.



10



Contents

Introduction 23
Hybrid accelerator-based computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
Goals and Contributions of this thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
Organization of this document . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

1 Context and Motivation 27
Chapter Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.1 Manycore and Accelerator-based Architectures . . . . . . . . . . . . . . . . . . . . . . 28

1.1.1 Accelerating compute boards: from ASICs to GPU computing . . . . . . . . . 28
1.1.2 Computing with Graphic Processing Units . . . . . . . . . . . . . . . . . . . . 29
1.1.3 From specialized cores to hybrid manycore processors . . . . . . . . . . . . . 31
1.1.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

1.2 Programming models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
1.2.1 Multithreading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
1.2.2 Message passing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
1.2.3 Data parallelism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
1.2.4 Task parallelism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

1.3 Programming Environments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
1.3.1 Low-level Vendor Toolkits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
1.3.2 Era of libraries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
1.3.3 Generating compute kernels for accelerators . . . . . . . . . . . . . . . . . . . 44
1.3.4 Coordination languages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
1.3.5 Autotuning Frameworks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

1.4 Schedulers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
1.5 Data management support . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

1.5.1 Support for explicitly managed memory . . . . . . . . . . . . . . . . . . . . . 50
1.5.2 Virtually Distributed Shared memory (VDSM) . . . . . . . . . . . . . . . . . . 50

1.6 Runtime systems for accelerator-based platforms . . . . . . . . . . . . . . . . . . . . . 51
1.6.1 Cell-specific runtime systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
1.6.2 Runtime systems specifically designed for Linear Algebra . . . . . . . . . . . 52
1.6.3 Generic runtime systems for hybrid platforms . . . . . . . . . . . . . . . . . . 53

1.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

11



CONTENTS

I Contribution 57

2 A task-based paradigm for Accelerator-Based platforms 59
Chapter Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.1 A programming model based on tasks and explicit data registration . . . . . . . . . . 60

2.1.1 Task parallelism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.1.2 Explicit data registration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

2.2 The StarPU runtime system from a user’s point of view . . . . . . . . . . . . . . . . . 62
2.2.1 Programming model overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.2.2 A tasking model enabling heterogeneous scheduling . . . . . . . . . . . . . . 63
2.2.3 Registering data to StarPU . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.2.4 Expressing dependencies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
2.2.5 Implicit data-driven dependencies for sequentially consistent codes . . . . . 74

2.3 Efficient asynchronous data management . . . . . . . . . . . . . . . . . . . . . . . . . 76
2.3.1 MSI Coherency Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
2.3.2 Decentralized asynchronous data management . . . . . . . . . . . . . . . . . 77
2.3.3 Memory Allocation Cache . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
2.3.4 Memory reclaiming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

2.4 Relaxing the data coherency model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
2.4.1 Scratch access mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
2.4.2 Reduction access mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
2.4.3 Elements of Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

2.5 Execution of a Task within StarPU . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
2.5.1 Enforcing explicit dependencies . . . . . . . . . . . . . . . . . . . . . . . . . . 86
2.5.2 Enforcing data-driven implicit dependencies . . . . . . . . . . . . . . . . . . . 88

2.6 A generic execution model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
2.6.1 Supporting CPU cores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
2.6.2 Supporting GPU devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
2.6.3 Supporting the Cell processor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

2.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

3 Scheduling Strategies 95
Chapter Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
3.1 Scheduling tasks in heterogeneous accelerator-based environments . . . . . . . . . . 96

3.1.1 Dealing with heterogeneous processing capabilities . . . . . . . . . . . . . . . 97
3.1.2 Impact of data transfers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

3.2 A generic scheduling engine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3.2.1 No single perfect scheduling strategy exists . . . . . . . . . . . . . . . . . . . . 98
3.2.2 A Flexible API to design portable Scheduling Strategy as plug-ins . . . . . . . 99
3.2.3 Use case: implementing the greedy strategy . . . . . . . . . . . . . . . . . . . 102

3.3 Scheduling hints: a precious help from the application . . . . . . . . . . . . . . . . . . 103
3.3.1 Task priorities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
3.3.2 Performance Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

3.4 Scheduling strategies relying on performance models . . . . . . . . . . . . . . . . . . 105
3.4.1 Strategies based on the sustained speed of the processing units . . . . . . . . 105
3.4.2 Predicting performance using per-task performance modesl . . . . . . . . . . 106

12



CONTENTS

3.4.3 HEFT: Minimizing termination time . . . . . . . . . . . . . . . . . . . . . . . . 107
3.4.4 Dealing with inaccurate or missing performance models . . . . . . . . . . . . 109

3.5 Auto-tuned performance models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
3.5.1 History-based models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
3.5.2 Regression-based models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
3.5.3 How to select the most appropriate model? . . . . . . . . . . . . . . . . . . . . 113
3.5.4 Sharpness of the performance prediction . . . . . . . . . . . . . . . . . . . . . 114

3.6 Integrating data management and task scheduling . . . . . . . . . . . . . . . . . . . . 115
3.6.1 Data prefetching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
3.6.2 Predicting data transfer time . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
3.6.3 Non-Uniform Memory and I/O Access on hierarchical machines . . . . . . . 117
3.6.4 Using data transfer time prediction to improve data locality . . . . . . . . . . 118

3.7 Taking other criteria into account . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
3.7.1 Reducing Power consumption . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
3.7.2 Optimizing memory footprint and data bandwidth . . . . . . . . . . . . . . . 120

3.8 Confining applications within restricted scheduling domains . . . . . . . . . . . . . . 121
3.9 Toward composable scheduling policies . . . . . . . . . . . . . . . . . . . . . . . . . . 122
3.10 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

4 Granularity considerations 125
Chapter Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
4.1 Finding a suitable granularity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

4.1.1 Dealing with embarrassingly parallel machines . . . . . . . . . . . . . . . . . 126
4.1.2 Dealing with computation power imbalance . . . . . . . . . . . . . . . . . . . 126

4.2 Parallel tasks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
4.2.1 Beyond flat parallelism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
4.2.2 Supporting parallel tasks in StarPU . . . . . . . . . . . . . . . . . . . . . . . . 128
4.2.3 Parallelizing applications and libraries . . . . . . . . . . . . . . . . . . . . . . 129
4.2.4 A practical example: matrix multiplication . . . . . . . . . . . . . . . . . . . . 130

4.3 Scheduling parallel tasks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
4.3.1 Taking machine hierarchy into account . . . . . . . . . . . . . . . . . . . . . . 132
4.3.2 Scheduling strategies for parallel tasks . . . . . . . . . . . . . . . . . . . . . . 133
4.3.3 Dimensioning parallel tasks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

4.4 Toward divisible tasks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

5 Toward clusters of machines enhanced with accelerators 139
Chapter Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
5.1 Adapting our task-based paradigm to a cluster environment . . . . . . . . . . . . . . 140
5.2 Managing data in an MPI world enhanced with accelerators . . . . . . . . . . . . . . 140
5.3 A library providing an MPI-like semantic to StarPU applications . . . . . . . . . . . . 141

5.3.1 Main API features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
5.3.2 Implementation overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

5.4 Mapping DAGs of tasks on clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
5.4.1 A systematic methodology to map DAGs of tasks on clusters . . . . . . . . . 145
5.4.2 The starpu mpi insert task helper . . . . . . . . . . . . . . . . . . . . . . . . . 145

13



CONTENTS

5.4.3 Example of a five-point stencil kernel automatically distributed over MPI . . 146
5.4.4 Implementation overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
5.4.5 Scalability concerns and future improvements . . . . . . . . . . . . . . . . . . 148

5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

6 Debugging and Performance analysis tools 151
Chapter Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
6.1 Performance analysis tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

6.1.1 Offline tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
6.1.2 Online tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

6.2 Performance counters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
6.3 Case Study: Optimizing the TPACF cosmological data analysis benchmark . . . . . . 154
6.4 Automatically Predicting theoretical execution time upper-bounds . . . . . . . . . . 157
6.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

II Evaluation 161

7 Experimental Validation 163
Chapter Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
7.1 Experimental platforms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
7.2 Task scheduling overhead . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
7.3 QR decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

7.3.1 The PLASMA and the MAGMA libraries . . . . . . . . . . . . . . . . . . . . . 167
7.3.2 Improvement of the Tile-QR algorithm . . . . . . . . . . . . . . . . . . . . . . 167
7.3.3 Impact of the scheduling policy . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
7.3.4 Communication-avoiding QR decomposition . . . . . . . . . . . . . . . . . . . 172

7.4 Cholesky decomposition over MPI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
7.5 3D Stencil kernel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
7.6 Computing π with a Monte-Carlo Method . . . . . . . . . . . . . . . . . . . . . . . . . 176
7.7 Computational Fluid Dynamics : Euler 3D equation . . . . . . . . . . . . . . . . . . . 178

7.7.1 Scalability of the CFD benchmark on a manycore platform . . . . . . . . . . . 179
7.7.2 Efficiency of the CFD benchmark on a Hybrid platform . . . . . . . . . . . . . 181

7.8 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

8 Diffusion 183
Chapter Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
8.1 Integration of StarPU within the computing ecosystem . . . . . . . . . . . . . . . . . 184
8.2 Real-Life Applications enhanced with StarPU . . . . . . . . . . . . . . . . . . . . . . . 184

8.2.1 Vertebra Detection and Segmentation in X-Ray images . . . . . . . . . . . . . 185
8.2.2 Accelerating a query-by-humming music recognition application . . . . . . . 185

8.3 Libraries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
8.3.1 A hybrid implementation of LAPACK mixing PLASMA and MAGMA . . . . 188
8.3.2 StarPU-FFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

8.4 Support for compilers and programming environments . . . . . . . . . . . . . . . . . 189
8.4.1 Adding StarPU back-ends for annotation-based language extensions . . . . . 190

14



CONTENTS

8.4.2 Automatic kernel generation with HMPP . . . . . . . . . . . . . . . . . . . . . 192
8.4.3 The SkePU skeleton library . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

8.5 Relationship between StarPU and the OpenCL standard . . . . . . . . . . . . . . . . 193
8.5.1 Exploiting the power of an embedded processor with an OpenCL back-end . 193
8.5.2 StarPU as an OpenCL device: SOCL . . . . . . . . . . . . . . . . . . . . . . . . 194

8.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

Conclusion and Future Challenges 197
Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
Toward exascale computing and beyond . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201

A Full implementation of Cholesky decomposition 203

B Tuning linear and non-linear regression-based models 207
B.1 Tuning linear models with the Least Square method . . . . . . . . . . . . . . . . . . . 207
B.2 Offline algorithm to tune non-linear models . . . . . . . . . . . . . . . . . . . . . . . . 208

C Bibliography 211

D Publications 227

15



CONTENTS

16



List of Figures

1.1 Intel Terascale Tile Arrangement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
1.2 Architecture of the Cell Processor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
1.3 Spurs Engine. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
1.4 AMD Fusion Arrangement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.1 Runtime Systems play a central role in Hybrid Platforms . . . . . . . . . . . . . . . . 60
2.2 Adding two vectors with StarPU. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
2.3 Examples of data interfaces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
2.4 Memory nodes and data interfaces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.5 Example of a matrix-vector product using data filters. . . . . . . . . . . . . . . . . . . 69
2.6 Code of a filter partitioning a vector into multiple sub-vectors. . . . . . . . . . . . . . 70
2.7 Example of data partitioning and its hierarchical representation. . . . . . . . . . . . . 70
2.8 A simple task DAG. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
2.9 Explicit dependencies between task structures. . . . . . . . . . . . . . . . . . . . . . . 72
2.10 Explicit dependencies with tags. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
2.11 Example of code relying on implicit data-driven dependencies. . . . . . . . . . . . . 75
2.12 Accessing the arguments of task C in Figure 2.11. . . . . . . . . . . . . . . . . . . . . 75
2.13 The MSI coherency protocol. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
2.14 Example of method to transfer a vector between a CUDA device and host memory. . 78
2.15 Implementing GPU-GPU transfers with chained requests. . . . . . . . . . . . . . . . 79
2.16 Codelets implementing the data accumulator used on Figure 2.17. . . . . . . . . . . . 83
2.17 Dot product based on data reductions. . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
2.18 Overview of the path followed by a task within StarPU. . . . . . . . . . . . . . . . . . 86
2.19 Detailed view of the different steps required to enforce dependencies. . . . . . . . . . 86
2.20 Driver for a CPU core . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
2.21 Offloading tasks with the Cell Runtime Library (Cell-RTL). . . . . . . . . . . . . . . . 91
2.22 Scalability of StarPU on the Cell processor. . . . . . . . . . . . . . . . . . . . . . . . . 92

3.1 A pathological case with a greedy scheduling strategy. . . . . . . . . . . . . . . . . . 97
3.2 Typical performance of the different types of memory interconnects. . . . . . . . . . 98
3.3 Data Structure describing a scheduling strategy in StarPU . . . . . . . . . . . . . . . 99
3.4 All scheduling strategies implement the same queue-based interface. . . . . . . . . . 100
3.5 Associating each worker with a condition variable. . . . . . . . . . . . . . . . . . . . . 101
3.6 Workload distribution in a hybrid environment. . . . . . . . . . . . . . . . . . . . . . 102
3.7 Examples of scheduling strategies offering different level of support for task priorities.104

17



LIST OF FIGURES

3.8 Impact of priorities on Cholesky decomposition. . . . . . . . . . . . . . . . . . . . . . 104
3.9 Practical example of the Weighted-Random Strategy. . . . . . . . . . . . . . . . . . . 106
3.10 The Heterogeneous Earliest Finish Time Strategy. . . . . . . . . . . . . . . . . . . . . . 107
3.11 Simplified code of the push method used in the heft-tm strategy . . . . . . . . . . . . 108
3.12 Post execution hook of the heft-tm strategy. . . . . . . . . . . . . . . . . . . . . . . . . 109
3.13 Signature of a matrix-vector multiplication task. . . . . . . . . . . . . . . . . . . . . . 111
3.14 Performance feedback loop. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
3.15 Performance and regularity of an STRSM BLAS3 kernel depending on granularity. . 113
3.16 Distribution of the execution times of a STRSM BLAS3 kernel. . . . . . . . . . . . . . 114
3.17 Impact of performance model inaccuracies. . . . . . . . . . . . . . . . . . . . . . . . . 115
3.18 Example of NUIOA effects measured during the sampling procedure. . . . . . . . . 118
3.19 Extending the HEFT strategy to minimize energy consumption. . . . . . . . . . . . . 120
3.20 Example of overlapping scheduling domains. . . . . . . . . . . . . . . . . . . . . . . . 121
3.21 Composing scheduling policies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

4.1 Parallel programming paradigms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
4.2 Hybrid DAG with parallel tasks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
4.3 Original CPU driver. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
4.4 CPU driver supporting parallel tasks. . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
4.5 Product of two tiled matrices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
4.6 Code of the Parallel Matrix Product kernel in SPMD mode. . . . . . . . . . . . . . . . 131
4.7 Parallel Matrix Product Algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
4.8 Product of two matrices with a small number of tasks. . . . . . . . . . . . . . . . . . . 132
4.9 Implementing parallel tasks by submitting task duplicates to multiple workers. . . . 133

5.1 Code of a MPI Ring using detached calls to increment a variable. . . . . . . . . . . . 143
5.2 Implementation of the detached send operation. . . . . . . . . . . . . . . . . . . . . . 143
5.3 Example of task DAG divided in two processes. . . . . . . . . . . . . . . . . . . . . . 145
5.4 Five-point stencil kernel distributed over MPI. . . . . . . . . . . . . . . . . . . . . . . 146
5.5 Implementation of a five-point stencil kernel over MPI. . . . . . . . . . . . . . . . . . 147

6.1 DAG obtained after the execution of a Cholesky decomposition. . . . . . . . . . . . . 152
6.2 StarPU-Top controlling interface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
6.3 Vite Trace obtained with a naive port of the TPACF benchmark on StarPU. . . . . . . 155
6.4 Impact of loop unrolling on the TPACF benchmark. . . . . . . . . . . . . . . . . . . . 156
6.5 Comparison between actual performance and theoretical boundaries. . . . . . . . . . 157
6.6 Comparing the actual execution time with the theoretical bound. . . . . . . . . . . . 158

7.1 Task scheduling overhead on ATTILA. . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
7.2 Modification of the Tile-QR Algorithm to increase the amount of parallelism. . . . . 168
7.3 Duplicating the diagonal blocks to save parallelism on MORDOR. . . . . . . . . . . . 168
7.4 Impact of the scheduling policy on the performance of a QR decomposition. . . . . . 169
7.5 Scalability of the QR decomposition with respect to the number of processing units. 171
7.6 Communication-Avoiding QR (CAQR) algorithm. . . . . . . . . . . . . . . . . . . . . 172
7.7 Performance of Tile CAQR for tall and skinny matrices. . . . . . . . . . . . . . . . . . 173
7.8 Strong scalability of a Cholesky decomposition over a cluster . . . . . . . . . . . . . . 174
7.9 Performance of a Stencil kernel over multiple GPUs. . . . . . . . . . . . . . . . . . . . 175

18



LIST OF FIGURES

7.10 Throughput of a Stencil kernel over a cluster of machines with multiple GPUs (AC). 175
7.11 Computing π with a Monte Carlo method. . . . . . . . . . . . . . . . . . . . . . . . . 177
7.12 Parallel efficiency of the Monte-Carlo method implemented with reductions. . . . . 178
7.13 Speedup of the Monte-Carlo method implemented with Reductions. . . . . . . . . . 178
7.14 Parallelizing the CFD benchmark by dividing into sub-domains. . . . . . . . . . . . . 179
7.15 Strong scalability of the CFD benchmark. . . . . . . . . . . . . . . . . . . . . . . . . . 179
7.16 Parallelization overhead of the CFD benchmark. . . . . . . . . . . . . . . . . . . . . . 180
7.17 Throughput of the CFD kernel on a Hybrid machine . . . . . . . . . . . . . . . . . . . 181

8.1 Berkeley’s classification of scientific computing problems into dwarfs . . . . . . . . . 184
8.2 Integration of StarPU within the computing ecosystem. . . . . . . . . . . . . . . . . . 184
8.3 Illustration of the whole segmentation framework. . . . . . . . . . . . . . . . . . . . . 186
8.4 Performance of recursive edge detection on hybrid platforms. . . . . . . . . . . . . . 187
8.5 Screenshot of the SIMBALS music recognition library. . . . . . . . . . . . . . . . . . 187
8.6 Example of 2D FFT performed with StarPU’s FFT library. . . . . . . . . . . . . . . . . 190
8.7 Example of code using the Mercurium source-to-source compiler . . . . . . . . . . . 191

A.1 Initializing StarPU and registering data. . . . . . . . . . . . . . . . . . . . . . . . . . . 204
A.2 A codelet implementing the sgemm kernel. . . . . . . . . . . . . . . . . . . . . . . . . 205
A.3 Actual implementation of the tile Cholesky hybrid algorithm with StarPU. . . . . . . 206

19



LIST OF FIGURES

20



List of Tables

2.1 Methods required to implement a new data interface. . . . . . . . . . . . . . . . . . . 67

5.1 Functions provided by our MPI-like library . . . . . . . . . . . . . . . . . . . . . . . . 142

6.1 Performance of the TPACF benchmark on HANNIBAL. . . . . . . . . . . . . . . . . . 154

7.1 List of experimental setups. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
7.2 Impact of the scheduling policy on the total amount of data transfers. . . . . . . . . . 170
7.3 Relation between speedup and task distribution for SGEQRF on MORDOR. . . . . . 172
7.4 Number of source lines used to implement Cholesky decomposition. . . . . . . . . . 174

8.1 Speedup obtained on SIMBALS with StarPU on HANNIBAL . . . . . . . . . . . . . . 185
8.2 Performance of a single-precision matrix multiplication on HANNIBAL with SOCL. . 195

21



LIST OF TABLES

22



Introduction

Hybrid accelerator-based computing

ADDRESSING the never-ending race for more performance has led hardware designers to
continuously make their best to design ever more evolved processors. Instead of relying
on the sole evolution of transistor integration, parallel architectures leverage sequential

processors by replicating their processing capabilities. Nowadays, we have thus reached an un-
precedented level of parallelism in clusters of hierarchical multicore machines. After the frequency
wall which led to this multicore computing era, architects must now address the energy wall to en-
ter the manycore era. Power consumption has indeed become a serious issue which prevents from
designing multicore chips with hundreds or thousands of full-fledged cores. Such power consid-
erations are indeed not limited to embedded platforms anymore. They have not only become a
concern for large HPC platforms, but they are also becoming a problem for standard mainstream
machines. Complex generic purpose hardware is indeed very expensive to design. Replicating
simpler CPU cores permits to save gates, and therefore to reduce the amount of energy required
for simpler operations. It is also possible to hard-code specific functions in hardware, which is
much more efficient than when achieved by a general purpose processor, both from a performance
point of view, and from an energy consumption point of view.

The manycore revolution may therefore be characterized by heterogeneous designs, either us-
ing accelerating boards or directly by the means of hybrid heterogeneous manycore processors.
Even though accelerators have been existing for a long time, hybrid computing is a solid trend.
They are not only in the HPC community, as illustrated by the numerous machines based on ac-
celerators in the Top500 [1], but they are also getting adopted in mainstream computers thanks to
the use of commodity hardware such as GPUs.

Goals and Contributions of this thesis

As a result of this hardware revolution, the manycore era will put a significant pressure on the
software side. By proposing simpler processing units, architects assume that programmers will
manually take care of mechanisms which used to be performed by the hardware, such as cache
consistency. Therefore, there is a growing gap in terms of programmability between existing pro-
gramming models and the hardware that keeps changing at an unprecedented pace. While multi-
core already introduced numerous software challenges, accelerators raise this difficulty to an even
greater level, especially when combining accelerators with manycore processors. Programmers
cannot deal with such a complexity alone anymore, so that we need to provide them with a better
support throughout the entire software stack. Runtime systems play a central role by exposing
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convenient and portable abstractions to high-level compiling environments and highly optimized
libraries which are needed for end-users. The contributions of this thesis therefore cover the dif-
ferent aspects which must be addressed at the level of the runtime system. More particularly, we
identified the following requirements:

• Provide a unified view of all processing units. Most efforts to provide support for accel-
erators initially consisted in making it easier to offload all computation on accelerators. Be-
yond this mere offloading model, tapping into the full potential of a hybrid accelerator-based
platform requires that computation should actually be spread across the entire machine. A
portable model should thus provide a unified abstraction for all processing units, including
CPU cores.

• Structure the application using task parallelism. Scientific programmers can hardly rewrite
all their codes every time there is a new hardware innovation. As a result, programmers need
a portable interface to describe parallel algorithms so that they can be executed on any type
of parallel machine enhanced with accelerators. Doing so by the means of interdependent
tasks provides an architecture-agnostic description that can be mapped efficiently on a vari-
ety of parallel platforms. Tasks not only provide a generic abstraction of computation, they
also allow programmers to explicitly specify which pieces of data are accessed by the differ-
ent tasks. Such an expressive representation enables a lot of optimization opportunities for
a runtime system (e.g. data prefetching).

• Schedule tasks dynamically. Statically mapping tasks between the different processing
units often requires a significant understanding of both parallel programming and of the
underlying hardware, which is not compatible with our portability concerns. Dynamically
scheduling tasks within the runtime system makes it possible to relieve programmers from
this delicate problem and to obtain portable performances. Since there does not exist an ul-
timate scheduling strategy that fits all parallel algorithms, runtime systems should provide
a convenient way to plug-in third party scheduling policies.

• Delegate data management to the runtime system. Designing scalable manycore architec-
tures often requires to relax memory coherency to some extent. As a result, programming
accelerators usually implies to explicitly request data transfers between main memory and
the accelerators. These transfers are achieved by the means of low-level architecture-specific
mechanism (e.g. asynchronous DMA) which are not compatible with our portability con-
cerns. Portable applications should therefore defer data management to lower-level software
layers such as the runtime system which can dynamically ensure data availability and data
coherency throughout the machine. Due to the huge impact of data contention on overall
performance, data management should be tightly integrated with the task scheduler. This
for instance avoids offloading computation when the data transfer overhead is higher than
the performance gain actually achieved by offloading computation.

• Expose an expressive interface. The interface exposed by the runtime system should be
expressive enough to allow programmers to supply scheduling hints whenever possible, so
that the runtime systems need not guess approximately what programmers know perfectly.
On the other hand, runtime systems should provide higher-level software layers with per-
formance feedback. This for instance affords them with input for performance analysis tools
and auto-tuning mechanisms.
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• Bridge the gap between the different bricks of the software stack. Library designers
are supposed to be domain-specific experts, but they are not necessarily parallel program-
ming experts. Likewise, abstractions provided by runtime systems should be helpful when
designing parallel compilers targeting accelerator-based platforms. Compilers are indeed
meant to generate or optimize kernels, but they are not necessarily supposed to provide ef-
ficient runtime libraries to coordinate the execution of the code that was generated. In both
cases, relying on the high-level abstractions offered by a runtime system allows designers
of parallel libraries and parallel compilers to concentrate on the design of efficient parallel
algorithms and to provide or generate fully optimized compute kernels instead of handling
low-level non-portable issues, so that they can painlessly take advantage of the numerous
hardware evolutions.

All the contributions described in this thesis have been implemented and experimented in the
StarPU runtime system [Web]. StarPU is freely distributed as an open-source C library composed
of more than 60 000 lines of codes. As described in Chapter 8, StarPU is used internally by various
real-life applications. It has also been the subject of several refereed publications which are cited
at the end of this document.

Organization of this document

Chapter 1 presents an overview of accelerator-based computing, both in terms of hardware and of
software. Chapter 2 analyzes the suitability of our task-based paradigm and introduces the StarPU
runtime system which implements this model. Chapter 3 describes StarPU’s flexible scheduling
engine which permits to design portable scheduling policies. Chapter 4 depicts the granularity
concerns introduced by manycore platforms and considers different algorithmic approaches to
provide StarPU with a suitable granularity. Chapter 5 presents how StarPU integrates in a clus-
ter environment. Chapter 6 gives an overview of the performance debugging facilities available
in StarPU. Chapter 7 contains an experimental validation of the model implemented by StarPU,
and Chapter 8 provides examples of applications actually using StarPU and describes its inte-
gration within the computing ecosystem. We finally conclude and describe our perspectives in
Chapter 8.6.
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CHAPTER 1. CONTEXT AND MOTIVATION

Chapter Abstract

This chapter gives an overview of the related work. We first describe the evolu-
tion of accelerator-based platforms, how GPUs have evolved to processors capable
of performing general purpose computation, and we describe the design of some
manycore architectures. Then we study the suitability of some programming mod-
els in the context of hybrid computing. We give an overview of the programming
environments implementing these models, either at a low-level or at a higher level
using compiling environments or libraries for instance. After describing the related
work in terms of scheduling and data management over hybrid accelerator-based
machines, we consider other runtime systems also targeting such platforms. StarPU,
the runtime system that we propose in this thesis, will progressively be introduced,
and eventually compared with existing runtime systems.

1.1 Manycore and Accelerator-based Architectures

Application-specific accelerating boards with specific hardware capabilities have been used for
decades in the context of scientific computing and within embedded systems. Due to the excessive
cost required to create completely new pieces of hardware, the advent of accelerators is however
relatively recent for mainstream computing. It was only made possible by reusing existing main-
stream technologies such as graphic cards, but in a different way than what they were originally
designed for. Accelerating technologies come under many different forms: besides physical accel-
erating boards typically connected to the machine through the PCI bus, some multicore processors
also feature cores with specific capabilities that are used to accelerate computation.

1.1.1 Accelerating compute boards: from ASICs to GPU computing

ASICs The use of specifically designed accelerating boards to perform compute-demanding op-
erations dates back around 1980. Application Specific Integrated Circuits (ASIC) are integrated
circuits which are customized for a special purpose. An early successful example of ASIC was for
example the ULA (Uncommitted Logic Array) which was a chip that handled graphics on 8-bit
ZX81 and ZX Spectrum computers. Large ASICs with a processing unit coupled with memory are
sometimes called Systems-on-Chip (SoC). Assembling special purpose processing elements is also
typical when designing embedded platforms. The building blocks of these platforms are usually
called ”Intellectual Property” or IP. An IP core typically consists of a Verilog or a VHDL design that
can be integrated within a larger circuit. Each IP is supposed to be a power-efficient core that
was designed for a specific purpose, which limits the overall power consumption of the resulting
embedded system. For instance, there exists DSPs which goal is to offload TCP-related compu-
tation with a minimum power consumption within an embedded processor [197]. It is however
extremely expensive to design a new ASIC, so that very high volumes are required to realistically
consider designing an ASIC for a specific purpose. This approach is therefore often not really
suited to accelerate mainstream general purpose applications.

FPGAs The Field-Programmable Gate Arrays (FPGA) invented by Xilinx in 1985 are a flexible
alternative to ASICs. They contain programmable logic blocks which can be wired together using
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a hardware circuit description language (e.g. Verilog or VHDL) to form a re-configurable circuit.
FPGAs are therefore much more easily customized for a specific application than ASICs which
cannot be reprogrammed. FPGAs are more generic pieces of hardware than ASICs, so that they
usually consume more power and perform slower than their hard-coded counterparts even if
they can be a first step before actually designing an ASIC. Modern FPGAs are large enough to
host Digital Signal Processors (DSP) or memory blocks, but they remain very expensive and are
often not robust enough to be used in production.

ClearSpeed boards Instead of repeatedly redesigning common mathematical operators on an
FPGA, scientists can take advantage of an ASIC that would be produced at a relatively high vol-
ume. ClearSpeed accelerating boards implement operators that can be applied on a wide range
of signal processing applications [43]. ClearSpeed cards are also shipped with a Software Devel-
opment Kit that provides standard libraries such as BLAS, Random Number Generators, FFTs,
etc. These cards were included in very large clusters such as the Tsubame Grid Cluster that wad
ranked 9-th in the top500 list established in November 2006 [1]. Adding these accelerating boards
in the Tsubame Grid Cluster increased performance by 24 % but only increased power consump-
tion by 1 %. In spite of these significant advantages, there is still too low a volume to make these
cards competitive against general purpose processors featuring accelerating cores or against the
millions of graphic cards produced every year which can be an order of magnitude less expensive.

1.1.2 Computing with Graphic Processing Units

Graphics Processing Units (or GPUs) are a typical example of accelerating boards that were ini-
tially designed to provide an hardware-based support for a specific compute-intensive task, and
was later on used for other purposes. As they are – by nature – designed for highly parallel
problems, GPUs which became more and more programmable in order to deal with always more
complex graphic problems indeed started to be used to solve completely unrelated problems later
on. In this section, we briefly describe the evolution of GPUs, and how they evolved from fixed
hardware implementations of standard graphic APIs to fully programmable processors applicable
to general-purpose applications.

From fixed-function pipelines to fully programmable shaders

The first graphic cards which appeared in the 1980s were used to display 2D primitives. These
are actually typical illustrations of the trend that consists in creating dedicated hardware acceler-
ators to enhance software-based approaches. In the mid-1990s, CPU-assisted 3D graphics became
so popular that hardware-accelerated 3D graphic cards were introduced in many mass-market
consoles (e.g. PlayStation and Nintendo 64). Software implementations of the OpenGL standard
graphic API which appeared in the early 1990s became so popular that a number of hardware im-
plementations emerged. Likewise, Microsoft’s DirectX programming API which is conceptually
similar to OpenGL became popular in the late 1990s. Both APIs were originally implemented into
the hardware by the means of fixed-function pipelines.

Due to the increasing needs encountered in very demanding markets such as gaming or even
movie production, advanced 3D graphics cannot always be performed efficiently enough using
a fixed-function pipeline. In order to perform specific graphic treatment and to obtain realistic
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physical effects for games, the fixed-function graphic pipeline has thus been extended with cus-
tomizable stages that are controlled by the means of user-provided pieces of code called shaders.
Shaders have initially been introduced in 1988 by the PIXAR animation studio in its RIS standard
(RenderMan Interface Specification). They have been introduced into the DirectX 8.0 and OpenGL
1.4 3D programming interfaces standards later on in 2001.

Initially, there were only pixel shaders (called fragment shaders in DirectX) to customize the
output of the rasterizer. Pixel shaders are used to specifically compute per-pixel colors. Vertex
shaders were added afterwards to be able to modify the colors and the coordinates of the vertices
and of the textures composing the 3D objects being rendered. Finally, geometry shaders made
it possible to actually add or remove vertices from a mesh which for instance allows procedural
geometry generation (e.g. to create a fur on top of an object).

In 2006, OpenGL’s Unified Shader Model (or Shader Model 4.0 in DirectX 10) provided a single
ISA for all three types of shaders. While the previous generations of shaders would typically
extend the fixed pipeline with separate programmable units (e.g. to process pixels or vertices), a
single type of processing unit called Shader Core could be used to implement all shaders. While a
fixed number of cores would have previously been devoted to each stage of the pipeline, having
a Unified Shader Architecture allows to dynamically assign shaders to the different unified cores,
with respect to the actual workload. Having a unified shader architecture therefore enables more
flexibility: in the case of a scene with a heavy geometry the GPU can for instance assign more cores
to the vertex and geometry shaders, and less cores to pixel shaders, thus leading to a better load
balancing. It is however worth noting that unified shader models and unified shader architectures
are not strictly related. The Xenos graphic chip of the Xbox360 designed by ATI for instance
already had a unified shader architecture to implement a superset of the Shader Model 3.0, which
is not unified. On the other hand, we can also implement unified shader model with different
types of shader units. From that date, a unified shader architecture was adopted by all major GPU
makers: it is for example available in NVIDIA’s GeForce 8 Series, in ATI’s Radeon HD 2000, and
in Intel’s GMA X3000 series.

General Purpose GPUs

Originally, programmers had to program GPUs by the means of graphics API. Microsoft’s HLSL
produces DirectX shader programs, GLSL produces OpenGL shader programs [168], NVIDIA’s
Cg [135] outputs both OpenGL or DirectX shaders and has a similar syntax than HLSL. Even
though shaders were already successful among the graphics community, they were neither really
accessible to mainstream programmers nor to scientific programmers who are not used to cast-
ing their problems into graphics problems. With unified shader architectures, GPUs provide a
more uniform ISA that makes it easier to design higher-level languages that automatically gen-
erate shaders. Brooks [33], Scout [138], and Glift [127] are examples of stream-based languages
that provide programmers with high-level constructs that do not require to manipulate graphic
primitives anymore. Such high-level environments permitted to implement general purpose algo-
rithms on top of GPUs, which really marked the advent of General Purpose computing on GPUs,
usually denoted as GPGPU. OWENS et al. gives an extensive study of early GPGPUs efforts [151].
Noteworthy, this study already denotes that almost all types of algorithms had already been im-
plemented on GPUs in 2006 even though it would be inaccessible to most programmers.

Compared to other accelerating technologies, technological opportunism is a major factor of
the success of GPGPUs. Instead of having to redesign new chips, GPU designers such as NVIDIA
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or ATI/AMD can take advantage of the huge volumes observed in the gaming market. This for
instance makes it possible to release several chips per year, which is not a realistic pace for stan-
dard CPU designers. Another advantage of GPGPUs is that most computers are already equipped
with potentially powerful graphic cards, which makes it possible for programmers to try getting
the benefits of accelerator-based computing without having to necessarily buy new hardware.

From GPGPU to GPU Computing

While most early GPGPUs efforts consisted in offloading the entire computation on one or sev-
eral GPUs, it quickly appeared that GPUs were not suitable for all types of computation. When
coupling multiple accelerators, the impact of data transfers also forced programmers to figure out
that parts of the computation should rather stay on CPUs. As programmers realized that GPUs
are only part of the computing ecosystem, instead of a complete replacement for it, the GPGPU
approach often became referred to as GPU computing instead. An important challenge of GPU
computing also consists in properly combining the power of both CPUs and GPUs altogether.

As GPU computing becomes more mature, a number of standard libraries (e.g. BLAS, FFT
or Random Number Generators) have been implemented on top of CUDA and OpenCL. Full-
fledged debuggers also make it possible to design actual industrial applications accelerated with
GPUs. Even though kernel programming remains a delicate problem, programmers are therefore
provided with almost standard programming environments. From a hardware point of view,
GPUs have also evolved since they were pure graphic cards used in a non-standard way. Not
only they now keep including features initially included in standard processors, such as double
precision or cached memory, but they also feature advanced data management capabilities such
as fully asynchronous DMA-based memory transfers. While the earliest CUDA-enabled chips
would only allow a single kernel to be executed over the entire GPU at the same time, NVIDIA
Fermi GPUs [145, 196] allow to execute multiple kernels concurrently. Finally, peer GPU-to-GPU
transfers as well as direct transfers between GPUs and network cards allow to properly integrate
GPUs in a real HPC cluster environment.

Besides all this vendor-specific software and hardware evolution, standardization is an im-
portant step required to obtain mature tools that permit to develop portable GPU-accelerated
applications. This is exactly the goal of the OpenCL standard which provides a standard device
interface to manipulate accelerators on the one hand, and a portable language to write vectorized
kernels on the other hand.

1.1.3 From specialized cores to hybrid manycore processors

Besides external accelerating boards such as FPGAs or GPUs, various manycore processors also
feature heterogeneous processing cores that permit to offload compute intensive or critical op-
erations on specific pieces of hardware instead of replicating numerous full-fledged cores which
might consume an excessive amount of energy. In this section, we present a few examples of
processors which illustrate the different approaches adopted to develop scalable manycore archi-
tectures.
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Figure 1.1: Intel Terascale Tile Arrangement: some cores provide fixed-functions and are dedicated
for a special purpose.

Intel’s TeraScale 80-core chip, Intel’s Single-chip Cloud Computer and Intel Manycore Inte-
grated Core Architecture

Intel’s Terascale architecture is depicted on Figure 1.1. The TeraScale project was actually designed
to implement a prototype of manycore processor, and to study the numerous challenges which ap-
pear at both hardware and software level [189]. It is composed of 80 cores arranged as a 2D
interconnected mesh. The Processing Element (PE) of each core has a simple design to consume
as little energy as possible. Maintaining cache coherency and the huge bandwidth requirements
required by hundreds of cores is a real concern as data transfers could occur between any pair
of cores. There is therefore no cache consistency enforced within the processor, and all memory
transfers are fully explicit. By making the design of the memory sub-system simpler, this also
greatly reduces the significant energy consumption of the memory interconnect. From a program-
ming point of view, this however makes it much harder to program because all data management
must be performed directly at the software level. The TeraScale is therefore interesting to study
because most accelerators (e.g. FPGAs or GPUs) and most manycore processors (e.g. IBM’s Cell)
adopted such an explicitly-managed memory hierarchy.

As shown on Figure 1.1, another interesting aspect of the TeraScale is that a few cores also
feature specific fixed functions which makes it possible to accelerate some compute intensive op-
erations using these cores. This avoids designing 80 full-fledged cores which would consume too
much energy without having to give up powerful capabilities such as HD video processing. It is
however up to the application to ensure dealing with this heterogeneity. While the TeraScale pro-
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cessor introduces a significant amount of other interesting hardware features that should make
it possible to design scalable manycore processors (e.g. failure-resilient cores, dynamic per-core
power management etc.), MATTSON et al. denote that ”hardware designers seem to ignore soft-
ware designers, [because] processors have reached an unprecedented complexity” [136]. On the
other hand, they acknowledge that ”it is difficult to write software with predictable performance
when the state of the cache is so difficult to control” so that cache coherence should not be required
when designing a manycore chip.

The 48-core Intel Single-chip Cloud Computer (Intel SCC) manycore processor [104] is a follow-
up of the TeraScale project which underlines the need for suitable programming models. In order
to optimize energy consumption, the frequency of the different cores can be changed dynamically.
A core running a data intensive function that tends to stall on memory accesses needs not be ex-
ecuted at full speed: the resulting energy savings can be reinvested to execute compute intensive
codes on other cores at a higher frequency.

An instance of the operating system is supposed to run on each core of the SCC. The different
cores communicate with a light-weight MPI-like implementation communicating by the means
of direct transfers between the local memory attached to the different cores [188]. The SCC is
therefore conceptually similar to a 48-node cluster integrated on a chip. Having such an MPI-
centric model provides programmer with a familiar environment which helps to adapt existing
codes, but there is still a huge amount of work required at the software level to deal with the
heterogeneous nature of the architecture which appears through varying frequencies or when
enhancing some cores with fixed-function units.

Intel’s Manycore Integrated Core (MIC) architecture is another project resulting from the pre-
vious architectures. The first prototype of MIC is called Knight Ferry. It is an accelerating board
connected to the host through a PCI slot. The Knight Ferry contains 32 cores manufactured with
a 32nm technology and running 4 thread each. The Knight Ferry chip also has a 8MB coherent
shared cache which indicates the desire to keep this architecture as programmable as possible. Be-
sides, the MIC is compatible with the x86 ISA, so that programmers are supposed to be able to run
legacy C, C++ and Fortran codes relying on existing parallel programming environments such as
OpenMP or TBB, and it is supposed to support the OpenCL standard too. The first actual product
should be called Knight Corners and will have 50 cores manufactured with a 22nm technology.

The Cell processor
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Figure 1.2: Architecture of the Cell Processor.

Figure 1.2 gives an overview of the architecture of the Cell processor. It is based on a hetero-
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geneous design that combines a slightly modified PowerPC core with 8 very simple SIMD RISC
cores [156]. The main core is called Power Processing Unit (PPU) and is capable of running an
operating system. It is responsible for controlling the 8 coprocessors which are called Synergistic
Processing Units (SPU). Each SPU only embeds 256 KB of Local Store (LS) which contains all data
accessible by the SPU (i.e. data and code). Data exchanges between the different parts of the Cell
processor are implemented by the means of explicitly managed asynchronous DMA transfers.
Such transfers transit through the Element Interconnect Bus (EIB) which is a four-way ring.
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Figure 1.3: Logic schematic of the Spurs Engine chip.

The Cell was mainly used as the processor of Sony’s PlayStation 3. It was also used in HPC
platforms, either as Cell-based servers (e.g. IBM’s BladeCenter QS22 servers) or integrated within
accelerating compute boards such as Mercury Cell Accelerator Boards [27]. It was also used for
compute intensive multimedia tasks. Toshiba’s Spurs Engine external PCI cards for instance relies
on a processor based on the Cell processor to perform efficient real-time movie transcoding (e.g.
H264 or MPEG4) [101]. Contrary to standard Cell chips, the PPU was replaced by on-chip codecs
which directly feed the four SPUs with computation, as depicted on Figure 1.3.

The Cell processor benefits from a very high internal bandwidth, but all transfers must be
programmed manually by the means of low-level asynchronous DMA transfers. Writing an effi-
cient code for this architecture therefore requires a significant expertise, especially to deal with the
extremely limited size of the local stores on each SPU (256 KB). Load balancing is another chal-
lenging issue on the Cell. The application is indeed responsible for evenly mapping the different
pieces of computation on the SPUs, without consuming too much memory bandwidth either. In
spite of its novelty, the interest for the Cell processor has therefore greatly diminished with the ad-
vent of GPGPUs and more particularly of CUDA which provides programmers with much easier
programming models. This lack of programmability has also had a significant impact on the suit-
ability of the Cell processor on the gaming market. Programming a Cell processor is indeed much
harder than programming a game on Xbox360’s processor which is composed of three standard
PowerPC homogeneous cores.

While IBM’s initial plan was to develop a improved version of the Cell with 32 SPUs, this
project has finally been discontinued (even though it is claimed that the ideas of the Cell processor
should be used again for future IBM processors). Even though most efforts directly related to
the Cell processors have now been stopped, the design of the Cell has clearly influenced that of
other manycore processors such as Intel’s Larrabee which was supposed to be arranged as a ring
of heterogeneous cores. Besides the novelty in terms of hardware design, an important lesson
learned from the Cell experience is that programmability should not be overlooked anymore.
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Standard libraries should be provided to make it significantly easier to adapt existing codes on
such a complex platform: the lack of a real BLAS/FFT implementation on the Cell is indeed almost
sufficient to explain its failure on the scientific programming market.

Intel Larrabee

The Larrabee architecture is Intel’s response to GPGPUs [169]. While some people claimed that
CPUs should become useless when compared to the raw performance offered by GPUs, Intel
suggested that GPUs’ vector processing capabilities should be integrated directly into the CPU.
The Larrabee processor was therefore supposed to provide a CPU-based implementation of the
various 3D graphic stacks (e.g. DirectX and OpenGL), which would make GPUs useless.

Even though the overall design of the Larrabee processor is rather similar to that of the Cell
processor because the various cores are also organized around a ring bus, the two approaches
differ significantly. While the Cell processor explicitly exhibits the heterogeneity between the
PPU and the SPUs, Larrabee’s core implement an extension of the widely spread x86 ISA. Instead
of having programmers to manually deal with complex low-level DMA transfers, the Larrabee
architecture is cache coherent, which can however lead to scalability pitfalls. Similarly to GPUs,
multiple threads are executed simultaneously on each core, to hide the significant memory latency,
and each Larrabee core contains a 512-bit vector processing unit, so that it can process 16 single
precision floating point numbers at the same time.

By the time the Larrabee was supposed to be available, both its pure performance and graphics
capabilities were out of date compared to GPUs released at the same time, so that Intel decided
to stop the project. Even though the Larrabee was never released, the Advance Vector Extensions
(Intel AVX) [67] implemented in Intel Sandy Bridge processors provides 256-bit vector units which
offer significant streaming capabilities comparable to those available in GPUs for instance. Con-
trary to IBM’s Cell, the choice of the x86 ISA and the cache coherent memory hierarchy indicates
that Intel wanted to design a chip with programmability and productivity in mind. This resulted
in performance which is not in-par with that of the other accelerator-based architectures that ac-
cepted to give up cache coherency and to actually expose heterogeneity. On the one hand, having
programmability and productivity in mind is important to avoid creating a chip that only a few
parallel programming experts are able to master. On the other hand, it also appears that we need
to consider simpler hardware: we may have to expose programmers to heterogeneity and/or to
relax memory consistency to some extent.

AMD Fusion APUs

Buses are classical bottlenecks for accelerating boards. Instead of putting the accelerator on an
external board connected to the host via a PCI-e bus, AMD’s approach consists in putting the
accelerator directly inside the processor package as shown on Figure 1.4 which depicts an AMD
Fusion chip. This processor contains two standard AMD Phenom II CPU cores, and an Accelerated
Processing Unit (APU) based on the AMD Radeon chip which implements the DirectX 11 and the
OpenGL 4.1 graphic APIs.

Tightly integrating the accelerator within the processor provides a very low latency, compara-
ble to the latency observed between two cores of the same chip. Another motivation for packag-
ing the accelerator within the processor chip is that external GPU boards are relatively expensive.
When produced in high volumes, integrated architectures such as the AMD Fusion is supposed
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Figure 1.4: Organization of an AMD Fusion processor.

to be much cheaper. However, each square millimeter of silicon is a precious resource when de-
signing a CPU. As a result, there is only limited space available for APUs, which is taken off the
space previously available to standard CPU cores.

Similarly to Intel’s Larrabee, a possible drawback of this approach is the difficulty to follow up
the pace of the gaming market, so that it is hard to provide a chip that can remain in par with the
performance of discrete GPUs which can be upgraded more easily.

1.1.4 Discussion

While SMP and multicore architectures have made it possible to overcome some of the physical
limits encountered with purely sequential processors, a significant number of challenges reappear
when designing large multicore chips.

Having numerous full-fledged modern CPU cores would be too costly if we do not reduce the
complexity of the different cores. On the other hand, only having very simple cores would not be
sufficient either. For instance, there must be some core(s) capable of running an OS in order to pre-
process and post-process data handled by the accelerators. On the Cell processor, the significant
processing power imbalance between the PPU and the 8 SPUs for example often makes it hard to
supply enough work to the coprocessors. Combining many simple energy efficient cores with a
few powerful cores therefore seems to be a promising approach considered by the major manycore
processor designers, such as Intel, AMD and IBM, as illustrated by the various examples we have
in this section.

Such heterogeneity can be achieved using either tightly coupled heterogeneous cores, or by in-
troducing loosely coupled external accelerating boards. Accelerating boards are easy to upgrade,
but the IO bus usually constitutes a major bottleneck which can be a limiting factor. Loosely cou-
pled accelerators might also suffer from a significant kernel launch overhead which makes them
unsuitable for latency-sensitive applications. Tightly integrating accelerators within the processor
(e.g. Cell’s SPUs or AMD Fusion APU core) provides much lower latency, and avoids numerous
communications across the IO bus. Even though it seems advantageous to consider tightly in-
tegrated accelerators, each square millimeter of silicon is precious when designing a CPU core.
While AMD has only been able to dedicate about 75 square millimeters for its APU by remov-
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ing space normally available for a standard core in the Fusion chip, it is worth noting that the
GF100 Fermi processor packages more than 3 billion transistors on a huge 500 square millimeters
die. It also takes much longer to extend a modern CPU architecture than to upgrade a dedicated
accelerating technology. By the time Intel would have been ready to commercialize its Larrabee
processor, much more powerful GPUs were already available on the market.

Tightly integrating accelerators within manycore processor is therefore a difficult problem
from an industrial point of view. A sensible trade-off might be to actually package accelerators as a
self-standing socket so that one could easily upgrade a multi-socket motherboard to integrate up-
to-date accelerators which performance are similar to that of external compute boards. Efforts to
provide a unified interconnect such as AMD’s HyperTransport or Intel’s QuickPath Interconnect
technology (QPI) should make such a design extremely efficient.

In order to hide heterogeneity, Intel’s approach consists in providing a single well-known ISA
(i.e. x86) for compatibility purpose. While this supposedly makes it possible to run existing ap-
plications on upcoming processors, this does not ensure that the application will run efficiently.
Promising that we can reimplement a full complex ISA to run legacy general purpose applica-
tions on top of a very simple RISC architecture does not make much sense from energy and per-
formance point of views if the software stacks ends up providing a software implementation of
the various instructions available in modern CPU cores. Instead of expecting the hardware to
automatically deal with heterogeneity, programmers need to adopt more suitable programming
paradigms which take advantage of accelerators.

1.2 Programming models

While architects have proposed numerous hardware solutions to design scalable manycore archi-
tectures, a significant pressure has shifted onto the software side. Besides heterogeneity which
introduces serious challenges in terms of load balancing, programmers need to deal with the lack
of globally coherent shared memory by implementing explicit memory transfers between the dif-
ferent processing units. In this section, we present some programming models used to address
these issues on accelerator-based platforms.

1.2.1 Multithreading

With the advent of multicore architectures, programmers have been forced to consider multi-
threading and parallel programming for shared-memory. Such models indeed permit to take into
account architecture specificity such as memory hierarchy. Multithreading is however a notori-
ously complicated paradigm, especially when it comes to synchronization problems, even though
there exist higher-level programming environments which are directly based on multi-threading
(e.g. OpenMP [24]). Designing a really scalable multithreaded application is often challenging
on current multicore architectures with as many as a hundred cores per machine. As studied by
BROQUEDIS et al., we already need hybrid paradigms with nested parallelism to obtain scalable
performance on hierarchical machines [29]. Provided scalability is already a concern nowadays,
ensuring that an algorithm written today will scale over an arbitrary machine in the future is even
harder.

Load balancing is also up to the multithreaded application programmer. Provided this is hard
on multicore platforms when the number of cores gets high or when the application is not regular
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enough, this is really a concern when it comes to dispatching work within a heterogeneous system.
It is worth noting that when load balancing is really a concern, a common approach consists in
creating pools of tasks in which the different processing units pick up work at runtime. Besides
manycore architectures, the use of threads within an accelerator-based platform often raises the
problem of data management. The various extensions proposed [13] to support accelerators in
the OpenMP standard have indeed shown a real lack of support for distributed memory in such a
model that is fundamentally based on a shared memory.

1.2.2 Message passing

The need to support distributed memory suggests that we should either rely on a Distributed
Memory System (DSM) or more likely that we should adopt a paradigm based on message pass-
ing. While there is no widely adopted standard based on a DSM, the MPI standard is clearly
a natural candidate to accelerate parallel applications in such a distributed context. A pure MPI
approach would however be very hard on such complex platforms. Indeed the recent trend for hy-
brid models such as MPI+OpenMP show that we have already encountered the limit of pure MPI
approaches on clusters of multicore machines: adding accelerators to these complex platforms will
certainly not improve this situation. Besides these programmability considerations, message pass-
ing is a convenient way to express the data transfers that need to be done between the host and
the accelerators. Implementing such data transfers by hand however introduces significant porta-
bility issues because programmers need to directly combine MPI with vendor-specific APIs (e.g.
CUDA) or at least with accelerator-specific APIs (e.g. OpenCL). The cudaMPI and glMPI libraries
therefore implement GPU-to-GPU transfers over a cluster of machines enhanced with accelerators
with an MPI-like semantic [124]. While it hides most low-level technical problems, cudaMPI only
provides a communication layer which allows the different processing units composing a hetero-
geneous environment to communicate. cudaMPI does not offer any load-balancing facilities, and
argues that the dynamic process remapping mechanism used in the Adaptive MPI (AMPI) [94]
implementation of MPI could be used to address this difficult issue.

Similarly to multithreading, MPI’s SPMD model does not really make it easy to deal with
heterogeneous processing resources. Ensuring a good load balancing is not trivial when program-
mers have to manually map tasks (or data) on a machine that is composed of a number of CPU
cores and a number of possibly heterogeneous accelerators which are not known in advance. In
most cases, MPI applications that are enhanced to support accelerators adopt a pure offloading
model: each accelerator is managed by an MPI process which role consists in offloading as much
work as possible on the accelerator. Even though accelerators are sometimes paired with a fixed
number of CPU cores, it is up to the programmer to ensure that the load is properly balanced
between the different processing units within an MPI process.

In order to properly integrate accelerators in the HPC ecosystem, various environments make
it possible to mix MPI with other programming paradigms for accelerators, such as CUDA. The
S GPU library for instance makes it possible to efficiently share CUDA devices between multiple
processes running on the same node. When there are more MPI processes than CUDA devices,
this permits to ensure that the CUDA devices are kept in use even when one of the processes is
not using accelerators. Integrating these new programming environments offering support for
accelerators within MPI applications is crucial because of the tremendous amount of existing MPI
codes, and the wide adoption of the MPI standard among the parallel programming community.
More generally, hybrid programming paradigms mixing MPI with another environment dealing
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with intra-node parallelism (e.g. OpenMP or TBB) is becoming increasingly successful.

1.2.3 Data parallelism

A convenient way to remove portability concerns and to boost programmers’ productivity con-
sists in using higher-level approaches which are able to transparently parallelize a specific piece of
computation over the different processing units. Models based on data parallelism (e.g. HPF [68])
for instance only require that the programmer should partition data so that the different data
subsets can be processed in parallel. It is then up to the implementation of the data parallel en-
vironment to ensure that the different pieces of data are properly dispatched over the different
processing units that can possibly be heterogeneous. This is either achieved through static code
analysis, or by the means of a runtime system that takes care of hiding non-portable issues to the
programmer.

Skeleton-based or template-based libraries are other examples of environments [78] which hide
the inner complexity of the machines by performing internally the mechanisms that would be too
complicated to implement by hand. Intel Ct (formerly known as Rapidmind) is an example of a
data parallel library that allows C++ programmers to express parallelism by applying common
parallel patterns (e.g. map, reduce, pack, scatter, etc.) on arrays of data [137, 102]. Intel Ct is auto-
matically able to dispatch computation between the different processing units such as CPU cores,
Cell’s SPEs or GPU devices. In addition to the C++ Standard Template Library (STL) available
on CPU cores, the Thrust library provides templates to execute common C++ operations and to
manipulate common data structures on CUDA devices.

In spite of the significant gain in terms of programmability, these approaches are however not
suited to all types of computation because rewriting an application as a combination of predefined
skeletons requires a certain understanding of the algorithm. Similarly to fork-join parallelism, the
scalability of pure data parallelism may also be a concern. Extracting enough parallelism within
a single data parallel operation is indeed not always possible: not only the number of processing
units may become very large, but the amount of computation is also sometimes not sufficient to
efficiently use all the processing resources of a machine enhanced with multiple accelerators that
all require to process very large amounts of data at the same time.

1.2.4 Task parallelism

Task parallelism consists in isolating the different pieces of computation into tasks that apply a
computation kernel on a predefined data set. Tasks can be independent or organized into di-
rected graphs that express the dependencies between the different pieces of computation. With
the advent of highly parallel architectures along with explicitly managed memory hierarchies, the
simplicity and the flexibility of the task paradigm have become especially successful.

A portable representation of computation In order to allow concurrency, tasks are typically
submitted in an asynchronous fashion. Most of the actual work is performed in the tasks. Ap-
plicative threads are mostly control threads which goal is to describe computation, and not to
perform it. Describing computation as a DAG of tasks provides a portable representation of the
algorithms because executing the application efficiently is equivalent to finding a suitable map-
ping of the tasks on the different processing units. Such mapping is either achieved by the means
of static code analysis, or often by relying on a runtime environment. The role of the application
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is only to ensure that the kernels implementing the tasks are as efficient as possible, and to pro-
vide a sufficient number of tasks to keep all processing units busy. Such a separation of concerns
between the design of application-specific kernels and the actual mapping of these tasks on an
arbitrary platform allows to obtain portable performances. Tasks are especially convenient for ac-
celerators because data accesses are explicit. We can transparently implement a message passing
paradigm that permits to transfer a piece of data to a specific processing unit before it is accessed
by a task. Synchronization between the different tasks is also implicitly derived from the task
graph, which is significantly easier than to deal with low-level synchronization mechanisms (e.g.
condition variables or mutexes when using threads).

A late adoption In spite of these advantages, the adoption of such model is relatively recent,
even if parallel environments based on task parallelism have existed for a long time. In the early
1990s, the Jade language for instance proposed an extension of the C language that implements a
coarse grain task-based model for heterogeneous clusters by offering a single address space and
a serial semantic. In 1993, RINARD et al. already remarked that ”some tasks may require special-
purpose hardware, either because the hardware can execute that tasks computation efficiently, or because
the hardware has some unique functionality that the task requires.” [165] Deeply modifying industrial
codes to introduce a task paradigm is also still a real concern that needs to be considered with
care. Programmers are indeed often reluctant to the idea of having an opaque system which takes
care of something as critical as task scheduling. This is especially a concern for HPC programmers
who typically want to keep a full control over their application in order to obtain predictable
performance. However, due to their growing complexity, it is becoming harder and harder to tap
into the full potential of the variety of modern architectures with handed-coded algorithms.

Considering the fast pace of architectural evolution, the programmability and the portability
gained with a task paradigm have often overcome the desire to keep a full control over the ma-
chine. The relatively wide adoption of the TBB [103] task-based programming environment on
multicore architectures, and the introduction of tasks in the third version of the OpenMP stan-
dard [150] clearly illustrate this new trend. Numerous other languages have also been extended
to support task parallelism such as HPF 2.0 [28] or .NET by the means of the task parallel library
(TPL) [128]. Rewriting a code with a task paradigm is more intrusive than approaches based on
code annotations, but it allows much more powerful optimization. It is also worth noting that
annotation-based environments (e.g. StarSs) are often based on tasks internally. Task management
overhead is another issue often raised against tasks, especially in the case of fine-grain parallelism
for which this overhead cannot be neglected. It has however been shown that it is often possible
to implement task parallelism very efficiently: the work-stealing mechanisms used in Cilk [70],
Cilk Plus [45] and KAAPI [90] for instance allows scheduling tasks in a multicore system with a
very low overhead in spite of a fine granularity.

A generalized adoption A large number of scientific libraries have already been modified to
adopt a task paradigm. Dense linear algebra is a classical example of domain where program-
mers are ready to spend a lot of time to manually tune their compute kernels and their parallel
algorithms. The High Performance Linpack (HPL) reference benchmark which solves large dense
linear systems has for instance been adapted continuously since the 1980s [155, 120, 65]. Because of
the high degree of parallelism and the complexity encountered in current hardware, all major im-
plementations of the LAPACK libraries are however being rewritten using a task paradigm. The
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PLASMA library [97] relies on the Quark task scheduler to fully exploit multicore platforms [198].
The FLAME project [159] takes advantage of the SuperMatrix runtime system which schedules the
sub-operations of its blocked algorithms [40]. Having such classically fully hand-written libraries
rewritten using dynamically scheduled tasks is a clear sign that productivity and portability have
become critical concerns.

The adoption of tasks in multicore environments is not limited to HPC applications. The MAC
OSX 10.6 and iOS4 operating systems for instance heavily rely on Apple Grand Central Dispatch
library (GCD) which is another lightweight library that permits to create tasks which are sub-
mitted in a task pool [10]. Apple for instance claims that it is much lighter (about 15 instructions)
than creating threads for instance [10]. Tasks are either described with function pointers or as code
blocks which are obtained by the means of extensions to the C, C++ and Objective-C languages [11].
Various streaming frameworks internally based on tasks (e.g. Scalp [143] or AETHER’s S-net [81])
also provide a portable abstraction for multimedia, image processing and other mainstream ap-
plications.

1.3 Programming Environments

A significant number of programming environments make it possible to develop codes targeting
accelerator-based platforms. The most common – and usually hardest – way to program acceler-
ators is to use the low-level toolkits provided by the vendors. In case they are available on the
targeted hardware, libraries are also a very productive mean to develop optimized applications
with a low entry cost. Not all applications can however be expressed exclusively as a combina-
tion of library invocations, so that efficient compiling environments are also required to generate
efficient code on a variety of possibly heterogeneous platforms. These compilers can either pro-
vide support to generate efficient kernels for accelerators, coordinate computation throughout a
complex hybrid accelerator-based system, or both at the same time. In order to fulfill performance
portability requirements, auto-tuning facilities are also required to ensure that portable codes are
executed as fast as possible on all platforms.

1.3.1 Low-level Vendor Toolkits

Most accelerating technologies are shipped with vendor-specific programming toolkits which per-
mit to directly execute code on the accelerator. Such toolkits are usually chosen by default when
programmers try to implement an algorithm on a specific accelerating technology. Even though
they typically enable the best performance by providing a direct access to the hardware, most
vendor-provided toolkits are however non portable and require very architecture-specific knowl-
edge from programmer. While such vendor-specific toolkits are thus not necessarily suited for
end-users, numerous third-party software are built on top of them

The libspe is the library provided by IBM to offload computation onto the SPUs of the
Cell processor. It is a very low-level C library that requires programmers to manually launch
lightweight threads on the SPUs. SPU kernels are written in C and are manually vectorized using
compilers’ intrinsics. Data transfers between SPUs and main memory (or SPUs) are implemented
by the means of DMA transfers, and inter-core synchronization is achieved using mailbox mecha-
nisms [99]. IBM Accelerated Library Framework (ALF) [49] is another programming environment
available on the Cell processor. ALF is implemented on top of the libspe and provides higher level
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constructs which automate common tasks such as loading a piece of code on a SPU, or performing
a Remote Procedure Call (RPC) on a SPU. Both interfaces only provide low-level support, so that
programming a Cell processor by the means of libspe or ALF requires a significant expertise. As
a result, only few people were actually able to develop applications targeting the Cell processors.
The lack of good standard libraries also incited many scientific programmers to abandon the Cell
to adopt architectures with more mature tools and a more accessible programming environments.

During the same year, both NVIDIA and ATI/AMD shipped respectively their own propri-
etary general purpose language along with their first hardware implementation of Unified Shader
Architectures (i.e. NVIDIA’s GeForce 8 series and ATI’s Radeon R600). NVIDIA’s CUDA (Com-
pute Unified Device Architecture) is based on the C language, so that it was quickly adopted by
a wide community of mainstream programmers. CUDA exposes vector parallelism through the
use of numerous GPU threads which are much lighter than OS threads. Instead of having a single
thread controlling the entire device as on Cell’s SPUs, each CUDA thread only handles a very
limited number of instructions. Having hundreds of thousand of threads allows the GPU driver
to actually hide most of the data access latency by overlapping multiple threads on the same pro-
cessing unit. A huge number of algorithms have been ported on NVIDIA GPUs with CUDA [148].
Even though getting good performance only came at the price of significant programming efforts,
the tremendous performance improvements observed on suitable algorithms makes it worth for
a large number of general-purpose mainstream programmers. There are actually numerous at-
tempts to make CUDA a de facto standard to exploit the vector parallelism available in modern
architectures. MCUDA [174], PGI CUDA x86 [180] and the Ocelot project [54] for instance imple-
ment an x86 backend to execute CUDA code directly standard x86 processors. Likewise, FCUDA
makes it possible to execute CUDA kernels on an FPGA [153]. NVIDIA also provides an OpenCL
implementation for their GPUs, but most advanced hardware capabilities are exclusively exposed
in CUDA.

On the other hand, ATI/AMD’s CTM hardware interface (Close To Metal) only exposed some
assembly-level interface which was far too low-level for most programmers, so that CTM was
never really adopted. The first production release of ATI/AMD’s GPGPU technology was finally
called Stream SDK, which is based on the Brooks [33] higher-level streaming model. AMD finally
decided to switch to the OpenCL standardized technology in order to have a wider audience
(i.e. to capture applications that were already designed on NVIDIA hardware by the means of
OpenCL).

The OpenCL standard is actually composed of two distinct parts: a portable language to write
compute kernels, and a standardized device management library. The OpenCL language does
not transparently introduce vector parallelism in compute kernels. OpenCL language extensions
instead propose a standardized alternative to the numerous non-portable vector intrinsics already
available in most compilers and is somehow influenced by the syntax of CUDA as well. OpenCL’s
device management library provides a unified interface to manipulate accelerators and more gen-
erally all types of processing units capable of executing SIMD kernels. It is worth noting that such
an attempt to provide a standard device abstraction has already been made with the VIA interface
in the context of high performance networks . Similarly to VIA, OpenCL device abstraction is a
low-level portable abstraction to perform common operations such as memory copies or launch-
ing a kernel, but it does not offer any high-level capabilities. Having such a standard interface
often prevents vendors from exposing architecture-specific features. OpenCL however makes it
possible to implement extensions to the actual standard to implement these features, even if this
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does not really comply with OpenCL’s portability goals. OpenCL only provides a portable in-
terface and does not guarantee any portable performances: even though the same kernel may be
executed on different types of accelerator, programmers still have to specifically tune their code
for each architecture.

Programming multiple accelerators and hybrid machines (that combine accelerators with stan-
dard processing units) using these low-level vendor-provided toolkits usually requires to manip-
ulate each accelerator separately. This is usually achieved by combining these low-level toolkits
using the thread library provided by the operating system (e.g. pthreads on Linux). This typ-
ically implies an extensive knowledge of parallel programming, low-level programming and a
significant understanding of the underlying architectures, which is not really compatible with
the portability and the programmability required for end-user programmers. Having a runtime
system, such as our proposal, StarPU, makes it possible to hide most of this complexity so that
the user can concentrate on writing efficient kernels and designing efficient parallel algorithms
instead of dealing with low-level concerns.

1.3.2 Era of libraries

Programmers cannot afford to continuously rewrite the same operations again and again. Instead
of reimplementing algorithms for which there already exists heavily tuned implementations, pro-
grammers should invoke libraries whenever possible. Due to the complexity of modern architec-
tures, the performance gap between naive implementations and fully optimized libraries indeed
keeps increasing. According to Berkeley’s classification of scientific computing, most applications
can be classified under one of the 13 dwarfs, including sparse linear algebra, or n-body methods
for instance [12]. Even though it is unclear whether such a categorization makes sense or there
should not be more/less dwarfs, this classification underlines that having an efficient (standard-
ized) library covering the common aspects of each dwarf should make it easy to design scientific
applications. For instance, many spectral methods can rely on the FFTW library [69]; the OpenCV
library helps designing visualization software; and dense linear algebra applications are typically
programmed using libraries implementing BLAS or LAPACK kernels.

Investing into a non-standard type of hardware is a huge risk when developing industrial
applications. When the lifetime of an architecture is too short to pay the price of rewriting ker-
nels, the architecture remains unused by most programmers. However, relying on libraries allows
domain-specific programmers to easily adapt their application to new platforms without hav-
ing to actually understand the underlying machine. An interesting example is the Cell processor
which did not really survive the HPC ecosystem not only because the entry cost was way too high
for programmers, but also because of the total lack of library implementations. Standard libraries
such as BLAS or FFTW algorithms were only very partially supported, and the quality of their
implementation was not sufficient for industrial applications. On the other hand, NVIDIA CUDA
devices – which are not fundamentally easier to program than Cell processors – are for instance
shipped with efficient libraries such as CUBLAS, CUSPARSE, CUFFT or CURAND. Even though
most people actually tend to avoid writing CUDA kernels, many programmers adopted CUDA
because they simply had to replace their library calls by invocations of these libraries. Such an
approach makes accelerators accessible to all kinds of scientists and all kinds of programmers,
not only computer scientists and/or parallel programming experts. Numerous domain-specific
libraries have therefore been adapted to support accelerators such as CUDA or OpenCL devices.
The VSIPL signal processing library was ported on GPUs in VSIPL++ [36]. Libraries are not only
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used in scientific computing but also by mainstream programmers. Various libraries targeting
multimedia applications have for example also been ported on accelerators: GpuCV [63] and
NPP [147] for instance respectively adapt the OpenCV and Intel’s IPP library to CUDA devices.

While most libraries either target multicore processors or a certain type of accelerator, only few
of them actually target an entire heterogeneous system mixing different types of processing units.
Since hybrid computing is a solid trend, and the power of manycore CPUs cannot be neglected
when combined to powerful GPUs, a significant challenge consists in adapting these libraries to
such hybrid environments. Even though library programmers are usually programming experts,
their expertise may not cover both their specific domain on the one hand, and parallel/low-level
programming on the other hand. In order to let library designers concentrate on developing ef-
ficient kernels and efficient parallel algorithms, the portable abstractions provided by runtime
systems like our proposal, StarPU, are necessary. For example, the PLASMA and the MAGMA
libraries respectively implement state of the art LAPACK kernels for multicore CPUs or for a
CUDA device. But neither targets both types of processing units at the same time. Using our
StarPU runtime system as an intermediate layer, it was however possible to design a state-of-the-
art library implementing LAPACK kernels on hybrid platforms, using PLASMA kernels on CPUs
and MAGMA kernels on CUDA devices [AAD+11b, AAD+11a, AAD+10b]. Likewise, we have
used StarPU to design a hybrid implementation of the FFTW library relying on kernels from the
CUFFT library on CUDA devices and on FFTW kernels on CPUs.

1.3.3 Generating compute kernels for accelerators

Using libraries whenever possible ensures good performance and a low entry cost. However, not
all codes can entirely be written as a succession of library invocations, either because there is no
such library call to perform a specific treatment on data between various library invocations, or
for performance purpose in case the library is not optimized for a specific input (e.g. when we
have symmetric matrices and the library ignores it). In this case, programmers need to actually
(re)write compute kernels which will be executed either on accelerators or on CPUs. In many
cases, this actually consists in porting CPU kernels on accelerators.

Modifying industrial applications composed of millions of lines of code to introduce totally
new programming paradigms is not always realistic, and would sometimes take longer than
the actual lifetime of the accelerating technology. Instead of writing kernels using the low-level
vendor-provided toolkits described in the previous section, programmers can rely on higher level
environments such as domain specific languages (e.g. MATLAB using the Jacket tool which com-
piles MATLAB code for CUDA devices [167, 199]) or by the means of compilers automatically gen-
erating kernels from codes written with high-level constructs or even directly from mainstream
languages such a C or Fortran when the code is simple enough and regular enough to be translated
efficiently.

The hiCUDA directive-based language provides a set of directives to express CUDA compu-
tation and data attributes in a sequential program [87]. hiCUDA makes it possible to improve ex-
isting CUDA kernels with a source-to-source translation. Even though hiCUDA hides the CUDA
language with a nicer looking programming interface, the actual programming complexity is not
so different from CUDA programming because hiCUDA has the same programming paradigm as
CUDA. For example, programmers are still responsible for manipulating CUDA specific mecha-
nisms such as allocating data in shared memory.

Automatically translating existing codes into accelerated kernels drastically reduce the entry
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cost to take advantage of accelerators in legacy codes. BASKARAN et al. for instance use polyhe-
dral models to automatically convert C functions with affine loops into CUDA kernels [18, 19].
Similarly to the widely used F2C source-to-source translator which transforms Fortran code into
C codes, the F2C-ACC tool automatically parallelizes Fortran codes to generate CUDA source
codes [144]. Even though such a source-to-source translation does not generate fully optimized
code, it can be a convenient first step that generates code which can be further optimized later on.

The OpenMP standard is naturally designed to expose vector parallelism by the means of
code annotations in C or Fortran codes. The OpenMPC project therefore slightly extends OpenMP
to generate efficient auto-tuned CUDA codes. OpenMPC also takes advantage of user-provided
hints to generate even more optimized code. This incremental methodology allows programmers
to easily start porting their code on accelerators, and gradually provide more information about
the algorithm to help the compiler generating better code. This is especially interesting for in-
dustrial codes composed of millions of lines of code but which only have a few hot spots that
actually need to be accelerated. The well-established PIPS compiler framework [178] is also able
to automatically extract portions of code to be accelerated [85] and to transform these portions
of C code into OpenMP, FPGA, CUDA or OpenCL kernels [5]. Such a static analysis and code
generation would be very useful when combined with our StarPU runtime system because pro-
grammers would only supply – possibly annotated – sequential C code, and determine a suitable
kernel granularity at compile time [6]. StarPU would thus provide the compiling environment
with an portable and efficient abstraction which avoids reimplementing a runtime library to dis-
patch kernels and to move data. As a result, most of the work required to support a new type
of architecture would consist in adding a backend to generate kernel code, instead of having to
redesign the runtime library to support new types of interactions between the processing units.

1.3.4 Coordination languages

Besides generating efficient kernels, compiling environments can provide convenient languages
to coordinate the different pieces of computation with a high-level interface.

Libraries and templates Some environments provide APIs which are simpler to manipulate than
accelerators’ native low-level toolkits. The PyCUDA scripting language for instance implements
a wrapper library to invoke CUDA from a Python script [113]. Domain specific languages can
also provide more or less transparent support for accelerators. The LibJacket library for instance
allows MATLAB applications to launch computation on CUDA devices [167]. Hierarchically Tiled
Arrays (HTA) are C++ data structures that facilitate data locality and permit to extract parallelism
within compute intensive array computation thanks to their block-recursive data-parallel design
which is well suited for hierarchical multicore architectures [8].

Annotation-based language extensions Language annotations are a common way to extend a
standard language to guide the underlying language’s runtime library or to cope with limitations
of the original language. Similarly to the OpenMP standard which permits to extract data parallel
sections out of sequential C/Fortran codes using pragma statements [24], a successful approach
to isolate kernels that must be offloaded is to identify them using such pragma code annotations.
HMPP [55], StarSs [22, 14] and PGI Accelerators [179] for instance extend C and/or Fortran with
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OpenMP-like directives to isolate portions of code which are transformed into tasks which are
dispatched between the different processing units at runtime.

HMPP and PGI Accelerator are also able to directly generate device kernels from annotated
kernels written in C or Fortran. Considering that programmers can gradually annotate their code,
these annotation-based environments, which also automatically generate device kernels, provide
a very productive solution which enables a very low entry cost to start accelerating legacy appli-
cations. StarSs does not have such code generation capabilities, so that it only provides a pro-
gramming interface that is more convenient than the low level task interface which we propose
in our StarPU runtime system. This however requires a specific compiler to accommodate with
the extra annotations. Noteworthy, a common denominator of these approaches is that they re-
quire programmers to explicitly specify which data are accessed by the tasks, and to provide the
corresponding access mode. Such an extension is also being considered directly in the OpenMP
standard [13]. This is conceptually equivalent to requiring that StarPU applications explicitly reg-
ister data before they are accessed in the tasks.

POP and COHEN propose to extend OpenMP with streaming capabilities [158]. In addition to
features available when using the previous annotation-based extensions, their approach permits to
directly manipulate streams of data instead of mere blocks of data, so that it is not limited to task
parallelism. Such an extension would typically avoid to manipulate numerous fine-grain tasks
with a significant overhead when it is possible to simply deal with data streamed to/from a single
persistent task. This is especially interesting on architectures which only feature little amounts of
local memory but have significant bandwidth capabilities, such as the SPUs of the Cell processor.

High-level data parallel languages New languages were also designed to control accelerators
with high-level data parallel paradigms. MARS [88], Merge [130, 131] and Hadoop [170] for in-
stance all implement a map-reduce model on GPU-based platforms. The Merge framework com-
piler automatically converts map-reduce statements to standard C++ code which is interfaced
with Merge’s runtime library. Similarly to our codelet proposal in our StarPU runtime system,
merge also lets the application supply different implementations for the different types of pro-
cessing units supported by Merge (e.g. x86, Intel X3000 GPU, etc.). Multiple implementations can
even be provided along with different predicates: one can for instance implement a sorting algo-
rithm for vectors smaller than a certain size, and another implementation for vectors which are
larger. Software components are also a common way to implement a streaming paradigm. Vari-
ous projects such as the Scalp [143] multimedia framework therefore schedule kernels described
using an XML-based specific coordination language.

The Sequoia [64, 20] data-parallel environment lets programmers declare when a loop can
be parallelized by replacing C’s for statements by mappar statements whenever possible. It is
also possible to explicitly specify that a function should instantiate a divisible task by adding a
task<inner> keyword in the function prototype. By providing a second implementation of the
same function, and marking it with a task<inner> keyword, Sequoia can recursively replace
inner tasks by multiple tasks that process subsets of the inner tasks’ input data in parallel. At com-
pile time, and given some user-provided configuration file to decide how to divide data, Sequoia
therefore recursively partitions computation in a recursive way in order to feed each processing
unit with tasks of a suitable granularity with respect to both heterogeneity and memory hierarchy.
At runtime, Sequoia ensures that statically mapped data are transferred on the various processing
units composing clusters of machines enhanced with accelerators. Given the hierarchical nature
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of Sequoia, it could internally rely on our StarPU runtime system to take care of task scheduling
at leaf level (e.g. at MPI node or at NUMA node level).

RAVI et al. also describe a data-parallel language based on explicitly parallel for loops which
are marked with a foreach keyword [164]. Their environment divides problem data into multi-
ple subsets which are dynamically dispatched between multiple CPUs and a GPU using a work-
stealing scheme. When a GPU requests work, a certain number of data chunks are merged to-
gether to ensure that the GPU processes a large piece of data. This language is however specifi-
cally designed to provide support for the MapReduce paradigm, so that it is unclear whether their
work-stealing mechanism will be sufficient to cope with data locality concerns for data-parallel
applications which do not adopt the MapReduce paradigm.

1.3.5 Autotuning Frameworks

In the previous sections, we have shown that it is possible to write portable code using high-
level tools such as compilers. Ensuring that an application runs everywhere however does not
mean that it executes efficiently everywhere: this latter property is called performance portability.
Hand-tuning is often not applicable anymore in a heterogeneous context, especially when the
platform is not known in advance (or does not exist yet). As a result, auto-tuning techniques are
required to automatically optimize codes or algorithms so that they fully take advantage of such
complex platforms. Auto-tuning covers multiple aspects such as selecting the most suitable code
optimization (e.g. loop unrolling, automatic tiling, etc.), or selecting the most efficient algorithmic
variants when multiple implementations are available.

One of the goals of our StarPU runtime system consists in selecting the best processing unit to
perform a piece of computation. StarPU is thus orthogonal and complementary to all auto-tuning
efforts which ensure that the dynamically scheduled kernels are fully optimized. Automatic ker-
nel tuning and automatic exploration of design space was already a serious concern on sequential
architectures, and later on with any type of parallel architecture. It is even more critical to pro-
vide such automated tuning facilities when the number of architecture combinations increases.
WILLIAMS et al. generate optimized lattice Boltzmann kernels (LBMHD) for very different types
of architectures including Itanium, Cell and Sun Niagara processors [195]. The authors obtain sig-
nificant performance improvements compared to the original code by the means of a script which
automatically generates multiple variants of the same code that enable different combinations of
optimization (e.g. TLB blocking, loop unrolling or reordering, data prefetching, etc.). While this
approach automatically selects the best optimization among a list of pre-available techniques, ad-
vanced compilers are also able to automatically introduce common optimization methods in exist-
ing codes. For example, CUDA-lite is a directive-based approach that generates code for optimal
tiling of global memory data [4]. It takes an existing CUDA code and performs a source-to-source
transformation to introduce advanced tiling techniques that improve the performance of data ac-
cesses in global memory. Auto-tuning techniques are also useful to automatically determine the
optimal parameters required to tune the numerous kernels that compose high-performance li-
braries. Libraries such as ATLAS [194], FFTW [69], OSKI [192] or SPIRAL [161] already obtained
portable performance using such auto-tuning techniques on SMP and multicore processors.

Libraries typically use automatically generated code variants which correspond to different
optimization (e.g. different levels of loop unrolling) or even to different algorithms (e.g. quick
sort or bubble sort). Since there can be thousands of code variants, auto-tuning facilities are also
useful to select the most efficient generated variant. Such auto-tuning techniques are typically
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implemented by the means of precalibration runs. For example, the kernels implemented by the
ATLAS library call the best variants depending on statically determined conditions [194] and sim-
ilar techniques are for instance used in the context of GPU computing by the MAGMA project
which automatically selects the most appropriate kernel parameters during offline precalibration
runs [129]. Some libraries such as FFTW [69] however select the best variant at runtime, which
provides more flexibility but requires that the decision overhead remains low. The HMPP com-
piler also provides a tool that permits to efficiently generate libraries by automatically selecting
the best code variation among the different variants obtained when applying the different possible
optimizations. This tool however relies on a costly benchmarking step which consists in measur-
ing the performance of all variants on all input sizes. The SkePU [61, 52] and the PetaBricks [9]
frameworks allow programmers to supply multiple implementations of the same kernel so that
the best parallel implementation is selected at runtime (e.g. depending on problem size). Being
able to automatically select the most appropriate code variant is thus useful on very different types
of applications, ranging from heavily tuned hand-coded libraries to automatically generated com-
pute kernels. A tight collaboration between our StarPU runtime system’s performance feedback
facilities and higher level tools permits to provide such tools with performance estimation which
permits to take accurate decisions to select the best variants.

Besides selecting the best algorithmic parameters or the best code variant for a sequential algo-
rithm, auto-tuning techniques are used to automatically determine how to efficiently parallelize
an algorithm over a possibly heterogeneous accelerator-based machine. Another very difficult is-
sue consists in selecting the optimal number of problem subdivision (i.e. the granularity) required
to ensure that all processing units are kept busy at all time without too much parallelization over-
head.

1.4 Schedulers

Dispatching work between the different processing units composing a accelerator-based platform
is a problem that has been studied at different levels. Asking programmers to manually map
computation is indeed a delicate issue because it requires them to have an idea of the relative per-
formance of the various processing units for the different tasks. Expert programmers like TOMOV

et al. can design accelerated libraries, but it represents a significant extra programming burden,
and requires to deeply modify the code every time there is a new type of hardware available [182].
Besides productivity concerns, manually scheduling code in a portable way is difficult, and it is
very hard to consider all parameters at the same time: for instance, it is hard to manually take
data transfers into account on a machine with 2 GPUs on PCI-e 16x slots and a GPU on a PCI-e 8x
slot. Even though it naturally introduces some overhead, dynamical scheduling however enables
performance portability and greatly simplifies programming, especially when data management
is automated as well. Another approach is to rely on a compiler which performs a static code to
determine a suitable task mapping for an application written in OpenCL [82]. Static code analysis
is indeed extremely promising, however it often assumes a certain regularity in the code so that
the compiler can make meaningful prediction. In the case of applications invoking accelerated
libraries, pure static code analysis is also insufficient.

Some environments also provide a mix of static and dynamic scheduling. Annotation-based
languages such as HMPP or StarSs for instance assume that the application can specify which type
of processing unit must execute a given task. In the case of a multicore system accelerated with a
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single GPU, this typically means that GPU tasks are enqueued and that CPU tasks are scheduled
using a simple load balancing scheme (e.g. CPU cores pick up tasks from a centralized queue).

At a coarser grain, some environments decide which resource should be assigned to the differ-
ent applications running simultaneously in the system. JIMENEZ et al. for instance decide which
resources should be assigned to an application based on the relative speedups measured during
previous executions of the applications on a the entire machine or on a subset of the machine: in
case there are several applications executed concurrently, their scheduler will assign processing
resources to the application which can use them the most efficiently according to the performance
history [106]. Likewise, GREGG et al. track contention within CPU-GPU based systems to detect
which application should be GPU accelerated, and which ones should remain on the CPUs [80].
In both case, the application is told which resources are available, but the scheduler does not pro-
vide support for an application that would be spread over the entire hybrid platform. So that
programmers must either implement a static scheduling scheme within their application, or rely
on a third-party environment taking decisions at a lower granularity.

There are indeed schedulers which provide a finer control by actually deciding which process-
ing unit should execute a specific piece of computation within an accelerated application. Qilin for
instance determines the ratio of data which should be processed by the GPU by considering the
relative speedups measured on previous kernel executions [133]. This is similar to the scheduling
strategies based on performance models in our StarPU runtime system [ATN09, ATNW09], except
that Qilin only schedules a single kernel across the entire machine while StarPU dispatches differ-
ent number of tasks to the different types of processing units without actually determining tasks’
granularity. The Anthill runtime environment provides a data-flow oriented framework in which
applications are decomposed into a set of event-driven filters, where for each event, the runtime
system can use either GPU or CPU for its processing. Anthill implements the Heterogeneous Earli-
est Finish Time [183] (HEFT) scheduling policy and relies on a performance model database [177].
We had already implemented the same approach in StarPU [ATNW09]. GHIASI et al. also con-
sider the case of heterogeneous platforms by ensuring that memory-bound tasks are scheduled
on processing units running at a lower frequency, which minimizes the total performance loss by
allowing compute intensive kernels to run on the fastest units [76].

Other environments provide support at an even smaller granularity by scheduling kernels con-
currently within accelerators. For instance, CUDA indeed typically requires that programmers
only submit coarse-grain kernels in order to fully utilize the entire GPU. Efficiently scheduling
small tasks makes it possible to create much more parallelism, which is especially interesting for
systems coupling GPU(s) with multi-core processors operating at a smaller granularity. TZENG

et al. schedule irregular workloads within a GPU by executing persistent GPU threads that con-
tinuously fetch tasks submitted from the host directly into queues located in GPU memory [186].
Similarly, CHEN et al. provide a fine-grain intra-device scheduler which exploit the asynchronous
kernel execution capabilities that allow each multi-processor of the device to execute different
pieces of code [42]. Their experimental results with a single-GPU configuration show that such
a fine-grained approach uses the hardware more efficiently than the CUDA scheduler for unbal-
anced workloads. This environment also provides Multi-GPU support thanks to work-stealing
mechanisms between the different GPUs. However, stealing tasks from another GPU may lead to
superfluous data transfers between the GPUs for applications which do not feature enough data
locality. Such intra-device schedulers are therefore complementary to our approach because they
permit to optimize irregular CUDA kernels which are scheduled between the different units at a
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larger granularity by our StarPU runtime system. Relying on StarPU to schedule tasks between
the different devices also ensures a certain data locality.

1.5 Data management support

Even though accelerators can provide impressive speedups, data movements are sometimes more
costly than performing computation locally on a slow processing unit. Ensuring that data are
available on time to keep all processing units busy within an accelerator-based platform is thus
a critical issue. The actual added value of runtime systems like our StarPU proposal therefore
consists in tightly combining task scheduling with an efficient data management.

1.5.1 Support for explicitly managed memory

A significant source of troubles when programming accelerator-based machines results from the
fact that memory is typically distributed into separate memory banks located on the different ac-
celerators. Providing a coherent memory subsystem throughout such a system is often too expen-
sive, so that the low-level programming environments typically require that programmers should
explicitly manage memory and implement data transfers by hand. On the Cell processor, data
transfers are for instance performed using low-level DMA transactions. Programmers must also
implement advanced data management techniques such as data prefetching or direct transfers
between SPUs [22] to keep SPUs busy, and thus to get any decent performance. There are many
potential approaches to deal with such complex explicitly managed memory, either through a
high-level programming model or using a compiler that automates efficient data transfers.

Adopting a high-level streaming-based programming environment such as StreamIt [115] or
Scalp [143, NBBA09] makes it possible to hide data management concerns from the programmer
by automatically streaming data on the accelerators in an efficient way. The Sequoia programming
environment also relies on a static user-guided data partitioning to automatically and efficiently
transfer data on clusters of heterogeneous machines enhanced with accelerators [64].

On the Cell processor, EICHENBERG et al. extend IBM’s XL compiler to automatically optimize
memory access (e.g. to avoid unaligned data accesses) and enforce data caching to avoid contin-
uously fetching the same data [58]. The CPU-GPU Communication Manager (CGCM) combines
such a static analysis with a runtime library helping to manage and optimize CPU-GPU commu-
nication without strong code analysis [105]. The CGCM indeed tracks allocation units at compile
time and invokes the runtime to determine the size and the shape of the data structures so that
they can be transferred between the host and the accelerators. From a programming point of
view, the CGCM gives the impression of a single coherent address space by transparently trans-
lating pointers. Such a technique is useful to design hybrid kernels (as found in the MAGMA
library [182, 142]) which can be scheduled by our StarPU runtime system.

1.5.2 Virtually Distributed Shared memory (VDSM)

A classical approach to deal with distributed memory is to implement a Distributed Shared Memory
(DSM) which provides programmers with a unified shared address space. The GMAC library [73],
for instance, implements a DSM that allows CUDA kernels to directly manipulate data normally
located in host memory. While a DSM offers a very high productivity, it is extremely hard to

50



1.6. RUNTIME SYSTEMS FOR ACCELERATOR-BASED PLATFORMS

guarantee good (or even reproducible) performance. There are indeed a large number of parame-
ters that need to be tuned in order to ensure a limited overhead. Similarly to the virtual memory
mechanisms implemented in operating systems, many DSMs divide the address space into reg-
ular blocks. Block size is an example of parameter which must be selected with care: too large
blocks result in false-sharing issues, and too small blocks lead to a large overhead. The use of a
DSM is also akin to the availability of the proper low-level hardware capabilities (or a software-
based solution) which are not portable. Recent NVIDIA drivers allow programmers to map part
of host’s memory in the memory of the device [146], provided that the CUDA device is recent
enough to support it. The coprocessors of the Cell processor (i.e. SPUs) however do not provide
such a virtual memory. Implementing a software-based DSM on the Cell processor is a complex
task which was for instance achieved by inserting data management code, either by the means of
static code analysis [126, 105] or with dynamic binary code edition [162].

Combining a DSM like GMAC [74] with our StarPU runtime system is for instance useful in
the case of large legacy codes which cannot be modified to explicitly register all pieces data. This
would for instance avoid having to modify code outside the critical path where productivity mat-
ters more than performance. As a result, programmers could incrementally register data which
must be accessed efficiently within code hot spots so that they are not managed by GMAC any-
more.

1.6 Runtime systems for accelerator-based platforms

Runtime systems provide higher-level software layers with convenient abstractions which permit
to design portable algorithms without having to deal with low-level concerns. Compared to most
of the approaches presented in the previous sections, the typical added value of these runtime
systems is to provide support for both data management and scheduling altogether.

In this section, we introduce some runtime systems which were designed or extended to sup-
port accelerator-based platforms. We first present Cell-specific runtime systems which provided
support for early adopters of such accelerating technologies. High Performance Library with spe-
cific requirements typically integrate their own runtime library. We thus give a few examples of
runtime systems that provide support for linear algebra libraries. Finally, we present different gen-
eral purpose runtime systems which have goals similar to those of our runtime system proposal,
StarPU.

1.6.1 Cell-specific runtime systems

Mercury System’s MultiCore Framework (MCF) Mercury System’s MultiCore Framework lets
programmers submit tasks which are kernels that operate on blocks of data [27]. MCF is based
on an improvement of the Parallel Acceleration System (PAS) [79] which was a commercial im-
plementation of the Data Reorg standard [51]. The application submits tasks by injecting tiles in
tile channels. The SPEs autonomously fetch work from these channels until they are empty. MCF
automatically implements a pipeline which transfers data asynchronously between main memory
(XDR) and the Local Stores on the SPEs. Host memory is divided into blocks which are explicitly
dispatched between the different SPEs. Task scheduling is therefore directly derived from data
mapping in this data centric environment.
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Cell Run Time Library The Cell-RTL (Cell Run Time Library) is a C library that provides an
interface to submit fine-grain tasks which are automatically dispatched between the different co-
processors or the Cell processor, called SPEs [NBBA09]. Similarly to the Offload API used in
Charm++ [116], a task is described by a function index (i.e. which kernel to apply) and by a list
of buffers (i.e. address in host memory and buffer length) that need to be accessed, and their re-
spective access modes (i.e. R, W or RW). The Cell-RTL implements an efficient pipeline which is
capable of processing chains of tasks on each SPE while performing data transfers in the back-
ground. The application submits tasks in a pool of tasks stored in main memory. The various
SPEs eagerly fetch tasks from this pool by the means of low-level DMA transfers and using SPEs’
mailbox registers. The Cell-RTL is not based on a DSM, but the low-level mechanism required to
implement the data transfers are totally hidden to the user. Contrary to StarPU which implements
caching techniques that avoid transferring data continuously, the Cell-RTL does not cache coher-
ent data replicates on SPEs’ Local Stores because of their limited size of 256 KB. The StarPU port
to the Cell [ATNN09] actually relies on the Cell-RTL to perform task offloading and manages data
transfers between the main memory and Local Stores on the SPUs. In a way, StarPU leverages the
Cell-RTL by adding scheduling facilities and providing with the high-level data management and
task dependencies enforcement, permitting efficient task chaining. StarPU could leverage other
backends like IBM’s ALF [49] or CellSs’ runtime [21].

Tagged Procedure Calls (TPC) The goal of the TPC library is to permit to offload tasks on SPUs
with a very low overhead [185]. For example, TPC takes care of only creating in-chip traffic when
scheduling a task, which improves scalability by reducing contention in main memory. This very
low overhead allows TPC to implement a fine grain parallelism. Similarly to the Cell-RTL, TPC
provides an asynchronous RPC programming-style and can only offload tasks on the SPEs. Task
queues are located directly on the local store of the SPUs and are managed by the means of atomic
DMA transactions. TPC however have limited scheduling capabilities, so that TZENAKIS et al.
for instance show a benchmark implementing a “static load balancing scheme to ensure that all
SPEs execute the same number of tasks”. Similarly to Cell-RTL, StarPU could leverage TPC with
scheduling capabilities by using TPC within a driver for SPUs that would benefits from TPC’s
excellent latency.

1.6.2 Runtime systems specifically designed for Linear Algebra

DaGUE The DPLASMA project implements dense linear algebra kernels over clusters of ma-
chines equipped with accelerators [25]. DPLASMA algorithms are described using the JDF format
which is similar to COSNARD and LOI’s formalism to represent parametric DAGs [46]. DPLASMA
relies on a static data distribution between the different MPI nodes. This partitioning is obtained
from a static analysis of the parametric DAG very similar to the methodology previously de-
signed by COSNARD et al. [47]. Intra-node task and data management is however performed by
the DAGUE runtime system [26]. DAGUE dynamic schedules tasks within a node using a rather
simple strategy based on work-stealing. In order to avoid having too many superfluous data
transfers caused by work-stealing, programmers typically have to manually specify which type of
processing unit should process the different classes of kernel, for instance by specifying that ma-
trix multiplication should only be performed by GPUs which process most of the tasks. Relying
on StarPU’s scheduling engine within each MPI node would offer more flexibility. Likewise, we
could use the techniques applied by DPLASMA to statically map data on a cluster. This would
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be complementary to the systematic methodology used to map DAGs of StarPU tasks on a cluster
depending on an initial data distribution (see Section 5.4.1 for more details).

TBLAS Similarly to DPLASMA, the TBLAS library implements BLAS and LAPACK kernels for
machines accelerated with GPUs [172]. It automates data transfers and provides a simple interface
to create dense linear algebra applications. TBLAS assumes that programmers should statically
map data on the different processing units, but it supports heterogeneous tile sizes: for example,
it is possible to only provide very small tasks to multicore CPUs and to provide large blocks of
data to GPUs instead. The runtime system of the TBLAS library is specifically designed for dense
linear algebra, but it is worth noting that such granularity concerns commonly occur when mixing
different types of processing units which preferred granularity differs greatly, such as multicore
CPUs and large SIMD units like GPUs. StarPU should therefore be flexible enough to allow appli-
cations to perform work at multiple granularity, for instance by the means of parallel tasks spread
over multiple slow processing units at the same time, or by dividing large tasks into smaller inde-
pendent tasks.

1.6.3 Generic runtime systems for hybrid platforms

Qilin Qilin provides an interface to submit kernels that operate on arrays which are automati-
cally dispatched between the different processing units of an heterogeneous machine [133]. This
is achieved by training a model for each kernel to determine the amount of time required to pro-
cess the kernel on the different processing units, depending on data input size. As a result, Qilin
evenly dispatches data to ensure that all processing units should finish at the same time, with
respect to heterogeneity. Qilin dynamically compiles code for both CPUs (by the means of TBB)
and for GPUs, using CUDA. Similar to StarPU, Qilin builds similar performance models. Qilin
only allows to execute a single kernel that is executed over the entire machine, while StarPU does
not automatically divides an array into multiple sub-arrays of different sizes, instead, scheduling
decisions are taken at task level. Generating StarPU tasks with a suitable granularity using Qilin’s
code generation framework could thus result in more scalable performance.

Charm++ Charm++ is a parallel C++ library that provides sophisticated load balancing and
a large number of communication optimization mechanisms [108, 107]. Programs written in
Charm++ are decomposed into a number of cooperating message-driven objects called chares.
Charm++ has been extended to provide support for accelerators such as Cell processors [117] and
GPUs [193]. Its low-level Offload API [116] provides an asynchronous RPC-like interface to of-
fload computation with a task paradigm. Even though Charm++’s extensions to support are not
a fundamental evolution of the original model, the various techniques implemented in Charm++
provide a real solution to the problem of heterogeneity. In case the different processing units do
not share the same endianness, Charm++ for instance automatically converts data when they are
transferred so that they can be used throughout the heterogeneous system [109].

KAAPI The KAAPI environment offers support for hybrid platforms mixing CPUs and GPUs [90].
It relies on the dataflow description language Athapascan [71]. Its data management is based on
a DSM-like mechanism: each data block is associated with a bitmap that permits to determine
whether there is already a local copy available or not [90], which is similar to the techniques used
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in StarPU [AN08]. Task scheduling is based on work-stealing mechanisms or on graph partition-
ing. Thanks to the work-first principle stated by the Cilk project, one can provide a bound on the
amount of work-stealing events for tree-based algorithms [70]. As a result, KAAPI is only guar-
anteed to provide an efficient scheduling for such algorithms. Data transfers and kernel launch
overhead makes it hard to implement a straightforward work-stealing policy suitable to any type
of algorithm. Applications need to provide extra locality hints, so that the KAAPI runtime sys-
tem only steals tasks from queues that are close to the current worker. This avoids numerous
superfluous data transfers across accelerators or NUMA nodes.

KAAPI is therefore typically designed for cache-oblivious hierarchical algorithms such as the
SOFA physical library. Physical objects are partitioned at runtime using SCOTCH or METIS. This
partitioning provides the scheduler with hints about data locality, so that SOFA obtains excellent
speedup over hybrid multicore platforms accelerated with multiple GPUs [90].

Harmony Harmony is the runtime system at the basis of the Ocelot dynamic execution infras-
tructure. Ocelot permits to execute native PTX code on various types of architectures. PTX code
(which is NVIDIA’s virtual ISA) is obtained by compiling CUDA codes directly with NVIDIA’s
compiler. Ocelot can therefore generate code for either native CUDA GPU devices, x86 CPU cores
(by the means of a PTX emulation layer) or on various OpenCL devices (thanks to a code trans-
formation layer based on the LLVM compiler). The Harmony runtime system [54] is a simple yet
efficient runtime system that permits to schedule the different generated pieces of code and to
reimplement CUDA runtime libraries on a hybrid platform. Native CUDA applications can thus
be executed directly on hybrid platforms that may even not feature any actual CUDA device. As
a result, Ocelot is also a very powerful debugging platform [62, 54] which is part of the Keeneland
project [190]. While Ocelot takes advantage of the parallelism available within PTX code to ex-
ploit all processing units, it is conceptually similar to the SOCL library which relies on StarPU to
execute OpenCL kernels directly on a hybrid platform [89].

StarSs The StarSs project is actually an “umbrella term” that describes both the StarSs language
extensions and a collection of runtime systems targeting different types of platforms. It is a follow-
up of the GridSs project which provided support for computational grids [15]. As mentioned in
Section 1.3.4, StarSs provides an annotation-based language which extends C or Fortran appli-
cations to offload pieces of computation on the architecture targeted by the underlying runtime
system. In this section, we concentrate on the aspects related to runtime systems in StarSs.

Multiple implementation of StarSs are therefore available: GPUSs [14], CellSs [22, 21] and
SMPSs [17] respectively target GPUs, Cell processors, and multicore/SMP processors. GPUSs
was for instance used in the libflame [159] project which formerly used the SuperMatrix runtime
system to schedule dense linear algebra kernels. CellSs implements advanced data management
techniques which for instance permits to directly transfer cached data between SPUs: such a tech-
nique could be implemented using StarPU’s data management library and was for instance ap-
plied to allow direct transfers between GPUs.

The main difference between StarPU and the various runtime implementations of StarSs is
that StarPU really provides a unified abstraction of driver which makes it possible to deal with
hybrid platforms. PLANAS et al. have shown use cases where CellSs tasks where nested within
SMPSs function, which makes it possible to design tasks that can take advantage of an entire
Cell processor, including the PPU [157]. However, tasks are scheduled in a hierarchical fashion
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so that CellSs tasks are only scheduled once the corresponding SMPSs task has been assigned
to a Cell processor. Having separate runtime systems thus does not however permit to actually
schedule tasks between heterogeneous types of processing units unless the programmer explicitly
selects the targeted platform, and therefore which runtime system should process the task. The
OMPSs project attempts to unify all these runtime systems and to provide support for clusters of
hybrid accelerator-based platforms, possibly featuring heterogeneous accelerators [34]. Similarly
to StarPU, OMPSs tasks are non-preemptible [38]. OMPSs’ scheduler is however non-clairvoyant
which means that execution times are not known in advance, which prevents OMPSs from imple-
menting scheduling strategies based on an estimation of tasks’ termination time.

StarPU and StarSs/OMPSs are closely related, so that we also implemented an interface close
to that of StarSs on top of StarPU using either the Mercurium source-to-source compiler used in
StarSs, or alternatively by the use of a GCC plugin.

1.7 Discussion

Accelerating technologies have existed for a long time to address domain-specific problems. Due
to the growing concerns in terms of energy consumption, their use is however becoming standard
in mainstream technologies. More generally, heterogeneous processing units will be required at
some point to overcome these physical limitations. We cannot just consider having hundreds of
full fledged cores anymore: we need to design simpler processing units in order to reduce the
overall energy consumption. However, we still do need to keep a few powerful CPU cores to per-
form tasks which are not suitable for accelerators such as dispatching the workload and preparing
data. The use of accelerating boards have also greatly benefited from the re-use of existing tech-
nologies such as GPU devices which made it possible to introduce accelerators in mainstream
computers. This hardware trend is also underlined by the fact that all major processor makers
(e.g. Intel, AMD, IBM) are now designing heterogeneous manycore chips. Besides, accelerating
boards such as GPU devices or Intel’s Knight Ferry provide a convenient approach to enhance a
standard multicore machine with huge parallel processing capabilities

Accelerators and heterogeneity introduce a significant number of challenges throughout the
software stack. Numerous libraries have been ported on accelerators, and many languages are
being adapted to support hybrid computing. Parallel compilers make it possible to automati-
cally extract parallelism and to generate efficient kernels, for instance by gradually annotating
legacy codes. Parallel machines are becoming harder and harder to program, so that efficient
runtime libraries are now a key component to provide convenient abstractions for higher-level
software layers. Due to their flexibility, tasks are becoming increasingly popular on manycore
and accelerator-based platforms, and it is likely that most high-level environments will somehow
rely on tasks, at least internally. As a result, most of the high-level environments previously men-
tioned implement their own runtime library to dynamically offload task-based computation and
to implement data transfers. Instead of relying on existing runtime systems, these programmers
therefore have to keep their application-specific runtime library up-to-date every time there is a
new type of accelerator available, or when a new feature is added into existing accelerator tech-
nologies.

Since designing such runtime libraries requires a significant parallel programming and low-
level expertise, most of these environments do not actually tap into the full potential of the ma-
chine. Such runtime libraries would indeed need to tightly integrate data management and task
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scheduling supports to ensure an efficient load balancing without impacting performance with
superfluous data transfers. Instead, we propose to design StarPU, a generic runtime system that
provides higher-level software layers with a unified abstraction of the different processing units.
Its generic and flexible interface should make it possible to adapt the different pieces of software
previously mentionned so that they use StarPU instead of their own non-portable application-
specific runtime library. Besides the portability ensured by the use of a unified abstraction, these
higher-level software layers automatically obtain portable performance by relying on a generic
runtime system that supports a variety of accelerator technologies and which keeps integrating
the latest features available in the different vendor-provided drivers. By relieving programmers
from such a burden, StarPU enables separation of concerns, so that compiling environments can
concentrate on generating efficient code, and library designers can focus on designing scalable
parallel algorithms and efficient kernels.

There is a huge potential in having all these software layers to actually cooperate. On the one
hand, runtime systems should provide compilers and libraries with performance feedback that
simplifies auto-tuning. On the other hand, runtime systems should expose abstractions which are
expressive enough to let applications guide the scheduler whenever possible. This tight integra-
tion between libraries, compilers and the runtime systems provides an outline of a potential ideal
software stack for hybrid accelerator-based and manycore platforms. Programmers should invoke
parallel libraries to perform common operations. Parallel languages should allow to easily write
or generate kernels which are not already available in libraries and to coordinate the different ker-
nels. Additionally, annotation-based languages ensure a low entry cost by making it possible to
gradually extend legacy codes with annotations. Registered data should be efficiently managed
by the runtime system, and an additional software distributed shared memory would allow to
access non-registered data throughout the platform.
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Chapter Abstract

In this chapter, we study the suitability of task parallelism for hybrid accelerator-
based platforms and we introduce StarPU, a runtime system which permits to sched-
ule tasks and to manage data over such machines in a portable and efficient way. We
then describe StarPU’s programming model in terms of data and task management.
The design of the memory management is detailed, and we describe how StarPU
makes it possible to access data with relaxed coherency modes, such as data reduc-
tions. We explain how StarPU handles the different types of dependencies, and we
illustrate the flexibility and the simplicity of its execution model by showing how
we added support for architectures such as GPU devices or Cell’s SPUs.

2.1 A programming model based on tasks and explicit data registration

Selecting an appropriate paradigm is a crucial issue to propose a model that should be portable
across multiple generations of accelerators. In the previous chapter, we have seen that the flexibil-
ity offered by task parallelism has become very successful on hybrid accelerator-based platforms.
In this section, we first discuss whether the use of a task-based paradigm is a suitable approach
for a runtime system. Data management is a crucial issue encountered when offloading computa-
tion between different processing units that do not share the same address spaces. Automatically
tracking arbitrary data throughout a system equipped with accelerators is often not doable, and
usually not efficient. We thus discuss how such a task-based model also requires programmers to
explicitly describe and register all data to avoid having the runtime system to guess approximately
what programmers can tell exactly most of the time.

Operating System

Runtime System

Parallel
Compilers

Parallel
Libraries

Applications

CPUs GPUs SPUs ...

Figure 2.1: Runtime Systems play a central role in Hybrid Platforms

2.1.1 Task parallelism

Task parallelism consists in isolating the different pieces of computation into tasks that apply a
computation kernel on a predefined data set. Tasks can be independent or organized into directed
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graphs that express the dependencies between the different pieces of computation. These graphs
are usually acyclic because a task should not depend on a task that already depends on it. Some
extensions to this classic Directed Acyclic Graph (DAG) model are sometimes allowed in the case
of applications that repeat the same sub-graph multiple times (e.g. when applying a set of kernels
on a data flow). Our approach consists in having DAGs of tasks that can possibly be marked to
be regenerated after their execution: the application describes an arbitrary graph of tasks, but the
cycles are handled by regenerating new tasks that eventually permit to only consider DAGs of
tasks.

Implicit task parallelism Even though brand new source codes are often written using task-
parallelism, and many codes are being rewritten to rely on tasks, there exists a huge momentum
in scientific programming. The need for perennity is indeed a critical concern for applications that
need to run for decades, especially for codes that consists of hundreds of thousands or millions
of lines of code. In spite of the deep evolution of the architectures, completely rewriting such
applications is simply not realistic in many case. A common way to easily adapt to technological
changes is to rely on high-level layers which automatically take care of providing performance
portability. Libraries and compilation environments can indeed internally take advantage of task
parallelism without impacting the original code. Contrary to actual applications, such environ-
ments need to be adapted to take advantage of new technologies anyway. The massive use of
high-profile libraries (e.g. LAPACK, VSIPL, etc.) clearly indicates that such rewriting efforts are
worthy. Another approach to reduce intrusiveness is to extend existing codes with annotations.
Similarly to the OpenMP standard which enables parallelism within C/Fortran codes [24], some
language extensions have been designed in order to easily offload parts of the computation in a
sequential code. The StarSs [22, 14] and the HMPP [55] languages permit to easily modify existing
codes, without significantly changing the overall design of the application. Both environments
actually rely on tasks internally. It is therefore possible to take advantage of task parallelism in
legacy codes without having to rewrite millions of lines of code. Instead, programmers can specif-
ically select the real hot spots in the code that really need to be reworked.

Hybrid paradigms Finally, it must be noted that task parallelism is not always suitable. Be-
sides the granularity considerations previously mentioned, there are codes which are naturally
expressed using other parallel paradigms. The pivoting phase of an LU decomposition is an ex-
ample of naturally synchronous data parallel algorithm that is hardly implemented by the means
of dynamically scheduled tasks. This suggests that we must consider hybrid paradigms, which for
instance allow to invoke data parallel kernels within tasks. Enabling parallelism at the task level
by the means of standard parallel programming environments such as OpenMP, TBB, or even
pthreads, is a promising approach to fully exploit the flexibility of task parallelism at a coarse-
grain level without forcing programmers to rewrite optimized parallel kernels in a less efficient
way with a non-suitable paradigm.

2.1.2 Explicit data registration

The problem of data management should not be overlooked on accelerator-based systems. While
accelerators often feature very high processing capabilities with huge internal bandwidth, efficient
data transfers between the different processing units are critical. Overall performance is indeed
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often affected by the limited speed of the I/O buses which usually constitutes the bottleneck of the
system. Still, data management is neglected in many environments which adopt a pure offloading
model and concentrate on efficient load balancing without really taking care of the data transfer
overhead. Instead, data management should be tightly integrated along with task management
to ensure both an efficient load balancing and to minimize the impact of data transfers on overall
performance.

A portable model should not let programmers manage data by hand. There are indeed too
many low-level architecture-specific problems that occur to make it likely to obtain portable per-
formances when taking care of data within a hybrid platform that is not even necessarily known
in advance. Besides hybrid machines, the notoriously difficult transition from single-accelerator
to multi-accelerator-based platforms illustrates the real complexity of managing data in such
complex setups. Hiding the overhead of data transfers usually also requires to use low-level
architecture-specific mechanisms such as asynchronous data transfers. Implementing such tech-
niques in an efficient way requires a certain expertise that is not compatible with the goals of a
system that attempts to make the use of accelerators more accessible. Another example of difficult
issue is found when the problems to be solved do not necessarily fit into the memory embedded
on the devices. The input size is therefore limited in many libraries that do not support this del-
icate situation: even well-optimized libraries such as MAGMA [182] or CULA [95] currently do
not deal with arbitrarily large problems.

When considering the overhead and the portability issues related to DSMs, it is interesting to
note that adapting an algorithm to task parallelism often requires to understand data layout any-
way. If the programmers already knows which pieces of data are accessed by the different tasks,
there is no need to guess this information, in a less precise way, and by the means of possibly ex-
pensive mechanisms that should be required only when such knowledge is not available. Instead
of relying on DSMs, a common aspect found in most accelerator-related language extensions is
to require that the programmers should explicitly specify the input and the output data of the
different tasks [13, 55]. Knowing in advance which pieces of data are accessed by a task allows
powerful optimizations (e.g. data prefetching) that are hardly doable with a generic DSM (even
though it can sometimes be performed by a static analysis of the code).

Our model therefore assumes that the programmer explicitly registers the different pieces of
data manipulated by the different tasks, and specifies which registered data are accessed by a
specific task, along with the different types of access (i.e. read, write, or both). Another approach
would consist in inserting instructions to explicitly upload or download a piece of data on/from
an accelerator, but expressing data transfers instead of data accesses in this way has a certain
number of drawbacks. It is then up to the application to ensure that all uploaded data can fit into
an accelerator. Programmers are also responsible for ensuring that a piece of data is still available
and valid prior to computation on a device, which can lead to a severe waste of bandwidth if the
application does not manage data locality properly.

2.2 The StarPU runtime system from a user’s point of view

The discussion of the previous section considered, we here introduce a new runtime system
called StarPU. StarPU automatically schedules tasks among the different processing units of an
accelerator-based machine. Applications using StarPU do not have to deal itself with low-level
concerns such as data transfers or an efficient load balancing that takes the heterogeneous nature
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of the underlying platform into account.
Indeed, StarPU is a C library that provides an API to describe applications’ data, and to asyn-

chronously submit tasks that are dispatched and executed transparently over the entire machine
in an efficient way. Such a separation of concerns between writing efficient algorithms and map-
ping them on complex accelerator-based machines therefore makes it possible to reach portable
performance and to fully tap into the potential of both accelerators and multi-core architectures.

In this section, we first give a brief overview of the programming model proposed by StarPU
and will give more details in the following sections. Then we take a closer look at task and data
management interfaces.

2.2.1 Programming model overview

Application first have to register their data to StarPU. Once a piece of data has been registered, its
state is fully described by an opaque data structure, called handle. Programmers must then divide
their applications into sets of possibly inter-dependant tasks. In order to obtain portable perfor-
mances, programmers do not explicitly choose which processing units will process the different
tasks.

Each task is described by a structure that contains the list of handles of the data that the task
will manipulate, the corresponding access modes (i.e. read, write, etc.), and a multi-versioned
kernel called codelet, which is a gathering of the various kernel implementations available on the
different types of processing units (e.g. CPU, CUDA and/or OpenCL implementations). The
different tasks are submitted asynchronously to StarPU, which automatically decides where to
execute them. Thanks to the data description stored in the handle data structure, StarPU also
ensures that a coherent replicate of the different pieces of data accessed by a task are automatically
transferred to the appropriate processing unit. If StarPU selects a CUDA device to execute a task,
the CUDA implementation of the corresponding codelet will be provided with pointers to local
data replicates allocated in the embedded memory of the GPU.

Programmers are thus concerned neither by where the tasks are executed, nor how valid data
replicates are available to these tasks. They simply need to register data, submit tasks with their
implementations for the various processing units, and just wait for their termination, or simply
rely on task dependencies. Appendix A contains a full example illustrating how StarPU was used
to easily port a state-of-the-art Cholesky decomposition algorithm on top of hybrid accelerator-
based platforms.

2.2.2 A tasking model enabling heterogeneous scheduling

A task is defined as a piece of computation that accesses (and possibly modifies) a predefined set
of data handles. In order to facilitate data management and the design of scheduling policies,
StarPU does not allow task preemption. The lack of preemption also avoids perturbing kernels
that are very sensitive to rescheduling, such as BLAS kernels which are especially sensitive to
cache perturbation. It is also much easier to take fine-grain scheduling decisions for well delimited
tasks than with a single thread continuously offloading a flow of computation. Dealing with non-
preemptible tasks also avoids concurrency issues when managing data (e.g. when a preempted
task locks a piece of data that needs to be accessed from another flow of computation). This not
only reduces the complexity of our model, but this also helps to lower the overhead of task and
data management. Preemption also requires a specific support from the hardware or from the
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1 void axpy_cpu(void *descr[], void *cl_arg)
2 {
3 struct vector_interface *v_x = descr[0];
4 struct vector_interface *v_y = descr[1];
5

6 SAXPY(v_x->n, 1.0, v_x->ptr, 1, v_y->ptr, 1);
7 }
8

9 void axpy_gpu(void *descr[], void *cl_arg)
10 {
11 struct vector_interface *v_x = descr[0];
12 struct vector_interface *v_y = descr[1];
13

14 cublasSaxpy(v_x->n, 1.0, v_x->ptr, 1, v_y->ptr, 1);
15 cudaThreadSynchronize();
16 }
17

18 int main(int argc, char **argv)
19 {
20 float vec_x[N], vec_y[N];
21

22 (...)
23

24 starpu_vector_data_register(&handle_x, 0, vec_x, N, sizeof(float));
25 starpu_vector_data_register(&handle_y, 0, vec_y, N, sizeof(float));
26

27 starpu_codelet axpy_cl = {
28 .where = STARPU_CUDA|STARPU_CPU,
29 .cpu_func = axpy_cpu,
30 .cuda_func = axpy_gpu,
31 .nbuffers = 2
32 };
33

34 struct starpu_task *task = starpu_task_create();
35

36 task->cl = &axpy_cl;
37

38 task->buffers[0].handle = handle_x;
39 task->buffers[0].mode = STARPU_R;
40

41 task->buffers[1].handle = handle_y;
42 task->buffers[1].mode = STARPU_RW;
43

44 starpu_task_submit(task);
45 starpu_task_wait_for_all();
46

47 (...)
48 }

Figure 2.2: Adding two vectors with StarPU.

operating system: kernels launched on CUDA devices are for instance typically non preemptible.
A portable model should not assume that such capabilities are available. Likewise, StarPU guar-
antees that a processing unit is fully dedicated during the execution of a task, even though some
minor external perturbation (e.g. OS noise) may sometimes occur.

Programmers do not decide which processing unit should process a given task a priori. Tasks
are thus likely to be executed on different types of architectures in the case of multicore machines
enhanced with accelerators. When defining a task, the application can therefore provide multiple
implementations of the same kernel in order to let StarPU choose the most appropriate processing

64



2.2. THE STARPU RUNTIME SYSTEM FROM A USER’S POINT OF VIEW

unit for which an implementation is available. The codelet data structure describes such a multi-
versioned kernel. It is a gathering of the different implementations available for this kernel (i.e. for
a CPU core, for an OpenCL device, etc.). Besides pointers to the different kernel implementations
available, the codelet data structure contains extra information such as the number of data handles
accessed by the kernel. Finally, a StarPU task is defined as a codelet working on a set of data
handles.

Figure 2.2 for instance shows the code of an application which submits a task that computes the
sum of two vectors. Lines 27 to 32 illustrate how to define a codelet. The .where field on line 28
specifies that the kernel is available on both CUDA devices and CPU cores. The .cpu_func
and .cuda_func fields respectively points to the CPU and CUDA implementations defined on
lines 1 and 9. Kernel implementations always have the same prototype: the first argument is an
array of pointers to the data interfaces that describe input data, and the second argument is a
constant value that can be specified in the cl_arg field of the task data structure. The number of
data handles accessed by the kernel (i.e. the size of the first array) is specified by the .nbuffers
field of the codelet data structure on line 31. More details on the actual data management within
the compute kernels are given in Section 2.2.3. Lines 34 to 44 illustrate how to create and submit a
StarPU task. The task structure initialized on line 34 is mostly composed of the .cl and .buffers
fields that respectively specify which codelet is implemented by the task, and which data handles
are accessed by this codelet. This task structure is asynchronously submitted to StarPU on line 44.
It is worth noting that the application does not take any scheduling decision, and simply waits for
the completion of the task by issuing a barrier that ensures that all tasks are terminated on line 45.

In this example, we have used the axpy BLAS kernel that takes two vectors x and y, and com-
putes x = αx+y. This illustrates how StarPU can be used to provide an hybrid implementation of
an algorithm that is composed of tasks for which there already exist optimized implementations
for the different types of architectures. Programmers can therefore rely on StarPU in order to con-
centrate on providing efficient task-based algorithms and on writing optimized kernels, instead
of dealing with low-level and portability concerns.

Expert programmers can also provide extra hints to guide the scheduling policy. It is for in-
stance possible to define a priority level by setting the .priority field of the task data structure.
One can also provide a performance model in the .model field of the codelet structure so that the
scheduling policy can predict the duration of the task. More details on scheduling hints such as
priorities and performance models are given in Section 3.3.

2.2.3 Registering data to StarPU

The first step to port an application on top of StarPU is to register the different pieces of data
that need to be accessed by the different tasks. An opaque data structure, called handle is created
during the registration of a piece of data.

This opaque data structure is a convenient mean to fully characterize a piece of data. Handles
are used by the application to specify which piece of data are accessed by a task. The handle
structure also contains a full description of the registered piece of data, which makes it possible
for StarPU to transfer this piece of data between different parts of the machine (e.g. from host
memory to the memory embedded on a GPU).

From the point of view of the application, registering a piece of data to StarPU ensures that
each piece of data will be available to the different processing units that need it. The semantic
proposed by StarPU indeed offers the impression of a central coherent memory: each piece of
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data is loaded before the execution of a task, and is stored back in main memory afterward. For
performance reasons, the actual implementation of StarPU memory subsystem of course avoids
to perform unnecessary data transfers, and therefore maintains multiple coherent replicates of the
same piece of data. To execute a task, StarPU will make each processing unit perform a request to
allocate and to transfer the registered piece of data into a new local replicate. Besides, whenever
the data replicate will be modified, all other replicates are invalidated.

Once a piece of data has been registered, its coherency is solely ensured by StarPU, so that an
application cannot directly access registered data in host memory without informing StarPU prior
to this access. StarPU provides programmers with an acquire/release semantic: a valid copy of a
registered piece of data is put back in host memory when calling starpu_data_acquire on the
corresponding data handle. An access mode is also specified during this acquire phase, so that
StarPU invalidates the various data replicates when the application wants to modify the piece of
data, which becomes available again when the application calls starpu_data_release.

Data Interface API

We still have not precisely defined what is meant by a piece of data. A common approach adopted
in various programming environments for accelerator-based computing is to reduce all data types
to arrays of scalar data types. Language extensions such as StarSs [14, 22], HMPP [55] or even the
current propositions to extend the OpenMP standard to support accelerators [13] are typically lim-
ited to data types that are arrays of scalar types. An annotation-based approach for instance does
not permit to describe more complex data types than what is available in the original language
(e.g. C or Fortran).

Defining any piece of data by the pair composed of its address and its length is however not
sufficient for a generic system such as StarPU. An application performing matrix-based computa-
tion may for instance want to register a non-contiguous subset of a matrix. In the context of image
processing, one could for instance store a picture using three distinct layers in the RGB format.
Higher level environments provide richer sets of data structures: the Intel Ct programming envi-
ronment [137, 102] for instance relies on C++ Standard Template Library (STL), which provides
data types which are much more complex than mere vectors of scalar types. The containers found
in the SkePU skeleton programming library are also inspired by the STL. Finally, specific libraries
often manipulate their own specific opaque data types. Modifying an application that use such a
library is much easier when using library’s native opaque data structures directly instead of reim-
plementing them by the means of vectors. For the sake of generality, defining a piece of data only
by an address and a length is therefore not sufficient, a system like StarPU must capture all these
situations.

In order to provide more flexibility than environments which only manipulate vectors of scalar
types, the StarPU runtime system provides a data structure called data interface. A data interface
is first defined by a C structure data type that can contain the description of a piece of data. Sec-
ondly, implementing a data interface requires to provide StarPU with the methods that permit to
manipulate pieces of data stored in this format (e.g. allocate a new piece of data, transfer data
between host and accelerators, etc.).

Figure 2.3 gives a few examples of C structures that describe different types of data layouts.
Scalar vectors are managed by the means of the vector interface shown on Figure 2.3(a). Matrices
are handled with the interface on Figure 2.3(b), which for instance contains a leading dimension field
(ld) that makes it possible to describe non contiguous matrices using a semantic that is similar to
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1 struct vector_interface {
2 void *ptr;
3 int n;
4 size_t elemsize;
5 };

(a) Vector interface.

1 struct matrix_interface {
2 void *ptr;
3 int nx, ny, ld;
4 size_t elemsize;
5 };

(b) Matrix interface.

1 struct csr_interface {
2 int nlines, nrows;
3 char *r, *g, *b;
4 };

(c) RGB image interface.

1 struct csr_interface {
2 int nnz, nrows;
3 float *nzval;
4 int *colind, *rowptr;
5 };

(d) CSR matrix interface.

Figure 2.3: Examples of data interfaces.

that of the BLAS library. Figures 2.3(c) and 2.3(d) also show that StarPU is able to manipulate
more complex data types. An algorithm processing an image with the red, green and blue colours
stored in three different layers could take advantage of the RGB interface on Figure 2.3(c). The
Compressed Sparse Row (CSR) format is also a classical way to store sparse matrices [171] which is
for instance useful when implementing Krylov Methods such as Conjugate Gradients.

Table 2.1: Methods required to implement a new data interface.
Method name Usage
copy_methods Transfer data between the different memory nodes.

allocate_data_on_node Allocate a piece of data on a memory node.
free_data_on_node Free a piece of data on a memory node.

register_data_handle Register a new piece of data with this interface.
get_size Return data size.
footprint Return a key uniquely identifying the data layout.
compare Detect whether an unused allocated piece of data can be

reused to allocate an other piece of data.

The different methods required to implement a new data interface are shown in Table 2.1.
These methods provide StarPU with mechanisms to manipulate data stored according to the lay-
out described by the data interface. For instance, the copy methods are used to transfer data between
the different processing units. In the case of a vector, this is a simple call to a memory copy op-
eration such as memcpy or cudaMemcpy. The copy methods of complex data types such as the
CSR format actually transfer multiple pieces of data. StarPU also needs methods to allocate and
free data on the memory banks associated to the different processing units.

A few other methods are also required to implement other advanced functionality in StarPU.
The data filters which are used to automatically subdivide data need to internally register new
data handles for the different data subsets (see Section 2.2.3). Scheduling policies may consider the
size and the shape of the data layout to predict the performance of the kernel accessing registered
data (see Section 3.5). Finally, the memory allocation cache needs a method to detect whether
an unused memory region can be reused by another piece of data that needs to be allocated (see
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Section 2.3.4).

CPU

CPU

RAM
0

GPU RAM
1

GPU RAM
2

struct vector_interface {
    .n = 1024, .elemsize = 4,
    .ptr = 0xb75e900
}

struct vector_interface {
    .n = 1024, .elemsize = 4,
    .ptr = 0x2000000
}

struct vector_interface {
    .n = 1024, .elemsize = 4,
    .ptr = NULL
}

Figure 2.4: Each processing unit is associated to a memory node. An array of data interface struc-
tures contains a description of the data replicates in each memory node.

The example on Figure 2.2 illustrates how to manipulate data in StarPU. The vec_x and vec_y
vectors defined on line 20 are registered on lines 24 and 25. starpu_vector_data_register
is a wrapper function that fills an instance of the vector_interface structure described on
Figure 2.3(a).

Figure 2.4 shows that each processing unit is attached to a memory node. When a task is exe-
cuted on a processing unit, the different pieces of data are transferred to the memory node attached
to the processing unit. CPU cores are for instance attached to the first memory node which stands
for host memory (by convention), and the different GPU devices are attached to their embedded
memory. When a piece of data is registered to StarPU, an array of structures describing the data in-
terface on the different memory nodes is therefore stored in the data handle structure. The second
argument on lines 24 and 25 thus indicates that the piece of data is registered in the first memory
node, that is to say, the registered vectors are initially located in host memory.

Once the x and y vectors have been registered to StarPU, they are both associated to a data
handle which is used to manipulate them. Lines 38 to 42 for instance specify that the task will
access x and y in read and read-write mode, respectively. When the task is finally executed on
the processing unit selected by the scheduler, the appropriate codelet implementation is called
(i.e. axpy_cpu on a CPU core, or axpy_gpu on a CUDA device). The first argument passed to
the kernel is actually an array of pointers to the structures describing the data interfaces of the
different pieces of data on the processing unit’s memory node. Assuming that the task is executed
on the first GPU on Figure 2.4, the first argument of the kernel therefore contains an array with
two pointers to the vector_interface structures that describe the local replicates of vec_x and
vec_y located in the memory embedded on the first GPU. On lines 3, 4, 11 and 12, the entries of
the array are therefore casted into pointers to vector_interface structures. On lines 6 and 14,
the programmer can therefore directly retrieve the addresses of the two local vector replicates
which were seamlessly transferred to the appropriate processing units prior to the execution of
the task.

StarPU provides a set of predefined data interfaces such as scalar values, vectors, matrices,
3D blocks, or sparse matrices stored in the CSR format. In the future, we also plan to add sup-
port for the data structures used in mainstream libraries such as VSIPL or OpenCV for example.
Expert programmers can embed their own data interfaces when registering a piece of data. This
is for instance useful for domain-specific applications. The flexibility of this data interface API
permits to register any kind of data structure, so that the application can naturally manipulates its
application-specific data types.
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Data Filters

In the previous section, we have shown that StarPU provides a flexible data interface API which
makes it possible to naturally manipulate the various types of data structures used by the different
applications. Some data are however naturally defined by subdividing other pieces of data. The
blocked algorithms found in the context of matrix computations for instance consists of tasks that
concurrently access sub-blocks of the initial matrix [39].

x =

Figure 2.5: Example of a matrix-vector product using data filters: the input matrix and the output
vector are partitioned in five sub-parts which can be computed independently. The data accessed
to compute the second sub-vector are for instance shown in dark.

Instead of registering all data subsets independently, it is sometimes more convenient to only
register a large piece of data and to recursively generate data sub-sets by applying a data filter with
StarPU. Numerous data-parallel environments (e.g. HPF [68] or Rapidmind/Intel Ct [102]) have
shown that partitioning data and explicitly accessing data sub-sets is also advantageous from an
algorithmic point of view because many data-parallel algorithms are naturally parallelized by pro-
viding a suitable data partitioning. On Figure 2.5, a matrix-vector multiplication is parallelized
by multiplying sub-sets of the initial matrix with the input vector to compute the different out-
put sub-vectors. An image processing algorithm could also require that some task for example
only access the red component of an image registered with the RGB data interface shown on Fig-
ure 2.3(c).

Data coherency is managed at the data handle level in StarPU: one cannot concurrently modify
multiple subsets of the same data handle at the same time. Applying a filter on a data handle
alleviates this problem by making it possible to manipulate independently the handles of the
different data sub-sets. From the perspective of StarPU, each data sub-set thus becomes a stand-
alone piece of data once a filter has been applied on the original piece of data. As a consequence,
filters cannot divide a data handle into overlapping pieces of data, and it is not possible to directly
manipulate a data handle on which a filter has been applied without unpartitioning the handle
first.

Each data sub-set becomes a self-standing piece of data: it is therefore described using one
of the available data interfaces. Applying a filter on a data handle thus requires to provide a
function that fills each of the data interfaces that describe the different data sub-sets. Figure 2.6
for instance gives the code of a partitioning function that divides a vector into multiple vectors of
the same size. This function is called for each memory node, and for each data sub-set. The first
two arguments of this partitioning function are respectively, pointers to the interface describing
the data handle to be partitioned, and a pointer to the data interface structure that must be filled
by the function. The nchunks and the id arguments respectively specify the total number of data
sub-sets, and the index of the sub-part that the partitioning function must describe. In this case,
the partitioning consists in reading the size of the initial vector (lines 7 and 8), to compute the size
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1 void vector_filter_func(void *father_interface, void *child_interface,
2 struct starpu_data_filter *f, unsigned id, unsigned nchunks)
3 {
4 struct vector_interface *vector_father = father_interface;
5 struct vector_interface *vector_child = child_interface;
6

7 int n = vector_father->n;
8 size_t elemsize = vector_father->elemsize;
9

10 int chunk_size = (n + nchunks - 1)/nchunks;
11 int child_n = STARPU_MIN(chunk_size, n - id*chunk_size);
12 size_t offset = id*chunk_size*elemsize;
13

14 vector_child->n = child_n;
15 vector_child->elemsize = elemsize;
16

17 if (vector_father->ptr)
18 vector_child->ptr = vector_father->ptr + offset;
19 }

Figure 2.6: Code of a filter partitioning a vector into multiple sub-vectors.

of each data sub-set (line 10), and to derive the address and the length of the resulting sub-vector
(lines 11 and 12). The data interface describing the sub-vector is then filled with these parameters
(lines 14 to 19).

block
subblock

(a) A partitioned piece of data.

matrix

block

sub-block

(b) Its tree representation.

1 /* Register the matrix to StarPU */
2 starpu_data_handle matrix_handle;
3 starpu_matrix_data_register(&matrix_handle, ptr, n, n, ...);
4

5 /* Divide the matrix into 3x3 blocks */
6 starpu_data_map_filters(matrix_handle, 2, filter_row, 3, filter_col, 3);
7

8 /* divide the bottom lower block (2,0) into 2x2 subblocks */
9 starpu_data_handle block_handle;

10 block_handle = starpu_data_get_sub_data(matrix_handle, 2, 2, 0);
11 starpu_data_map_filters(block_handle, 2, filter_row, 2, filter_col, 2);
12

13 /* bottom left sub-block (1,0) */
14 starpu_data_handle subblock_handle;
15 subblock_handle = starpu_data_get_sub_data(block_handle, 2, 1, 0);

Figure 2.7: An example of partitioned data, its tree representation and the corresponding StarPU
code

Figure 2.7 gives an overview of the API that permits to manipulate filtered data in StarPU.
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Once the large matrix has been registered (line 3), partitioning functions similar to the one shown
on Figure 2.6 are applied recursively on the data handle. Any data sub-set becomes a self-standing
piece of data that is associated to a data handle as well: the handle of the block shown on Fig-
ure 2.7(a) is for instance retrieved on line 10. Such data filtering can be done in a recursive fashion
(lines 10 and 11), so that a registered piece of data can eventually be seen as a hierarchical data
structure. The handle of a data sub-set is then characterized by the root data handle, and the path
from the root and to the data sub-set (lines 10 and 15).

Applying a filter on a data handle is equivalent to registering each data sub-set. Applying a
filter therefore does not modify the underlying data layout. The vector data interface shown on
Figure 2.3(a) for instance cannot be used to register the data sub-sets obtained by partitioning a
vector following a cyclic distribution. Such a distribution would indeed require to register inter-
laced non-contiguous sub-vectors than cannot be represented by the means of the vector interface.
This could however be achieved by writing a data interface that takes an extra striding argument
(i.e. the distance between two elements of the vector).

2.2.4 Expressing dependencies

In order to describe an application following a task-based paradigm, we must be able to express
dependencies between the different tasks submitted by the application. StarPU provides multi-
ple ways to express such dependencies, by the means of callbacks, with explicit dependencies
between task structures, by the means of logical tags, or by relying on implicit data-driven depen-
dencies.

Callbacks and barriers

One of the simplest forms of task dependencies are found in applications with a fork-join paral-
lelism. Such algorithms can be implemented by asynchronously submitting the different tasks,
and by waiting for each of the task independently, or by issuing a barrier that waits for the termi-
nation of all pending tasks. Not all parallel algorithms can however be implemented efficiently
using a fork-join paradigm. The shift observed from the fork-join parallelism used in the LA-
PACK library to the dynamically scheduled tasks used in PLASMA suggests that the often limited
scalability resulting from fork-join parallelism is not suitable for manycore platforms.

A

B C

D

Figure 2.8: A simple task DAG.
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Tree-based task graphs can also be implemented by the means of a continuation-passing pro-
gramming style which consists in submitting tasks during the callback executed during the ter-
mination of another task. The entire tree is unfolded by recursively submitting all the children of
a node in the tree during the callback executed at the end of this task. Similarly to the fork-join
paradigm, the application typically submits the tasks that are immediately ready for execution
(i.e. the root of the tree), and issues a global task barrier which is only unlocked after the termi-
nation of all the leaves in the tree. Using such callbacks is however not very practical for graphs
that are not based on trees. On Figure 2.8, expressing the dependency between task D and tasks
B and C by unlocking D during the callback of either B or C would typically require that the
application maintains a reference count that permits to detect whether both tasks have finished
or not. StarPU therefore provides explicit mechanisms to enforce the dependencies between the
tasks that compose a DAG.

Explicit task dependencies

1 struct starpu_task *deps_taskD[2] = {taskB, taskC};
2

3 starpu_task_declare_deps_array(taskB, 1, &taskA);
4 starpu_task_declare_deps_array(taskC, 1, &taskA);
5 starpu_task_declare_deps_array(taskD, 2, deps_taskD);
6

7 taskD->detach = 0;
8

9 starpu_submit_task(taskA);
10 starpu_submit_task(taskB);
11 starpu_submit_task(taskC);
12 starpu_submit_task(taskD);
13

14 starpu_task_wait(taskD);

Figure 2.9: Describing the dependencies on Figure 2.8 with explicit dependencies between task
structures.

StarPU provides a low-level interface to express dependencies between the different task struc-
tures. The code on Figure 2.9 for instance corresponds to the task graph on Figure 2.8. It is worth
noting that dependencies must be expressed prior to task submission. Line 5 shows that it is pos-
sible to have a task depend on multiple other tasks, which allows programmers to describe any
task DAG by using this generic API.

By default, dynamically allocated tasks are considered as detached, which means that once they
have been submitted to StarPU, it is not possible to synchronize with the task anymore. This
permits to automatically release the internal resources used by a task after its termination.

Contrary to the MPI standard that for instance requires that any asynchronous request should
be completed by a wait or a test call, an application written on top of StarPU does not need to
explicitly test the termination of each and every task. This avoids having to keep track of all the
dynamically allocated task structures that would otherwise have to be destroyed at the termina-
tion of the algorithm. On line 7, task D is however marked as non-detached because the application
explicitly waits for its termination on line 14.
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Logical dependencies with tags

Directly expressing dependencies between task structures can be tedious when the tasks are dy-
namically allocated because the programmer has to keep track of the addresses of the different
tasks that were possibly created by totally different pieces of code. Instead of recording such
pointers all over the application, it is possible to express dependencies at a logical level with tags.

In the case of a library, decoupling dependencies from the actual task data structures for in-
stance allows to transparently generate an arbitrary DAG and to notify that a piece of computation
is terminated by unlocking a tag. Instead of having to synchronize with the last tasks internally
generated by the library, the application would perceive this library as a black box which exposes
a logical integer that can be used to synchronize with the library call.

1 #define tagA 0x15
2 #define tagB 0x32
3 #define tagC 0x52
4 #define tagD 0x1024
5

6 starpu_tag_declare_deps(tagB, 1, tagA);
7 starpu_tag_declare_deps(tagC, 1, tagA);
8 starpu_tag_declare_deps(tagD, 2, tagB, tagC);
9

10 taskA->tag_id = tagA;
11 taskB->tag_id = tagB;
12 taskC->tag_id = tagC;
13 taskD->tag_id = tagD;
14

15 starpu_submit_task(taskA);
16 starpu_submit_task(taskB);
17 starpu_submit_task(taskC);
18 starpu_submit_task(taskD);
19

20 starpu_tag_wait(tagD);
21 starpu_tag_remove(tagD);

Figure 2.10: Describing the dependencies on Figure 2.8 with tags.

An example of code using tags is shown on Figure 2.10. The logical integers are chosen ar-
bitrarily by the application (lines 1 to 4), and the relationship between the tags and the tasks is
established by setting the .tag_id field of the task structure (lines 10 to 13). Finally, the applica-
tion waits for the termination of task D by synchronizing with the tag previously associated with
D (line 20). The interesting point is that tag dependencies can be declared even before the actual
tasks are created. As a result, the application can first describe the application as a logical DAG of
tags, and map task structures on this graph later on.

There can be multiple tags that depend on a given tag (e.g. both B and C depends on A on
Figure 2.8). Tasks and tags being decoupled, it is possible to declare a new dependency with a tag
after the termination of the task associated with that tag. As a consequence, a tag remains usable
until it has been explicitly disabled by the application (line 21). In the future, it should be possible
to automatically specify the lifetime of a tag by providing StarPU with a method that sets an
initial reference count for a given tag, and by automatically disabling tags for which this counter
has reached a null value (i.e. when the last dependency with this tag has been fulfilled). Another
possible extension would be to specify an extra namespace with the different tags: similarly to MPI
communicators, a library could transparently use an entire 32-bits tag space without conflicting
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with other libraries running in different contexts.

2.2.5 Implicit data-driven dependencies for sequentially consistent codes

In many source codes, task dependencies are directly derived from data input and output. A task
indeed typically depends on the tasks that generate its input data. In this Section, we therefore
show how StarPU allows programmers to boost their productivity by the means of implicit data-
driven dependencies that are automatically inferred from data accesses in sequentially coherent
codes.

Sequential consistency

In order to automatically build implicit data-driven dependencies, StarPU first requires that the
application should unroll the DAG following a sequentially consistent order. LAMPORT defined
this property by stating that ”the result of any execution is the same as if the operations of all
the processors were executed in some sequential order, and the operations of each individual
processor appear in this sequence in the order specified by its program.” [123]

For instance denoting T (dri , d
rw
j ) the task T that accesses data di in read mode and dj in read-

write mode, let us consider the following task sequence:

A (drw1 ) ;B (dr1, D
rw
2 ) ;C (dr1, d

rw
3 ) ;D (dr2, d

r
3, d

rw
4 ) ;

This results in having tasks B and C that depend on task A which generates data d1, and task
D to depend on tasks B and C which respectively generate d2 and d3. As long as the application
submits tasks following the A, B, C, D or the A, C, B, D sequences, StarPU therefore products the
DAG depicted on Figure 2.8.

Implicit data-driven dependencies are enabled by default in StarPU, even though it is possi-
ble to explicitly disable this property completely, or just for specific data handles. It is indeed
sometimes not possible to ensure that the tasks are submitted following a sequentially consistent
order. Some applications may also include tasks that have extra side-effects that require that the
programmer manually takes care of explicit task dependencies in addition to implicit data-driven
dependencies. Some pieces of data can also be updated in a commutative fashion: accessing an
accumulator value should for instance not introduce dependencies between tasks that can be re-
ordered without affecting correctness. Programmers should therefore disable implicit-data driven
coherency for the data handles that describe accumulators.

Such a sequential consistency is also implicitly required by StarSs [14] and other language
extensions that are not expressive enough to make it possible to express explicit dependencies
between the different tasks. As shown in Chapter 8, providing implicit data dependencies in
StarPU therefore made it much simpler to port these higher-level approaches on top of StarPU.

Function-call like task submission semantic

In sequentially coherent source code, task submission becomes very similar to function calls. In
order to boost productivity, StarPU therefore provides a helper function that permits to asyn-
chronously submit tasks with a semantic that is similar to a function call. This interface is directly
inspired from the QUARK_insert_task function of the Quark scheduler used in the PLASMA
library for multicore platforms [35].
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1 int a = 42; float b = 3.14;
2

3 starpu_insert_task(&cl_A, STARPU_RW, handle1, 0);
4 starpu_insert_task(&cl_B, STARPU_R, handle1, STARPU_RW, handle2, 0);
5 starpu_insert_task(&cl_C, STARPU_R, handle1, STARPU_RW, handle3,
6 STARPU_VALUE, &a, sizeof(int), STARPU_VALUE, &b, sizeof(float), 0);
7 starpu_insert_task(&cl_D, STARPU_R, handle2, STARPU_R, handle3, STARPU_RW, handle4, 0);
8

9 starpu_task_wait_for_all();

Figure 2.11: Example of code relying on implicit data-driven dependencies.

1 void codelet_C_func(void *buffers[], void *cl_arg)
2 {
3 struct matrix_interface *matrix = buffers[0];
4 struct vector_interface *vector = buffers[1];
5

6 int a; float b;
7 starpu_unpack_cl_args(cl_arg, &a, &b);
8

9 (...)
10 }

Figure 2.12: Accessing the arguments of task C in Figure 2.11.

Figure 2.11 illustrates the programmability improvement resulting from this helper on a se-
quentially consistent piece of code. StarPU tasks are characterized by their codelet, the data
which are accessed (and the corresponding access modes), and optionally some constant argu-
ments passed to the functions that implement the codelet. The first argument of the starpu -
insert task helper corresponds to the address of the codelet instantiated by the task. The end
of arguments for this variable-arity function is marked by a null argument. The other arguments
either correspond to data that were previously registered to StarPU, or to constant arguments that
are directly passed to the codelet. For instance, the first task, executing cl_A, accesses data handle
handle1 in a read-write mode (line 3). StarPU automatically infers task dependencies by analyz-
ing the access modes associated to the different data handles, so that the second and the third
tasks for instance depend on the first one which is scheduled immediately. Constant arguments
are passed with the STARPU_VALUE argument, followed by a pointer to the constant value, and
finally by the size of the argument to be transmitted to the codelet (line 6).

Figure 2.12 gives a possible implementation of the codelet used for the third task of Figure 2.11.
As usual, the first argument is an array of pointers to the data interfaces that describe the pieces
of data that are registered to StarPU. The second argument of the codelet implementation is a
pointer to a stack containing the various constant arguments which were passed to the starpu -
insert task helper. The unpack method is a convenient function that retrieves the different
constant values from this stack. The a and b values that are passed on line 6 of Figure 2.11 are
therefore copied into the a and b local variables declared on line 6 of Figure 2.12.

This function-call semantic is very convenient to implement portable libraries or to provide
support for compiling environments that permit to offload some portions of code. In Section 5.4.2,
we describe how this functionality was extended to exploit clusters of machine enhanced with
accelerators. Chapter 8 illustrates how implicit data-driven dependencies were used to provide
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support for the StarSs, GCC and HMPP compiling environments. Finally, appendix A also gives
a complete example relying of the starpu_insert_task helper to implement a state-of-the-art
portable implementation of Cholesky decomposition for hybrid accelerator-based platforms.

2.3 Efficient asynchronous data management

In this section, we describe the different mechanisms used by StarPU to efficiently implement the
flexible data model described in Section 2.2.3. Section 2.3.1 presents the coherency protocol that
makes it possible to keep the different data replicates coherent. Section 2.3.2 explains how StarPU
manages data transfers in an asynchronous fashion. Finally, Sections 2.3.3 and 2.3.4 respectively
describe the memory allocation cache, and the memory reclaiming mechanisms.

2.3.1 MSI Coherency Protocol

Transferring data between host memory and the accelerators before and after each task would not
be efficient. On Figure 2.4 in Section 2.2.3, we have described that StarPU keeps data replicates on
the different memory nodes. When a task is assigned to a processing unit, the different pieces of
data accessed by the task are first replicated into the local memory node if they were not already
available there. Data replicates are therefore only updated in a lazy fashion when it is strictly
needed in order to avoid wasting bandwidth.

Modified Read, Write

Shared

Read

Invalid

Write

Write

ReadRead

Write

Write

Read

Read, Write

(a) MSI coherency protocol automaton.
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(b) Data state is updated.

CPU

CPU

RAM
0

GPU RAM
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GPU RAM
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(c) Data transfer between
main memory and a GPU.

Figure 2.13: The MSI protocol maintains the state of each data on the different memory node. This
state (Modified, Shared or Invalid) is updated accordingly to the access mode (Read or Write).

We must ensure that these replicates are kept coherent when a processing unit modifies one of
them (i.e. a task that accesses the data handle in a STARPU_RWmode is executed). StarPU therefore
implements a MSI cache coherency protocol which is illustrated on Figure 2.13. When a piece of
data is registered to StarPU, an array describing the state of its replicates on the different memory
nodes is stored in the handle data structure. Each entry of this array indicates whether the local
data replicate is modified (M), shared (S) or invalid (I). A replicate is considered as modified when
the local replicate is the only valid copy. It is marked as shared when the local copy is valid, and
that there exists other valid replicates. A replicate is invalid when the local memory node does
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not contain an up-to-date copy of the piece of data. The automaton describing the MSI protocol is
given on Figure 2.13(a). When a task accesses a piece of data, the entries of the array are updated
accordingly to the access mode (read-only or write). Full-line edges show the evolution of the
status of the replicate on the memory node attached to the processing unit that executes the task.
Dashed lines corresponds to the state modifications on the other memory nodes.

Figures 2.13(b) and 2.13(c) illustrate an instance of application of the MSI protocol. In the
initial state of Figure 2.13(b), the piece of data is replicated on nodes 0 and 2, that is to say in main
memory and on the second GPU. A task that accesses the data handle in a read-write fashion is
scheduled on the first GPU which is attached to memory node 1. One of the valid replicates is
selected and transferred to the appropriate memory node as shown on Figure 2.13(c).

Accordingly to the automaton on Figure 2.13(a), remote replicates are then invalidated on
memory nodes 0 and 2, and memory node 1 which contains the only valid replicate is marked
as modified.

It is interesting to note that the choice of the most appropriate source memory node can be
done with respect to the actual topology of the machine. In Section 3.6.3, we will for instance
show that the performance prediction mechanisms available in StarPU are used to detect which
memory nodes are the closest to a processing unit that needs to access a piece of data that is not
available locally.

StarPU completely decouples the problem of the cache coherency protocol from the actual im-
plementation of the data transfers. Implementing a new data interface indeed requires providing
the different methods which permit to transfer a piece of data between two memory nodes. When
a processing unit needs to access a piece of data which is invalid on the local memory node, an
abstract method is called to transfer a valid data replicate into the local memory node. As a result,
the MSI coherency protocol is applied regardless of the underlying data interface.

2.3.2 Decentralized asynchronous data management

Maintaining the coherency of the various data replicates requires to be able to transfer coher-
ent replicates between the different parts of the machine. Data transfers might thus be required
between any combination of processing units (e.g. from a NVIDIA CUDA device to an AMD
OpenCL device). The different devices however do not only have different programming inter-
faces, but also different capabilities (e.g. asynchronous transfers, direct transfers between multiple
devices, etc.). Besides, constructors impose different constraints in their drivers, such as different
levels of support of thread-safety.

Data requests

To cope with all these disparities, StarPU provides a unified view of the different types of process-
ing units, and of the memory attached to the different devices. Each processing unit is controlled
by a driver that is attached to a memory node which represents the local memory bank. Similarly
to the message passing paradigm classically used to exchange data in distributed systems, data
transfers are managed in a decentralized fashion by the means of data requests. A data request
describes a data transfer that must be performed between two memory nodes. During its initial-
ization phase, StarPU creates a list of data requests for each memory node. When a task ends on a
processing unit, the driver in charge of this processing unit first checks whether there are pending
data requests submitted to its local memory node before asking a new task to the scheduler.
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1 int vector_cpy_cuda_to_ram(void *src_interface, unsigned src_node,
2 void *dst_interface, unsigned dst_node, cudaStream_t stream)
3 {
4 struct vector_interface *src = src_interface;
5 struct vector_interface *dst = dst_interface;
6 size_t size = src->n*src->elemsize;
7

8 cudaError_t cures;
9 cures = cudaMemcpyAsync(dst->ptr, src->ptr, size, cudaMemcpyDeviceToHost, stream);
10 if (!cures)
11 return -EAGAIN;
12

13 /* Synchronous fallback */
14 cudaMemcpy(dst->ptr, src->ptr, size, cudaMemcpyDeviceToHost);
15 return 0;
16 }

Figure 2.14: Example of method defining how to transfer a piece of data registered with the vector
interface between a CUDA device and host memory.

Given the source and the destination memory nodes, the driver performs the data transfer
by selecting the appropriate copy method in the data interface data structure. Figure 2.14 for
instance shows the implementation of this method between a CUDA device and host memory in
the case of the vector data interface. A data request is defined by the source and the destination
memory nodes, as well as the data interface structures that describe the source data and the piece
of memory where the piece of data must be copied. An optional callback function can also be
provided along with the data request to signal the termination of the data transfer.

Asynchronous data transfers

Data transfers can be very long due to the main bus typically being a bottleneck. Nowadays most
acceleration cards support asynchronous data transfers, so that these transfers can be overlapped
with computations.

Transfers are not necessarily completed immediately when the drivers process the different
data requests. Handling a data request on a processing unit that supports asynchronous data
transfers indeed simply consists in initiating a data transfer that will be completed later. In addi-
tion to the list of new data requests attached to each memory node, StarPU therefore maintains
a list of pending asynchronous data requests, which completion is tested regularly (e.g. after the
termination of the different tasks or during scheduling holes).

In order to fully overlap data transfers with computation, transfers must be programmed early
enough. StarPU therefore provides the scheduling policies with a data prefetch mechanism that
consists in programming a data transfer by submitting a data request in advance. It should be
noted that data prefetching permits to exploit scheduling holes even if the hardware does not
support asynchronous transfers.

Indirect data transfers

Complex interaction may be required to implement data transfers within an accelerator-based
machine possibly featuring different types of accelerators at the same time. However, not all
devices are compatible, so that we cannot always implement data transfers by the means of a
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single data copy between two devices. It is for instance currently not possible to transfer a piece
of data directly between a NVIDIA CUDA device and an AMD OpenCL device.
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Figure 2.15: Transfer between two GPUs are implemented by the means of chained requests when
direct transfers are not allowed.

When a piece of data must be transferred between two processing units that cannot communi-
cate directly, StarPU submits a chain of data requests, so that the piece of data can indirectly reach
its destination. Figure 2.15 for example illustrates the case of two GPUs that do not support direct
GPU-GPU transfers. On Figure 2.15(a), the GPU2 worker (running on a dedicated CPU), which
needs some data D, first posts a data request to fetch D into main memory (Step 1). Once D is not
busy any more, the GPU1 worker asks the GPU driver (e.g. CUDA) (Step 2) to asynchronously
copy D to main memory (Step 3). On Figure 2.15(b), once the termination of the transfer is de-
tected (Step 4), a callback function posts a second data request between main memory and GPU2
(Step 5). Steps 6, 7 and 8 are respectively equivalent to 2, 3 and 4. Finally, the GPU2 worker is
notified once the data transfer is done (Step 9).

This mechanism can deal with different types of accelerators (e.g. AMD and NVIDIA at the
same time). If one has both a synchronous GPU and an asynchronous GPU, the transfer between
main memory and the asynchronous GPU will still be done asynchronously. Likewise, adding
support for the direct GPU-GPU transfer capabilities introduced in the fourth release of the CUDA
toolkit [146] only required to change the routing method used to detect whether an indirect request
is needed to perform a transfer between two devices or not, and to use the appropriate functions
in the copy methods to transfer data between two NVIDIA GPUs. In other words, an application
already written on top of StarPU can take advantage of the latest driver improvements without
any further modification. This illustrates the significant advantage of using a runtime system in
terms of performance portability.

2.3.3 Memory Allocation Cache

Allocating a piece of memory can be an expensive operation, especially on accelerators which
often have limited memory management capabilities1. Calling the cudaMalloc function on a
CUDA device can for instance stall the GPU while the CUDA (host-controlled) driver allocates
a piece of memory. This not only creates a significant latency overhead, but this also introduce
extra synchronization barriers within the CUDA driver which therefore blocks until the end of the
various pending asynchronous calls.

Considering that in many algorithms, the different pieces of data have similar sizes and similar
layouts, a common approach to avoid memory allocation overhead consists in creating a memory

1This issue starts to be a concern for constructors: NVIDIA Fermi cards for instance feature a 64-bit address space
controlled by the means of a virtual memory system.
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allocation cache. Instead of systematically allocating new pieces of data which are freed when they
become unused (e.g. the data handle was unregistered or the replicate was invalidated), StarPU
puts unused data in a per memory node data cache that is queried when a new piece of data must
be allocated. StarPU calls the compare method of the data interface data structure on each entry
of the cache. This method permits to check whether an unused data replicates can be reused to
store another piece of data with the same data interface (e.g. an unused vector can be reused to
store a vector of the same size). If an entry of the cache is compatible (cache hit), the unused piece
of memory is reused and removed from the cache. If no entry is compatible (cache miss), StarPU
calls the allocate method of the data interface data structure to actually allocate a new piece of
data. If this method fails, the cache is flushed and StarPU calls allocate again.

2.3.4 Memory reclaiming

Many hand-coded applications such as the highly efficient CULA [95] and MAGMA [96] LAPACK
implementations are limited to problems that can fit in the memory of the accelerators. Host
memory is however sometimes an order of magnitude larger than the memory embedded on
the devices. Similarly to out-of-core algorithmic that deals with problems that cannot fit into
main memory, it is therefore crucial that StarPU permits to take advantage of the entire memory
available in a machine in order to fully exploit its processing capabilities. Some library designers
manually address this delicate programming issue [84], but this is transparent with StarPU which
prevents programmers from introducing complex non portable mechanisms into their algorithms.

Considering that algorithms which exhibit a reasonable amount of data locality typically only
access a subset of data at a time, the entire problem needs not be stored in each device at all
time. StarPU detects unused data replicates by maintaining a per-replicate reference count of
the tasks that are currently using it. When a memory allocation failure occurs on the device,
StarPU therefore uses a memory reclaiming mechanism which discards unused and invalidate
data replicates from the memory of the device. Similarly to other data transfers, the transfers
induced by this memory reclaiming mechanism are performed asynchronously.

Algorithm 1 summarizes the memory allocation procedure. When StarPU needs to allocate a
piece of data on a memory node, the first step consists in looking into the cache for a matching
entry. If none is found, the allocate method of the data interface is called. In case there is not
enough memory, StarPU flushes the cache associated to the memory node and tries to allocate the
data again. If this is still not sufficient, a memory reclaiming operation is performed to remove
superfluous data replicates from the memory node. If the allocation method still fails the overall
procedure is finally aborted.

Assuming that memory reclaiming is a rare event, its current implementation consists in evict-
ing all unused data and to flush the entire cache, regardless of the amount of memory that needs
to be allocated. We are investigating less aggressive policies that would for instance only discard
the least recently used pieces of data. Another possible improvement would be to automatically
discard such infrequently used pieces of data when the amount of memory allocated on a device
reaches a certain threshold. In Section 3.6, we will show examples of scheduling strategies that
minimize the amount of data transfers by penalizing scheduling decisions which incur superflu-
ous data transfers. Likewise, we could also reduce the risk of filling up the memory of the different
devices by penalizing the scheduling decisions that would lead to allocating new pieces of data
which are already replicated on other memory nodes.
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Algorithm 1: Memory allocation procedure.

1 entry ← CACHE LOOKUP (data, node);
2 if (entry 6= NULL) then
3 Remove entry from Cache;
4 return entry;
5 attempt cnt← 0;
6 while (attempt cnt ≤ 2) do
7 new interface← ALLOCATE(data, node);
8 if (new interface 6= NULL) then
9 return new interface;

10 switch (attempt cnt) do
11 case 1
12 CACHE FLUSH(node);
13 case 2
14 MEMORY RECLAIM(node);
15 attempt cnt← attempt cnt+ 1;
16 return FAILURE

2.4 Relaxing the data coherency model

In this section, we present new types of data access modes which permit to relax the data co-
herency model previously described. Combining read and write access modes is indeed some-
times not sufficient to properly capture all the situations which occur in parallel algorithms. The
first extension consists in providing a scratch access mode which provides kernels with a local
scratchpad memory. In order to deal with massively parallel machines, we then provide a reduc-
tion access mode which is a convenient and powerful mean to express high-level algorithms while
saving a lot of parallelism.

2.4.1 Scratch access mode

Writing in-place computation kernels is sometimes more difficult and/or less efficient than out-
of-place kernels. The TRMM BLAS3 routine of the CUBLAS library is for instance reported to
perform three times faster in its out-of-place version on Fermi architectures [146]. Out-of-core
kernels rely on the availability of extra local memory, here denoted as scratchpads, in addition to
the different pieces of data accessed in a standard way using R, W or RW access modes. Many
parallel programming environments therefore have a notion of local memory which permits to
manipulate local temporary buffers within computation kernels. Contrary to data accessed using
these regular modes, the lifetime of scratchpads is limited to the kernel execution. Even though
a scratchpad is both readable and modifiable, they must not be manipulated with a RW mode
because there is no need to maintain their coherency.

One could presumably allocate memory directly within computation kernels, but this is forbid-
den by StarPU which maintains a data allocation cache. A data allocation could therefore poten-
tially fail because all memory is used to cache recently used data. Since tasks are non-preemptible
in StarPU, we cannot tell StarPU to remove some entries from the cache in a safe way. This might
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indeed introduce data transfers and other potential sources of deadlocks which we avoid by al-
locating and locking all pieces of data beforehand, in a specific order as detailed in Section 2.5.1.
Allocating memory on an accelerator can be a very expensive operation: some CUDA devices are
for instance sometimes stalled while invoking cudaMalloc. Programmers should thus rely on
StarPU’s data allocation cache facility instead of allocating and deallocating temporary memory
within each kernel.

Another common approach consists in allocating a local scratchpad for each processing unit
during the initialization phase and to release all resources at the end of the algorithm. Doing so
is possible with StarPU by executing a codelet specifically on each worker. Explicitly allocating
memory on each processing is not really in the spirit of our model which intends to automate
data management and to hide low-level and non-portable concerns such as efficiently allocating
local memory. Allocating large buffers on each device in advance may also cause more pressure
on the data management library. Since there is less memory available for the remaining tasks, the
memory allocation cache becomes less efficient, which potentially affects data locality and increase
the likeliness of encountering – expensive – memory reclaiming mechanisms.

Since scratchpads cannot be efficiently implemented using existing access modes or by explic-
itly allocating beforehand or within compute kernels, we have introduced a new type of access
mode which is selected using the STARPU_SCRATCH value. When a task accesses a data handle
using this new access mode, StarPU automatically allocates a piece of data locally before the exe-
cution of the task, and releases this piece of memory when the task is terminated. For performance
reasons, such temporary buffers are actually fetched directly from the data allocation cache before
execution, and put back in the same cache after the termination of the task. This transparently
provides programmers with good locality because different tasks can reuse the same buffer which
is likely to be already in the cache, so that there are less cache misses and less TLB misses as well.

2.4.2 Reduction access mode

In some situations, maintaining data strictly coherent at all time is not efficient on a massively
parallel architecture. For instance, algorithms modifying a common piece of data very often might
suffer from a serious lack of parallelism if this piece of data is accessed in a RW mode. Not only
all tasks modifying it would be serialized, but the actual content of the data would also have to be
transferred throughout the system between each task. In case tasks actually modify this piece of
data in a commutative way, data reductions offer a powerful mean to update the variable lazily
without wasting parallelism.

A data reduction consists in maintaining multiple incoherent data replicates which are up-
dated by the different tasks accessing the piece of data in such a reduction mode, and to finally
compute a coherent variable by reducing all local data together. This reduction phase is typically
performed with a tree-based parallel algorithm that makes reduction-based algorithms scalable.
Updating an accumulator (e.g. with the += C operator) is a typical example of operation that
can be performed with a reduction. Another example of reduction is found when computing the
minimum or the maximum value of an array: after searching for local extrema, it is possible to
compute global extrema by performing a reduction with the min and the max operators.

Noteworthy, compilers can sometimes also detect such reduction patterns and generate code
accordingly [175]. Providing compilers with a runtime system offering such a data reduction
abstraction therefore makes it easier to generate efficient code, without having to reimplement a
fully asynchronous tree-based reduction algorithm relying on vendor-specific data management
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APIs within the compiler.

1 void init_cpu_func(void *descr[], void *cl_arg)
2 {
3 double *dot = STARPU_VARIABLE_GET_PTR(descr[0]);
4 *dot = 0.0;
5 }
6

7 void redux_cpu_func(void *descr[], void *cl_arg)
8 {
9 double *dota = STARPU_VARIABLE_GET_PTR(descr[0]);
10 double *dotb = STARPU_VARIABLE_GET_PTR(descr[1]);
11 *dota = *dota + *dotb;
12 }
13

14 struct starpu_codelet_t init_codelet = {
15 .where = STARPU_CPU,
16 .cpu_func = init_cpu_func,
17 .nbuffers = 1
18 };
19

20 struct starpu_codelet_t redux_codelet = {
21 .where = STARPU_CPU,
22 .cpu_func = redux_cpu_func,
23 .nbuffers = 2
24 };

Figure 2.16: Codelets implementing the data accumulator used on Figure 2.17.

We have therefore added the STARPU_REDUX access mode to StarPU which permits to update
a piece of data in a commutative way. In order to use this access mode, programmers must provide
two codelets. Figure 2.16 for example shows the CPU implementation of these two codelets in the
case of an accumulator. The role of the first codelet is to set the variable to the a neutral value for
the operator (e.g. 0 for an accumulator, or −∞ for the max operator). This initialization method is
called when a new local variable is created prior to the execution of the first task accessing the data
handle in a STARPU_REDUX mode on the local worker. The second codelet reduces two variables
together and updates the first variable with the reduced value.

Figure 2.17 gives a complete example of code which computes the dot product of a vector by
the means of a data reduction. The dot variable is registered as usual on line 35. The reduction
operators associated to this handle are set on line 36. On lines 39-41, each task computes a local dot
product of the two input vectors (lines 9-10) and adds it to the accumulator (line 12). When the dot
variable is unregistered (or when we access it again using R or RW modes), a valid piece of data is
constructed by the means of a reduction which is performed transparently to the programmer. We
could have used a RW access mode when accessing the dot accumulator, but reductions allow to
execute all tasks in parallel. As illustrated on this example, data reductions integrate nicely with
implicit (and explicit) dependencies.

DURAN et al. also propose to extend OpenMP with user-defined reductions because reductions
are currently limited to a set of base language operators applied on scalar types: this for instance
prevents from having a double complex variable natively manipulated as an accumulator [57].
In Section 7.6 on 176, we illustrate the efficiency of data reductions with a highly scalable hybrid
implementation of a Monte-Carlo algorithm. It must also be noted that commutative operators
appears can be found at a high level too, much beyond the classic examples of data reductions of
scalar types typically allowed by OpenMP (e.g. accumulators). For example, adding the different
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1 void dot_cpu_func(void *descr[], void *cl_arg)
2 {
3 float *local_x = STARPU_VECTOR_GET_PTR(descr[0]);
4 float *local_y = STARPU_VECTOR_GET_PTR(descr[1]);
5 double *dot = STARPU_VARIABLE_GET_PTR(descr[2]);
6 double local_dot = 0.0;
7

8 int n = STARPU_VECTOR_GET_N(descr[0]);
9 for (int i = 0; i < n; i++)
10 local_dot += local_x[i]*local_y[i];
11

12 *dot = *dot + local_dot;
13 }
14

15 struct starpu_codelet_t dot_codelet = {
16 .where = STARPU_CPU,
17 .cpu_func = dot_cpu_func,
18 .nbuffers = 3
19 };
20

21 double dot_product(float *x, float *y, int size, int N)
22 {
23 starpu_data_handle x_handles[N], y_handles[N];
24

25 /* Register input vector subsets. */
26 for (int i = 0; i < N; i++)
27 {
28 starpu_vector_data_register(&x_handles[i], 0, &x[i*(size/N)], size/N, sizeof(float));
29 starpu_vector_data_register(&y_handles[i], 0, &y[i*(size/N)], size/N, sizeof(float));
30 }
31

32 double dot = 0.0; starpu_data_handle dot_handle;
33

34 /* Register the dot variable and define the reduction operators. */
35 starpu_variable_data_register(&dot_handle, 0, &dot, sizeof(dot));
36 starpu_data_set_reduction_methods(dot_handle, &redux_codelet, &init_codelet);
37

38 /* Compute the local contribution of each pair of vector subsets */
39 for (int i = 0; i < N; i++)
40 starpu_insert_task(&dot_codelet,
41 STARPU_R, x_handles[i], STARPU_R, y_handles[i], STARPU_REDUX, dot_handle, 0);
42

43 /* Unregister data to StarPU so they are available to the user again */
44 starpu_data_unregister(dot_handle);
45 for (int i = 0; i < N; i++)
46 {
47 starpu_data_unregister(x_handles[i]);
48 starpu_data_unregister(y_handles[i]);
49 }
50

51 return dot;
52 }

Figure 2.17: Dot product based on data reductions.

contributions of the input matrices is a commutative operation during a matrix multiplication.
Data reductions should therefore be useful to design scalable dense and sparse linear algebra
algorithms.
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2.4.3 Elements of Implementation

When a processing unit accesses a piece of data using a standard R,W or RW mode, StarPU en-
sures that a valid data replicate is available in the memory node attached to the processing unit
(e.g. host memory for a CPU core, or embedded RAM for a GPU device). Access modes with a
relaxed coherency are not managed at memory-node level, but at processing unit level because
there can be multiple workers accessing (and modifying) non coherent data replicates. When ac-
cessing a data handle in such way for the first time on a worker, StarPU allocates a local data
interface corresponding to the data layout of the handle. The value of data replicates accessed in a
STARPU_REDUX mode are also initialized as a neutral element using the user-provided specified
initialization codelet. Scratchpad memory is not initialized.

After the termination of a task accessing a piece of data with a STARPU_SCRATCHmode, the lo-
cal data replicate is freed. It should be noted that it is actually taken from (resp. put back) directly
from (resp. into) the memory allocation cache to ensure a minimal overhead and to maximize data
locality. Processing units can directly access already initialized local data replicates which are ac-
cessed in a STARPU_REDUX mode until the application accesses the corresponding data handle
in a coherent way again (e.g. with a R, W or RW mode). When such a coherent access is made,
StarPU transparently submits a tree of tasks which perform the reduction of the different local
data replicates. Since all data replicates actually correspond to the same data handle, we cannot
directly manipulate the various replicates using the original data handle. During the reduction
phase, StarPU thus registers each local incoherent replicate as a standalone temporary piece of
data. When the reduction phase is terminated (i.e. all tasks submitted internally have been pro-
cessed and a coherent data replicate has been reconstructed), these temporary data handles are
unregistered and the local data replicates are released too. At that time, the original data handle
becomes accessible to the application again.

Instead of hardcoding a data reduction operation within StarPU, we therefore implement this
reduction phase directly as a StarPU algorithm, transparently for the application. This requires
much less code modification than if we had to manually implement an efficient hierarchical im-
plementation of this reduction phase (e.g. to reimplement dependencies between the different
tasks). Internally submitted tasks also take advantage of all the features available in StarPU, such
as data prefetching and asynchronous task execution. This also means that the reduction tasks are
scheduled just like any other StarPU tasks. Not only this allows to efficiently interleave tasks from
the application and internal tasks, but it also makes it possible to automatically deal with some
delicate situations that would have been hard to solve by hand. For example, it is possible that the
user did not provide an implementation of the reduction codelet on each type of processing unit
because the reduction phase is not suitable at all for a GPU device for instance. This is a common
situation for StarPU’s scheduler which simply has to deal with extra constraints. Finally, internal
tasks are totally transparent to the application because StarPU automatically introduces implicit
dependencies with tasks accessing the data in a coherent way.

2.5 Execution of a Task within StarPU

Figure 2.18 gives an overview of the journey of tasks within StarPU, thus providing a general idea
of how StarPU modules are related. The application first submits tasks (Step 1). When a task
becomes ready (Step 2), it is dispatched to one of the device drivers by the scheduler (Step 3). The

85



CHAPTER 2. A TASK-BASED PARADIGM FOR ACCELERATOR-BASED PLATFORMS

GPU

S
ch

e
d

u
le

r

GPU Driver

App.

B

ARAM

DSM

A
BA

f

1 2

3

5
6

t
f
cpu
gpu
spu

gpu

D
e
p

e
n
d

e
ci

e
s 4

Figure 2.18: Overview of the path followed by a task within StarPU.

DSM ensures the availability of all pieces of data (Step 4). The driver then offloads the proper
implementation for the task (Step 5). When the task completes, tasks depending on it are released
and an application callback for the task is executed (Step 6).

The scheduling decision is taken between Steps 2 and 3 on Figure 2.18, after all dependencies
have been successfully fulfilled. The model implemented by StarPU is very simple: a ready task
is pushed into the scheduler (Step 2), and an idle processing grabs work from the scheduler by
to popping scheduled tasks (Step 3). The scheduler thus appears as a generic black-box, and the
actual implementation of these two operations is defined by a scheduling policy. Since there does
not exist a single perfect scheduling policy which suits all algorithms, StarPU provides a flexible
scheduling engine in which expert programmers can plug their own custom policy, or select one of
the predefined scheduling policies. The design of the scheduling engine and the different policies
are described in details in Chapter 3.

2.5.1 Enforcing explicit dependencies

Application(s)

Scheduler

Tag deps. 28

Data deps. 46

Task deps. 37

Driver(s)

1

5

Unlock
tasks blocked
on pending

dependencies

Filter out tasks
which do not fulfill
their dependencies

9

Figure 2.19: Detailed view of the different steps required to enforce dependencies.

Figure 2.19 gives a more detailed view of how dependencies are enforces by StarPU. Once the
task has been submitted by the application (Step 1), all its dependencies are checked within the
different stages that correspond to the different type of blocking resources. As soon as StarPU en-
counters a dependency that is not fulfilled, the task is blocked in the corresponding stage (Steps 2,
3 or 4). Blocked tasks are unlocked later on when the blocking resource is freed, either during
the termination of another task (Steps 6, 7 or 8), or when the application explicitly release the
resource (Step 9). When all its dependencies are fulfilled, a task becomes ready for the scheduler.
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Tag dependencies

Tags are the first type of dependency that is enforced (Step 2). If no tag was specified in a task
structure, this step is simply skipped when the task is submitted.

Tags are implemented by the means of a hierarchical table which entries store tags’ current
value, the list of tags that depend on this tag, and which task has been associated to this tag
(if any). There are indeed five possible states for a tag. invalid: nobody is using that tag yet.
associated: a task with that tag has been submitted by the application, and the address of the task
structure is stored in the appropriate entry of the tag table. blocked: the tag depends on one or
multiple tags that are not in a done state. ready: the task associated to this tag can be executed.
done: the task associated to that tag has been executed.

When a new task associated to a tag T is submitted, the state of T becomes associated. If a
dependency was declared between T and one or multiple other tags which are still not all marked
as done, the task is therefore blocked in Step 2 and the status of T is set to blocked. Otherwise, the
T becomes ready, and the task is passed to the next stage of dependency checking (Step 3).

When the application explicitly unlocks a tag T (Step 9), or during the termination of a task
associated to T (Step 8), the state of T is changed to done, and the tags that depend on T are
notified. If all the tag dependencies of one of these tags are fulfilled, its state is set to ready and the
associated tasks are unlocked if they are blocked at the tag dependency stage.

Task dependencies

The implementation of explicit dependencies between task structure is straightforward. The task
structure contains a reference count that indicates the number of pending task dependencies, and
a list of tasks that depend on the current task.

On Figure 2.19, Step 3 therefore consists in checking whether the reference count is null or not.
In case there are still pending dependencies, the task is blocked in this stage, otherwise it passed to
the stage that checks data dependencies. When a task terminates, the reference count fields of its
dependencies are decreased. tasks for which this value becomes null are unlocked and submitted
to the next stage.

Data dependencies

The goal of Step 4 is to allow multiple readers but only a single writer at any time. We first
describe the RW-lock mechanism used to implement the single-writer/multiple-readers policy
which protects data handles from incoherent accesses. Then, we show why the different data
handles used by a task must be grabbed following a specific order to avoid deadlocks, and we
define such a full-order over data handles.

Reordering data to prevent deadlocks A RW-lock is attached to each data handle to ensure that
either multiple readers or a single writer are allowed to access the same piece of data. A naive way
to ensure that a task is allowed to access all its data handles is to perform a loop that grabs the RW-
lock of each data handle following the order specified by the application. However, dependencies
are enforced in a decentralized way so that we must pay attention to potential concurrency issues.
Let us for instance assume that the application submits two tasks: T1 (Arw, Br) which locks A
before B, and T2 (Brw, Ar) which locks B before A. If T1 and T2 respectively grab the RW-lock of
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A and B at the same time, neither T1 nor T2 will be able to lock their second handle, so that we
have a deadlock situation. This is a classical synchronization problem which is often illustrated
by the dining philosophers problem [91]. A simple solution consists in assigning a partial order to
the resources, which must be requested in order, and released in reverse order. We must therefore
lock the different data handles following a specific order.

A piece of data is fully characterized by its handle in StarPU. In a first approximation, a pos-
sible order would be obtained by directly comparing the addresses of the different data handle
structures in host memory (which have the same lifetime as registered data). However, StarPU
provides a recursive data filtering functionality that makes it possible to subdivide a data handle
in multiple data subsets, which are also described by their own data handles. It is not possible
to access overlapping pieces of data in StarPU, so we need to take data hierarchy into account to
design an order over data handles. When a filter is applied on a data handle, an array of handles
is created to described each data subset.

Since filters can be applied recursively, a piece of data d is completely characterized by the
data handle of its root rd, and the path pd which makes it possible to reach d starting from rd. As
shown on Figure 2.7 on page 70, this path contains the successive indexes of the different data
subdivisions from rd to d. StarPU therefore grabs the RW-lock of the different data handles of
a task following the order defined on Equation 2.1, where the (pa < pb) comparison follows the
lexicographic order.

a < b⇔ (ra < rb) ∨ ((ra = rb) ∧ (pa < pb)) (2.1)

2.5.2 Enforcing data-driven implicit dependencies

Since data dependencies are the third type of dependency to be enforced (see Figure 2.19), we can-
not just rely on a rw-lock to implement implicit data dependencies. Let us for instance consider
two tasks, T1 and T2 which both access data A, respectively in a read-write and in a read-only
mode. If T1 also depends on a tag that is not unlocked yet, and that T1 is submitted before T2, the
first task is blocked on a tag dependency, but the second task can directly grab the rw-lock pro-
tecting data A. We would instead have expected that T2 depends on T1 because of their common
dependency on data A and sequential consistency.

StarPU thus enforces implicit data dependencies directly during task submission. The imple-
mentation of this mechanism consists in transparently introducing extra task dependencies be-
tween the tasks which access the same piece of data with incompatible access modes. Similarly to
the rw-lock which protects data handle from invalid concurrent accesses, the data handle structure
describing a piece of data D contains a field that stores the access mode of the last submitted task
using D (last submitted mode). StarPU also maintains a list of all submitted tasks that requested D
in a read-only fashion (last readers), as well as a pointer to the last submitted task trying to modify
D (last writer). When a new reader task is submitted, the task is appended to the list of readers,
and a dependency between this task and the last writer is added by StarPU. When a new writer
task is submitted, it becomes the new last writer and a dependency is automatically added either
between this task and all the previous readers (which are remove from the list in the meantime) if
any, or between the new task and the previous last writer otherwise.

Let us for instance reconsider the case mentioned at the beginning of this section: the address
of T1 would be recorded as the last writer of A during the submission of T1, and a dependency
between T2 and the last writer (i.e. T1) would be inserted by StarPU when the user submits T2.
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2.6 A generic execution model

In spite of the heterogeneous nature of accelerator-based platforms, StarPU relies on a unified task
execution model. Each processing unit is controlled by a CPU thread, called worker, which role is
to execute the tasks that were assigned to the processing unit.

Even though all accelerators are different, task parallelism is a generic enough paradigm that
can be implemented efficiently on most architectures. Designing a driver for a new type of pro-
cessing unit therefore mostly consists in implementing the various techniques usually required to
explicitly offload a piece of computation, and to provide StarPU’s data management library with
an implementation of the memory transfer operations between the processing unit and the rest of
the machine.

More precisely, the role of a driver is to grab tasks from the scheduler, to execute them, and
to notify StarPU when they are completed. Drivers should rely on the data management library
provided by StarPU to manipulate data (i.e. it prevents invalid concurrent accesses, implements
data transfers, and keeps track of the location of valid data replicates). Besides, the driver control-
ling a processing unit must service external requests from other processing units which request a
piece of data located on the local memory node. A driver may also help the scheduling engine and
the application by giving performance feedback which permits to update auto-tuned performance
models, or to update performance counters.

In the next sections, we illustrate how this generic model was applied to support fundamen-
tally different types of architecture such as the Cell processors and GPUs.

2.6.1 Supporting CPU cores

1 while (machine_is_running())
2 {
3 handle_local_data_requests();
4 task = pop_task();
5 acquire_task_data(task);
6 task->cl->cpu_func(task->interface, task->cl_arg);
7 release_task_data(task);
8 handle_task_termination(task);
9 }

Figure 2.20: Driver for a CPU core

Implementing a driver that executes StarPU tasks on a CPU core is straightforward. Figure 2.20
shows a simplified version of the code running on CPU workers (error management was removed
for the sake of clarity). Once the driver has been initialized, its main role consists in getting tasks
from the scheduler (line 4) which appears as a black box to the driver. Prior to task execution,
the driver ensures that every piece of data accessed by the task are locked in host memory by the
means of a call to data management library (line 5). The cpu_func field of the codelet structure
specified in the task structure (task->cl) is a function pointer that is directly called by the driver
(line 6). The first argument passed to the CPU implementation of the codelet is an array of pointers
to the data interface structures describing the different pieces of data. The second argument is
the user-provided argument that was stored in the cl_arg field of the task structure. After the
termination of the task, the driver informs the data management library that the different pieces
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of data can be unlocked from host memory (line 7), and notifies StarPU that the task is terminated
so that dependencies can be fulfilled (line 8). Besides executing tasks, the driver also services the
different data requests coming from external sources (e.g. from the application or from another
driver). On line 3, the driver therefore ensures that the CPU core spends some time to initiate
pending data requests. Even though this is not shown on Figure 2.20 for the sake of conciseness,
there are actually timing facilities around the function call (line 6), so that StarPU transparently
updates auto-tuned performance models and performance feedback.

In Chapter 4, we will show that the flexibility of this very simple model permits to implement
parallel CPU tasks which run simultaneously over multiple CPU workers at the same time.

2.6.2 Supporting GPU devices

Supporting GPU devices is also very simple with this execution model. Since both CUDA and
OpenCL control devices directly from the host, we directly call the CUDA and the OpenCL im-
plementation of the codelet on the host (cl->cpu_func would be replaced by cl->cuda_func
or by cl->opencl_func on Figure 2.20). The CUDA and the OpenCL codelet implementations
are indeed host code which typically offload kernels on the device by using the usual API pro-
vided by CUDA (e.g. with the triple-angle brackets syntax) or OpenCL (e.g. with calls to the
clSetKernelArg and clEnqueueNDRangeKernel functions). In order to support the recent
evolution of some GPU devices which support the concurrent execution of multiple kernels, the
host-function which implements the codelet can directly submit multiple kernels simultaneously
doing different types of computation. In the future, another solution to exploit this hardware
feature would consist in popping multiple tasks from the scheduler and executing them simulta-
neously. Another possible approach would be to have multiple CPU threads share the same GPU
device.

Similarly to the driver for CPU cores, drivers do not really take care of data transfers, and
simply call the methods provided by the data management library to lock and unlock data in the
memory embedded on the accelerator. Complex features such as asynchronous and direct GPU-
GPU transfers are directly handled within the data management library, and not by the different
drivers which only ensure that data transfers are progressing (as on line 3 of Figure 2.20).

Since GPUs are controlled from the host, CUDA and OpenCL workers are implemented by the
means of a host thread that is dedicated to executing tasks on a specific accelerator. In order to
guarantee a sufficient reactivity, a CPU core is therefore dedicated for each CUDA and OpenCL
accelerator. Having a dedicated CPU core is often required to keep a GPU busy enough. This
trade-off is also sensible because the number of CPU cores continuously keeps growing, and that
this number is also usually significantly larger than the number of accelerators (typically less than
4). Highly efficient kernels are also often hybrid because of the specific nature of GPUs which
cannot handle any type of computation efficiently: libraries such as MAGMA implement hybrid
kernels that associate each GPU with a CPU core which deals with the non-GPU-friendly parts of
computation [142]. The small performance loss caused by CPU cores dedicated to accelerators is
therefore small, or even nonexistent in the case of hybrid kernels which also take advantage of the
CPU core anyway. A possible improvement would also be to automatically transform CUDA and
OpenCL drivers into CPU drivers whenever there is nothing but tasks that can only run on CPU
cores.
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2.6.3 Supporting the Cell processor

The Cell B/E processor is a heterogeneous multicore chip composed of a main hyper-threaded
core, named PPU (Power Processing Unit), and 8 coprocessors called SPUs (Synergistic Processing
Units). Each SPU only has 256 KB of memory, called local store, which is used for both data and
code. This limited amount of memory only allows to execute very small tasks, which granularity
is for instance significantly smaller than GPU tasks. Contrary to GPUs that are typically controlled
from the host, SPUs are also full-fledged processors, so that the driver controlling SPUs here run
directly on the SPUs, and not on the host-side processor (i.e. PPU) as it would be the case with
GPUs.

The memory sub-system of the Cell processor is based on DMAs (direct memory accesses)
which are naturally asynchronous, and fits our asynchronous distributed data management li-
brary very well, except that there is no shared memory on the Cell processor. Since the descrip-
tion of the different data replicates (e.g. MSI states) must be accessible from each processing unit,
we must store the data handle structure in shared memory. Instead of relying on a piece of data
located in shared memory, a possible solution is to use DMA and atomic DMA transfers to ma-
nipulate the data handle structure which is stored in main memory.

In order to illustrate the suitability of StarPU for the Cell processor, we have used the Cell
Runtime Library (Cell-RTL) [NBBA09] to design a driver for the different SPUs [ATNN09]. The
Cell-RTL is a runtime system which permits to efficiently offload tasks on a SPU. Its interface
is similar to the Offload API proposed to extend the Charm++ environment on the Cell proces-
sor [117]. For the sake of simplicity, we also rely on the data management facilities available in
the Cell-RTL to upload and download data between main memory and the local stores. In this
case, the actual role of StarPU consists in assigning tasks to the different SPUs, so that they can be
efficiently offloaded on the selected SPU by the Cell-RTL.
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Figure 2.21: Offloading tasks with the Cell Runtime Library (Cell-RTL).

Figure 2.21 depicts how the Cell-RTL works: when a SPU task is submitted from the PPU,
a message is sent from the PPU to the SPU (Step 1); an automaton running on each SPU reads
this message, fetches data into the LS (Step 2), executes the corresponding task (Step 3), commits
the output data back to the main memory (Step 4), and sends a signal to the PPU (Step 5); when
the PPU detects this signal (Step 6), a termination callback is executed (Step 7). The Cell-RTL
significantly reduces the resulting synchronization overhead by submitting chains of tasks to the
SPUs [NBBA09]. To fully exploit the possibilities of the Cell-RTL, the StarPU Cell driver loop
automatically builds such chains of tasks before submitting them. As most of this management
is performed from the SPUs, which are almost full-fledged cores, only one thread is required to
dispatch tasks between the different SPUs.
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In a way, StarPU leverages the Cell-RTL by adding scheduling facilities and providing with
the high-level data management and task dependencies enforcement, permitting efficient task
chaining. StarPU could leverage other back-ends like IBM’s ALF [49] or the runtime system used
in CellSs [21]. The task chaining mechanism used in the Cell-RTL could also be useful with other
types of accelerators when task granularity is too small to hide task management overhead. On
NVIDIA Fermi devices this would for instance allow to execute multiple tasks concurrently on the
same device [196].

Managing data in such a host-centric way is limited, but if the Cell had a better perspective, the
data management library of StarPU could be extended to support environments with a distributed
memory by ensuring that the data handle structure can be manipulated in a distributed fashion.
This could for instance be achieved with atomic DMA transactions in the case of the Cell proces-
sor. Considering that only 25.6 GB/s of memory bandwidth are available between main memory
and a Cell processor, transferring data directly between SPUs would significantly improve the
overall memory bandwidth. Similarly to direct GPU-GPU transfers, data requests would permit
to implement such direct DMA transfers between SPUs.
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Figure 2.22: Scalability of StarPU on the Cell processor.

The performance of a blocked matrix multiplication and a Cholesky decomposition are respec-
tively shown on Figure 2.22(a) and 2.22(b). Since there is no comprehensive implementation of the
BLAS kernels available for the SPUs, we use the SGEMM kernel from IBM SDK, and we use the
SPOTRF and STRSM kernels written by KURZAK et al. [118].

On Figure 2.22(a), IBM’s implementation is given as a reference. A manual implementation on
top of Cell-RTL shows the best performance that could be obtained by StarPU, which uses Cell-
RTL internally. Contrary to the manual implementation that requires to explicitly create chains of
Cell-RTL tasks, StarPU automatically constructs such task chains. This introduces a small over-
head when using StarPU instead of a manual implementation. When the chaining mechanism is
disabled, the overhead caused by the small size of the tasks running on the SPUs becomes non
negligible. Adapting StarPU’s implementation of Cholesky decomposition for the Cell processor
only required to provide the proper BLAS kernels. On Figure 2.22(b), StarPU not only has to deal
with small tasks to provide enough parallelism, but it must also hide the resulting task manage-
ment overhead by the means of task chaining. The limited amount of available memory however
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impacts the amount of parallelism, and therefore limits scalability.

2.7 Discussion

In this chapter, we have studied the suitability of task parallelism for hybrid accelerator-based
platforms. Tasks provide a flexible and generic representation of computation. It is especially con-
venient with regards to our portability concerns because it does not require to know the targeted
platform in advance, and adapting an application to a new platform only requires to implement
additional kernels. It also appears that data management is a crucial issue when dealing with ac-
celerators; tasks are also appropriate there because they permit to explicitly specify which pieces
of data are accessed, and how they are accessed. Tightly coupling data management with task
management is crucial to ensure good performance on such machines which not only depend on
the relative performance of the different processing units, but also on the activity on the I/O bus
which traditionally constitutes a major bottleneck.

A significant choice in the design of StarPU was to ask programmers to actually describe the
data layout instead of automatically detecting data accesses. This indeed gives StarPU much more
opportunities for optimizing data accesses (e.g. data prefetching). Even though it requires an
additional programming effort, it is worth noting that programmers usually need to figure out
which pieces of data are going to be accessed in such environments with a distributed memory.
One could also rely on a software-based Distributed Shared Memory (SDSM) which typically
provides a better productivity but has a significant impact on the overhead of data management.
Requiring programmers to explicitly register the various pieces of data when designing a task
parallel algorithm is therefore a sensible trade-off, especially because we can implement a SDSM
on top of StarPU.

We have also shown that the task paradigm is flexible enough to be enhanced with high-level
abstractions such as data reductions. Reductions indeed allow programmers to design algorithms
that scale beyond the limits encountered with programming environments which only provide the
classical read/write data accesses. Considering the tremendous amount of parallelism required to
exploit upcoming hybrid manycore platforms, such advanced algorithmic features will certainly
become necessary.

Finally, supporting a new architecture only requires limited efforts in StarPU, which suggests
that we meet our portability goals. Providing support for architectures which are as different as
Cell SPUs and CUDA devices with the same execution model is also an indication that of the
suitability our approach. Even though most efforts are currently being ported to accelerating
applications with multiple accelerators coupled to a few CPU cores, the techniques designed to
efficiently support nowadays accelerators will still be useful for future manycore architectures.
StarPU therefore not only provides portable performance to higher-level software layers, it also
constitutes a flexible environment to deal with new types of hardware.
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Chapter Abstract

This chapter introduces StarPU’s scheduling engine and gives an overview of the
different scheduling techniques implemented on top of StarPU. After showing that
task scheduling is a critical concern on hybrid accelerator-based platforms, we de-
scribe the interface exposed by StarPU to easily implement portable scheduling
strategies. We illustrate how scheduling hints can improve the quality of the schedul-
ing, and we detail how user-provided or auto-tuned performance models help StarPU
to actually take advantage of heterogeneity. We then consider the significant im-
pact of data transfers and data locality on performance, and we give examples of
scheduling strategies that take into account both load balancing, data locality and
possibly other criteria such as energy consumption. Finally, we consider the prob-
lem of scheduler composition which is a possible approach to design flexible and
scalable scheduling strategies suitable to compose parallel libraries on manycore
platforms.

3.1 Scheduling tasks in heterogeneous accelerator-based environments

Nowadays architectures have gotten so complex that it is very unlikely that writing portable code
which efficiently maps tasks statically is either possible or even productive. Even though such
a static scheduling is sometimes possible, it requires significant efforts and a great knowledge of
both the entire software stack and of the underlying hardware. While HPC applications tend to
assume they are alone on a machine which is perfectly known in advance, machines may actually
not be fully dedicated, and the amount of allocated resource may even evolve dynamically (e.g.
when there are multiple parallel libraries running concurrently). Programmers might not even
know which will be the target platform when designing third-party libraries or applications.

Writing code that is portable across all existing platforms is a delicate problem. Writing code
that can be easily adapted to follow the future evolution of the architectures is even more complex.
When a new type of hardware is available (or when the software undergoes a significant evolu-
tion), it is crucial that programmers do not need to rethink their entire application. Rewriting the
computation kernels is often a necessity, but applications relying on libraries or on compilation
environments can expect that these environments will be upgraded to support such a new plat-
form. An application which statically maps computation, and thus data transfers, would however
certainly have to go through a major redesign to support new architecture features such as asyn-
chronous or direct data transfers between accelerators, since these totally change the way accel-
erators interact. Machines may be upgraded gradually, so that they could for instance eventually
contain a mix of synchronous and asynchronous cards. Supporting such heterogeneous multi-
accelerator platforms without too much effort is a serious concern when mapping computation
by hand. Finally, adapting an application to a brand new type of architecture (e.g. from a Cell
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processor to a multi-GPU setup) also requires a significant programming effort for programmers
who manually deal with low-level issues such as data management.

To face the complexity of current platforms, and to ensure that applications will be ready to
support tomorrow’s architectures, it is therefore crucial that our system is seamlessly able to dy-
namically dispatch computation and take care of managing data efficiently with respect to the
underlying hardware. Programmers should only have to design their application once (e.g. as
a task graph): when a new platform is available, the only programming effort should consist in
re-implementing the various computation kernels instead of entirely rethinking how the different
processing units should interact.

3.1.1 Dealing with heterogeneous processing capabilities

In order to illustrate why attention must be paid to scheduling tasks properly on hybrid platform,
let us now consider a problem that is usually regarded as very simple: matrix multiplication. This
problem is parallelized by dividing the input and output matrices into multiple blocks with an
identical size. In this case, the algorithm is directly implemented by submitting a set of identical
tasks, each performing a small matrix multiplication.

27074MEMNODE0

FX5800
FX4600

CPU
CPU

Figure 3.1: A pathological case: Gantt diagram of a blocked matrix multiplication with a greedy
scheduling strategy.

Figure 3.1 shows the Gantt diagram observed when executing this algorithm naively on a
hybrid platform composed of two GPUs and two CPU cores (two other cores are actually devoted
to the two GPUs). The scheduling strategy used for this experiment consists in putting all tasks
in a shared queue, and having all processing units to eagerly grab tasks from the queue. Even
though both CPU and GPU kernels are fully optimized, the resulting performance is much lower
than the optimal performance one could expect: the two last tasks were indeed executed on CPU
cores, which are significantly slower than the GPUs.

The lesson learned from this simple experiment is that, even for one of the simplest type of
problem, having fully-optimized kernels is not sufficient to fully exploit heterogeneous machines:
one must also really pay attention to scheduling the different tasks properly. Another intuitive
conclusion that we can draw from this experiment is that one should distribute tasks with respect
to the relative speedups of the different processing units. Somebody statically mapping tasks
on such a machine would indeed naturally put the two last tasks on GPUs so that computation
ends earlier. In Section 3.4.3, we will show that following this intuition leads to very good load-
balancing capabilities on hybrid platforms, through the use of extra performance modeling.

3.1.2 Impact of data transfers

For non-trivial parallelism, communication is usually needed between the different processing
units, to e.g. exchange intermediate results. This not only means data transfers between CPUs and
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GPUs, but also potentially between GPUs themselves, or even between CPUs, GPUs, and other
machines on the network in the case of clusters.
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Figure 3.2: Typical performance of the different types of memory interconnects.

Figure 3.2 shows typical latencies and bandwidths that can be measured in a machine equipped
with a few GPUs. The RAM embedded in GPUs usually provides a trade-off of a very high band-
width but a non-negligible latency. The main I/O bus of the machine typically has a much lower
bandwidth, but also a very high latency, due to quite huge overheads in software stacks like
CUDA. NUMA factors also affect transfers, mostly their bandwidth, which can be seen cut by
half, while the latency penalty is negligible compared to the software overhead. Eventually, clus-
ter network interface cards (NICs) have a quite good latency, but their bandwidth is yet lower. As
a result, with the increasing number of processing units and their increasing performance, data
transfers become a critical performance concern since the memory bus can easily be a bottleneck.

StarPU already keeps track of where data have already been transferred to avoid spuriously
consuming memory bandwidth by sending them again. In section 3.6, we will explain how, to fur-
ther optimize memory transfers, we not only take benefit from asynchronous transfers supported
by recent accelerators, but also save yet more memory transfers by extending scheduling poli-
cies so as to improve their task placement decisions according to data locality and transfer costs.
We can also improve the efficiency of the unavoidable data transfers by automatically trying to
overlap them with computations.

3.2 A generic scheduling engine

In this section, we first explain that there does not exist a perfect scheduling policy which fits any
type of problem. We then describe the design of StarPU’s generic scheduling engine and how it
permits to create custom scheduling strategies which can be plugged into the scheduling engine
at runtime.

3.2.1 No single perfect scheduling strategy exists

The tremendous amount of literature dealing with task scheduling [59] illustrates the fact that
there does not exist a single perfect scheduling solution that would solve any type of problem.
Instead of looking for such an ultimate scheduling algorithm, an other approach is to provide pro-
grammers with multiple scheduling strategies that can be selected according to the actual char-
acteristics of the application. Designing such a flexible scheduling engine is already a concern on
multicore platforms ; for example, the ForestGomp [31] OpenMP implementation relies on the
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1 struct starpu_sched_policy_s {
2 /* Initialize the scheduling policy. */
3 void (*init_sched)(struct starpu_machine_topology_s *, struct starpu_sched_policy_s *);
4

5 /* Cleanup the scheduling policy. */
6 void (*deinit_sched)(struct starpu_machine_topology_s *, struct starpu_sched_policy_s *);
7

8 /* Insert a task into the scheduler. */
9 int (*push_task)(struct starpu_task *);
10

11 /* Notify the scheduler that a task was directly pushed to the worker without going
12 * through the scheduler. This method is called when a task is explicitly assigned to a
13 * worker. This method therefore permits to keep the state of the scheduler coherent even
14 * when StarPU bypasses the scheduling strategy. */
15 void (*push_task_notify)(struct starpu_task *, int workerid);
16

17 /* Get a task from the scheduler. The mutex associated to the worker is
18 * already taken when this method is called. */
19 struct starpu_task *(*pop_task)(void);
20

21 /* This method is called every time a task has been executed. (optional) */
22 void (*post_exec_hook)(struct starpu_task *);
23

24 /* Name of the policy (optional) */
25 const char *policy_name;
26 };

Figure 3.3: Data Structure describing a scheduling strategy in StarPU

BubbleSched [181] user-level thread scheduler which provides a flexible API to design portable
scheduling strategies that can for instance take advantage of data locality, or optimize data band-
width. On hybrid platforms, the low-level concerns encountered by the programmers are different
(e.g. efficient data transfers), but selecting the best scheduling strategy still depends on the appli-
cation.

In this chapter, we present some strategies that rely on performance models. Some problems
are however totally unpredictable and therefore need other types of load-balancing mechanisms.
Work stealing is for instance well suited for tree-based algorithms [70], but it would be totally
inefficient in some situations. This illustrates that a generic environment like StarPU must provide
an API to design flexible scheduling strategies to cope with the various constraints met on the
different types of algorithms.

3.2.2 A Flexible API to design portable Scheduling Strategy as plug-ins

Our approach consists in providing a scheduling API which permits to implement scheduling
policies by the means of scheduling plug-ins that can be embedded with the applications. Ap-
plications can also select one of the predefined scheduling strategies. A predefined scheduling
strategy can be selected by specifying the name of the strategy in an environment variable or
when invoking starpu_init(). Custom strategies can be embedded in the application by pass-
ing a pointer to a C structure that describes a scheduling strategy (see Figure 3.3) when calling
starpu_init().
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Designing dynamic scheduling strategies

The general idea behind StarPU’s scheduling plug-ins is to consider the scheduling engine as a
black-box. The C structure describing a scheduling strategy is shown on Figure 3.3. When a task
becomes ready (i.e. all dependencies are fulfilled), the task is pushed into the scheduler by calling
the push_task method (line 9). On the other end of the scheduler, each processing unit gets tasks
from the scheduler by calling the pop_task method (line 19).

Application

push

pop

(a) A portable interface.

Application

?

push

pop

(b) An example of push-based
strategy.

Figure 3.4: All scheduling strategies implement the same queue-based interface.

As illustrated on Figure 3.4, these are the two fundamental functions that are used to define a
scheduling strategy in StarPU. The actual scheduling decision can be taken at any time between
the push and the pop steps. On Figure 3.4(a), tasks are assigned at the last moment when idle pro-
cessing units pop tasks from the scheduler. Figure 3.4(b) shows a totally different strategy which
assigns tasks as soon as they become ready. This very simple API allows programmers to design
extremely different types of scheduling strategies independently from the applications. Since all
strategies implement the same interface, this provides a convenient experimental framework for
experts in the field of scheduling theory who can implement state-of-the-art scheduling strategies
that can be used transparently within actual applications.

The init_sched method (line 3) is called to initialize the scheduling policy when StarPU is
launched. This method typically permits to create the intermediate queues that are used to store
pushed tasks until they are popped by one of the processing units. The initialization method
typically relies on the hwloc library [30] to detect the topology of the machine in order to build
an appropriate set of task queues. Any type of data structure can be used for this purpose (e.g.
FIFOs, stacks, double-ended queues, priority queues). One can also improve the scalability of
the scheduling policy by using lock-free data structures [187]. Conversely, the deinit_sched
method (line 6) is called to free all the resources allocated by the scheduling policy.

Since scheduling decisions are taken only when tasks become ready, such scheduling strate-
gies are naturally dynamic, even though it is possible to integrate static knowledge (obtained at
compile-time or user-provided) within the different methods implementing the strategy. Such late
decision may also limit the visibility of the scheduler (e.g. to detect that the amount of parallelism
is dropping), but it makes the design of scheduling strategies much easier because there is no obli-
gation to parse the inherently complex structure of tasks and data dependencies. Anyway, nothing
prevents a strategy from inspecting the internal state of StarPU to consider the future arrival of
non-ready tasks when scheduling tasks that have already been pushed into the scheduler.
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Decentralized strategies

1 void starpu_worker_set_sched_condition(int workerid,
2 pthread_cond_t *sched_cond, pthread_mutex_t *sched_mutex);

Figure 3.5: Method used to associate a worker with a condition variable used by StarPU to wake
the worker when activity is detected on the worker.

For the sake of scalability, there is no concurrency limitation concerning these scheduling meth-
ods. Push and pop methods can be invoked concurrently on different threads for different tasks,
thus allowing to implement decentralized scheduling strategies. In order to avoid wasting en-
ergy or simply to reduce the contention on the various data structures, StarPU permits to block
a processing unit when there is no on-going activity. In order to keep StarPU and the schedul-
ing strategies properly synchronized, the method shown on Figure 3.5 is used to associate each
worker with a condition variable. When StarPU detects activity on an idle processing unit (e.g.
when a task is assigned to this worker), the corresponding blocked worker is awoken by signal-
ing the proper condition variable which notifies the worker that an event occurred. Concurrency
problems are solved very differently by the various types of scheduling strategies. In the strategy
depicted by Figure 3.4(a), a single task queue is used: in this case, all workers share the same mu-
tex and the same condition variable. In the strategy shown on Figure 3.4(b), all workers have their
own local queue which is protected independently with a local mutex and a local condition vari-
able that is signaled when a task is assigned to the queue. It is up to the designer of the scheduling
strategy to decide how to protect the task queues created during by the init_sched method.
The function shown on Figure 3.5 must therefore be called once for each processing unit during
the initialization of the scheduler.

Implicit pop method

Very often, the scheduling decision is taken exclusively during the push method. In such push-
based strategies, each worker is typically associated to a local queue in which the pop method
grabs its tasks. This is for instance illustrated on the strategy depicted on Figure 3.4(b).

StarPU provides a flag in the task structure to let the user specify explicitly which worker
should execute the task, thus bypassing the scheduler. This is implemented by the means of local
queues that StarPU creates during its initialization phases: when a task that is explicitly assigned
to a worker becomes runnable, it is put directly in the local queue associated to the selected worker.

To avoid reinventing the wheel by always reimplementing a pop method that grabs tasks from
a local queue, StarPU allows the pop_task method being undefined (i.e. set to NULL). In this
case, the scheduling engine assumes that all tasks are put directly in the existing StarPU-provided
local queues, so that the pop method implicitly consists in grabbing task from the local queue.
Scheduling strategies then do not need to create task queues, they can directly inject tasks to a
specific worker by using the starpu_push_local_task function.

1 int starpu_push_local_task(int workerid, struct starpu_task *task, int prio);

Even though these local queues implement a FIFO ordering, the last parameter of the function
indicates whether the task should be put at the head or at the tail of the queue, so that prioritized
tasks are put directly at the end where the workers grab their tasks.
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3.2.3 Use case: implementing the greedy strategy

In the previous section, we have already described the most simple strategy, called greedy, illus-
trated on Figure 3.4(a), which consists in a single task queue shared by all workers. While this
example of centralized scheduling strategy naturally suffers from potential scalability issues, it
illustrates the simplicity of our API to design scheduling strategies, and already provides interest-
ing results.

The global task queue is respectively created and destroyed by the init_sched and the
deinit_sched methods. push_task and pop_task just insert and remove tasks from the
global queue, and are thus both straightforward in this strategy. A FIFO ordering is ensured,
except for prioritized tasks that are directly put where the workers grab tasks first.
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(a) Homogeneous multi-GPU system.
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Figure 3.6: Workload distribution in a hybrid environment.

In spite of its scalability limitations, this strategy dispatches tasks with respect to the ac-
tual speed of the different processing units. Indeed, various forms of heterogeneity appear in
accelerator-based platforms. Different types of processing units may be available within the same
machine (e.g. CPUs and GPUs): the codelet structure encapsulates the implementations for the
different types of architectures. Another type of heterogeneity consists in having different models
of the same category of processing unit. The machine used for Figure 3.6(b) for instance contains
both an NVIDIA QUADRO FX4600, and an NVIDIA QUADRO FX5800 which is faster. Such
heterogeneous platforms are typically found when machines are gradually upgraded. The load
balancing capabilities of the greedy strategy permit StarPU to handle both types of heterogeneity
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because the different processing units only grab tasks when they are ready: a slow CPU core will
therefore retrieve less tasks from the scheduler than a fast GPU.

On the left-hand side of Figure 3.6, we have a blocked matrix-product, and on the right-hand
side, we have a band-pass filter implemented using FFTW and CUFFT. In both benchmarks, the
GPUs become relatively more efficient than the CPUs and thus get attributed more tasks when
the granularity increases on Figures 3.6(a) and 3.6(b). Figure 3.6(b) also illustrates that StarPU is
able to distribute tasks onto different models of GPUs with respect to their respective speed: a
QUADRO FX5800 is given more tasks than a QUADRO FX4600 (which is much less powerful).

3.3 Scheduling hints: a precious help from the application

In order to provide performance portability, runtime systems can apply a wide range of opti-
mizations to make sure that the application is executed as efficiently as possible. Aggressive op-
timizations are sometimes made possible by having a better understanding of the application’s
algorithm. While they rely on runtime systems to transparently implement efficient low-level
optimizations in a portable fashion, programmers are not ignorant. Instead of wasting a lot of
resource to try to guess approximately what is sometimes well-known for the programmers, the
runtime system should take advantage of the knowledge of the algorithms they are running.

In this Section, we thus illustrate how programmers can guide the runtime system with hints
that can be useful to the scheduler.

3.3.1 Task priorities

In order to exhibit as much parallelism as possible, a common method is to make sure that the
critical path of an application is executed as fast as possible. Look-ahead techniques are for instance
widely used in dense linear algebra, either on multicore machines [121] or on accelerator-based
platforms [132]. This means that a scheduler should sometimes be able to select some tasks in
priority, and to defer the execution of less critical tasks.

While in theory, it is possible to statically infer the critical path out of the task graph, it usu-
ally requires very costly computation. The suitability of the different heuristics to predict such
priorities also heavily depends on the type of graph. Automatically detecting the critical path and
which tasks should be prioritized is therefore a complex problem. On the other hand, program-
mers often have an idea of what the critical path is, and which tasks should be done in priority.
We therefore take advantage of programmers’ knowledge by the means of a priority level field in
the task data structure proposed by StarPU.

As shown on Figure 3.7, priorities are enforced accordingly to the capabilities of the selected
scheduling strategy. Some strategies just ignore them (Figure 3.7(a)), others only allow a bi-
nary choice (Figure 3.7(b)), and others let programmers select a priority level within a whole
range (Figure 3.7(c)). Applications can query which set of priorities is supported by calling the
starpu_sched_get_min_priority and starpu sched get max priority functions. Since
this range depends on the design of the strategy, it must be set during its initialization phase us-
ing the starpu_sched_set_min_priority and starpu_sched_set_max_priority func-
tions.

LU, QR and Cholesky decomposition algorithms are for instance known to easily suffer from
lack of parallelism if some critical tasks are not executed as soon as possible. Figure 3.8 shows
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Figure 3.7: Examples of scheduling strategies offering different level of support for task priorities.
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(b) With task priorities (550 GFlop/s).

Figure 3.8: Impact of priorities on Cholesky decomposition.

the evolution of the number of ready tasks during the execution of a Cholesky decomposition
running on a multi-gpu platform equipped with 3 C2050 Fermi GPUs and 12 Nehalem CPU cores.
In order to provide a meaningful comparison, we use the heft-tmdp-pr scheduling policy which
is the best available policy for this benchmark (see Section 3.6.4 for more details). While all tasks
have the same priority in the top curve, we put a maximum priority for the critical tasks in the
bottom curve. Priority-aware scheduling here prevents substantial loss of parallelism, so that we
observe a 15 % speed improvement when taking advantage of scheduling hints.

3.3.2 Performance Models

In the case of matrix multiplication, we have seen that somebody statically mapping tasks on a
hybrid machine would intuitively rely on the relative speedups of the different processing units.
A GPU would for instance certainly be assigned much more tasks than a CPU core. Assuming
the scheduling policy can use such information, StarPU allows the application to give some hints
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about the expected performance of the different tasks. Depending on programmers’ knowledge
and on the amount of work they are able to spend to guide the scheduler, there are different types
of performance hints that the application can provide to StarPU.

Peak and sustained performance are among the most easily available parameters that can
guide the scheduling policies. Such information can sometimes be derived from the operating
system or from the libraries provided by constructors. They can also be provided once for all by
the administrator of a machine who can for instance run a set of reference benchmarks to measure
the sustained performance of the different processing units. Besides pure processing capabili-
ties, there are other characteristics which could be helpful to scheduling strategies which support
them. One could for instance guide an energy-aware scheduler by providing the peak and the
base power consumption of the different devices.

A very useful type of scheduling hint is to predict the duration of the tasks. Programmers can
provide StarPU with explicit functions that return the expected duration of the tasks depending
on input data and on the selected worker. In order to construct such explicit models, this ap-
proach requires that programmers have a significant knowledge of both the application and the
underlying hardware. This is for instance applicable for well-known kernels (e.g. BLAS) for which
extensive performance analysis are sometimes available.

In many cases, an algorithmic analysis of the kernel permits to extract a parametric model
such as O(n3) for a matrix multiplication, or O(nln(n)) for a sorting kernel. This still requires a
significant amount of work to manually extract the performance of the different kernels in order
to tune the different model parameters for each and every processing unit. The use of tracing tools
in StarPU however facilitates this exercise by making it possible to directly measure tasks length
during a real execution.

Higher-level layers that rely on StarPU can also use these performance feedback capabilities
to build their own performance models. The SkePU framework is for instance able to decide
automatically which code variant to select by the means of performance models [52]. In return,
such environments can use their internal predictions to construct explicit performance models that
are directly used by StarPU.

Before detailing how StarPU uses its performance feedback capabilities to automatically tune
history-based and parametric performance models in section 3.5, we first explain how StarPU
actually takes advantage of these performance models to better exploit heterogeneous platforms.

3.4 Scheduling strategies relying on performance models

In Section 3.1.1, we have seen that task scheduling must take into account the heterogeneous
nature of the different processing units that compose an accelerator-based machine. We have also
shown that StarPU allows programmers to give scheduling hints such as performance models,
either at the processing-unit level or directly at the task level. We now give examples of scheduling
strategies that actually take advantage of such hints.

3.4.1 Strategies based on the sustained speed of the processing units

A naive – yet common – way to avoid scheduling tasks on inefficient workers is to simply ignore
slow processing units: this is obviously not suitable for a generic approach. Always assigning
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GPU (recent)GPU (old)CPUs

1 1 7 13

r = 0.3

Figure 3.9: Practical example of the Weighted-Random Strategy. The numbers give the relative
speedup of the different workers. The shaded area indicates which worker is selected for a random
value r = 0.3.

tasks on the worker which has the best relative speedup is also not sufficient either because some
relatively inefficient kernels may never get any tasks to execute (e.g. when all tasks are identical).

A general idea to deal with heterogeneous processing capabilities is to dispatch tasks propor-
tionally to the relative speed of the different workers. A GPU that is ten times faster than a CPU
core should for instance be given ten times more tasks than the latter. This principle was applied
in the weighted-random strategy (also denoted as w-rand). The key idea behind this policy is that
the probability of scheduling a task on a processing unit is equal to the ratio between the speed of
this processing unit, and the speed of the entire machine with all processing units put together.

The first step to schedule a tasks with the w-rand strategy consists in computing a random
number r that is comprised between 0 and 1. Assuming there are n workers, and that the relative
speed of the i-th processing unit is denoted as si, the task is assigned to the worker with an index
k which maximizes the following equation :

max
k

(
k∑
i=0

si ≤ r
n−1∑
i=0

si

)
(3.1)

Figure 3.9 gives a practical example of this algorithm. In a system that consists of two CPU
cores and two heterogeneous GPUs, respectively going 7 and 13 times faster than a CPU core, if
the computed random number is 0.3 the task will be assigned to the first GPU.

Compared to the greedy strategy, w-rand makes is less likely to be subject to pathological cases
such found at the end of Figure 3.1. The probability to have the last tasks attributed to CPU cores
instead of faster GPU devices would indeed be relatively low. This w-rand is also potentially
much more scalable than the greedy one because all decisions are taken in a decentralized way,
and workers only pick tasks from their local queue, so that there is no contention in the scheduler.

On the one hand, an obvious drawback of the w-rand policy is that it relies on a good statis-
tical distribution of the tasks. According to the law of large numbers, this strategy is thus only
guaranteed to provide a good load balancing if there is a sufficient amount of tasks. On the other
hand, it must be noted that in the greedy strategy load imbalance only occurs when the amount
of parallelism becomes too low to keep all processing units busy. In case the number of tasks is
not large enough to ensure a good statistical distribution, the advantage of the w-rand strategy
over the greedy one therefore seems quite limited. Enhancing this strategy with an efficient work-
stealing mechanism however makes it possible to take advantage of its good scalability without
causing too much load imbalance.

3.4.2 Predicting performance using per-task performance modesl

A certain number of signs indicate that we should consider per-task indications rather than pro-
cessing unit-wide performance models. Scheduling tasks with respect to a constant per-worker
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accelerating factor neglects the fact that some tasks behave much better than others on accelera-
tors. Contrary to BLAS3 kernels (e.g. dense matrix multiplication) which almost reach the theoret-
ical performance peak, some other kernels are relatively less efficient on accelerators (e.g. sparse
matrix multiplication on GPUs). Considering a single accelerating factor per device is therefore
quite irrelevant for applications that are composed of a variety of kernels which behave very dif-
ferently. An important goal of the w-rand strategy is to make sure that every processing unit has a
chance to execute tasks: not only very fast GPUs, but also slow CPU cores are eligible to schedule
tasks with a probability that is uniquely defined by their speed. All tasks are however not equally
important in terms of scheduling: a task that takes 80% of the overall computation time would
better be executed on a fast GPU than on a slow CPU which would introduce a serious bottleneck.
Tasks in the critical path should be scheduled on the fastest workers whenever possible to ensure
that the amount of parallelism remains high. The optimal scheduling decision must therefore not
only be taken with respect to the speed of the different processors, but also depending on the
overall runtime status (e.g. load imbalance, amount of parallelism, etc.).

3.4.3 HEFT: Minimizing termination time

We now present an example of scheduling strategy which assumes that performance hints are
available at task level: instead of predicting the relative speed of the different processing units, we
can directly predict the duration of the tasks, as will be described in section 3.5.

The speed of accelerators often comes at the price of a significant kernel-launch overhead. A
very common strategy thus consists in determining a size threshold and to assign tasks that are
smaller than the threshold on CPU cores, while larger tasks are put on accelerators. While this
prevents assigning very long tasks to slow processing units, this does not provide a solution to
the problem of balancing load over multicore machines enhanced with multiple accelerators that
are possibly heterogeneous.

CPU
CPU

FX5800
FX4600

(best)

Figure 3.10: The Heterogeneous Earliest Finish Time Strategy.

The HEFT scheduling algorithm (Heterogeneous Earliest Finish Time [183]), implemented in
the heft-tm StarPU policy, is illustrated by a real-case execution trace on Figure 3.10. The gen-
eral idea of this strategy is to always assign tasks to the processing unit on which the task is
expected to terminate earliest, according to the performance models supplied by the application.
It is implemented by keeping track of the expected dates Avail (Pi) at which each processing unit
will become available (after all the tasks already assigned to it complete). A new task T is then
assigned to the processing unit Pi that minimizes the new termination time with respect to the
expected duration Est

Pi
(T ) of the task on the unit i.e.

min
Pi

(
Avail (Pi)+ Est

Pi
(T )

)
(3.2)

107



CHAPTER 3. SCHEDULING STRATEGIES

Implementation of the heft-tm strategy

The heft-tm strategy is a push-based strategy, which means that the scheduling decision is taken
by its push method. Implementing this method is actually straightforward with the API to design
scheduling policies that was presented in Section 3.2.2.

1 /* Current predictions */
2 static double exp_start[STARPU_NMAXWORKERS]; /* of the first queued task */
3 static double exp_length[STARPU_NMAXWORKERS]; /* of the set of queued tasks */
4 static double exp_end[STARPU_NMAXWORKERS]; /* of the last queued task */
5

6 int heft_push_task(struct starpu_task *task)
7 {
8 int best_id = -1;
9 double best_exp_end, best_length;
10

11 for (int id = 0; id < nworkers; id++)
12 {
13 /* Which type of worker is this? */
14 enum starpu_perf_archtype arch = starpu_worker_get_perf_archtype(id);
15

16 /* Ask StarPU to predict the length of the task */
17 double length = starpu_task_expected_length(task, arch);
18 double exp_end = exp_end[i] + length;
19

20 if (best_id == -1 || exp_end < best_exp_end)
21 {
22 /* A better solution was found */
23 best_id = id;
24 best_exp_end = exp_end;
25 best_length = length;
26 }
27 }
28

29 /* Update predictions */
30 task->predicted = best_length;
31

32 pthread_mutex_lock(&sched_mutex[best_id]);
33 exp_length[best_id] += best_length;
34 exp_end[best_id] += best_length;
35 pthread_mutex_unlock(&sched_mutex[best_id]);
36

37 /* Prefetch input data */
38 unsigned memory_node = starpu_worker_get_memory_node(best_id);
39 starpu_prefetch_task_input_on_node(task, memory_node);
40

41 /* Put the task on the local queue of the selected worker */
42 int is_prio = (task->priority > 0);
43 return starpu_push_local_task(best_id, task, is_prio);
44 }

Figure 3.11: Simplified code of the push method used in the heft-tm strategy

A simplified version of the corresponding code is given by Figure 3.11. For the sake of clarity,
we removed the code dealing with unavailable performance models and with tasks that can only
be executed on a subset of the different workers (e.g. tasks without a CPU implementation). This
method is an implementation of the minimization function given by equation 3.2. The expected
availability dates of the different workers (Avail (Pi)) is stored in the exp_end array defined on
line 4. These values are initialized to the current date by the initialization method of the heft-tm
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strategy. For each worker, the expected length of the task (Est
Pi

(T )) is also computed between

lines 16 to 18.

As a result, we determine which worker is going to terminate the first, and we schedule the
task on this worker on line 43. Lines 37 to 39 illustrate how StarPU prefetches task’s data once a
scheduling decision has been taken. More details on data prefetching will be given in Section 3.6.1.

Similarly to the strategy depicted on Figure 3.7(b) on page 104, heft-tm provides binary prior-
ities: on lines 42 and 43, tasks with a high priority are indeed put directly at the head of the local
queue from which the selected worker picks up tasks.

3.4.4 Dealing with inaccurate or missing performance models

There is sometimes no available performance model, either because the behaviour of the tasks is
totally unpredictable (or unknown), or simply because the performance model is not calibrated
yet. This for instance happens in the case of internal control tasks (e.g. tasks allocating pinned
memory for CUDA) as their performance often depend on the state of the underlying operating
system.

1 void heft_post_exec_hook(struct starpu_task *task)
2 {
3 int id = starpu_worker_get_id();
4 pthread_mutex_lock(&sched_mutex[id]);
5 exp_len[id] -= task->predicted;
6 exp_start[id] = starpu_timing_now() + task->predicted;
7 exp_end[id] = exp_start[id] + exp_len[id];
8 pthread_mutex_unlock(&sched_mutex[id]);
9 }

Figure 3.12: Hook called after the execution of a task to avoid drifts in the predictions used by the
heft-tm strategy

Scheduling strategies based on performance models must therefore also deal with this situa-
tion. The simplest approach to handle tasks without a model is to assume that their length is null,
and to correct erroneous predictions by the means of a callback function called after the execution
of the task. Even though the code of heft-tm on Figure 3.11 is simplified and does not deal with
unavailable performance models, a hook is therefore called after the execution of a task to update
the values used by the push method to predict the best worker. This hook is automatically called
by defining the post_exec_hook method of the strategy as the heft_post_exec_hook func-
tion shown on Figure 3.12. That way, the error on the Avail (Pi) value used by equation 3.2 is kept
under control, even if the predictions are not perfectly accurate.

In addition to this feedback loop, it is also possible to take a scheduling decision that does
not depend on performance predictions. The actual implementation of the heft-tm policy (and
its variations) for instance considers the speed of the different processing units, similarly to the
w-rand strategy presented in Section 3.4.1.
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3.5 Auto-tuned performance models

We have just illustrated that performance models are very precious hints for the scheduler. An
extensive knowledge of both the algorithm and of the underlying hardware is generally required
to predict the performance of a kernel on a specific piece of hardware. Explicitly providing man-
ually tuned performance models is therefore a tedious task that is hardly compatible with our
portability and productivity goals.

Regular applications are often characterized by the repetition of a limited number of task types.
In this case, we show that we can simply predict performance by keeping track of the average
performance previously measured on this small set of task types. Many performance models boil
down to parametric models which have to be tuned for each and every processing unit. In this
section, we explain the techniques used by StarPU to automatically perform this tuning.

3.5.1 History-based models

Sometimes the algorithm is regular enough that providing a complex performance model which
predicts the performance of the different kernels for any input size is useless. Many regular al-
gorithms are composed of tasks that almost always access pieces of data which have the same
size and the same shape (or a very limited number of sizes/shapes). The tiled algorithms used in
dense linear algebra for instance divide the input matrices into square blocks of equal size [39].
Even though it is still possible to dynamically adapt granularity, only a couple of sizes are used
when the size of the input matrix is a multiple of the size of the blocks, which is often the case.

When the input size of the different tasks is always the same, it is not even possible to provide
a meaningful regression-based model calibrated by the means of performance feedback because
all measurements are concentrated on the same input size. Instead, we can take advantage of
this regularity to rely on history-based performance models. The rationale behind history-based
performance models is to assume that the performance of a task should be very similar to the per-
formance previously measured on identical tasks (i.e. same data layout and same input size). A
significant advantage is that such performance models do not require any knowledge of the appli-
cation or of the hardware. The runtime system indeed only has to record a history containing the
performance of the tasks previously executed, and to match incoming tasks with corresponding
entries in this history.

However, history-based models assume that the performance of a task is independent from
the actual content of the different pieces of data, and just depends on their layout. This limits the
suitability of this approach for kernel which do not have a static flow of control. Contrary to ma-
trix multiplication which is an example of especially regular kernel, the duration of the pivoting
phase found in LU decomposition is usually unpredictable. Nevertheless, taking the average per-
formance is often suitable, especially when the number of unpredictable tasks is low compared to
the number of extremely regular tasks (e.g. matrix multiplication kernels in a LU decomposition).
Even though it is not supposed to happen very often, another limitation of history-based models
is also that no information is available outside the set of sizes for which a measurement was al-
ready performed. Combined with regression-based models built with the available entries of the
history, we can use an interpolation to predict the performance of a task which does not match
any entry in the history.

In a first approximation, the history could be indexed by the size of the tasks, but this does not
capture all possible configurations. Applying a kernel on a (1024 × 1024) matrix often does not
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take the same time as the kernel applied on a (256 × 4096) matrix. Instead, we take advantage of
the flexibility of data interface API that we have described in Section 2.2.3. The data structure that
describes a piece of data to StarPU indeed contains the different parameters that characterize the
data handle. The matrix data interface for instance contains the number of lines, the number of
rows and the size of the elements in the matrix. The CSR sparse matrix format contains other types
of information such as the number of non-zero elements in the matrix. For each data interface, we
can therefore chose a number of parameters that fully characterize the data layout.

ny

Y
(vector)

nx

(vector)
X=

(matrix)
A

nx

ny

Figure 3.13: Parameters describing the data layout of the different piece of data that are used
during a matrix-vector multiplication.

On Figure 3.13, in addition to the size of the different numbers, the two vectors are respectively
characterized by the ny and the nx values, and the layout of the matrix is described by the (nx, ny)
pair. The index used in a history based on total size would be (nx + ny + nxny) se where se de-
notes element size. Instead, the key used by StarPU is a presumably unique hash of the different
parameters as shown on Equation 3.3. TheCRC notation here stands for a Cyclic Redundancy Check
which is a widely used type of hash function. More generally, the key identifying a task is com-
puted by taking the hash of the different values obtained when hashing the set of parameters that
describe each piece of data. We also denote this key as the footprint of a task. Per-handle hashes
are actually computed by a method that is defined when implementing a new data interface.

key = CRC (CRC(ny), CRC(nx, ny), CRC(nx)) (3.3)
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Figure 3.14: Performance feedback loop.

As illustrated by Figure 3.14, history-based performance models are therefore naturally imple-
mented by the means of a hash table that is indexed by the footprint computed using this very
simple – yet generic – algorithm. One hash table is created for each history-based performance
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model (i.e. for each kernel), and for each type of architecture (e.g. CPU cores, first CUDA device,
etc.). Each table is saved on the disk when StarPU is shut down, and it is loaded when a task
using this performance model is scheduled for the first time. The proper table is accessed when a
scheduling decision has to be taken, and it is updated when a new measurement is available after
task termination. Collisions in the hash tables can be detected by comparing history entries with
the sequence of parameters used to compute the key. CRC functions being really fast on modern
processors, the overhead to compute the footprint of a task is also limited.

In the case of non-contiguous data types, the distance between elements (often called striding,
or leading dimension in the case of BLAS kernels) is usually not part of the parameters that are
used to compute the footprint of a data handle. This might lead to inappropriate performance
predictions for an application that would mix task accessing data allocated continuously (i.e. with
a very high locality) and data spread in multiple parts (i.e. with a poor locality, and possibly
causing extra TLB misses). In order to avoid tampering with the history entries associated to a
contiguous piece of data, one could for instance compute a different footprint depending on the
contiguity of the data handle.

3.5.2 Regression-based models

Algorithms which are not regular enough to use history-based performance models because there
are too many different input sizes should use models that can extrapolate the performance of a
task by considering previous executions of the kernel applied on different input sizes.

Regressions are commonly used to tune parametric models given a set of actual performance
measurements for a variety of input sizes. In addition to explicit and history-based performance
models, StarPU therefore also provide performance models which are based on linear or non-
linear regressions. The models currently implemented only have a single parameter, which cor-
responds to data size by default. Programmers can for instance guide StarPU by specifying that
the relationship between data input size s and the duration of a kernel should be an affine law
(α× s+β). It is also possible to specify an exponential law (αsβ) which can be extended to add an
extra constant overhead into account to model kernel start latency on accelerators (αsβ + γ).

When an affine model (αs + β) is selected in a codelet, the scheduling engine simply predicts
task duration by computing the sum of the sizes of the different input data and by applying the
affine law given the current values of α and β on the different processing units. No prediction
is returned if the number of samples is not sufficient to make an interpolation. Similarly to the
performance feedback loop used to maintain history-based models on Figure 3.14, StarPU auto-
matically dynamically updates the α and β terms every time a new measurement is available. In
Appendix B, we detail the different techniques used by StarPU to automatically tune the different
terms of these parametric models (i.e. α, β, etc.), either online by the means of the Least Square
method for linear-regression, or offline for non-linear regressions (e.g. of the form αsβ + γ).

More advanced programmers can also provide a custom method called by StarPU to compute
the size injected into the parametric model. An affine law of the form αp + β can for instance be
used to predict the performance of a matrix multiplication kernel by specifying that the input of
the parametric model p should be equal to n3 where n is the size of the square matrices.

In Appendix B, we detail the algorithms used by StarPU to calibrate linear and non-linear
regression-based models by the means of the Least Square Method.
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3.5.3 How to select the most appropriate model?

In the previous sections, we have shown that StarPU provides different types of auto-tuned per-
formance models which address different types of problems. Depending on the regularity of the
application, and on the regularity of the kernels themselves, it is indeed important to select an
appropriate performance model. Using a history-based model is not applicable if each and every
kernel has a different type of input. History-based models are thus typically intended for regu-
lar algorithms such as found in dense linear algebra for instance. In order to decide whether a
history-based model was appropriate, StarPU provides a tool which displays the number of en-
tries in the history, including the number of measurements per entry and the standard deviation
of the measurements.
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Figure 3.15: Performance and regularity of an STRSM BLAS3 kernel depending on granularity.

When dealing with irregular problems (e.g. sparse linear algebra, unstructured meshes, etc.),
programmers should prefer performance models based on interpolations. As shown on Fig-
ure 3.15, StarPU provides a tool to display models based on linear and non-linear regressions.
In this case, we see that the performance predicted by the means of a non-linear regression is
fairly accurate for a STRSM kernel applied on square blocks, both on CPUs and GPUs.

There are still many improvements which could be made to provide better performance mod-
els. Based on the correlation coefficient of the regression obtained previous measurement, StarPU
could automatically decide whether a linear or non-linear regression-based model is suitable or
not. In case it is not, StarPU could automatically decide to select an history-based model. Such
history-based models could also be improved by constructing piecewise models based on linear
regressions between the different measurement available in the history.

StarPU’s auto-tuned performance models assume that the performance of a kernel should only
depend on data layout (e.g. multiplying matrices of the same size should always take the same
time). This assumption is sometimes violated: in case we have a non-static control-flow, the per-
formance of the kernel also depends on the actual data content. Taking the average measurement
is sometimes sufficient to estimate the performance of an irregular kernels, for instance during
the pivoting phase of a LU decomposition which is not really predictable but only accounts for a
limited portion of the total computation.

When computing a Mandelbrot fractal, the amount of computation per pixel is however totally
unknown in advance. Depending on the output of the tools previously mentioned, programmers
can decide which model is appropriate. If tasks are too unpredictable to find a meaningful model,
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programmers should consider scheduling strategies that are not necessarily based on performance
models. Policies based on work-stealing for instance provide a good load-balancing within a ho-
mogeneous system (e.g. with multiple GPUs but no CPUs) in spite of really unpredictable execu-
tion times if there is a sufficient amount of parallelism to avoid having too many work stealing
events. They also require that the algorithm has enough data locality to avoid having data bounc-
ing throughout the distributed memory.

3.5.4 Sharpness of the performance prediction

In the previous sections, we have presented very simple examples of performance models that are
easily tunable. Providing an accurate model which perfectly predicts the performance of a kernel
for any input size is however a very delicate problem.
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(a) CPU implementation (GotoBLAS 2).
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(b) GPU implementation (CUBLAS).

Figure 3.16: Distribution of the execution times of a STRSM BLAS3 kernel measured for tiles of
size (512× 512).

Instead of building complex models that analyze the behaviour of the kernel to determine its
length, StarPU simply assumes that two instances of the same kernel with the same input size
should have similar performance. Figure 3.16 for instance gives the distribution of the execution
time measured during multiple invocations of the same BLAS3 kernel. It is worth noting that
even if all tasks are identical, the performance is not exactly constant: making an exact predic-
tion of the performance, solely based on the task and its input data is therefore deemed to failure.
Even though we do not measure a perfectly constant time, the deviation of the measurements
is somehow limited. Complex and often unpredictable interactions occur on a multicore proces-
sor (e.g. cache trashing, noise from the OS, internal copies within the CUDA driver, etc.). The
distribution on Figure 3.16(a) typically illustrates that the performance of the kernel depends on
data contention and data locality, which are hardly predictable when scheduling tasks ahead from
their actual execution. While the GPU on Figure 3.16(b) is simple enough to have particularly
regular performance, it is worth noting that GPUs tend to integrate complex mechanisms as well
(e.g. concurrent kernel execution), which will tend to impact regularity. All in all, our empirical
approach to transparently estimate the duration of future kernels simply consists in taking the
average execution time measured during the previous invocations of the same kernel.

While it is theoretically possible to take extra parameters into account in order to characterize
the overall state of the platform to provide a better estimation (e.g. with respect to the contention
reported by hardware performance counters), given the complexity of nowadays architectures,
and to avoid facing even more challenging problems in the future, we have concentrated on mak-
ing sure that our scheduling algorithms are robust to performance prediction inaccuracies instead
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(see Section 3.4.4). Such a pragmatic approach also appears in the theoretical scheduling litera-
ture: CANON and JEANNOT for instance study the robustness of DAG scheduling in such het-
erogeneous environments with performance prediction inaccuracies [37]. What really matters is
indeed the scheduling decision and not the performance prediction which was used to take this
decision.

 0

 50

 100

 150

 200

 250

 300

 4096  8192  12288 16384 20480 24576 28672

G
F

lo
p

/s

Matrix size

Perturbation
0 %
5 %

10 %
15 %
25 %

Figure 3.17: Impact of performance model inaccuracies on the performance of an LU decomposi-
tion.

Figure 3.17 shows the impact of performance prediction inaccuracies on the overall perfor-
mance of an LU decomposition running on a machine equipped with an NVIDIA QUADRO
FX4600 GPU and a quad-core Intel processor (BARRACUDA). We have used the heft-tm scheduling
policy which is solely based on the estimations of the duration of the different tasks. We applied
a random perturbation of the performance prediction to show that our scheduling is robust to
model inaccuracies. When a task is scheduled, we do not consider its actual predicted length P ,
but eαln(P ) with α being a random variable selected uniformly from [1− η; 1 + η] where η is the
perturbation. A 5% perturbation here results in very low performance degradation, and really
important miss-predictions are required before heft-tm is outperformed by strategies that do not
use performance models. We obtain such a robust scheduling because the heft-tm policy imple-
ments a feedback loop which avoids drift in the overall estimation of the amount of work already
assigned to each worker. As shown on Figure 3.12 in Section 3.4.4, this loop updates the amount
of work associated to a processing unit according to the actual duration of the task that was just
executed.

3.6 Integrating data management and task scheduling

The time to transfer data in an accelerator-based platform is actually far from negligible compared
to task execution times. Considering that CUDA and other software stacks also introduce a non-
negligible latency, taking data transfers into account while scheduling tasks is a crucial problem.

In this Section, we present various techniques to hide this overhead by overlapping data trans-
fers and computation thanks to data prefetching mechanisms. Similarly to Section 3.4, we show
that predicting the time required to transfer data throughout the machine makes it possible to de-
sign scheduling policies that provide better data locality, and to take NUMA effects into account.
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3.6.1 Data prefetching

A classical approach to hide data transfer overhead is to overlap computation with communica-
tions whenever possible. The key to achieve that is to submit data transfer requests ahead enough
to complete before the start of tasks which need them. This can be particularly important when
using multiple accelerators which do not support direct GPU-GPU transfer, in which case the data
has to be written back to memory first, hence at least doubling the transfer time.

In the heft-tm strategy (presented in Section 3.4.3), scheduling decisions are taken ahead of
the actual execution of the tasks. As soon as they become ready to be executed, tasks are indeed
dispatched between the various different processing units. In StarPU, a task is defined as ready
(and thus handed off to the scheduler) when all its dependencies are fulfilled, and that all data
handles can be used directly: a task accessing a data handle in a read-mode is guaranteed that
nobody is going to modify the data until it terminates. The heft-tm-pr strategy therefore extends
heft-tm by requesting StarPU to prefetch the input data of a task on the memory node that is
attached to the processing unit selected by the HEFT algorithm. heft-tm-pr thus takes advantage
of hardware’s asynchronous hardware capabilities.

A potential drawback of this strategy is to increase the memory footprint: since data transfers
have to be performed ahead of time, extra memory is required to store the input data of tasks
that are not being executed yet. Data prefetching is thus not guaranteed to succeed, so that the
execution of already scheduled tasks cannot fail due to a lack of memory caused by excessive
data prefetching. In case such a failure occurs, StarPU will anyway ensure that tasks’ data are
available to the processing unit prior to its execution. In the future, we could improve the heft-tm-
pr strategy by keeping track of the memory that was already allocated, and of the total amount of
data currently being prefetched so as to avoid prefetching more data than what can fit in memory.

Another optimization would be to put some recently unused replicates of data back into host
memory in order to make room for incoming data, which has to be allocated on the device later
on anyway. A possible implementation of this strategy would be to enforce the Least Recently Used
(LRU) or the Least Frequently Used (LFU) policies to select the most appropriate candidates for
cache eviction. More generally, we could exploit scheduling holes to asynchronously put cached
data back in host memory, so that it can be accessed sooner by other devices, or just save some
room to avoid memory allocation failures.

Data prefetching is a common technique to hide a significant part of data transfer overhead. It
is however not a mean to reduce the overall amount of data transfers. In the following sections,
we detail complementary techniques which goal is to improve data locality, and thereby to reduce
the activity on the I/O bus.

3.6.2 Predicting data transfer time

Getting an estimation of the time required to perform a data transfer is also important in order
to decide whether is it better to move data or to migrate computation to another processing unit.
Since StarPU keeps track of the different data replicates, it knows whether accessing some data
from some processing unit requires a transfer or not.

When StarPU is initialized for the first time on a machine, a sampling procedure is used to
evaluate the performance of the bus, so that we can estimate the time required to perform a data
transfer when taking scheduling decisions. This sampling phase consists in a set of ping-pong
benchmarks which permit to measure both the bandwidth and the latency between each pair of
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processing units (e.g. from a GPU to a CPU core).
The numbers collected during these offline benchmarks are stored in a file that is loaded every-

time StarPU is initialized. A rough estimation of data transfer times can then be derived from the
bandwidth (Bj→i) and the latency (λj→i) measured between workers i and j:

Tj→i = Bj→i × size+ λj→i (3.4)

Modeling data transfers accurately is a difficult problem because a lot of interactions occur
within the I/O buses and the entire memory subsystem. Contention is an example of global fac-
tor that is especially difficult to model in a decentralized model where scheduling decisions are
taken dynamically at the processing-unit level. The I/O subsystem is however a potential bot-
tleneck that we cannot afford to ignore, especially in the context of multi-accelerator platforms
where data transfers must be initiated carefully to avoid saturating the bus. For the sake of sim-
plicity, we therefore assume that each accelerator consumes a similar portion of I/O resources: the
bandwidth used in equation 3.4 is thus divided by the number of accelerators in the system:

Tj→i =
Bj→i
naccel.

× size+ λj→i (3.5)

More accurate transfer time estimations are possible. Instead of directly using the asymptotic
bandwidth (i.e. measured for huge messages during the sampling phase), one could for instance
consider the actual impact of message size on the predicted bandwidth. Just like with the pre-
diction of tasks’ execution time, correct scheduling decision is however what really matters, com-
pared to prediction accuracy. Detecting that a task would take twice as much time because of an
extra data transfer is more important that evaluating the exact time to perform such a data trans-
fer which is likely to be overlapped anyway. StarPU therefore relies on the model presented on
equation 3.5, which gives satisfactory prediction in spite of its simplicity.

Scheduling policies can thus now estimate the overhead introduced by data movements when
assigning a task to some processing unit. Combined with execution time predictions, we can
for instance decide whether it takes more time to execute a task on a slow CPU core, or on a
faster processing unit that would however require data transfers. This also permits to select the
least expensive transfer when multiple replicates are available over a non-uniform machine. Such
sampling techniques are also used in other environments which optimize the efficiency of data
transfers. The NEWMADELEINE multicore-enabled communication engine for instance divides
messages into multiple chunks that are put on different high-speed network cards: the size of
different chunks are proportional to the latencies and bandwidths of the different cards [32].

3.6.3 Non-Uniform Memory and I/O Access on hierarchical machines

Data transfers actually occur between the memory of the different devices and/or host memory,
which is often divided into multiple NUMA nodes. When measuring the performance of the bus
between a CPU core and an accelerator, we therefore have to consider the bandwidth between
the accelerator and each NUMA node. We accelerate the sampling process by only evaluating the
performance of the bus between a NUMA node and an accelerator only once, instead of doing this
measurement once for each of the CPU cores attached to the same NUMA node.

Sampling the performance of the I/O bus also permits to detect the position of accelerators
within a hierarchical machine. Similarly to the well-known Non-Uniform Memory Access (NUMA)
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CPU cores #0 to #5 CPU cores #6 to #11

GPU #0
H→ D: 5.6 GB/s H→ D: 6.4 GB/s
D→ H: 5.1 GB/s D→ H: 7.3 GB/s

GPU #1
H→ D: 5.6 GB/s H→ D: 6.4 GB/s
D→ H: 5.1 GB/s D→ H: 7.3 GB/s

GPU #2
H→ D: 6.4 GB/s H→ D: 5.6 GB/s
D→ H: 7.4 GB/s D→ H: 5.1 GB/s

Figure 3.18: Example of output of the sampling procedure on a hierarchical machine with NUIOA
effects. The machine composed of 3 GPUs and 12 CPU cores separated between 2 NUMA nodes.
H→ D (resp. D→ H) indicates the bandwidth measured from Host to Device (resp. from Device
to Host). The measurements indicate that GPUs #0 and #1 are close to CPU cores #6 to #11, while
GPU #2 is close to CPU cores #0 to #5.

effects that occur when CPU cores access remote NUMA memory banks, the performance of data
transfers are limited when an accelerator performs a transfer between its local memory and a
remote NUMA node. The sampling procedure therefore makes it possible to directly measure
which NUMA nodes are the closest to the different devices. The CPU cores that are devoted to
the management of the different accelerators are thus selected among the CPUs that are directly
attached to these NUMA nodes. Table 3.18 gives an example of sampling output for a hierarchical
machine equipped with 3 GPUs. This effect is sometimes called Non-Uniform I/O Access (NUIOA).
It has also been observed on other types of devices that generate activity on the I/O bus such
as network cards or with Intel’s IO A/T technology. In the future, such effects are likely to be
generalized on manycore and accelerator-based platforms [173, 139].

3.6.4 Using data transfer time prediction to improve data locality

While the heft-tm policy provides good load balancing, it does not take data transfers into account.
Even though data prefetching makes it possible to hide a significant part of the data transfer over-
head, the heft-tm-pr policy does not consider avoiding to transfer data.

Considering that the main I/O bus of the machine typically has a much lower bandwidth than
the aggregated bandwidth of the different processing units, this becomes a real problem when it
comes to multi-accelerators platforms, or when the number of CPU cores becomes large. Ignoring
data locality when taking scheduling decisions therefore results in serious contention issues, and
puts scalability at stake.

We therefore extended the heft-tm policy into the heft-tmdp policy which takes data locality
into account thanks to the tight collaboration between the scheduler and the data management
library. Contrary to the heft-tm strategy which solely considers execution time, heft-tmdp makes
a trade-off between the load-balancing requirements, and enforcing data locality to preserve the
I/O bus.

In addition to the computation time, the scheduler computes a penalty based on the times
Tj→i (d) required to move each data d from Pj (where a valid copy of d resides) to Pi. Such penalty
of course reduces to 0 if the target unit already holds the data, i.e. j = i. We can therefore attribute
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a task to the worker that minimizes the following metric :

min
Pi

(
Avail (Pi)+ Est

Pi
(T )︸ ︷︷ ︸

termination time

+
∑
data

min
Pj

(
Tj→i (data)

)
︸ ︷︷ ︸

transfer time

)
(3.6)

Similarly to the execution time already computed by the heft-tm policy, we are able to explic-
itly evaluate this data transfer time. StarPU indeed keeps track of the different valid replicates of
a piece of data, so that it detects whether a transfer would be required or not. In case a transfer
is actually needed, we directly predict its duration by using the model described in the previous
section. If the piece of data is already being transferred to the memory node, we consider that the
penalty is null. This avoids penalizing the same data transfer multiple time, which makes data
prefetching even more useful.

In Section 3.4.4, we have shown that the heft-tm strategy is robust to reasonable execution
time prediction inaccuracies. The heft-tmdp strategy is also robust to data transfer time prediction
inaccuracies. While these estimations could be improved in many ways (e.g. by monitoring the
activity on the I/O bus), they already allow StarPU to take scheduling decisions that ensure a
good data locality, and therefore minimize the impact of data transfers on performance.

As will be shown in the case of a state-of-the-art QR decomposition in Chapter 7, this results in
massive reduction of the amount of data transfers. When combined with data prefetching in the
heft-tmdp-pr strategy, the impact on the overall performance is particularly significant, especially
if the number of processing units grows (along with the pressure on the I/O bus).

3.7 Taking other criteria into account

The heft-tmdp-pr strategy performs a trade-off between load-balancing and data locality. The
optimal scheduling decision is obtained by computing the sum of the penalty associated to load
imbalance and to the penalty associated to superfluous data transfers. It is possible to extend this
strategy by penalizing other criteria, such as superfluous energy consumption, too large memory
footprints, or contention on the memory bus. Depending on the context, one can even reinforce
the impact of a specific parameter. For example, energy efficiency is critical in embedded systems
which may not even really suffer from a limited load imbalance.

3.7.1 Reducing Power consumption

Power consumption has become a major concern nowadays. Similarly to the bandwidth con-
sumption or to the execution time of the different tasks, it is possible to maintain models of the
power consumption too. We have therefore extended the heft-tmdp-pr strategy to consider user-
provided energy consumption models.

However, such energy consumption models could also be obtained automatically from hard-
ware sensors, provided they are available at a reasonable granularity. Unfortunately, such sensors
often provide only machine-wide power consumption estimations, which makes it difficult to au-
tomatically detect the actual energy consumption of a specific task. Power consumption can still
be measured by the means of manual offline energy benchmarks of the different kernels, by rely-
ing on accurate hardware simulators (see Section 8.5.1), or even by using tools which perform a
static code analysis to predict energy consumption [44, 93].
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In addition to the energy required to execute a task on a specific processing unit, one must con-
sider the overall energy consumed while processing units are idle. Indeed, scheduling a task on
an extremely power-efficient processing unit does not guarantee that the total energy consump-
tion would be smaller than when executing the task on a faster processing unit that would keep
other processing units idle for less time. The energy consumption of the idle machine must cur-
rently be provided as an environment variable. It can for instance be measured once for all by the
administrator of the machine using a machine-wide power-meter.

CPU
CPU

FX5800
FX5800

Idling

Computing

Figure 3.19: Extending the HEFT strategy to minimize energy consumption.

As illustrated on Figure 3.19, the energy penalty is computed by summing the energy con-
sumption required to execute a task on the selected processing unit, and the energy required to
keep all workers idle between the previous expected end of the algorithm, and the new expected
end. This not only prevents scheduling a task on a worker that is extremely power inefficient, but
it also avoids scheduling task on a slow worker that would cause all processing unit to consume
energy while being idle.

A possible improvement of this strategy would consist in measuring precisely the extra energy
consumption resulting from data transfers which are power consuming in embedded platforms.
In this case, optimizing data locality is also a way to improve energy consumption.

3.7.2 Optimizing memory footprint and data bandwidth

The heft-tmdp-pr simply avoids data transfers, but it does not minimize the actual memory foot-
print. If we have a problem that is larger than the size of the memory on the devices, the memory
reclaiming mechanism presented in Section 2.3.4 is likely to be used in order to put back unused
data back into host memory, so that new pieces of data can be allocated on the device. In order to
provide a better support for such out-of-core problems, one could penalize superfluous data allo-
cations to avoid filling the memory allocation cache. Even though it may result in a less optimal
scheduling at a certain time, it avoids having to undergo expensive memory reclaiming mecha-
nisms later on. Besides strongly penalizing new data allocations on a device which is almost full,
the scheduling strategy could also reduce the overhead of memory reclaiming by asynchronously
putting back not recently used data into host memory when the ratio of allocated memory exceeds
a certain ratio.

Some applications feature memory bandwidth-bound kernels which should not be scheduled
concurrently. In case multiple memory intensive kernels are scheduled together on the same
NUMA node, the overall performance can be much lower than when serializing these kernels. The
scheduling policy should make its best to co-schedule memory-bound kernels with computation
intensive kernels which do not consume much memory bandwidth and which are not suffering
too much from a limited memory bandwidth. This could be achieved by associating a memory
bandwidth consumption model to each task (e.g. maximum or average memory bandwidth re-
quirement). The scheduling strategy should ensure that the total bandwidth consumption per
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memory bank is smaller than the actual capacity of each memory bank. This could possibly in-
volve characterizing tasks into multiple categories, for instance indicating whether the kernel is
memory bound or computation bound. Once a the capacity of a memory bank is almost reached,
the scheduler would penalize memory bound kernels and to favor computation bound kernels
instead. Such models or categorization could either be provided by the programmers or obtained
by the means of hardware performance counters (e.g. by counting memory accesses with PAPI).

These techniques could also be extended to ensure that concurrent kernels do not consume too
much shared resources, such as the different levels of cache or I/O.

3.8 Confining applications within restricted scheduling domains

StarPU may be used by different parallel libraries that can be executed concurrently. The different
libraries can either share the entire machine, or be executed independently on different machine
subsets. In order to efficiently mix concurrent parallel libraries with very different requirements,
we must therefore be able to confine tasks within specific scheduling domains. These scheduling
domains are similar to the MPI communicators.

Since there does not exist a single perfect scheduling strategy that would be suitable for any
library, the various scheduling domain are possibly managed using distinct scheduling policies to
fulfill the specific requirements of the different libraries. The various mechanisms used to create
separate scheduling domains have been implemented during the master thesis of ANDRA HUGO.

GPU

CPU CPU

CPU CPU

CPU CPU

CPU CPU

GPU

Domain #1

Domain #2

Domain #0

Figure 3.20: Example of overlapping scheduling domains.

As shown on Figure 3.20, the same processing units can be part of different scheduling do-
mains. Such overlapping scheduling domains are for instance useful when a library is not fully
using the entire machine subset at all time. Instead of having a GPU underutilized by the library
restricted to Domain #1 on Figure 3.20, it is shared between Domains #1 and #2 to avoid wasting
processing resources. As a result, the StarPU driver controlling this GPU device can receive work
from both scheduling domains, which are managed independently by different scheduling poli-
cies. Scheduling policies must therefore also deal with external scheduling decisions, either taken
by the application when mapping a task by hand (i.e. bypassing the scheduling policy), or when a
task has been scheduled by another scheduling policy when there are such overlapping schedul-
ing domains. Runtime systems cannot solve this issue without coordination between the different
instances of the runtime systems.To support this constraint, we have thus added a new method to
the data structure describing a scheduling strategy (see line 15 on Figure 3.3). This method noti-
fies the scheduling policy that a task was assigned to a worker. In the case of the greedy policy,
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this method is let undefined because the worker will simply not try to pick tasks while there is
already a task assigned to it. For strategies based on performance models, this handler typically
updates the expected amount of work already assigned to the worker, so that the strategy properly
keeps track of the availability of the different processing units in spite of concurrent scheduling
decisions.

Libraries are not necessarily all initialized at the same time, and they may not be used during
the entire application. StarPU therefore allows programmers to dynamically create and destroy
scheduling domains, similarly to MPI2 which extends MPI1 with dynamic communicators [72].
Besides supporting dynamic invocations of parallel libraries, this also permits a better manage-
ment of processing resources. In case there are two scheduling domains each sharing half of a
machine, it is reasonable to re-assign the entire machine to a domain when the other domain is
not used anymore. In the future, we expect that StarPU should be able to automatically dispatch
processing resources between the different contexts when a new context is created (or destroyed),
or when some resources are underutilized within a domain.

The S GPU library allows applications to share GPU devices between various processes by
the means of per-device mutexes [75]. While this is suitable for greedy scheduling strategies, it is
harder to implement strategies based on performance models without knowing how much time
the process should wait for these mutexes. The notification mechanism used to share resources
between multiple domains could also be implemented on top of a message passing paradigm.
This would make it possible to efficiently share processing units between multiple MPI processes
running concurrently on the same machine, without loosing StarPU’s flexible scheduling capabil-
ities.

3.9 Toward composable scheduling policies

CPUs CPUs CPUs CPUs

pop

HEFT

HEFT HEFT HEFT HEFT

HEFT HEFT

push

Application

(a) Combining HEFT scheduling policies in a hierarchi-
cal fashion to avoid scalability issues within HEFT.

Application

reordering

HEFT

gang gang

CPUs CPUs GPUs
(b) Enhancing the HEFT scheduling policy to support
task reordering and generate parallel tasks on CPU
cores.

Figure 3.21: Composing scheduling policies.

Design perfectly scalable scheduling strategies is a delicate issue. Parallel machines are be-
coming more and more hierarchical, so that an efficient scheduling is often obtained by scheduling
tightly coupled tasks together within a machine. The BUBBLESCHED [181] library provides an in-
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terface to design scheduling policies for the MARCEL [141] user-level thread library. It allows to
design hierarchical scheduling policies that map trees of threads on top of trees of hierarchical pro-
cessors. As shown on Figure 3.21(a), it similarly makes sense to decentralize StarPU’s scheduling
policies as well. Instead of designing a scheduling strategy which implements the Heterogeneous
Ealiest Finish Time scheduling algorithm (HEFT) [183] on a flat parallel machine, we can compose
multiple strategies in a hierarchical fashion. Each instance of the scheduling algorithm either re-
cursively assign tasks to one of the underlying scheduling strategies, or to a processing unit when
the strategy considers a machine subset that is small enough to prevent scalability issues.

Another application of multi-level scheduling is to compose scheduling policies with com-
plementary capabilities. This avoids designing extremely complex strategies with all features at
the same time. On Figure 3.21(b), the HEFT scheduling strategy is enhanced with a reordering
strategy that simply changes the order of the tasks, for instance depending on priorities or imple-
menting a more complex heuristic (e.g. largest tasks first). Such strategies can also be combined
with a strategy that implements a scheduling window to avoid scheduling too many tasks in ad-
vance to reduce the risk of misprediction. In Chapter 4, we will show that StarPU can execute a
task in parallel over multiple processing units by submitting the same task simultaneously to mul-
tiple processing units. We can therefore improve the HEFT scheduling strategy to support parallel
tasks by composing HEFT with a gang scheduling policy that duplicates tasks over the differ-
ent processing units within the domain. As a result, Figure 3.21(b) depicts a scheduling strategy
that reorders tasks (e.g. accordingly to priorities) before dispatching them between the different
processing units, which can possibly execute them in a parallel way. Directly implementing such
a complex strategy is possible, but requires a significant engineering effort that would here be
limited when designing all these features within different composable strategies.

Composing scheduling strategies still remains a very delicate problem in general. Some strate-
gies are for instance not directly compatible for composition. In the specific case of strategies
which take scheduling decisions solely during the push phase, it is possible to combine strategies
in a hierarchical way. Still, we need to provide a flexible and easy-to-use abstraction which would
allow to schedule tasks either on a processing unit (i.e. a worker) or to another scheduling pol-
icy, possibly modeled by the means of a scheduling domain. Providing scheduling policies with
such an abstraction of processing resource which can either be a physical processor or a schedul-
ing domain is really challenging. While current strategies typically predict the availability of the
different processing units based on performance models, it is for instance not clear whether the
performance model associated to an entire scheduling domain should be the speed of the fastest
device or the sum of the speeds of the different processing units within the domain.

3.10 Discussion

In this chapter, we have shown why task scheduling is a crucial issue to fully exploit hybrid
accelerator-based machines, even for algorithms which seem very simple to execute. While many
programmers are looking for the perfect scheduling strategy that would fit any problem, we have
found that there does not exist such an ultimate strategy. Instead, we have presented the design
of StarPU’s flexible scheduling engine, which provide programmers and third-party scheduling
experts with a portable interface to easily design advanced scheduling policies.

We have shown that programmers can greatly improve the performance by providing hints
to the scheduler. This avoids requiring the scheduler to guess what programmers know, as this is
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often the case with schedulers which are not providing a flexible enough interface. Considering
the huge impact of data transfers on accelerator-based platforms, it is also worth noting that we
have illustrated how an efficient data-aware scheduling helps to drastically reduce the pressure on
the I/O bus. Depending on the algorithm, and on the machine, one should select an appropriate
strategy. Having a uniform interface makes it easy for the application to directly test which are the
most efficient strategies without modifying the application. This task is also simplified by using
the performance analysis tools described in Chapter 6 and more precisely with the automatic
estimation of the optimal execution time detailed in Section 6.4.

Besides the numerous improvements that can be made to the different scheduling strategies
currently available in StarPU, a major challenge consists in being able to efficiently design compos-
able strategies to cope with scalability concerns and to provide an efficient support for concurrent
parallel libraries. Another significant challenge would be to allow scheduling algorithmic experts
to express their scheduling algorithms in a high-level formalism, for example by describing the
policy as a set of constraints to be optimized in Prolog.
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Chapter Abstract

In this chapter, we discuss about the crucial problem which consists in selecting the
most appropriate task granularity to take advantage of manycore and accelerator-
based platforms. We show that granularity is a critical issue that must be consid-
ered to efficiently target such platforms. Multiple approaches make it possible to
design scalable algorithms with granularities that are suitable to deal with hetero-
geneity concerns. We first consider the benefits of parallel tasks and we describe
how they are implemented in StarPU. We will then describe strategies to schedule
parallel tasks. Finally, we consider another challenging approach which consists in
dynamically adapting the granularity by dividing or merging tasks so that they can
be efficiently executed on the different types of processing units.
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4.1 Finding a suitable granularity

In this section, we show that manycore and hybrid platforms introduce challenging issues to se-
lect an appropriate task granularity. We then present various approaches to extend pure task
parallelism in order to address these concerns with hybrid paradigms.

4.1.1 Dealing with embarrassingly parallel machines

As the number of cores keeps continuously growing, programmers must really focus on gener-
ating enough parallelism to maximize core occupancy. With upcoming architectures expected to
exhibit hundreds of cores per processor, keeping all cores busy on such embarrassingly parallel
machines becomes a great challenge.

Specific libraries such as PLASMA, dealing with large dense data sets, manage to generate
large graphs of tasks by using the smallest possible granularity per task [35]. However, in the
general case, it is not always efficient to extract an arbitrary degree of parallelism from a given
algorithm: tiny tasks cannot amortize the overhead of task creation and destruction, dealing with
a large amount of tasks can incur a significant scheduling overhead, and, finally, increasing the
number of tasks impairs some algorithms by generating more communication, more synchroniza-
tion, etc. (e.g. stencil or unstructured grid methods).

In such situations where the number of tasks is smaller than the number of cores, finding
additional sources of parallelism inside tasks themselves can solve the problem of core occupancy.
The idea is to split some tasks over multiple processing units, using nested parallelism, that is,
parallel tasks. In many cases, such a nested parallelism can be obtained indirectly by simply taking
advantage of existing parallel libraries [152].

4.1.2 Dealing with computation power imbalance

Using multicore machines equipped with GPU accelerators is obviously even more challenging,
not only because GPUs require to be programmed using specific languages and APIs, but also
because they exhibit a significant computing power imbalance compared to CPUs.

Until recently, this problem has been neglected by most programmers who decided to give
up CPU power and concentrate on exploiting GPUs efficiently. But since the number of cores
has been constantly increasing, several projects have started to investigate how to exploit het-
erogeneous sets of processing units [157, ATNW09]. In particular, developers of specific parallel
libraries (e.g. MAGMA [182], FFT [149]) have proposed algorithm-specific solutions where the
problem is statically partitioned in such a way that each processing unit is assigned a workload
proportional to its power. Although such approaches are usually quite efficient, they are hardly
portable. Moreover, statically dividing the work can be impractical to implement in some cases,
either because the hardware features too many kinds of heterogeneous processing units, or be-
cause the initial problem is not flexible enough to be divided arbitrarily. By using parallel tasks
that may spread across multiple cores, we can however use a coarser task granularity that will
better match the power of GPUs. The idea is to schedule such tasks over a single GPU or over
multiple CPUs. This way, there is no need to decompose the initial problem in tasks of various
sizes.

Designing a generic methodology to dispatch computation between the heterogeneous pro-
cessing units is however a real problem. A first approach consists in dividing the work into mul-
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tiple parts of equal size, and to distribute the different pieces of computation to the various pro-
cessing units. If the number of parts is large enough, faster processing units simply process more
parts than the slower ones, and most of the computational power is used. When the problem is
too small to be divided in a really large number of sub-problems (e.g. when considering weak
scalability), this greedy strategy is not sufficient. It indeed happens that a single GPU may process
the entire problem faster than the time required to process a single sub-problem on a CPU core.
In that case, the optimal scheduling consists in assigning all tasks to fast GPUs and to ignore CPU
cores, regardless of their number. Considering a machine with a single accelerator and hundreds
of slow CPU cores, this is of course not an acceptable solution. On the other hand, parallelizing
tasks over multiple CPU cores makes it possible to take advantage of both CPUs and GPUs even
when the amount of parallelism is limited. Another possible approach would either consist in fur-
ther dividing tasks that were assigned to CPUs into smaller tasks with a granularity that would
be suitable for multicore CPUs even though it would have been too small for accelerators such as
GPUs. Finally, KURZAK et al. have investigated the reverse solution which is to create tasks with
a small granularity from the beginning, and to merge small tasks into larger tasks when they are
assigned on a GPU device. While their approach is interesting, it is not really generic as it as-
sumes that kernels can easily be merged into a single kernel. In the specific case of BLAS kernels,
this was achieved by reimplementing new kernels dealing with data in a non standard layout,
which represents a huge programming effort, even for a simple matrix multiplication kernel.

4.2 Parallel tasks

In this section, we describe how StarPU can combine tasks and SPMD parallelisms to execute
DAGs of parallel tasks.

4.2.1 Beyond flat parallelism

Many environments and languages have been designed to ease programming of shared-memory
multiprocessor machines. For long, the most dominant parallel scheme used when developing
applications over such machines was SPMD (Single Program Multiple Data), where all the proces-
sors execute the same code on different data, in a loosely-coupled manner. The Fork-Join model
exemplified by OpenMP illustrates well how such an approach can lead to easy-to-understand
programs. Likewise, invoking parallel libraries (e.g. LAPACK, FFTW, etc.) within sequential
code is a typical way of seamlessly getting the benefits of parallel computing. While there exists
a tremendous amount of parallel codes, the overall performance of applications is directly lim-
ited by the scalability of the parallel libraries that they use. Such a flat parallelism, depicted by
Figure 4.1(a), is therefore limited on large parallel platforms.

The emergence of multicore processors has introduced new issues compared to previous small-
scale multiprocessor machines. Many existing parallel applications do not behave so well on mul-
ticore machines, because the underlying architecture has changed: memory access times are not
uniform any more, cores are sharing a complex hierarchy of caches, etc. Indeed, exploiting the
full computational power of always deeper hierarchical multiprocessor machines requires a very
careful distribution of threads and data among the processing units. This certainly accounts in
the recent interest of many programmers for task-based execution models, where applications are
represented by directed acyclic graphs of tasks which only share data in a producer-consumer in-
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(a) Fork-join parallelism. (b) Task parallelism.

Figure 4.1: Parallel programming paradigms.

teraction as illustrated on Figure 4.1(b). The developers of the PLASMA linear algebra library for
multicore machines, for instance, have completely redesigned their algorithms to generate large
graphs of different types of tasks, getting rid of the former fork-join execution model. As previ-
ously discussed in Section 2.1.1, task parallelism has become especially successful on accelerator-
based platforms [21, 119, 117, 193].

Figure 4.2: Hybrid DAG with parallel tasks.

One would however naturally like to mix the flexibility of task parallelism with the simplicity
of parallel libraries. This is illustrated on Figure 4.2 which combines the two paradigms shown on
Figure 4.1. In the past, the huge performance improvements observed on accelerator-based plat-
forms very often relied on having large enough input data. This behaviour is usually called weak
scalability, as opposed to strong scalability that considers the performance of a parallel system for a
fixed problem size. Unfortunately, the high number of CPUs cores, combined with the imbalance
between the performance of accelerators and those of the CPUs is now becoming a real concern.

We have thus modified StarPU to combine the advantages of task-parallelism and those of
flat-tree parallelism in a hybrid model with tasks that run on multiple processing units at the same
time. We will show that such a hybrid model allows significant scalability improvements. Another
benefit is to enforce a better separation of concerns: the application is designed as a set of tasks,
each task being possibly parallelized using the best parallel libraries available or thanks to parallel
programming languages (e.g. TBB or OpenMP). It is worth noting that the Lithe environment has
indeed proved that such a composition of parallel libraries is possible without too much impact
on the code [152].

4.2.2 Supporting parallel tasks in StarPU

The key problem in implementing parallel CPU tasks is to ensure that multiple CPU workers (col-
lectively called a parallel CPU worker) are given the same task simultaneously. In order to assign
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1 while (machine_is_running())
2 {
3 handle_local_data_requests();
4 task = pop_task();
5

6

7

8 acquire_task_data(task);
9

10

11

12

13 task->cl->cpu_func(task->interface,
14 task->cl_arg);
15

16

17

18 release_task_data(task);
19 handle_task_termination(task);
20

21 }

Figure 4.3: Original CPU driver.

1 while (machine_is_running())
2 {
3 handle_local_data_requests();
4 task = pop_task();
5 rank = task->alias_count++; /* Atomic op */
6

7 if (rank == 0)
8 acquire_task_data(task);
9

10 barrier_wait(task->barrier);
11 if ((rank == 0) ||
12 (task->cl->type != FORKJOIN))
13 task->cl->cpu_func(task->interface,
14 task->cl_arg);
15 barrier_wait(task->barrier);
16

17 if (rank == 0) {
18 release_task_data(task);
19 handle_task_termination(task);
20 }
21 }

Figure 4.4: CPU driver supporting parallel tasks.

a task to a parallel CPU worker, the scheduler therefore submits the same task to the workers. A
barrier structure and a counter variable are initialized in the task structure to ensure synchroniza-
tion. Figure 4.4 shows the pseudo-code of the driver controlling a CPU core which may execute
parallel tasks. When the worker retrieves a task from the scheduler (line 4), its rank is computed
by atomically incrementing the counter variable (line 5).

All CPU workers access their data from host’s memory which is shared between all CPUs. The
master worker (i.e. which gets rank zero) is therefore the only one that calls the data management
API to enforce data consistency before and after the execution of the parallel task (lines 8 and
16). Workers are synchronized before and after the execution of the codelet, so that the different
processing units are fully devoted to the parallel task (lines 10 to 15).

A choice between two paradigms is provided in the parallel codelet structure: a parallel task
is either executed in a Fork-join or in an SPMD mode. In Fork-Join mode, the codelet is only exe-
cuted by the master worker while the other CPU cores (slaves) are blocked on a barrier until the
master ends (line 11). The master is therefore allowed to launch new threads or to call a paral-
lel library that will run on the dedicated set of cores. In SPMD mode, each worker executes the
codelet. The rank of the worker and the size of the parallel section are respectively returned by the
starpu_combined_worker_get_rank() and the starpu_combined_worker_get_size()
functions.

4.2.3 Parallelizing applications and libraries

Little code modifications are required to make existing StarPU applications benefit from parallel
tasks. Data registration and task definition are mostly unchanged, except that the kernel CPU im-
plementation may be parallelized when possible. The choice between SPMD and Fork-Join modes
is made when designing the parallel kernels, depending on which is more natural or suitable for
the kernel developer. The Fork-Join mode is typically suited to codelets that call library functions
that are already parallelized internally. As detailed above, StarPU ensures that processing units
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are devoted to such parallel library call by having all slave workers wait on the barrier (line 15
of Figure 4.4). The SPMD mode is convenient when the codelet designer does not want to create
extra threads to perform the computation, either because this can reveal itself expensive to do it
on each kernel execution, or simply because it makes the code easier to express.

StarPU therefore provides a generic way to execute parallel kernels coming from various en-
vironments. In the future, we plan to make it possible to call tasks implemented in standard
parallel environments such as OpenMP or TBB. Such environments however often assume that
they are called only from sequential codes, so that they take control of the entire machine, and
do not support concurrent instances. Such environments will have to permit to create parallel
sections concurrently from several system threads, and to restrict the execution of such parallel
sections to the sub-set of the CPU cores specifically devoted to the parallel task. PAN, HINDMAN

and ASANOVIĆ have already achieved [152] such improvement without too invasive changes.
Such constraints also apply to parallel libraries which must be able to be confined and thread-

safe so that they can be used within concurrent parallel tasks, i.e. composable. For instance, the
FFTW library, which creates a pool of threads to perform jobs of an FFT computation, can be mod-
ified to create several pools of threads which can work concurrently. It is also worth noting that
libraries that are written on top of standard parallel programming environments (e.g. OpenMP,
TBB, etc.) would automatically inherit such properties from the underlying programming envi-
ronments. As already exposed by Pan et al [152], making sure such parallel environments are
composable is a crucial problem in the manycore era.

4.2.4 A practical example: matrix multiplication

Matrix product is one of the most common kernel in HPC. Tiled algorithms are new classes of
kernels that have been redesigned to deal with matrices that are stored with a different layout
in order to take advantage of the architectural features found on modern processors. Instead of
storing matrices as contiguous arrays (i.e. as in LAPACK), tiled matrices are divided into sub-
blocks, called tiles, that are stored contiguously. This indeed provides a much better data locality
and greatly reduces the overhead of data transfers between main memory and accelerators.

A0

A1

B0 B1 B2

C0,0 C0,1 C0,2

C1,0 C1,1 C1,2

Figure 4.5: Product of two tiled matrices. The result is a 2× 3 tiled matrix which is computed with
only 6 tasks. Each tile (e.g. A1 or C0,2) is stored contiguously in memory.

The product kernel typically appears in many other dense linear algebra problems (e.g. during
Cholesky decomposition). As shown on Figure 4.5, the number of tasks that compose a matrix
product is given by the number of tiles in the target matrix, which is a parameter of the algorithm.
Tiles have to be large enough to ensure that the kernels are efficient. It is therefore important to
be able to deal with a limited amount of parallelism, even for such a simple algorithm, when the
matrix size is small.
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Parallel matrix multiplication kernel

1 void dgemm_cpu(void *descr[], void *cl_arg)
2 {
3 /* Get pointers to local data replicates */
4 double *A = STARPU_MATRIX_GET_PTR(descr[0]);
5 double *B = STARPU_MATRIX_GET_PTR(descr[1]);
6 double *C = STARPU_MATRIX_GET_PTR(descr[2]);
7

8 /* Get the dimensions of the matrices */
9 unsigned mC = STARPU_MATRIX_GET_M(descr[2]);
10 unsigned nC = STARPU_MATRIX_GET_N(descr[2]);
11 unsigned nA = STARPU_MATRIX_GET_N(descr[0]);
12

13 /* Rank and size of the parallel section */
14 int size = starpu_combined_worker_get_size();
15 int rank = starpu_combined_worker_get_rank();
16

17 /* Compute the size of the sub-block */
18 int bsize = (nC + size - 1)/size;
19 int bnC = MIN(nC, bsize*(rank+1)) - bsize*

rank;
20 double *bB = &B[bsize*rank];
21 double *bC = &C[bsize*rank];
22

23 /* Do the actual BLAS call */
24 DGEMM(mC, sub_nC, nA, 1.0, A, bB, 0.0, bC);
25 }

Figure 4.6: Code of the Parallel Matrix Product kernel
in SPMD mode.

mc

nc

na bnc

A

B

C

sB

sC

Figure 4.7: Parallel Matrix Product Al-
gorithm.

Matrix multiplication is an example of kernel that can easily be parallelized. Figures 4.6 and 4.7
respectively show the code and the algorithm of a matrix multiplication kernel parallelized in
an SPMD fashion. StarPU ensures that the A, B, and C matrices are available in main memory
when the task starts. The description of the matrices is given by the STARPU_MATRIX_GET_*
macros. We here read the addresses of the local matrices (PTR), as well as their number of rows
and columns (M and N).

Lines 14 and 15 show how the application gets the size and the rank of the codelet. These
values are used to determine which sub-parts of the input matrices should actually be computed
by this worker (lines 18 to 21). The DGEMM BLAS function is finally called to compute the sub-
matrix that starts at address bC.

Scalability of a Tiled Matrix Product with low parallelism

Figure 4.8 shows the strong scalability of the multiplication of two 2048× 2048 matrices, which is
a relatively small problem, on 12 CPU cores. This operation is split into a fixed number of tasks
which is shown on the x-axis (it corresponds to the number of tiles of the C matrix on Figure 4.5).
The number of tasks is rather small: there can be less tasks than there are CPU cores. The y-axis
gives the speed measured in GFlop/s. Sequential and parallel tasks are dynamically scheduled
using the HEFT and the Parallel-HEFT scheduling strategies, respectively (Parallel-HEFT will be
described in Section 4.3.2).

When running sequential tasks, the performance of the multiplication is only optimal when
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Figure 4.8: Product of two 2048 × 2048 single precision matrices with a small number of tasks
running on 12 CPU cores.

the number of tasks exactly fits the number of cores. The machine indeed remains under-used as
long as there are less tasks than the number of CPU cores. If the number of tasks is not exactly a
multiple of the number of CPU cores, some cores become idle when the last tasks are processed
sequentially.

Much more stable performance are however obtained when using parallel kernels, regardless
of the number of tasks. The 10 % performance loss obtained by parallel tasks compared to 12
sequential tasks is explained by the limited strong-scalability of the parallel GEMM kernel. Such
performance loss might be undesirable when it is possible to make sure to match the number of
tasks with a multiple of the number of cores. A flexible scheduling policy however helps when
the amount of parallelism (i.e. the number of tasks) evolves with time. The number of tasks is also
a parameter that may not be easily tunable: some algorithms can for instance only be split in a
quadratic number of tasks.

4.3 Scheduling parallel tasks

In this section, we show how to design scheduling policies, and how they can support parallel
tasks. We also give some insights about the difficult problem of selecting the size of the parallel
sections, and which workers should be combined together to ensure the best performance.

4.3.1 Taking machine hierarchy into account

In order to fully take advantage of parallel tasks, one needs to consider how tasks get mapped
on the actual hardware. In particular, taking hierarchy into account is a crucial problem to ensure
good performance. For instance, it is preferable to combine workers that share the same cache or
which are on the same NUMA nodes, instead of creating teams of unrelated processing units.

StarPU uses the hwloc [30] library to detect the topology of the machine in a portable way.
This ensures that parallel tasks are only scheduled on workers that are close enough within a
hierarchical machine.

It must however be noted that finding the best combinations of processors is a hard problem in
general. On the one hand, a parallel computation intensive kernel (e.g. BLAS3) only gets the best
performance if processors are close enough to keep data within the caches. On the other hand,
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a parallel memory intensive kernel (e.g. BLAS1) may benefit from a better aggregated memory
bandwidth when the processors are located on different NUMA nodes.

4.3.2 Scheduling strategies for parallel tasks

Application

push

pop

(a) Parallel greedy.

Application

push

pop

(b) Parallel HEFT.

Figure 4.9: Scheduling strategies support parallel tasks by submitting tasks simultaneously to
multiple workers. The dotted arrows indicate that the task is duplicated when the scheduling
decision is taken.

We have extended the greedy (resp. heft) scheduling policy into the parallel-greedy (resp.
parallel-heft) which supports parallel tasks. In Section 4.2.2, we have explained that parallel
tasks are implemented by submitting the same task multiple times to different workers. Multiple
replicates of the parallel task are created when the policy decides to assign the task to a parallel
CPU worker (i.e. in the pop method of the greedy policy, or in the push method of the heft policies).
This task duplication is illustrated by the dotted arrows on Figure 4.9.

On Figure 4.9(a), the different workers are partitioned into groups of fixed size (here, two
groups of size 4) during the initialization of the scheduler. One worker is elected for each group:
when this master grabs a task from the shared queue, a copy of this task structure is passed to each
of the different slave workers that belong to the same group. This variation of the greedy strategy,
called parallel-greedy is therefore able to execute tasks that are parallelized between the workers
of the different groups. It should be noted that it is possible to have parallel sections which are
smaller than the size of the worker group by submitting task aliases only to a subset of the slave
workers. This also permits to mix sequential and parallel tasks by having only the master worker
execute sequential codelets.

The strategy shown on Figure 4.9(b) is a modified version of the heft strategy described in
Section 3.4.3. When deciding which worker minimizes the termination time of a task, this strategy
considers the performance model of the parallel codelets as well. The predicted execution time,
and therefore the predicted termination time, thus now also depends on the number of workers in
the parallel section. When a task is assigned to a parallel worker, aliases of the task are submitted
to each of the underlying workers. A special care is taken to avoid deadlocks with prioritized
tasks: the ordering of the task aliases is the same within all local queues.

Both strategies are examples of multi-level scheduling policies. They could be obtained as the
composition of a strategy (e.g.greedy or heft) with a simple strategy that merely dispatches aliases
of the tasks between the different workers of the group. In the future, we expect to use such com-
position to automatically add support for parallel tasks into some of the other existing strategies.
However, this is not directly applicable to strategies that cannot ensure that the ordering of the
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tasks will not be changed, or that aliases of the same task are assigned to the same worker (e.g.
because of work-stealing mechanisms).

4.3.3 Dimensioning parallel tasks

Finding the optimal size of parallel workers is also a difficult problem. Parallel tasks may not be
effective on a too small parallel team of workers. Too large parallel tasks might not be scalable
enough. A pragmatic approach usually used for hybrid programming models [163] consists in
mapping parallel tasks directly on a resource shared by a subset of the processors (e.g. one task
per NUMA node, or one task per processor socket).

Let us now consider for instance the specific case of an application with a fixed amount of
identical tasks running on a hybrid platform composed of kgpu GPUs, and kcpu CPU cores. Let us
assume that there is a total of N tasks, and that the relative speedup between the GPU and the
CPU implementations is s (i.e.. the kernel runs s times faster on a GPU than on a single CPU core).
In the remaining of this section, we now try to determine what the minimum value of N is for all
processing units to be used.

Assuming the duration of the kernel is 1 on a GPU, the total time required to execute the whole
problem entirely on GPUs is d N

kgpu
e. Since the execution time of a single CPU task is s, it is never

useful to execute one of the N tasks on a sequential CPU core if this time s is longer than the time
required to compute the entire problem on GPUs.

This forbids the use of CPUs, regardless of the number of CPU cores, as long as:⌈
N

kgpu

⌉
≤ s (4.1)

Using parallel tasks permits us to relax this constraint: if we assume that we have a perfect
scaling of the parallel CPU task, we can create a parallel CPU worker that combines all CPUs.
The relative speedup between the GPU and the parallel CPU implementation becomes s

kcpu
. The

previous constraint is thus relaxed: ⌈
N

kgpu

⌉
≤ s

kcpus
(4.2)

For example, if one CPU is 4 times slower than one GPU, and there are 10 tasks, if there are
12 CPU cores along with 3 GPUs, the first constraint is not met because 10

3 ≤ 4. However, if we
combine the 12 cores, we can take advantage of CPUs because 10

3 > 4
12 . This shows how parallel

tasks can be a very convenient way to overcome the imbalance of processing power between the
different types of processing units in a hybrid platform.

It should be noted that if the number of CPU cores gets high, parallel CPU workers may ac-
tually have to wait for the GPUs to finish their computation if executing a single task on a GPU
is slower than with a parallel CPU worker. In that case, the CPU workers should try to execute
multiple parallel tasks, either serially, or more likely using smaller parallel sections to prevent
scalability concerns within the parallel CPU tasks.

As a consequence, we can determine the minimum number of tasks required to take advantage
of a hybrid system. If the tasks do not have a parallel CPU implementation, we need to have
enough tasks to keep all GPUs executing tasks while executing a single task on each CPU core:

N ≥ kgpu × s+ kcpu (4.3)
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If tasks have a parallel CPU implementation, we can execute parallel tasks on all the CPUs,
which thus execute about kcpu times faster than on a single CPU. Either the GPUs remain faster
than such parallel worker ( s

kcpu
≥ 1), in which case the minimum number of tasks to make use of

all processing units is obtained by creating a single parallel CPUs task and keeping GPUs busy
during this task, the minimum is thus

N ≥ kgpu ×
⌈

s

kcpu

⌉
+ 1 (4.4)

, or this parallel worker becomes faster than a GPU ( s
kcpu
≤ 1), and the minimum number of

tasks is obtained by putting one task on each GPU and having multiple parallel CPU tasks, the
minimum is then

N ≥ kgpu × 1 +

⌈
kcpu
s

⌉
(4.5)

Since 1 ≥ dkcpus e in the first case and 1 ≥ d s
kcpu
e in the second case, equations 4.4 and 4.5 can be

generalized as

N ≥ kgpu ×
⌈

s

kcpu

⌉
+

⌈
kcpu
s

⌉
(4.6)

Which is indeed better than equation 4.3.
This very simple model permits us to determine how many tasks should be created to take

advantage of a hybrid platform. It also confirms that parallel tasks make it easier to fully exploit a
hybrid platform when the amount of parallelism is limited. Its practical use is shown in the case
of a CFD kernel parallelized on a hybrid platform in Section 7.7.2.

4.4 Toward divisible tasks

Parallel tasks permit to extract parallelism without modifying the task graph. Sometimes, it is
possible to actually modify the task graph to subdivide the tasks into smaller tasks which are
scheduled independently on multiple processing units. In the case of algorithms which do not
expose enough parallelism, this makes it possible to reach a better scalability by ensuring that
tasks which constitute a bottleneck in the algorithm are spread over multiple processing units.

The amount of parallelism may also vary during the execution of the algorithm: during a
Cholesky decomposition which recursively processes subsets of the input matrix, the amount of
parallelism keeps decreasing. As a result, the optimal block size depends on the input problem
size: large problems can be solved using a large granularity which ensures that the matrix mul-
tiplications are performed efficiently, but small matrices should be factorized with a small block
size to provide a sufficient amount of tasks. Since the last steps of the decomposition of a large
matrix consists in decomposition a small subset of the matrix, this indicates that the granularity
should be adapted during the execution of the algorithm. Designing such an algorithm with vary-
ing block size is not an easy programming task. It is however easier to design an algorithm with a
fixed block size and to subdivide large tasks later on during the execution.

From a programming point of view, we first need to provide a convenient mechanism to ma-
nipulate divisible tasks. A low-level interface could consist in making it possible to provide a
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callback function along with the task structure: when StarPU decides (or is told) to divide the
task, it calls this callback function which can for instance replace the task by a set of tasks doing
the same work at a smaller granularity. Such a low-level interface could also be hidden in case
StarPU is used as a back-end for a compiling environment. A compiler like PIPS could for in-
stance generate multiple variants of code by extracting tasks at different granularities and provide
StarPU with a callback function to replace a kernel operating on a large piece of data by smaller
kernels.

A difficult problem is to decide when tasks should be divided. A first approach consists in rely-
ing on specific algorithmic knowledge to manually decide when granularity needs to be adapted.
In the case of the Cholesky decomposition previously mentioned, the amount of parallelism is
for instance known to systematically drop throughout the algorithm, so that a numerical kernel
designer could decide that tasks should be divided when the submatrix currently being processed
is smaller than a fixed ratio. This decision can also be made more dynamically, either from the
application or directly from an advanced scheduling policy. For example one can monitor per-
formance feedback information to determine whether there is too little parallelism and that ratio
between StarPU’s overhead and the actual work is low enough to justify smaller tasks. Consid-
ering that granularity concerns often result from heterogeneity (e.g. GPUs typically process much
larger tasks than CPU cores), another possible approach is to create multi-level schedulers. The
scheduling policy would first decide which type of processing unit should execute a given task,
and split it into multiple tasks in case the targeted architecture requires smaller tasks. This is
conceptually similar to the reverse approach we adopted on the Cell processor which consists in
merging small tasks together to construct tasks that are large enough to accommodate with the
latency of an accelerator.

Besides scheduling divisible tasks which is a challenging issue of its own, it must be noted that
managing data simultaneously at multiple scales is a very difficult problem because StarPU main-
tains data coherency per data handle. This means that if we apply a filter on a registered piece of
data, it is not possible to access simultaneously a data subset and the entire filtered data in a coher-
ent way. As a result, tasks with a varying granularity may need to filter data to allow concurrent
accesses on the different data subsets, but there cannot be an undivided task that accesses the en-
tire unfiltered data at the same time. We are currently investigating how to remove this constraint
in StarPU, at least to allow concurrent read accesses on overlapping pieces of data. Similarly to
the approach used to create multiple incoherent data replicates when accessing a piece of data in
a reduction mode (see Section 2.4.2 for more details), we could explicitly (re)register data subsets
accessed concurrently so that StarPU would not figure out that multiple tasks are accessing the
same piece of data at multiple scales.

4.5 Discussion

Granularity concerns do occur in many situations when porting algorithms on heterogeneous
platforms because we need to fulfill contradictory goals which are to provide large enough tasks
to SIMD accelerators and small enough tasks to cope with the high degree of parallelism found in
manycore processors. Determining beforehand which type of processing unit should process the
different types of tasks is a way to determine in advance which should be the granularity of the
different tasks, but it violates our assumption which is that the user should not have to manually
schedule tasks.
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Runtime systems like StarPU must therefore provide convenient mechanisms to allow pro-
grammers to design algorithms with a variable granularity to incline them to actually consider
this delicate issue which must be addressed to fully exploit heterogeneous multicore platforms
enhanced with accelerators. Divisible tasks permit to design algorithms which an adaptive granu-
larity, but there remains a large number of challenges which must be solved to make this approach
realistic. It is not only hard to provide StarPU with a convenient representation of divisible tasks,
but automatically deciding when to modify the granularity is an even more difficult problem.

Parallel tasks are a very convenient way to obtain extra parallelism without modifying the ini-
tial algorithm. Considering that parallel libraries are also becoming widespread, providing StarPU
with parallel kernels instead of sequential ones is not necessarily a difficult issue. However, while
HPC libraries traditionally assume that the entire machine is dedicated, it is now crucial that
library designers consider the possibility of concurrently invoking parallel routines within the
application. Most LAPACK implementations for instance do not allow the application to simul-
taneously invoke multiple parallel kernels from different OS threads. In case the parallel libraries
are implemented on top of other programming environments such as TBB or OpenMP, it is crucial
that the implementation of these programming environments offers support for concurrency. Im-
plementations of the OpenMP standard should for instance make it possible to execute multiple
independent parallel sections at the same time to allow parallel libraries written in OpenMP to be
invoked from parallel StarPU tasks. Providing an efficient support to efficiently handle concur-
rency between parallel environments is therefore a critical concern which must be addressed in
the different layers of the software stacks.
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Chapter Abstract

In this chapter, we present how StarPU integrates in a cluster MPI-based environ-
ment. We first discuss about the suitability of our task-based paradigm in a dis-
tributed environment. Then, we describe some challenges which appear when in-
troducing accelerators in MPI applications, and we present a small library that per-
mits to provide an MPI-like semantic to exchange data between multiple instances
of StarPU running on different nodes, which makes it easy to accelerate existing
MPI applications with StarPU. In case it is possible to rewrite the application using
a task paradigm, we show a systematic methodology to easily map DAGs of StarPU
tasks on clusters of machines equipped with accelerators. Finally, we describe how
this methodology was implemented to provide application programmers with a con-
venient sequential function-call like semantic to seamlessly submit StarPU tasks
throughout a cluster.

139



CHAPTER 5. TOWARD CLUSTERS OF MACHINES ENHANCED WITH ACCELERATORS

5.1 Adapting our task-based paradigm to a cluster environment

StarPU is intended to provide task scheduling and data management facilities within a multicore
machine enhanced with accelerators. In spite of the tremendous amount of processing power now
available within such machines, the problem sizes encountered in many HPC applications make
the simultaneous use of multiple machines necessary. In this chapter, we therefore present ex-
tensions of the StarPU model so that applications can fully exploit clusters of multicore machines
enhanced with accelerators. MPI is by far the most common programming environment used
to develop HPC applications on clusters. We therefore need to find a way to provide MPI sup-
port for applications within StarPU. The integration of StarPU and MPI can take different aspects,
depending whether we accelerate existing MPI codes, or whether we distribute existing StarPU
applications over clusters.

One one hand, provided the huge amount of MPI applications, we need to make it possible to
accelerate existing MPI applications so that they can take fully advantage of accelerators thanks to
StarPU. Considering that StarPU would typically be used inside libraries, it may not be possible to
modify the entire application so that it fully relies on StarPU to take care of both data management
and load balancing. Instead of having a single instance of StarPU distributed over the entire
cluster, our approach is to have an instance of StarPU initialized on each MPI node. The flexibility
of such hybrid programming models has already been illustrated in the case of MPI applications
which call libraries written in OpenMP or TBB for instance. It is therefore up to the application to
decide which MPI process should submit a given task to its local instance of StarPU. Even though
data management is still performed by StarPU within a MPI node, a message-passing paradigm
implies that the different nodes should be able to exchange data managed locally by StarPU. In
Section 5.2, we therefore present a small library implemented on top of StarPU which provides
an MPI-like semantic to transfer the piece of data described by a data handle into another data
handle located in a different MPI process.

On the other hand, we must provide a convenient way to write new applications, or to extend
StarPU applications so that they can exploit clusters. There is indeed a real opportunity for appli-
cations that are not already too large or too complex to be rewritten using a task-based paradigm
which provides a portable abstraction of the different algorithms that can be efficiently mapped on
very different types of platforms, going from single-node multicore machines to large clusters of
multicore machines equipped with accelerators. In Section 5.4, we therefore show the distributed
extension of the function-call like semantic used in Section 2.2.5 to automatically generate DAGs
of tasks which are derived from implicit data-driven dependencies.

5.2 Managing data in an MPI world enhanced with accelerators

In order to accelerate MPI applications with StarPU, we must be able to exchange registered data
between the different instances of StarPU. There are various issues which must be addressed to
efficiently couple StarPU and MPI. The first challenge is to mix the asynchronous task paradigm
used in StarPU with the SPMD (Single Program Multiple Data) paradigm used in MPI. When trans-
ferring a piece of data that was registered to StarPU on MPI, we must also consider that there
might be no valid data replicates in the main memory, so we sometimes need to fetch a valid
replicate from one of the accelerators at first.

A certain number of low-level technical issues typically appear when mixing MPI and accel-
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erators. Besides the fact that we need to keep track of the location of valid data replicates, we
usually cannot transfer data directly between an accelerator and the network, so that multiple in-
termediate transfers may be required to transfer a piece of data over the network. Thread safety
is also a serious concern for most MPI implementations and for most accelerator programming
environments. CUDA (before its fourth release) and OpenCL implementations, for example, are
not thread safe. Considering the case of a non-thread safe MPI library initialized by the applica-
tion, transferring a piece of data located on a CUDA device that is controlled by another thread
would first imply that the thread controlling the CUDA device should issue a memory copy from
the device to the host memory by the means of CUDA’s specific API. When this transfer is done,
the thread which has previously initialized the MPI library is responsible for sending data from
the host memory to the network. In addition to the severe portability issues which result from the
simultaneous use of various vendor-specific APIs combined with MPI, a significant expertise is
required to manually implement this protocol in an asynchronous fashion in order to hide most
data transfer overhead.

The data management API provided by StarPU provides a convenient way to hide this low-
level problems. Its acquire and release functions indeed consists in asking StarPU to lock a valid
copy of the data handle in host memory (acquire), and to unlock this data replicate from host
memory (release). When a registered piece of data must be sent over the network, the main thread
simply has to keep a valid data replicate locked in main memory by the means of the acquire/re-
lease semantic during the entire MPI transfer. Since the application thread is blocked until transfer
completion, this method is somehow limited to very synchronous MPI applications, for instance
with a fork-join parallelism. In the case of loosely coupled MPI applications which for instance
only use MPI to scatter and gather data at the beginning and at the end of computation, and which
uses accelerators in between, such an approach is a suitable way to easily integrate existing MPI
codes because the application only performs MPI operations on data which is guaranteed to be lo-
cated in main memory. Deeply integrating synchronous MPI transfers with a fully asynchronous
task paradigm however potentially reduces the amount of parallelism potentially unlocked when
reordering tasks (e.g. when executing the critical path as soon as possible by the means of user-
provided task priorities).

To cope with the asynchronous nature of StarPU, we therefore extended the acquire/release
semantic with a non-blocking acquire method that asynchronously fetches a piece of data in host
memory. A user-provided callback is executed when the data handle is available to the appli-
cation An application can thus perform an operation over a piece of data (e.g. here send it over
MPI) without blocking the main application thread. In a way, submitting a non-blocking acquire
operation is similar to submitting an asynchronous task that operates on a single piece of data.

5.3 A library providing an MPI-like semantic to StarPU applications

Even though the non-blocking acquire/release semantic provides a powerful mechanism which
can be used to exchange registered data between different MPI processes, using such a low-level
facility is tedious. We therefore implemented a small library using this technique internally to
provide an MPI-like semantic on top of StarPU to facilitate the integration of StarPU into existing
codes and to easily parallelize StarPU applications with MPI.
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5.3.1 Main API features

Table 5.1: Functions provided by our MPI-like library
Type of call Examples of functions

Blocking
starpu_mpi_{send,recv}

starpu_mpi_{wait,barrier}

Non-Blocking
starpu_mpi_{isend,irecv}

starpu_mpi_test
Array starpu_mpi_array_{isend,irecv}

Detached starpu_mpi_{send,recv}_detached

The goal of this library is to provide an effective interface that can easily be used to implement
message passing between multiple instances of StarPU. Instead of manipulating data addresses
and data lengths, programmers can transfer data handles (which description is internally trans-
formed into an address and an MPI data type).

Table 5.1 gives an overview of the different types of functions implemented by this small li-
brary. The send and receive operations are used to synchronously transfer the content from a
data handle to another data handle located in a different MPI process. The asynchronous send
and receive operations are very similar to the asynchronous data transfer API provided by MPI.
Asynchronous transfers must therefore be completed either by explicitly waiting for transfer com-
pletion or by periodically testing whether the transfer has come to completion or not. Array calls
simply extend the previous functions and allow to simultaneously transfer multiple data handles
with a single call to our library.

In the case of a DAG of asynchronously submitted tasks, it is not practical to explicitly wait
for the completion of each an every data transfer. Moreover, data and task dependencies are
actually sufficient to find out that a data transfer needs to be terminated before we can use the
corresponding data handle in a task. Similarly to the detached tasks (see Section 2.2.4) which are
automatically cleaned up after their completion, the detached functions provided by our MPI-
like library are asynchronous data transfers which need not be completed by calling test or wait
functions. Thanks to an internal progression mechanism implemented within the library, the data
handle is automatically released when the completion of the data transfer is detected. An optional
user-provided callback also makes it possible to receive a notification when a detached transfer is
terminated.

Figure 5.1 illustrates the simplicity to transfer data between multiple instances of StarPU by
the means of our MPI-like library, and more precisely thanks to detached calls. Each process gets
a token from its previous neighbour (line 8), increments it using a StarPU task (line 11), and sends
the token to the next neighbour (line 14). The absence of explicit dependencies between these dif-
ferent operations shows that our MPI-like is nicely integrated with implicit dependencies which
not only apply to tasks but also to other types of data accesses (e.g. acquiring, releasing or un-
registering a piece of data). To summarize, the for loop merely submits all MPI communications
requests and tasks with implicit dependencies to StarPU, without blocking, and then simply waits
for StarPU to complete them in an optimized way. It is worth noting that even though the token
was registered by every MPI process (line 3), the coherency of these tokens is managed indepen-
dently by the different instances of StarPU. Indeed, the MPI-like library does not implement a
Distributed Shared Memory (DSM) that would manage handles in a distributed fashion. What it

142



5.3. A LIBRARY PROVIDING AN MPI-LIKE SEMANTIC TO STARPU APPLICATIONS

1 unsigned token = 0;
2 starpu_data_handle token_handle;
3 starpu_variable_data_register(&token_handle, 0, &token, sizeof(token));
4

5 for (unsigned loop = 0; loop < NLOOPS; loop++)
6 {
7 if ((loop > 0) || (rank > 0))
8 starpu_mpi_recv_detached(token_handle, prev_rank, TAG, MPI_COMM_WORLD, NULL, NULL);
9

10 /* The increment_cl codelet increments the variable described by the handle */
11 starpu_insert_task(&increment_cl, STARPU_RW, token_handle, 0);
12

13 if ((loop < NLOOPS) && (rank < size))
14 starpu_mpi_send_detached(token_handle, next_rank, TAG, MPI_COMM_WORLD, NULL, NULL);
15 }
16

17 starpu_task_wait_for_all();

Figure 5.1: Code of a MPI Ring using detached calls to increment a variable distributed over
multiple machines.

really does instead is to provide a convenient API to transfer the content of a handle into another
handle which was registered by another process.

5.3.2 Implementation overview

The implementation of this library is based on the non-blocking acquire functionality presented
in Section 5.2. The general idea consists in using a thread dedicated to MPI operations: when the
application wants to submit an MPI request that transfers a data handle, a non-blocking acquire
operation is performed on the data handle, and the user-provided callback sends a signal to the
MPI thread so that it performs the actual MPI transfer of the piece of data that is then guaranteed
to be locked in main memory until it is explicitly released.

main
thread

MPI
thread

mpi_isend

mpi_test

StarPUacquire_cb

release

(new requests)

(detached requests)1

callback

2
3
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4

6

Figure 5.2: Implementation of the detached send operation.

Figure 5.2 describes the implementation of the starpu_mpi_send_detached function in
more details. During the first step, the thread calling starpu_mpi_send_detached requests
that the handle should be put back into host memory. When this asynchronous operation suc-
ceeds (i.e. when the handle is available in host memory), StarPU executes a callback function that
enqueues a request in a list of new requests (Step 2). When the thread that is dedicated to MPI
detects a new request, the actual MPI call is performed to transfer the handle that was previously
put in host memory (Step 3). Detached requests should be automatically completed by StarPU:
we therefore put the request in a list of detached requests that need to be completed (Step 4). The
MPI thread periodically checks whether the different requests are terminated or not (Step 5). The
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handle associated to a request that has come to completion is then released so that it is available
again to the application (Step 6).

This protocol clearly incurs a small latency penalty, but it is designed to avoid all thread-safety
issues, both in MPI implementations and in the drivers of the different accelerators. A thread-
safe MPI implementation would for instance allows to skip Step 2 by directly performing MPI
calls as soon as the data is available in host memory. Besides, native support for direct transfers
between accelerators and network cards would also make it possible to avoid having to fetch data
back into host memory: given such peer transfers, this library could for instance request that the
handle should be locked on an accelerator (using a similar acquire/release semantic), and directly
transfer data between the accelerator and the network card, thus saving a significant amount of
bandwidth and greatly reducing the overhead of the current protocol. Such peer transfers are for
instance possible between some NVIDIA GPUs and InfiniBand network cards by the means of the
GPU Direct technology [176]. Unfortunately, most MPI implementations still provide a limited
support for thread safety [184], and the direct transfer of data between accelerators and network
card is an even less common capability.

The overhead introduced by the thread dedicated to MPI operations might also be a concern.
Since there is no equivalent of the select system call in MPI, checking the completion of the
different detached requests is a relatively expensive operation because we have to continuously
poll the different requests. This is actually a common problem not only for threaded applications
that use asynchronous MPI calls, but also to ensure the progression of communication within
MPI implementations. The PIOMan library was for instance specifically designed to address this
problem in the NewMadeleine communication engine [32]. PIOMan automatically selects the
most suitable strategy to ensure that all communications progress and to detect their termination
with an optimal reactivity [184]. For the sake of simplicity, the current solution adopted by StarPU
consists in polling the MPI library continuously in order to ensure a good reactivity: considering
that the number of CPU cores keeps growing, wasting a little amount of processing power is a
sensible trade-off anyway.

Even though there are some efforts to introduce them [92], the MPI standard still does not
provide support for asynchronous collective communications. Such an extension of the MPI stan-
dard has however already been successfully implemented in the OpenMPI in the context of the
DPLASMA project to improve the scalability of dense linear algebra kernels [25]. Our MPI-like
library only provides a limited support for collective communications because it relies on the
features available in the current MPI standard. Broadcast is not supported, and the scatter and
gather operations are simply implemented by the means of multiple independent asynchronous
MPI transfers.

5.4 Mapping DAGs of tasks on clusters

One of the motivations for adopting a task-based model is that describing an application as a
graph of tasks is generic enough to allow a runtime system to map the graph on a variety of plat-
forms. Task graphs are indeed a convenient and portable representation which is not only suited
to hybrid accelerator-based machines, but also to clusters of nodes enhanced with accelerators.
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Process
#0

Process
#1

Figure 5.3: Example of task DAG divided in two processes: MPI communications are shown in
full arrays, intra-node data dependencies are shown in dotted arrays.

5.4.1 A systematic methodology to map DAGs of tasks on clusters

Figure 5.3 illustrates how to map a DAG of tasks on a two-node cluster. An instance of StarPU is
launched in each MPI process. The first step consists in partitioning the graph into multiple sub-
graphs which correspond to the tasks that are submitted to the different instances of StarPU. As-
suming data-driven dependencies, dependencies that cross the boundary between two-processes
are enforced by replacing the dependency by a data transfer that is performed by the means of
our MPI-like library. A node that generates a piece of data required by its neighbour(s) issues
detached send calls. Similarly, a node that needs a piece of data that was generated on another
node posts a detached receive request to its local instance of StarPU. Intra-node dependencies are
directly managed by the instance of StarPU that schedules tasks on the corresponding MPI node.
Provided an initial partitioning of the DAG, this very simple methodology therefore demonstrates
that our task-based paradigm is also suited for clusters of multicore nodes enhanced with acceler-
ators.

5.4.2 The starpu mpi insert task helper

Combined with implicit data-driven dependencies, the starpu_insert_task helper that we
have presented in Section 2.2.5 is a convenient way to submit tasks using a paradigm that looks
like a sequential code with function calls. Given the methodology we have just described, we can
extend this approach to provide a similar semantic in a distributed environment.

The first step of our method was to partition the DAG into multiple parts. Our approach to
facilitate this step is to select an owner for each data registered to StarPU: a task that modifies
this handle must then be executed on its owner. Task partitioning therefore directly results from
an initial data mapping. Interestingly, this approach is commonly used to dispatch computation
in a distributed environment such as MPI. A classic strategy to implement dense linear algebra
kernel over MPI (e.g. ScaLAPACK [23]) for instance often consists in determining an initial data
partitioning (e.g. 2D cyclic mapping of the blocks). Sequential algorithm initially designed for
shared memory (e.g. LAPACK [7]) are then ported to a distributed environment by following
this data mapping, and exchanging the various data contributions produced by the different MPI
nodes during the algorithm.
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We have seen that, in order to execute a DAG using the starpu_insert_task function, the
application only has to insert a task for each node in the DAG following an order that is sequen-
tially valid. Actually, executing the same DAG on a cluster with the starpu_mpi_insert_task
is similar. The application first has to assign an owner process to each data handle. All MPI pro-
cesses then submit the entire DAG, but a task is actually executed only on the node that owns the
data that it modifies. The other nodes only automatically call our MPI-like library to send a valid
copy of the needed data, while the execution node automatically calls it to receive them. Since ev-
ery MPI process unrolls the entire DAG, we actually keep track of which MPI node already holds
a valid copy of the data, so that it is not necessary to send the same piece of data multiple times
unless it has been modified by another process.

5.4.3 Example of a five-point stencil kernel automatically distributed over MPI

rank = 0

rank = 1

rank = 2

(x,y+1)

(x,y-1)

(x-1,y) (x+1,y)

Figure 5.4: Five-point stencil kernel distributed over MPI. Each node of the grid is updated ac-
cordingly to the values of its four neighbours. The grid is divided into multiple blocks of equal
size to optimize load-balancing and minimize the amount of data transfers.

Five-point stencil kernels are often used to approximate derivatives in finite differences schemes.
As illustrated on Figure 5.4, they consist in iterating over each node of a 2D grid and update it ac-
cording to the values of its four neighbours. A good load balancing is obtained by dividing the
entire grid into multiple parts of the same size. The actual challenge of this data-intensive kernel
is however to ensure that data transfers are performed efficiently to avoid wasting time on the
numerous data dependencies. Partitioning the grid into multiple blocks also minimizes the size
of the interface between the MPI processes, and thus the amount of data transfers between each
iteration.

Figure 5.5 gives a very simple example of a five-point stencil kernel distributed over MPI us-
ing StarPU. The first step consists in registering the different entries of the 2D grid (lines 4 to 12).
It must be noted that this code must be executed by each MPI process, so that all entries are
registered in every instance of StarPU. The starpu_data_set_rank function specifies which
MPI process owns a data handle, and therefore executes any task that modifies this matrix entry
(line 11). In this case, the 2D grid is divided into blocks along the y-axis. The second step is to
asynchronously submit all the tasks that constitute the DAG, following an order that would be a
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1 unsigned matrix[X][Y];
2 starpu_data_handle data_handles[X][Y];
3

4 for (int x = 0; x < X; x++)
5 for (int y = 0; y < Y; y++) {
6 /* Register the matrix entry to StarPU */
7 starpu_variable_data_register(&data_handles[x][y], 0, &(matrix[x][y]), sizeof(unsigned));
8

9 /* Define which MPI process is the owner of this handle */
10 int data_rank = y / ((Y + size - 1)/size);
11 starpu_data_set_rank(data_handles[x][y], data_rank);
12 }
13

14 for (int loop = 0 ; loop < niter; loop++)
15 for (int x = 1; x < X-1; x++)
16 for (int y = 1; y < Y-1; y++) {
17 starpu_mpi_insert_task(MPI_COMM_WORLD, &stencil5_cl, STARPU_RW, data_handles[x][y],
18 STARPU_R, data_handles[x-1][y], STARPU_R, data_handles[x+1][y],
19 STARPU_R, data_handles[x][y-1], STARPU_R, data_handles[x][y+1], 0);
20 }
21

22 starpu_task_wait_for_all();

Figure 5.5: Implementation of a five-point stencil kernel over MPI.

valid sequential execution (lines 14 to 20). On line 17, the first argument specifies the MPI com-
municator in which transfers must be done. The second argument gives the codelet associated
to the task: in this case, &stencil5_cl is a five-stencil kernel that updates the current matrix
entry (data_handles[x][y]) according to the values of its four neighbours. The trailing null
argument indicates that there is no more arguments for this helper.Finally, the barrier on line 22
ensures that all tasks have been executed within the local MPI process. It should be noted that
the entire DAG is unrolled regardless of the underlying data mapping. Such a separation of con-
cerns between having a suitable data mapping and describing the application as a graph of tasks
therefore enhances both productivity and portability.

5.4.4 Implementation overview

Each MPI process unrolls the entire DAG described by the means of task insertion facility. Since
all tasks are visible to each MPI process, and that the order of task submission is the same for all
processes, there is no need for control messages between the different MPI nodes (which behave
in a deterministic way). When a task modifies a piece of data managed by the local MPI node,
task insertion results in the submission of an actual StarPU task in the local MPI process. On the
one hand, if the data owner detects that another MPI process needs a valid data replicate, the data
owner issues an asynchronous MPI send operation. On the other hand, the MPI process which
actually needs a piece of data which is not managed by the local process issues an MPI receive
operation before executing tasks that access this data replicate.

Each process keeps track of the validity of its local data replicates. The MPI process which is the
owner of a piece of data is always guaranteed to have a valid copy. Other processes receive a copy
of the data replicate from the owner. In order to avoid transferring the same piece of data multiple
times, data replicates are kept as valid. Since every MPI process unrolls the entire task DAG, it is
possible to perform replicate invalidation in a deterministic fashion without exchanging control
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messages. After receiving a valid copy from the data owner, this cache is indeed considered valid
until the data owner modifies this piece of data.

There are still corner cases that need to be solved because the mapping of the tasks is directly
derived from that of the data. A specific decision must for instance be taken for tasks modifying
several pieces of data that are owned by different processes. A choice must also be made for a
task that does not modify any data (i.e. which only has side effects). In such cases, we can break
the tie by adding a few additional rules. Tasks modifying multiple data can be assigned to the
owner of the first data that is modified, and results are immediately sent back to the owners of
other data. Tasks which do not modify data can for instance be assigned in a deterministic fashion
by the means of a round robin policy. An application can also explicitly require that a task should
be scheduled by a specific MPI process.

5.4.5 Scalability concerns and future improvements

“MPI-zing” StarPU applications that were written using the starpu_insert_task function is
therefore straightforward. Registering all data and having the entire DAG unrolled by each MPI
process however introduces a potential scalability pitfall. We first need to ensure that the overhead
is very limited when dealing with tasks that are not executed locally and which do not introduce
any data transfer. Expert programmers can also be helpful by pruning parts of the DAG by hand.
In case the programmer can determine the exact subset of data handle that will be accessed by a
MPI node, there is no need to unroll the parts of the DAG that process other data handles. Such
pruning is also sometimes doable from high-level tools that can take advantage of a phase of static
analysis.

This approach can still be improved in many ways. The reduction access mode presented in
the previous chapter can be supported by creating a local temporary data handle on each MPI
node, and to perform a reduction of the different temporary handles on top of MPI. In order to
deal with irregular workloads, it should be possible to dynamically reassign a handle to a different
owner.

In some situations, it is even possible to automatically detect the optimal data mapping. In
particular, COSNARD et al. have proposed algorithms which use a static analysis phase to auto-
matically provide an efficient data mapping for parameterized task graphs. [46, 47]. The same
techniques have also been used in the DPLASMA project in the context of accelerator-based com-
puting. Unlike StarPU, DPLASMA therefore requires that algorithms should be expressed in a
new language which makes it possible to describe parameterized task graphs [25].

5.5 Discussion

Even though StarPU is designed to manage computation and data transfers within a compute
node, real HPC applications usually run on clusters of machines potentially enhanced with accel-
erators. In order to address real-life HPC applications, adding support for MPI is therefore crucial.
Some upcoming manycore architectures also tackle scalability issues by mixing MPI and other
programming paradigms (e.g. TBB, OpenMP, etc.). For example, an instance of the OS should run
on each core of the Intel SCC chip, and the different cores should communicate using a message
passing paradigm. Having a proper support for message passing within StarPU makes it possible
to exploit these large manycore processors. In this chapter, we have shown that such support can
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take various forms: StarPU can either be used to accelerate legacy MPI codes by offloading part
of computation on the accelerators available locally; or tasks can be used as first-class citizen by
mapping DAGs of interdependent tasks and the corresponding data on the different MPI nodes.

In order to accelerate legacy MPI codes without having to rewrite the entire application using a
non-standard programming model, we have implemented a MPI compatibility layer to exchange
data between different instances of StarPU. Latency and bus contention being major concerns on
a cluster, we need specific capabilities such as direct transfers between GPUs and NICs, and better
integration of low-level toolkits within MPI. Besides, we need to improve StarPU’s scheduling
engine to consider network activity. Similarly to the techniques shown in Chapter 3 to reduce
intra-node data contention, we could model the performance of the network to predict when data
should be available on the different MPI nodes.

We have also shown that the task paradigm is flexible enough to deal with many levels of
hierarchy, including multiple MPI nodes. As a result, StarPU tasks can be used as first-class citizen
throughout a cluster even though each MPI node runs a separate instance of StarPU. This permits
to extend existing StarPU applications so that they exploit clusters of machines enhanced with
accelerators. Even though modifying large MPI codes remains a real concern, StarPU can be used
transparently within parallel libraries or higher-level programming environments which can be
rewritten using a task-based paradigm internally. In order to cope with the asynchronous nature
of task parallelism, the MPI standard needs to evolve to fit applications that are not written in a
synchronous SPMD style. For example, we would need asynchronous collective operations (e.g. a
non-blocking scatter/gather MPI call) to efficiently dispatch the output of a task to all MPI nodes
which may all need it at a different time.

Mapping data and/or tasks over a cluster enhanced with accelerators is a significant research
issue. This can be achieved statically thanks to a tight collaboration with compiling environments
for regular enough algorithms. Dynamic load balancing over a cluster is a delicate issue. Simi-
larly to out-of-core algorithms, we for instance need to ensure that the memory footprint of the
application is not too high when migrating tasks which access too many different pieces of data
on the same MPI node.
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Chapter Abstract

This chapter gives an overview of some of the performance debugging facilities
available in StarPU. Having performance analysis tools is critical to ensure that ap-
plications perform as expected and to detect algorithmic issues on such complex
architectures. We first describe StarPU’s tracing facilities which for example permit
to generate either offline or on-the-fly Gantt diagram of the activity of/between the
different processing units. Then we present the performance counters exposed by
StarPU, for instance to properly analyze the behaviour of the different kernels or the
activity on the I/O bus. After illustrating how these performance debugging tools
were actually useful to improve a cosmological data analysis benchmark, we explain
how StarPU is capable of automatically providing the application with a theoretical
execution time upper-bound estimation, which makes it possible to quickly detect
whether an algorithm is parallelized efficiently over the machine or not.

6.1 Performance analysis tools

Modern platforms have become so complex that analyzing the actual behaviour of a parallel ap-
plication to ensure that there is no performance issue is a delicate problem. Performance analysis
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tools are therefore required to understand and improve the performance obtained on such ma-
chines. They can be used to detect code hot-spots, which are the kernels which should be further
optimized, and whether further algorithmic improvements are still required (e.g. to generate more
parallelism or to improve data locality).

6.1.1 Offline tools

The internal events occurring in StarPU (e.g. data transfer, kernel execution, etc.) during the
execution of a StarPU-enabled application can be recorded transparently using the low-overhead
FxT library [50].

The resulting execution trace contains a lot of useful information which are typically well sum-
marized with a Gantt diagram showing the overall activity within StarPU over the time. The
application can therefore automatically generate a Gantt diagram described in the Pajé trace for-
mat [110] which can be visualized with the Vite open-source trace visualizer [48]. The usefulness
of this tool is illustrated on a real use-case in Section 6.3.

Figure 6.1: DAG obtained after the execution of a Cholesky decomposition on a machine with 3
GPUs. The different colours indicate which GPU has processed the task.

Task dependencies are also recorded by FxT during the execution of the application. As shown
on Figure 6.1, this permits to display the graph of tasks that were actually executed. The task
graph is generated by the means of the graphviz [60] library. The overall aspect of the graph
gives a quick overview of the amount of parallelism available during the different phases of the
algorithm. For example, the beginning and the end of the algorithm depicted on Figure 6.1 may
not feature enough parallelism. In addition to the edges which indicate task dependencies, the
colour of the vertices can be meaningful. In our example, the colours of the vertices for instance
show which processing unit has executed a task. This permits to visualize data locality because
neighbouring vertices tend to share the same colour, which means that tightly coupled tasks are
executed within the same processing unit.
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Figure 6.2: StarPU-Top controlling interface.

6.1.2 Online tools

Post-mortem performance analysis tools are not practical for real HPC applications that may run for
days (or even for months). Besides the fact that waiting for days before detecting a performance is-
sue is unpleasant, the total volume of traces generated during the execution becomes gigantic. We
have therefore enhanced StarPU with steering capabilities. StarPU-Top1, shown in Figure 6.2, is an
online tool that dynamically generates Gantt diagrams. StarPU-Top not only allows to remotely
monitor the activity of an instance of StarPU; it also permits to dynamically modify parameters
within the application, or within StarPU itself. If poor data locality is observed, it is for instance
possible to give more impact to the data overhead prediction used by the HEFT scheduling strat-
egy introduced in Section 3.4.3.

6.2 Performance counters

StarPU also provides programmers with performance counters that are directly accessible to the
applications. Various types of counters are available. It is possible to monitor the activity on the

1StarPU-Top was implemented by William BRAIK, Yann COURTOIS, Jean-Marie COUTEYEN and Anthony ROY.
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bus (e.g. average bandwidth consumption), per-device information (e.g. predicted energy con-
sumption, ratio of idle time, etc.) or per-task counters (e.g. kernel duration, scheduling overhead,
etc.).

Per-task performance counters typically provide a convenient mechanism to easily measure
the speed of a kernel used by an application. Performance feedback is also useful to higher-
level environments relying on StarPU. The SkePU skeleton-based library [61, 52] (see Section 8.4.3)
for example selects the most efficient algorithm within the different variants of the same kernel,
accordingly to the performance reported by StarPU.

Observing the average scheduling overhead combined with the ratio of idle time of the differ-
ent processing units indicates whether the application submits tasks with a suitable granularity.
Indeed, a high scheduling overhead appears when tasks are too small, and a limited amount of
parallelism may lead to idle processing units. The scheduling overhead measurements are also
useful to evaluate the scalability of a scheduling strategy, either when selecting the most appro-
priate strategy, or simply when designing a strategy.

6.3 Case Study: Optimizing the TPACF cosmological data analysis bench-
mark

In this section, we give a concrete example of performance issue that was easily resolved by an-
alyzing the output of the performance feedback tools. We here consider the TPACF (Two-Point
Angular Correlation Function) benchmark from the PARBOIL benchmark suite [98]. TPACF is
used to statistically analyze the spatial distribution of observed astronomical bodies. The algo-
rithm computes a distance between all pairs of input, and generates a histogram summary of the
observed distances. Besides its CPU implementation, this reference benchmark is available on
both GPUs [166] and FPGAs [112]. In its original version, the TPACF benchmark relies on MPI
to use multiple GPUs. Each MPI process is statically assigned a subset of the input files. The
algorithm implemented by each MPI process consists in computing the correlation between each
pair of files: once the first input file has been loaded from the disk, each of the files assigned to
the MPI process are sequentially loaded from the disk, divided in multiple subsets which are all
compared with the first input file, and the distance histogram associated to the first input file is
updated when all subsets have been processed.

When using StarPU, there is no need for MPI within a single-node machine. We initialize a
single instance of StarPU per node, and we used StarPU tasks instead of directly invoking CUDA
kernels to perform the comparison of a pair of input files. For each pair of input files, the StarPU-
enabled version of the TPACF benchmark is therefore able to dynamically dispatch the processing
of the different subsets of the second input file on the different GPUs.

Table 6.1: Performance of the TPACF benchmark on HANNIBAL.
Version #process #GPUs/process Processing Time Overhead
Original 1 3 85.4 seconds
StarPU 3 1 88.4 seconds +3.5%
StarPU 1 3 91.5 seconds +7.2%

Table 6.1 shows the performance obtained for the TPACF benchmark on a machine equipped
with 3 GPUs. The original version of TPACF takes 85.4 seconds on a dataset containing 100 files

154



6.3. CASE STUDY: OPTIMIZING THE TPACF COSMOLOGICAL DATA ANALYSIS
BENCHMARK

of 97179 bodies. In the case of the second line, 3 MPI processes are created, but CUDA kernel
invocations are replaced by StarPU tasks which ultimately perform these kernel invocations. As
one could expect, StarPU introduces a small overhead in this case. The last line shows the case of
a single instance of StarPU controlling the 3 GPUs of the machine. Instead of improving perfor-
mance thanks to a better load balancing, we observe an even larger overhead of 7.2% compared
to the original MPI version.

(a) Entire execution.

(b) Zoom on a few iterations.

Figure 6.3: Vite Trace obtained with a naive port of the TPACF benchmark on StarPU.

Figure 6.3 shows the trace produced during the execution of the TPACF benchmark when a
single instance of StarPU controls the 3 GPUs. The first line of this Gantt diagram describes the
status of the only CPU core used during this experiments. Since CPUs are only used to update
the histograms, this CPU core is almost always idle: it appears in white on the diagram. The three
bottom lines correspond to the status of the three different GPUs: the black colour indicates that
they are almost always busy. Figure 6.3(b) shows a detailed diagram obtained by zooming in the
trace shown on Figure 6.3(a). It appears that the GPUs are regularly idle at the same time, which
suggests that there is a bottleneck in the algorithm.

It quickly appears that this corresponds to the preprocessing of the input file read from the
disk. When a single process is used, there is indeed a single application thread that is in charge
of preprocessing the input files for the entire machine and submitting StarPU tasks. In the orig-
inal MPI-enabled version, this sequential section is relatively smaller because each MPI process
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concurrently reads the different input files. According to AMDHAL’s law, one can indeed expect
a limited scalability in case the sequential portion of the code is non negligible. Contrary to the
original version that is completely synchronous, task submission can be done in an asynchronous
way in StarPU. We can therefore fix the performance issue by processing multiple files at the same
time within the same process in StarPU which performs the preprocessing on on a CPU core in
the background.

(a) Gantt diagram visualized with Vite.
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Figure 6.4: Impact of loop unrolling on the TPACF benchmark.

The benefits of this unrolling technique indeed appears on Figure 6.4(a) on which the amount
of idle times has significantly dropped on GPUs. While GPUs were only active 86.5% of the time
on Figure 6.3, an average of 97.8% of activity is measured on Figure 6.4(a), according to the perfor-
mance counters described in Section 6.2. This has a direct impact on the performance depicted on
Figures 6.4(b) and 6.4(c) which respectively show the impact of loop unrolling on the HANNIBAL

machine and on multiple nodes of the AC cluster. Unrolling more than 3 loops permits to have
at least 3 files processed at the same time, which is equivalent to behaviour of the reference im-
plementation where the 3 MPI processes all read their input file in parallel. In the end, the use of
StarPU combined with a proper loop unrolling to avoid the side-effects of AMDHAL’s law permits
to outperform the reference implementation. In addition to its dynamic flexible load balancing
capabilities, StarPU takes advantage of loop unrolling to preprocess multiple files on CPUs in the
background. This example is an illustration of the necessity of performance analysis facilities to

156



6.4. AUTOMATICALLY PREDICTING THEORETICAL EXECUTION TIME UPPER-BOUNDS

understand the actual behaviour of the applications that run on such complex machines.

6.4 Automatically Predicting theoretical execution time upper-bounds

Performance analysis tools are very useful to understand the performance of an application. Even
though it is important to determine whether or not it is worth further optimizing a piece of code,
using execution traces to determine if an algorithm is sufficiently optimized requires a significant
expertise. In this section, we show how StarPU uses Linear Programming techniques to automat-
ically determine how close we are from the optimal execution of an algorithm without requiring
any application-specific knowledge.
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Figure 6.5: Comparison between the actual performance and the theoretical boundaries for a QR
decomposition on HANNIBAL.

The speed of an algorithm is often compared with the speed of the fastest of its kernels. The
speed of a matrix factorization (e.g. Cholesky, LU or QR) is for instance usually compared to the
sustained speed of the matrix multiplication kernel on the different types of processing unit. A
Cholesky decomposition is typically considered to be efficient when the speed of the overall algo-
rithm reaches about 85 % of this sustained peak performance. Figure 6.5 shows the performance
obtained with a single precision QR decomposition algorithm on the HANNIBAL machine (more
details on this benchmark are given in Section 7.3). The sustained peak performance of SGEMM
is 1160 GFlop/s on this platform. The asymptotic speed measured on the QR decomposition how-
ever reaches a ceiling around 800 GFlop/s. This suggests that the algorithm only obtains about
70 % of the optimal speed for large problems, and much less for smaller matrices.

Comparing measured speed with the speed of the fastest kernel however has various draw-
backs. First, it requires some application specific knowledge because we need to know which is
the fastest kernel in an arbitrary algorithm. This is also a very coarse grain estimation because
most applications are composed of different types of kernels with varying GPU/CPU relative per-
formance. In the case of a QR decomposition, the factorization of diagonal blocks for instance
performs much slower than a matrix multiplication. Considering that the ratio of operations that
are matrix multiplication get lower when the problem size decreases, this explains why it is not
possible to reach the sustained peak performance, especially for small problems.

To properly and easily estimate a better upper bound of the execution time of an algorithm,
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we have added to StarPU an optional mode that records the number of executed tasks according
to their type (the kernel they run and their operand size). This can then be combined with the
respective performances of the kernels, which StarPU can provide for each type of processing
unit thanks to performance models. Estimating an upper bound for the execution time resorts to
solving the corresponding Linear Programming problem given by Equation 6.1. It must be noted
that the correctness of this technique relies on the accuracy of the performance models.

min
tmax

{(
∀w ∈W,

∑
t∈T

nt,wtt,w ≤ tmax

)
∧

(
∀t ∈ T,

∑
w∈W

nt,w = nt

)}
(6.1)

Here, W is the set of workers (i.e. CPUs, GPUs, etc.), T is the set of the various task types, nt,w
is the number of tasks of type t performed by worker w, tt,w is the duration estimation of a task
of type t on worker w, and nt is the number of tasks of type t encountered during the execution.
Equation 6.1 expresses that each worker should have finished its assigned tasks before the total
execution time, and each type of tasks was distributed over the workers.

StarPU was extended to optionally compute this bound so it can be easily printed along with
other timing information. Internally, this is performed by relaxing the initial linear programming
problem, since the difference with integer resolution is negligible for non-tiny sizes. This pro-
vides the second curve of the figure, which shows a much better upper bound since it is optimal
according to the heterogeneity of both task types and workers. Here, solving the linear program-
ming problem actually means optimizing the distribution of tasks on workers according to their
respective performance.

1 starpu_bound_start(deps, prio);
2 (...) /* StarPU code to be profiled */
3 starpu_task_wait_for_all();
4 starpu_bound_stop();
5

6 double min; /* Theoretical Minimum Time */
7 starpu_bound_compute(&min, NULL, 0);

Figure 6.6: Comparing the actual execution time with the theoretical bound.

From the point of view of the application, the programmer just has to insert function calls to
start and stop recording information about the current execution (lines 1 and 4 on Figure 6.6).
Once the various tasks have been executed, the application can request what would have been the
minimum execution time of the portion of code that was profiled (line 7). By comparing this limit
to the wall clock time, the application seamlessly gets an estimation of the ratio between actual
and optimal performance.

The bound described on Equation 6.1 only expresses that there is a sufficient amount of time
to execute all tasks independently on a heterogeneous platform. To get an even more precise up-
per bound, we need to take task dependencies into account. We thus use a Mixed-Integer Linear
Programming (MILP) problem, in which we distinguish all tasks independently to integrate de-
pendency constraints. We introduce at,w binary variables which express whether a given task t is
run on worker w. The problem then expresses that for each task exactly one worker executes it, a
task can begin only after all its dependencies have finished, and no two tasks can be executed by
the same worker at the same time. We have extended StarPU to optionally emit such a problem
automatically from the actual execution of any application. The application can select whether to
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enable taking such dependencies into account. For a 5x5-blocked QR decomposition, i.e. 60 tasks,
this typically results in about 1400 variables (of which 1250 are binaries) and 13000 constraints
(most of which are Mixed-Integer). This is the biggest size for which the resolution is possible
in a reasonable amount of time. The third curve shows that thanks to taking dependencies into
account, this provides a much better upper bound, as dependencies are what typically reduce
parallelism and possibilities for optimizations. Even if few values are available, this already pro-
vides a good indication that the performance obtained by our scheduling optimizations is already
very close to the optimum that could be achieved with linear programming. This bound could be
further refined by also modeling data transfers, but this would produce yet more variables and
constraints while most transfers are actually overlapped with computation.

6.5 Discussion

Machines have become so complex that performance analysis tools are crucial to understand and
improve the performance of parallel algorithms. An environment without debugging capabilities
is not usable in real situations. Performance bugs are usually much harder to fix than usual bugs,
especially because the programmer is neither supposed to be an expert of parallel programming
nor an expert of the underlying architecture. The example of the TPACF benchmark illustrates
how easy it becomes, with proper tools, to quickly realize that there is a performance issue, and
what can be the origin of this issue. Doing so by hand is always possible, but requires a significant
expertise.

Performance feedback capabilities also allow users and higher-level tools to detect kernel in-
efficiencies, or to select the most appropriate implementation when several of them are available.
Feedback also makes it possible to determine the hot spots in the application. As a result, pro-
grammers need not spend too much time optimizing kernels with a little impact on the overall
performance. Instead, being able to detect that a specific kernel takes too long or creates a bot-
tleneck in the parallel algorithm is a crucial information to improve the algorithm. Having an
automatic tool which gives an estimation of the optimal execution time is also very convenient to
determine whether a parallel algorithm is suitable or not, or if the only way to further improve
performance would be to improve the speed of the kernels.

In order to provide a meaningful support for higher-level software layers and end-user pro-
grammers, it is therefore almost as important to be able to report how the algorithm was executed
as to actually execute it efficiently.
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Chapter Abstract

This chapter gives an experimental validation of the model implemented by StarPU.
We first list the different machines that were used to carry out the experiments
shown in this document. Microbenchmarks giving an estimation of task manage-
ment and task scheduling overheads are shown. We then study the impact of the
different scheduling optimizations implemented in StarPU on a QR decomposi-
tion. We also illustrate the programmability improvements enabled by StarPU by
evaluating an implementation of a hybrid Communication-Avoiding QR decompo-
sition which is often considered as a relatively complex algorithm. A computation-
intensive Cholesky decomposition and a memory-bound stencil kernel are used to
evaluate the efficiency of StarPU within a cluster environment. We illustrate the
benefits of providing relaxed coherency data access modes by showing the strong
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scalability of a Monte Carlo kernel based on data reductions. Finally, we study the
performance of a Computational Fluid Dynamic (CFD) kernel that takes advantage
of parallel tasks to fully exploit manycore platforms and hybrid accelerator-based
machines.

7.1 Experimental platforms

Table 7.1: List of experimental setups.
Machine #cores Freq. Memory SP/DP peak Power

(GHz) (GB) (Gflop/s) (Watts)
ATTILA

Intel Nehalem X5650 CPU 2× 6 2.67 48 (2× 24) 2× (153.6/76.8) 2× 95
NVIDIA Fermi C2050 GPU 3× 448 1.15 9 (3× 3) 3× (1030/515) 3× 238

BARRACUDA

Intel Xeon E5410 CPU 1× 4 2.33 4 (1× 24) 37.28/18.64 80
NVIDIA Quadro FX4600 GPU 1× 96 0.5 768 MB 518 / no double 134
NVIDIA Quadro FX5800 GPU 1× 240 1.3 4 (1× 4) 622/78 189

BERTHA

Intel Xeon X7460 CPU 16× 6 2.67 192 (4× 48) 16× (55.92/27.96) 6× 130

HANNIBAL

Intel Nehalem X5550 CPU 2× 4 2.67 48 (2× 24) 2× (85.4/42.6) 2× 95
NVIDIA Quadro FX5800 GPU 3× 240 1.3 12 (3× 4) 3× (622/78) 3× 189

MORDOR

AMD Opteron 8358 SE CPU 4× 4 2.4 32 (4× 8) 4× (76.8/38.4) 4× 105
NVIDIA Tesla S1070 GPU 4× 240 1.3 16 (4× 4) 4× (690/86) 4× 188

PS3
Cell B/E’s PPE 1 3.2 256 MB 25.6/6.4

80
Cell B/E’s SPE 6 3.2 256 KB 6× (25.6/1.8)

AC cluster (×32 nodes with an Infiniband QDR 40 Gb/s network)
AMD Opteron 2216 CPU 2× 2 2.4 8 (4× 2) 2× (19.2/9.6) 2× 95
NVIDIA Tesla S1070 GPU 4× 240 1.3 16 (4× 4) 4× (690/86) 4× 188

PLAFRIM cluster (×8 nodes with an Infiniband QDR 40 Gb/s network)
Intel Nehalem X5650 CPU 2× 6 2.67 36 (2× 18) 2× (153.6/76.8) 2× 95

NVIDIA Fermi M2070 GPU 3× 448 1.15 18 (3× 6) 3× (1030/515) 3× 225

Table 7.1 gives an overview of the different machines which have been used to evaluate our
model. It contains various types of machines which are intended to be representative of the dif-
ferent types of accelerator-based platforms supported by StarPU.

The first column gives the name of the different types of processing units in the machines, and
the second column contains the number of processing cores of each type. The ATTILA machine
for instance contains two hexacore CPUs and three NVIDIA FERMI GPUs. The last two columns
respectively indicate the vendor estimation of peak performance (in single and double precision),
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and the estimated power consumption.
The variety of accelerators (and their respective performance) gives an indication of the fast

pace followed by constructors in the recent years. While the Cell processor used in the PS3 ma-
chine provides about 180 GFlop/s, the ATTILA machine which is only about four years more recent
virtually delivers more than 3 TFlop/s. Over the years, the number of CPU cores has significantly
increased. Besides a real gap in terms of programmability, accelerators have been improved to
better support powerful features such as computing in double precision, asynchronous data trans-
fers, or concurrent execution of multiple kernels. Power consumption has however become a real
concern too: a single machine like ATTILA now requires almost one kilo-watt.

Apart from the PS3 machine which is based on the Cell B/E processor, and the BERTHA ma-
chine which is a manycore platform that does not feature any accelerator, all platforms are based
on NVIDIA GPUs. This is mostly explained by the wide adoption of CUDA, which is by far the
most widely used programming environment for accelerators. Since real HPC test-cases are fre-
quently too large for a single machine, we also experiment with clusters of machines enhanced
with accelerators (AC and PLAFRIM).

All the machines of table 7.1 run on LINUX, but we have successfully tested StarPU on WIN-
DOWS and on MAC OS/X. Unless explicitly specified, experiments were carried on with CUDA
3.2 on all platforms based on NVIDIA GPUs. We have also used the CUBLAS 3.2, CUFFT 3.2,
MKL 11.1 and FFTW 3 libraries.

7.2 Task scheduling overhead
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Figure 7.1: Task scheduling overhead on ATTILA.

Figure 7.1 shows the average scheduling overhead to execute a task. The experiment consists
in launching 65536 tasks sleeping for 20µs. The total overhead is divided in three distinct parts.
The two upper parts give the average overhead of the push and the pop methods. The lower
part indicates the average time required to take the mutex associated to a processing unit prior to
calling the pop method. These numbers were directly obtained from the average values reported
by the performance counters associated to tasks.

The greedy strategy simply implements a central queue where the push and the pop methods
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respectively insert and retrieve tasks. This strategy obviously has a limited scalability because
all processing units continuously compete for the lock protecting the shared queue. The regular
increase of the time required to take the lock before calling the pop method on Figure 7.1(a) is a
good indication of this contention.

The heft strategy is a push-based strategy, which means that all scheduling decisions are taken
by the push method which eventually inserts each task directly in the local queue associated to the
selected processing unit. The pop method simply consists in taking a task in this local queue, and
to keep performance predictions up to date. The overhead of the pop method is almost constant
because each processing unit simply locks its local queue, which is likely to be available except
when there is a task currently being assigned to the worker. The push method cost is however
not constant. This strategy first has to compute a performance prediction for the different types
of processing units, which explains why on a single CPU core the push method takes more time
than with the greedy strategy. The overhead of the push method also increases regularly with the
number of processing units because the heft strategy has to compute the minimum termination
time on each processing unit individually.

We could optimize the scalability of the various scheduling strategies. The cost of the push
method implemented in the heft strategy could be drastically reduced by maintaining lists of
equivalent1 processing units sorted with respect to their available date. It would indeed make it
possible to prune a significant number of processing units which have no chance of being eligible
to schedule the task anyway. Another way to reduce the overhead of task scheduling is to use
efficient data structures. AGHELMALEKI et al. have for instance extended StarPU with a schedul-
ing strategy based on work-stealing mechanisms which relies on lock-free data structures [187].
Finally, the use of multiple scheduling domains organized in a hierarchical fashion is a possible
approach to cope with strategies that do not scale efficiently. As discussed in Section 3.9, this
however requires to design composable scheduling policies in order to properly distribute the
load between the different scheduling domains.

In spite of their currently limited scalability, these raw scheduling overhead measurements
must be considered with respect to the actual gain resulting from a good task scheduling. Even
though an engineering effort would still be required to efficiently deal with a really small grain
size, it is worth noting that this overhead does not exceed 2µswhile any call to the CUDA runtime
library typically takes at least a couple of micro-seconds [191].

7.3 QR decomposition

In this section, we explain how StarPU was used to combine the QR decomposition implementa-
tions of the PLASMA and MAGMA libraries to design a state-of-the-art hybrid QR decomposition.

After introducing PLASMA and MAGMA, we provide a detailed analysis of the impact of
the different optimizations on the performance of the hybrid Tile-QR decomposition. We first
improve the original Tile-QR algorithm so that it fits hybrid accelerator-based platforms well.
Then, we analyze the impact of the scheduling policies, and we finally study the scalability of this
algorithm with respect to the number of processing units to demonstrate that StarPU fully takes
advantage of the heterogeneous nature of a hybrid platform.

1With the same architecture and attached to the same memory node.
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7.3.1 The PLASMA and the MAGMA libraries

PLASMA [97] and MAGMA [96] are state-of-the-art implementations of the LAPACK library, re-
spectively for multicore processors and for NVIDIA CUDA devices. In order to fully exploit mod-
ern parallel architectures with a sufficient amount of parallelism, they both implement dense lin-
ear algebra algorithms which are said to be tiled because the matrices are subdivided into small
contiguous blocks called tiles.

PLASMA is based on the Quark dynamic task scheduler: our approach to mix PLASMA and
MAGMA therefore consists in taking the tiled algorithms from PLASMA, and to generate tasks for
StarPU instead of Quark. These StarPU tasks are naturally implemented by invoking PLASMA
kernels on CPU cores, and MAGMA kernels on CUDA devices. In addition to that, the StarPU
runtime system requires that the different tiles should be registered before they are used for com-
putation. This simple methodology was used to design an hybrid implementation of the different
one-sided factorizations available in PLASMA and MAGMA, which are Cholesky, QR and LU de-
compositions. Contrary to the MAGMA kernels which are limited to problems that can fit into the
memory of a single GPU, StarPU can deal with arbitrarily large problems, provided each of the
task can fit independently in the different GPUs. In spite of the architecture-specific optimizations
within the kernels, we also had to ensure that the kernels of PLASMA and MAGMA produce ex-
actly the same output, so that each task can be computed either on a CPU core or on a GPU device.
Even though these three algorithms are rather similar, each of them contains specific challenges
that must be addressed. Cholesky decomposition is the simplest of the three algorithms. As shown
on Figure 3.8 on page 104, we improved the performance of the Cholesky algorithm by guiding the
scheduler with priorities that indicate tasks which are on the critical path. An overview of the im-
plementation of the Cholesky decomposition based on PLASMA and MAGMA kernels is given in
Appendix A. During an LU decomposition, the pivoting step required for numerical reasons also
impacts the amount of available parallelism. More details about the performance of this kernel
are given in a previous study [AAD+11a]. The data accesses of the QR decomposition introduce
even more complex issues to ensure that enough parallelism is available. A detailed analysis of
the performance of the QR decomposition is given in the remaining of this section.

7.3.2 Improvement of the Tile-QR algorithm

The tile-QR algorithm of the PLASMA library was designed for shared-memory architectures and
does not fit well on platforms with a distributed memory. Figure 7.2(a) indeed shows that in its
original form, the tile-QR algorithm suffers from a severe loss of parallelism which results from
the fact that all LARFB tasks try to access the lower-triangular part of the diagonal tile while the
various TSQRT tasks modify the upper-triangular part of the same diagonal block. Data are man-
aged at the tile level in this algorithm, so that it is not possible to have multiple tasks concurrently
access the upper and the lower parts of this diagonal block. While all LARFB could be performed
in parallel, they are serialized with TSQRT tasks which modify the upper-part of the block.

A solution to this problem could consist in registering independently the upper and the lower
parts of the diagonal blocks (e.g. by the means of a data filter), but it would be highly inefficient to
transfer such a non-contiguous piece of data with a non-constant striding between host memory
and the accelerators. Another problem of having LARFB tasks and TSQRT access the same block
concurrently is that the TSQRT kernel is likely to create false-sharing cache issues in the LARFB
kernel. We therefore modified the tile-QR algorithm of the PLASMA library so that it is more
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LARFB
(read-only)

TSQRT
(read-write)

(a) Original Tile-QR Algorithm

LARFB
(read-only)

TSQRT
(read-write)

COPY

(b) Tile-QR Algorithm with a Copy of Diagonal
Blocks

Figure 7.2: Modification of the Tile-QR Algorithm to increase the amount of parallelism. LARFB
and TSQRT kernels are serialized in the original Algorithm. Duplicating the diagonal blocks per-
mits to execute LARFB and TSQRT kernels concurrently.

adapted to a distributed memory environment and to prevent such false-sharing cache effects. As
shown on Figure 7.2(b), we added a task which copies the diagonal block into a temporary piece
of data that is passed to the LARFB tasks which can thereby run concurrently. This removes the
false-sharing issue because the TSQRT tasks only modify the upper-part of the original diagonal
block, and not that of the temporary copy which is used by LARFB tasks.
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Figure 7.3: Duplicating the diagonal blocks to save parallelism on MORDOR.

The performance impact resulting from this optimization is given on Figure 7.3: on a machine
equipped with four GPUs, we measure up to 30% of improvement compared to the speed of the
original tile-QR algorithm used by the PLASMA library. This minor algorithmic improvement
which only required to add the code that inserts a new task clearly illustrates the productivity
gain resulting from the use of a runtime system like StarPU. Instead of dealing with technical
concerns, it was indeed possible to concentrate on the algorithmic aspect of the problem and to
seamlessly obtain a full-fledged implementation of the improved algorithm.
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7.3.3 Impact of the scheduling policy
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Figure 7.4: Impact of the scheduling policy on the performance of a QR decomposition on different
platforms.

Figure 7.4 shows the impact of the different scheduling policies on the performance of the QR
decomposition for two different platforms. Both platforms are multicore machines enhanced by
multiple GPUs. The machine used on Figure 7.4(a) is composed of 8 CPU cores and 3 GPUs, the
one on Figure 7.4(b) contains 16 CPU cores and 4 GPUs.

In both case, the greedy scheduling strategy constitutes the performance baseline. In this strat-
egy, as described in more details in section 3.2.3, all tasks are put in a common queue that is shared
by all workers, regardless of the heterogeneous processing capabilities of the different workers,
and without any care for avoiding data transfers. The asymptotic speed measured with this sim-
ple strategy therefore only reaches about 500 GFlop/s on both platforms.

The heft-tm strategy, described in section 3.4.3, consists in dispatching tasks in a way that mini-
mizes their termination time, according to auto-tuned performance models. This typically permits
to ensure that tasks in the critical path are scheduled on GPUs when the amount of parallelism is
very low. In both machines, this strategy results in a 100 GFlop/s performance improvement. This
relatively modest performance gain is explained by the fact that this strategy does not provide any
support for data locality, which is a crucial issue in such multi-GPU platforms.

Considering that data transfers are critical for the performance, the heft-tm-pr strategy extends
the previous policy by issuing data transfers requests as soon as possible to avoid wasting time.
This prefetching mechanism not only exploits the scheduling holes to transfer data, but it also
takes advantage of the asynchronous capabilities of the GPUs that can overlap computation with
communication. heft-tm-pr thus outperforms the heft-tm strategy and reaches about 700 GFlop/s
on both platforms. On Figure 7.4(b), we can however notice that the performance ceases to im-
prove for large problem, especially on the machine with the larger number of processing units,
which is the sign of a scalability issue.

Even though the previous strategies provide a good load balancing and do their best to hide
data transfer overhead, they are not designed to avoid data transfers. As shown on Table 7.2,
the total amount of data transfers measured during the execution of a QR decomposition is very
significant. The heft-tm-pr indeed does not consider the impact of data movements when taking
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Table 7.2: Impact of the scheduling policy on the total amount of data transfers during a QR
decomposition on HANNIBAL

Matrix order 9600 24960 30720 34560
heft-tm-pr 3.8 GB 57.2 GB 105.6 GB 154.7 GB

heft-tmdp-pr 1.9 GB 16.3 GB 25.4 GB 41.6 GB

a scheduling decision. As a result, the different processing units are assigned tasks that access
pieces of data which are often not available locally, and permanently have to invalidate other
processing units’ data replicates. The heft-tmdm and heft-tmdm-pr respectively improve the
heft-tm and heft-tm-pr strategies by considering the overhead of moving data when dispatching
tasks. Table 7.2 indicates that the amount of data transfers is therefore greatly reduced when taking
data locality into account. Given the huge impact of data transfers on the overall performance of
such accelerator-based machines, we finally measure about 150 GFlop/s (resp. 300 GFlop/s) of
extra improvement on HANNIBAL (resp. on MORDOR) compared to the strategies which do not
consider data locality.

The respective impacts of data prefetching and of penalizing superfluous data transfers are
illustrated by the difference of speed between the heft-tmdm and the heft-tm-pr strategies. Both
implement a different mechanism that improves data management, but the prefetching mecha-
nism is not sufficient to hide the tremendous amount of data transfers which results from a bad
data locality: the curve representing heft-tmdm on Figure 7.4(b) reaches more than 900 GFlop/s,
which is 200 GFlop/s faster than the heft-tm-pr strategy. Data locality is therefore a key for the
scalability of such machines, especially when the number of accelerators increases. Finally, the
performance of the heft-tmdm-pr strategy illustrates that both data prefetching and data local-
ity enhancing are quite orthogonal optimizations which can efficiently be combined to obtain an
efficient data management.

Scalability on hybrid platforms

In the previous section, we have shown that selecting the most appropriate scheduling policy has
a huge impact on performance. We now consider the scalability of the QR decomposition with
respect to the number of processing units. All scalability measurements are performed with the
heft-tmdm-pr scheduling strategy which is the one that performs the best for this problem.

Figure 7.5 gives the performance of the QR decomposition benchmark on two platforms with
a different number of processing units. Results are shown both in single and double precision
in order to give evidence that StarPU provides an efficient scheduling even for double precision
kernels, that are two times slower than their single precision counterparts on CPUs on the one
hand, but typically eight times slower on GPUs on the other hand.

The GPU kernels are taken from the MAGMA library. These kernels are hybrid in the sense
that they not only use a CUDA device, but also a CPU core which is tightly coupled to the GPU.
On the lower curves, StarPU only schedules hybrid tasks between the different GPUs, so that the
number of CPU cores is equal to the number of CUDA devices. In all cases, we almost obtain
a linear scaling with respect to the number of CUDA devices used by StarPU. We even measure
a super-linear efficiency when for problems that can fit in the memory distributed over multiple
devices, but that are too large for a single GPU.

The top curve of each subfigure indicates the performance obtained when using kernels from
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Figure 7.5: Scalability of the QR decomposition with respect to the number of processing units on
two different platforms.

the PLASMA library on the remaining CPU cores. On Figures 7.5(a) and 7.5(b), there are 4 CUDA
devices and 16 CPU cores, so that StarPU uses PLASMA kernels on 12 CPU cores, and MAGMA
kernels on the 4 cores dedicated to 4 GPUs. On Figures 7.5(c) and 7.5(d), there are only 8 CPU cores
and 3 CUDA devices, so that StarPU only executes PLASMA kernels on 5 CPU cores. In spite of
the common belief that CPU cores are useless compared to very efficient GPUs that are especially
efficient on such BLAS3 kernels, the significant performance improvement which results from the
use of CPU cores in combination with GPU devices actually shows the strength of our hybrid
approach.

When observing the performance obtained on a hybrid platform carefully, one can notice that
the processing speed improvement resulting from the use of extra CPUs is really large. On 7.5(a),
the use of the 12 remaining CPU cores in addition to the 4 GPU/CPU pairs for instance brings an
extra 200 GFlop/s, while the total theoretical peak performance of these 12 CPU cores is approx-
imately 150 GFlop/s. In our heterogeneous context, we define the efficiency as the ratio between
the sum of the computation powers obtained separately on each architecture and the computation
power obtained while using all architectures at the same time. This indeed expresses how well we
manage to add up the powers of the different architectures. In the case of homogeneous proces-
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sors, the total power should usually not exceed the sum of the powers obtained by the different
processing units. In the heterogeneous case there can however be some computation affinities: a
GPU may be perfectly suited for some type of task while another type of task will hardly be as
efficient as on a CPU, and the efficiency can then become greater than 1.

Table 7.3: Relation between speedup and task distribution for SGEQRF on MORDOR.

Kernel CPU Speed GPU Speed Relative Speedup
Task balancing

16 CPUs 4 GPUs
SGETRF 9 GFlop/s 30 GFlop/s ×3.3 80% 20%
SSSMQR 10 GFlop/s 285 GFlop/s ×28.5 7.5% 92.5%

The last column of Table 7.3 for instance shows how StarPU dispatches two of the kernels that
compose the Tile-QR algorithm. Not all kernels perform equally: the SSSMQR kernel, which is
similar to a matrix product, is especially efficient on GPUs, but the SGETRF which takes care of
decomposing the diagonal tile is not really suited to CUDA devices. Thanks to its performance
models, StarPU tends to put almost all SGETRF kernels on the 12 CPU cores, while scheduling
most SSSMQR kernels on the 4 GPUs. This illustrates how the heft-tmdp-pr scheduling strategy
seamlessly takes advantage of the heterogeneous nature of the machine. Each processing unit tends
to be assigned tasks for which is very efficient, and relatively inefficient tasks tends to be assigned to other
types of processing units.

7.3.4 Communication-avoiding QR decomposition

R

UPDATE

(a) Original Tile-QR

R

T
S
Q
R

UPDATE

(b) Communication-Avoiding QR (CAQR) (c) Tall Skinny QR (TSQR)

Figure 7.6: Communication-Avoiding QR (CAQR) algorithm. Instead of serializing the TSQRT
kernels during panel factorization, a reduction-based Tall Skinny QR (TSQR) is invoked to factor-
ized the panel.

In the previous section, we have shown that the Tile-QR algorithm is very efficient in the
case of square matrices. The panel factorization phase of the original Tile-QR algorithm given
on Figure 7.6(a) illustrates that all TSQRT kernels are serialized when factorizing the panel. In
the case of tall-and-skinny matrices, that is to say matrices which have many more rows than
columns, the amount of parallelism available in this algorithm becomes extremely low in case
there are only few columns. Such tall and skinny matrices are frequent in iterative methods, for
instance when solving linear systems with multiple right-hand side (e.g. GMRES, CG, etc.). They
are also commonly found in the context of iterative eigensolvers [53].
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The CAQR algorithm depicted on Figure 7.6(b) however provides a scalable alternative to the
original Tile-QR algorithm well suited for tall and skinny matrices [53, 3]. Instead of performing
panel factorization in a sequential way, the Tall Skinny QR (TSQR) reduction-based algorithm is
invoked to factorize the panel in a parallel fashion. Compared to the original Tile-QR algorithm,
this higher scalability however comes at the price of a much more complex implementation. Im-
plementing the CAQR algorithm on a multicore platform is already a challenging problem [3], but
providing an efficient hybrid implementation without sacrificing code portability is a real prob-
lem.

Contrary to a hand-coded approach, implementing CAQR on top of StarPU only required to
modify the Tile-QR algorithm described in the previous section to replace the panel factorization
by a TSQR algorithm. Since task scheduling and data transfers do not have to be performed explic-
itly by the programmer, this task mostly required only to implement the additional kernels used
by the TSQR algorithm. It is worth noting that there was previously no other hybrid CAQR im-
plementation that takes advantage of both an arbitrary number of CPU cores and of multiple GPU
processors, to the best of our knowledge. Again, this illustrates the significant programmability
improvement which results from the use of runtime systems like StarPU.
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Figure 7.7: Performance of Tile CAQR for tall and skinny matrices with two block-columns on
HANNIBAL.

Figure 7.7 shows the benefits of using the Tile CAQR algorithm on the HANNIBAL platform
when processing tall and skinny matrices. The considered matrices have indeed a small fixed
number of columns (two blocks) and a large varying number of rows (x-axis). Since Tile QR
performs the panel factorization in sequence, parallelism is very limited and the performance
remains low even when matrices have a large number of rows (right-most part of Figure 7.7).
On the other hand, with Tile CAQR algorithm, the panel is divided into multiple domains (16
here) that can be processed concurrently. When the matrix has a large number of rows, this latter
approach enables us to extract parallelism from the panel factorization and achieves a much higher
performance than standard Tile QR on our hybrid platform.

7.4 Cholesky decomposition over MPI

In this section, we extend the single-node Cholesky decomposition detailed in Appendix A on a
cluster of multicore machines enhanced with accelerators. This was achieved by following the
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methodology presented in Section 5.4. The original Cholesky decomposition code is based on the
starpu_insert_task helper function which permits to implement algorithms using a function-
call semantic (see Section 2.2.5). We simply replaced this insertion function by its MPI-enabled
counterpart (starpu_mpi_insert_task). In order to distribute the tasks over the different MPI
nodes, we first have to assign an owner node to each registered data handle, so that each instance
of StarPU can decide whether or not to execute a task submitted in the local MPI process. This is
also used to automatically exchange data contributions between the various instances of StarPU
running in the different MPI processes. Similarly to the reference SCALAPACK implementation,
we distributed the different blocks according to a 2D-cyclic layout in order to minimize the total
amount of communication.

Table 7.4: Total Physical Source Lines of Code used to implement Cholesky decomposition with
StarPU.

Sequential Distributed
Kernels 159 lines

Performance Models 13 lines
Task submission 134 lines 159 lines

The productivity of our approach is illustrated on Table 7.4 which gives the total number of
source lines of code of the actual implementation of the Cholesky decomposition algorithm, mea-
sured using DAVID A. WHEELER’S SLOCCount tool. The first line indicates the number of lines re-
quired to implement the CPU and GPU kernels used in the Cholesky decomposition. The concise-
ness of the implementation of these kernels mostly consists in invoking CPU and GPU BLAS ker-
nels (i.e. from MKL, CUBLAS and MAGMA). Since the BLAS functions are very regular, we pro-
vided performance models for this kernels by adding only 13 lines of code to specify that StarPU
should use history-based performance models. Registering data and unrolling the entire DAG
describing the Cholesky decomposition algorithm only required 134 lines of code in the sequen-
tial version. Extending this sequential implementation to support MPI was achieved by assigning
a owner MPI process to each registered data handle, by replacing the starpu_insert_task
helper function by starpu_mpi_insert_task, and by adding code to initialize and deinitialize
the MPI-like library described in Section 5.2.
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Figure 7.8: Strong scalability of a Cholesky decomposition over a Cluster of machines accelerated
with 3 GPUs and 12 CPU cores per MPI node (PLAFRIM).
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Figure 7.8 shows the strong scalability obtained by this implementation on a cluster of ma-
chines enhanced with accelerators. Similarly to the sequential implementation, we use the heft-
tmdp-pr scheduling policy which obtains the best performance. Even though the difference be-
tween the sequential and the distributed implementations only consists in 25 lines of code, our
distributed Cholesky decomposition almost reaches 7 TFlop/s (in single precision) on a 6-node
cluster with 3 GPUs and 12 CPU cores per node. Such a speedup of approximately 5 on 6 MPI
nodes is reasonable considering that the network is a serious bottleneck. It could be improved
by extending StarPU’s MPI-like library to support the features added in the fourth release of the
CUDA driver: the thread safety improvements should be useful to reduce the latency of our com-
munication protocol, and the direct transfer capabilities introduced between CUDA devices and
network cards would significantly reduce the bandwidth consumption.

7.5 3D Stencil kernel
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Figure 7.9: Performance of a Stencil kernel over multiple GPUs.
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Figure 7.10: Throughput of a Stencil kernel over a cluster of machines with multiple GPUs (AC).

A stencil application puts a lot of pressure on data management because it is basically a BLAS1
operation, that a priori needs intermediate results transfer between Processing Units for each do-
main iteration. To get good performance, it is thus essential to properly overlap communication
with computation and avoid the former as much as possible. This is also a good stress-test for the
dynamic schedulers of StarPU since just statically binding all computations should a priori give
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the best performance. We implemented [ACOTN10] a simple 3D 256x256x4096 stencil split into
64 blocks along the z axis.

Figure 7.9(a) shows the performance obtained with the 3 GPUs of HANNIBAL using various
schedulers. The static case uses a trivial static allocation and thus gets the best performance of
course. The heft-tm case does not use Data transfer Penalty and thus gets the worst performance,
because it basically schedules all tasks quite randomly. The heft-tm-init case, which binds the
tasks like in the static case for the first stencil iteration but does not use Data transfer Penalty, does
not bring any benefit. The heft-tmdp case does use Data transfer Penalties, without any particular
initial placement. The achieved performance is already very close to the static case. We observed
that the penalties actually tend to guide the scheduler into assigning adjacent tasks to the same
GPU and keeping that assignment quite stable over iterations. This means that StarPU permits to
just submit tasks without having to care how they could ideally be distributed, since the scheduler
can dynamically find a distribution which is already very good. In the heft-tmdp-init case, the ini-
tial placement permits to achieve the same performance as the static case, thanks to data penalties
guiding the scheduler into keeping that initial placement most of the time. We additionally ob-
served that if for some external reason a task lags more than expected, the scheduler dynamically
shifts the placement a bit to compensate the lag, which is actually a benefit over static allocation.

Figure 7.9(b) shows the scalability of the performance obtained by the completely dynamic
heft-tmdp scheduler: it scales quite linearly, even if the third GPU is on an 8x PCIe slot while the
two first are on a 16x PCIe slot.

It can also be noticed that the prefetch heuristic does provide a fairly good improvement,
except of course when using only a single GPU since in that case data just always remains auto-
matically inside that GPU.

Figure 7.10 shows how the stencil application scales over 4 machines, using the heft-tmdp-pr
scheduling policy. K is the size of the overlapping border that is replicated between domain
blocks. It needs to be big enough to facilitate overlapping communication with computation,
without incurring too much duplicate computation due to the border. One can note that perfor-
mance drops quite a bit between 1 MPI node and 2 nodes, due to the limitation of the network
bandwidth, but using more nodes does not really reduce the performance2. This shows that the
StarPU execution runtime does not seem to have bad effects on the efficiency of the MPI library.

7.6 Computing π with a Monte-Carlo Method

Monte Carlo methods are widely used in numerical simulations [86]. They consist in repeatedly
generating random numbers to measure the fraction of numbers which obey some properties.
Figure 7.11 for instance illustrates how the π number can be computed using an algorithm based
on the Monte Carlo method. The general idea is to take a random point in a unit square, and to
detect which ratio of the points are located within the quarter of circle which has an area of π

4 .
Assuming that the random numbers are properly distributed over the unit square, this permits to
compute an estimation of the π number. It is worth noting that from a numerical point of view, this
algorithm only converges toward π very slowly as it requires about ten times more shots to obtain
any additional significant digit. This benchmark is however very representative of the different
algorithms based on Monte Carlo methods.

2Thanks to the 1D distribution, communication happens only between consecutive nodes, and the network switch
is not (yet) saturated with the 4 available nodes.
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Figure 7.11: Computing π with Monte Carlo method. Points are randomly shot over a unit square.
The shaded area delimits a quarter of circle with a unit radius, centered at (0,0). The probability
that a point should hit the shaded is equal to π

4 .

Algorithm 2: Implementation of Monte Carlo method.

1 begin
2 cnt← 0;
3 for i = 1→ N do
4 x← rand([0, 1]);
5 y ← rand([0, 1]);
6 if

(
x2 + y2

)
< 1 then

7 cnt← cnt+ 1;
8 return 4×cnt

N ;

The simplicity of this algorithm makes it a very good candidate for a benchmark. It should
illustrate the behaviour of StarPU on an algorithm that can be considered as trivially parallel. A
naive implementation would however consist in registering the cnt variable found in Algorithm 2,
and to createN tasks that all perform the same test. Not only task management overhead, but also
the vector nature of both GPUs and CPU processors would make it totally inefficient to create a
task for each and every test. Since the number of iterations N is really large, we actually perform
a few thousand tests per task, which avoids to schedule billions of tiny tasks.

Each task would also have to access the cnt variable in a read-write mode, which prevents
multiple tasks from running concurrently. A manual implementation of this algorithm would
consist in creating a local cnt variable for each processing unit, and to sum their values at the end.
The reduction access mode presented in section 2.4.2 actually provides a portable and efficient
way to manipulate the cnt variable as an accumulator which can be accessed concurrently.

Figures 7.12 and 7.13 respectively show the parallel efficiency and the speedup measured when
running this benchmark either on a manycore machine equipped with 96 AMD CPU cores, or on
a multi-GPU machine with 3 NVIDIA C2050 GPUs. It should be noted that no hybrid measure-
ment is shown because of the huge performance gap observed between CPUs and GPUs on this
benchmark which is perfectly suited to take advantage of the massive vector parallelism available
in GPUs. We almost obtain a perfect scalability as we measure a 93.9 speedup over the 96 CPU
cores of the manycore platform, and a 2.97 speedup when taking the 3 GPUs of the multi-GPU
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Figure 7.12: Parallel efficiency of the Monte-Carlo method implemented with reductions.

Platform Speed (in GShot/s) Speedup
1 core 3.35× 10−2 1×

24 cores 8.05× 10−1 23.9×
48 cores 1.60 47.8×
96 cores 3.15 93.9×

(a) On a Many-core platform with 96 cores (BERTHA).

Platform Speed (in GShot/s) Speedup
1 GPU 4.76 1×
2 GPUs 9.47 1.99×
3 GPUs 14.2 2.97×

(b) On a multi-GPU platform with 3 C2050 GPUs
(ATTILA).

Figure 7.13: Speedup of the Monte-Carlo method implemented with Reductions.

machine.
Besides showing the internal scalability of the StarPU runtime system, this good parallel effi-

ciency illustrates the significant impact of access modes with a relaxed coherency on scalability,
especially on large machines. One of the challenges to reach portable performance indeed consists
in designing scalable algorithms which take into account the fact that the amount of parallelism
available in the algorithms may not grow as large as the number of processing units. Relying
on runtime systems such as StarPU is therefore a convenient approach to develop sustainable al-
gorithms which can benefit from powerful mechanisms which can hardly be re-implemented by
hand every time there is a new platform, or when the algorithm has to be slightly modified.

7.7 Computational Fluid Dynamics : Euler 3D equation

We parallelized the Computational Fluid Dynamic (CFD) benchmark [2] from the Rodinia bench-
mark suite [41] to support hybrid multicore machines accelerated with multiple CUDA GPUs.
This code implements a solver for the three-dimensional Euler equations for compressible flow.
Such a scheme is very representative of unstructured grid problems, which are a very important
class of application in scientific computing.

In order to parallelize the reference code between multiple processing units, we used the
Scotch library [154] to decompose the original problem into sub-domains that are computed sep-
arately as shown on Figure 7.14. Boundary values (which are delimited by dotted lines) are kept
coherent by the means of redundant computations and by exchanging up-to-date values between

178



7.7. COMPUTATIONAL FLUID DYNAMICS : EULER 3D EQUATION

P1

P0
P3

P4

P2

Figure 7.14: Parallelizing the CFD benchmark by dividing into sub-domains. The shadowed part
indicates the redundant cells that are exchanged between each iteration to compute part P2.

each iteration.
Three different kernels were used to parallelize the original CFD benchmark. The main kernel

updates the cells of a sub-domain, it is directly based on the original benchmark, and typically
takes more than 95 % of the processing time. The two other kernels are used respectively to save
the content of a sub-domain’s boundary values into an intermediate buffer, and to load these
values into a neighbouring sub-domain.

These three kernel themselves were naturally enough parallelized in the SPMD fashion ex-
plained in section 4.2, by distributing the different cells that compose a sub-domain between the
different CPU cores.

7.7.1 Scalability of the CFD benchmark on a manycore platform
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Figure 7.15: Strong scalability of the CFD benchmark (with 800K cells). The number of cores
per task indicates the size of the parallel sections in each task: a single core per task stands for
sequential tasks, and 96 cores per task means that a single task is spread over the entire machine

Figure 7.15 shows the strong scalability of the CFD benchmark on a machine with 96 cores.
The different curves indicate how the size of the parallel sections (i.e. number of cores per task)
impacts performance. When the number of task is the same as the number of cores (which was
the optimal situation for matrix multiplication), the performance drops when the number of task
gets too large. Speed improves as the number of cores per task increases, but drops again above
24 cores per task (i.e. when tasks are spread on workers larger than a NUMA node).

The more cores, the harder it is to scale. The parallelization of the CFD benchmark indeed
relies on partitioning the initial domain into sub-domains that are kept coherent thanks to redun-
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Figure 7.16: Parallelization overhead of the CFD benchmark.

dant computation. The amount of extra work introduced by this redundancy mechanism directly
depends on the number of sub-domains, and on the initial problem size. Figure 7.16 shows the
exponential growth of the extra amount of work with respect to the number of sub-domains. Par-
titioning a problem of 800K cells into 96 pieces for instance requires to perform 40% additional
computation, compared to less than 10% when there are only 4 pieces.

Using parallel tasks is an easy way to keep the number of sub-domains under control. Apart
from the parallelization overhead of the kernel itself, the amount of extra work required to par-
allelize the CFD algorithm therefore remains quite low. This explains why we observe better
performance on Figure 7.15 when mutualizing cores instead of cutting the domain into numerous
sub-parts.

Too large parallel sections however result in lower performance on Figure 7.15. This machine
is indeed composed of 4 NUMA nodes with 24 cores each. Compared to its high number of
cores, this machine has a very limited memory bandwidth between NUMA nodes (10 Gb/s). The
performance of the parallel kernel therefore collapses as soon as the different processing units are
not within the same NUMA node, so that we get poor overall performance with tasks of size 48 or
96 on Figure 7.15. As already mentioned, StarPU uses the hwloc library to ensure that it combines
workers with respect to the actual machine hierarchy, here NUMA nodes, instead of randomly
grouping unrelated CPU cores.

Scheduling more tasks also incurs more overhead on the runtime system. When the differ-
ent sub-domains get smaller, the redundant cells are more likely to overlap with a high number
of neighbouring sub-domains. With the 800K cell input, the average number of neighbours of
the different sub-domains is about 10 when there are 96 parts. Having a smaller number of sub-
domains not only results in less dependencies, but it also avoids to exchange a large amount of
small boundaries, which is relatively inefficient compared to few large ones. Parallel tasks there-
fore permit to reduce the burden on the runtime system, so that it can deal with larger machines
more easily. In the current manycore era, this is crucial for runtime environments which will
hardly scale indefinitely without some hybrid programming model (i.e. DAGs of parallel tasks in
our case).
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7.7.2 Efficiency of the CFD benchmark on a Hybrid platform

In many cases, the CFD algorithm does not benefit from a hybrid platform because the GPU ker-
nel completely outperforms its sequential CPU counterpart which is 30 to 40 times slower. As
discussed in Section 4.3.3, this would require to divide the problem into at least a hundred sub-
domains of equal size to make sure CPUs can actually become useful. Taking a dozen CPU cores
in parallel however results in a relative speedup of only 4 between a single GPU and a parallel
CPU workers. We therefore applied the model described in Section 4.3.3 in order to select the
most appropriate number of tasks to run the CFD benchmark as efficiently as possible on the hy-
brid platform. For each iteration, we map a single parallel task on the different CPUs, and put 4
tasks on each GPU. This only requires to create about a dozen sub-domains, which considerably
reduces the overhead compared to a hundred sub-domains.
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Figure 7.17: Throughput of the CFD kernel on a Hybrid machine (12 CPUs + 3 GPUs).

Figure 7.17 shows the speed of the CFD benchmark on various machine configurations. A
static scheduling was used to ensure that the results are not perturbed by scheduling artifacts, so
that we do measure the actual benefits of parallel tasks. The bottom curve gives the throughput of
the algorithm on a multicore machine without GPUs. The other curves show how this benchmark
performs on a GPU-based machine. We observe a linear scaling with respect to the number of
GPUs, except for very small problem sizes which are penalized by data transfers that can be almost
as long as doing the entire computation on a single GPU in case the amount of computation is
really low.

Three hybrid configurations with parallel CPU tasks are however shown on Figure 7.17. Up
to three GPUs are taken, and all remaining CPU cores are combined into a single parallel worker.
The difference measured between GPU-only configurations and their hybrid counterparts is close
to that of the CPU-only configuration. This indicates that we can fully take advantage of each of
the processing units within an hybrid platform thanks to parallel tasks.

7.8 Discussion

In this chapter, we have shown the efficiency of StarPU on various benchmarks, and the impact
of the scheduling policies on performance and on bus contention. While most programmers tend
to consider that using both CPUs and accelerators at the same time has little impact or is simply
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too complicated to be worth the effort, we have for example shown that the QR decomposition
kernel actually takes advantage of heterogeneity by avoiding to offload non-GPU friendly kernels
on CUDA devices and vice-versa. As a result, processing units are only assigned tasks for which
they are relatively efficient. The overall sustained power obtained with a hybrid CPU-GPU system
exceeds the added sustained powers of the CPUs and the GPUs taken separately. Obtaining such
a result in a hand-coded application is possible, but it requires a certain knowledge of both the
algorithm (i.e. of the different kernels) and the underlying architecture (i.e. which processing unit
is the most suitable for a kernel). On the other hand, this is transparent for applications written on
top of StarPU. This illustrates how StarPU actually provides performance portability.

The performance gain resulting from a better scheduling is therefore very significant, so that
the overhead of dynamic task scheduling is completely amortized when compared to the pro-
gramming efforts and the performance of manually scheduled application. Also, the latency to
manipulate an accelerator (e.g. to initiate a memory transfer or a kernel on a CUDA device) is
typically orders of magnitude larger than the overhead of a CPU function call. Paying a few extra
micro-seconds to obtain a much more efficient scheduling that actually reduces the frequency of
costly operations such as data transfers is therefore a sensible trade-off. Thanks to an engineering
effort, we could also improve the implementation of StarPU to reduce this overhead, for instance
by using more scalable internal data structures such as lock-free task queues.

The results shown in the chapter also confirm that the high-level constructs offered by StarPU
also help designing scalable algorithms suited for upcoming manycore architectures. Relaxing the
data coherency model by providing users with data reductions for instance improves scalability
by lazily updating frequently accessed accumulators. In the case of the CFD kernel, we have also
shown that parallel tasks are required to fully exploit manycore platforms, unless we use tasks
with variable granularity. Parallel programmers should therefore really consider using such high-
level constructs whenever possible to design algorithms that will scale on future manycore and/or
hybrid platforms.

182



Chapter 8

Diffusion

Chapter Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
8.1 Integration of StarPU within the computing ecosystem . . . . . . . . . . . . . . . 184
8.2 Real-Life Applications enhanced with StarPU . . . . . . . . . . . . . . . . . . . . . 184

8.2.1 Vertebra Detection and Segmentation in X-Ray images . . . . . . . . . . . . 185
8.2.2 Accelerating a query-by-humming music recognition application . . . . . . 185

8.3 Libraries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
8.3.1 A hybrid implementation of LAPACK mixing PLASMA and MAGMA . . . 188
8.3.2 StarPU-FFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

8.4 Support for compilers and programming environments . . . . . . . . . . . . . . . 189
8.4.1 Adding StarPU back-ends for annotation-based language extensions . . . . 190
8.4.2 Automatic kernel generation with HMPP . . . . . . . . . . . . . . . . . . . . 192
8.4.3 The SkePU skeleton library . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

8.5 Relationship between StarPU and the OpenCL standard . . . . . . . . . . . . . . 193
8.5.1 Exploiting the power of an embedded processor with an OpenCL back-end 193
8.5.2 StarPU as an OpenCL device: SOCL . . . . . . . . . . . . . . . . . . . . . . . 194

8.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

Chapter Abstract

This chapter gives actual examples of applications relying on StarPU to take advan-
tage of accelerator-based platforms. Runtime systems being a central part of the
computing ecosystem, we then also show how StarPU was used to provide support
for the different bricks composing the typical HPC software stack. For instance,
we illustrate how StarPU permitted to easily develop an hybrid implementation of
the LAPACK library based on the PLASMA and the MAGMA libraries. The we
show examples of compilation environments which were modified to use StarPU
as a back-end which provides portable performances and transparently solves most
low-level concerns. Finally, we discuss about the relationship between StarPU and
the OpenCL standard, and we show how OpenCL support was used to transparently
provide support for a new type of architecture.
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8.1 Integration of StarPU within the computing ecosystem

Dwarf Example(s) of benchmarks
Dense Linear Algebra Cholesky, QR, LU, CAQR (see Section 8.3.1)
Sparse Linear Algebra Sparse Conjugate Gradient

Spectral Methods Fast Fourier Transforms (see Section 8.3.2)
N-Body Methods N-Body problems
Structured Grids 3D Stencil kernel (see Section 7.5)

Unstructured Grids Euler 3D CFD kernel (see Section 7.7)
MapReduce Monte Carlo methods (see Section 7.6)

Figure 8.1: Berkeley’s classification of scientific computing problems into dwarfs

In the previous chapters, we have shown the efficiency of StarPU on a wide set of bench-
marks over various types of machines. Table 8.1 recalls the different types of compute workload
identified in Berkeley’s classification of scientific computing problems [12]. Even though it is not
necessarily realistic to provide a comprehensive list of dwarves that should capture any type of
scientific computation, it is worth noting that we have experimented StarPU on a wide set of
benchmarks covering most of the dwarfs; which suggests the suitability of our model on a large
spectrum of application domains.

StarPU

Parallel
Compilers

Parallel
Libraries

Scheduling
Policies

Domain Specific
Experts

Applications
Mainstream

Programmers

Operating System & Hardware

CPUs GPUs SPUs ...

Low-level
Expert

Programmers

Figure 8.2: Integration of StarPU within the computing ecosystem.

Figure 8.2 depicts the central role played by runtime systems such as StarPU in the HPC com-
puting ecosystem. Besides applications directly using StarPU, it is also important to note that run-
time systems provide performance portability for higher-level layers which need both portability
and performance portability such as high-performance libraries or parallel compilers possibly tar-
geting hybrid accelerators-based platforms.

8.2 Real-Life Applications enhanced with StarPU

In this section, we illustrate how StarPU was used to enhance real-life applications to fully exploit
hybrid accelerator-based platforms in a portable way. The first example is a medical imaging ap-
plication that detects the contour of vertebrae in X-ray images. The second example is a multime-
dia application that recognizes hummed songs within an audio database. Both cases illustrate how
StarPU made it possible to reach performance portability without having to deal with low-level
concerns, so that actual programmers could fully concentrate on the design of efficient kernels.
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8.2.1 Vertebra Detection and Segmentation in X-Ray images

MAHMOUDI et al. have developed an application that automatically detects the vertebra contour
on X-ray images of cervical vertebrae [134, 125]. This permits to automate part of the hospital
diagnosis that consists in analyzing vertebral mobility [160]. Segmenting regular radiography
of the spine is the cheapest and fastest way of detecting vertebral abnormalities, but it is very
challenging because of the poor contrasts obtained on X-ray images. Time being a crucial factor
in the medical world, detecting the contour of cervical vertebrae must be done as fast as possible.
Given the very important amount of data to process, the use of clusters and/or of accelerators
such as GPUs is promising. The original GPU-enabled implementation only allowed to use a
single GPU at the same time, and data management was up to the programmer [134]. The authors
of this initial version have therefore modified their code so that StarPU automatically decides
where to execute the different tasks with respect to the heterogeneous nature of the platform [125].
Figure 8.31 gives an overview of the different steps of the segmentation algorithm which details
are totally out of the scope of this document. The interested reader will however find a detailed
study of this framework in the original publication presenting the implementation that relies on
StarPU [125].

Figures 8.4 gives the performance of the StarPU-based implementation applied on 200 images
with different resolutions. This implementation only uses hybrid resources for the edge detection
step, which is the most time consuming. It should be noted that the time scale was truncated for
the sake of readability on Figure 8.4(a) because the time required to detect the edges on 200 images
with a 3936 × 3936 resolution takes 538 seconds on a single GPU. On Figure 8.4(a), we measure
very significant reduction of the computing time when the number of processing units increases.
Besides the use of multiple GPUs, it is worth noting that using the CPU cores in addition to GPU
devices actually bring a real performance improvement. In this real-life case, the relative speedup
between the CPU and the GPU kernels are indeed limited, so that the performance gain obtained
with extra CPU cores cannot be neglected. Higher image resolutions result in better speedups
on Figure 8.4(b) because of the higher communication/computation ratio. This is typically an
example of application that fully exploits hybrid platforms by the means of StarPU without having
to deal with low-level concerns. Manually dispatching work between the different CPU cores and
the different GPU devices would have been a tedious task, while it is done automatically and in
a portable way by StarPU. This permits the application authors to concentrate on the design of
efficient image processing kernels instead of complex low-level issues.

8.2.2 Accelerating a query-by-humming music recognition application

Table 8.1: Speedup obtained on SIMBALS with StarPU on HANNIBAL

Number of GPU(s) Time Speedup
1 79.5s 1x
2 40.1s 1.98x
3 26.7s 2.97x

SIMBALS (SImilarity Between Audio signaLS) is an application that takes a hummed audio
input file and searches for the closest song(s) within a large database of monotonic audio files

1Image courtesy of Sidi Ahmed MAHMOUDI from the University of Mons.
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(a) Original Image. (b) Edge detection. (c) Edge polygonal ap-
proximation.

(d) Points of interest de-
tection.

(e) Vertebra detection. (f) Segmentation result.

Figure 8.3: Illustration of the whole segmentation framework.
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Figure 8.4: Performance of recursive edge detection on hybrid platforms.

Figure 8.5: Screenshot of the SIMBALS music recognition library.

stored in the MIDI format [66]. Contrary to the popular SHAZAM application that looks for
an exact match in its database, audio queries are hummed in SIMBALS which therefore needs
to consider possible imperfections in the pitch and in the length of the different notes, because
users are not all supposed to be professional singers. On Figure 8.5, SIMBALS for instance de-
tects that the database entry that is the closest from the Brother_John.wav input file is the
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FrereJacques.mid song which is indeed its french equivalent.
The distance defining songs similarity is obtained by counting the minimum number of trans-

positions between two songs. Such transpositions for instance include pitch modification, note
deletion or note duration modification [66]. A Smith-Waterman algorithm is used to compare the
audio input with the different database entries. SIMBALS considers local transpositions rather
than global ones because the hummed input is usually shorter than the original song. This method
returns the optimal local alignment, but they are very time consuming. The tremendous process-
ing capabilities available in modern GPUs however significantly improve the usability of such an
algorithm for musical applications.

The authors of the SIMBALS application have therefore ported their algorithm so that it ex-
ploits CUDA, and measured a significant speedup compared to an optimized CPU implementa-
tion [66]. This initial hand-coded implementation was however limited to a single CUDA device
and could not deal with arbitrarily large databases. We2 therefore modified the SIMBALS ap-
plication and replaced explicit data management and kernel submission by calls to the StarPU
runtime system. As a result, SIMBALS is now able fully exploit hybrid platforms with multiple
accelerators without having to worry about data management and task scheduling. Table 8.1 for
instance gives the impact of the number of GPUs on the duration of a query in a database com-
posed of 78000 midi files. Compared to the initial hand-coded implementation that could not use
more than one GPU, our implementation almost reaches a perfect speedup over the three GPUs of
the HANNIBAL machine. It should be noted that CPU cores were not used during this experiment
because of the huge speedup that exists between the CPU and the GPU implementations [66].

8.3 Libraries

Libraries are the basic building blocks of numerous applications, especially in the context of sci-
entific computing. They are a convenient mean to write efficient code in a productive way. Perfor-
mance portability is also ensured by using libraries that are available on various platforms, and
which are progressively improved to support new architectures. Offering support for libraries
with a high-impact (e.g. LAPACK, FFTW, etc.) therefore permits to seamlessly get the benefits of
StarPU in a very large number of real applications.

8.3.1 A hybrid implementation of LAPACK mixing PLASMA and MAGMA

PLASMA [97] and MAGMA [96] are state-of-the-art implementations of the LAPACK library, re-
spectively for multicore processors and for NVIDIA CUDA devices. Compared with previous
LAPACK implementations, the novelty of the PLASMA library consists in using tiled algorithms
which provide much more parallelism than the classic algorithms based on a fork-join parallelism.
These algorithms are implemented by the means of the Quark dynamic task scheduler, which is
designed to address multicore architectures with a shared memory. Compared to StarPU, Quark
therefore provides a very limited support for data management, and no support for heterogeneous
resources.

Similarly to the CUBLAS library that implements BLAS kernels on NVIDIA CUDA devices, the
MAGMA library provides a fully optimized implementation of the LAPACK library for CUDA.

2The port on top of StarPU was performed in the context of an internship by Mathieu ACCOT, Evans BOHL, Eddy
CHEN and Mehdi JUHOOR.
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The algorithms implemented in the MAGMA library are limited to the size of a single GPU, and
the different pieces of computation are scheduled by hand. Significant work was made to extend
the MAGMA library in order to support multi-GPU systems with almost a perfect scalability [182].
In spite of its very good performance, the portability of this multi-GPU implementation is however
very limited. Supporting a new optimization or modifying the underlying algorithms would both
require a significant amount of work.

Even though both projects implement the similar algorithms, PLASMA and MAGMA target
completely different types of hardware, and mixing these two libraries is a real challenge. Imple-
menting a portable and efficient hybrid LAPACK library without the support of a runtime system
such as StarPU would represent a huge effort. Given the very fast pace followed by accelerator
constructors, such a library might actually be obsolete by the time it is available. KURZAK et
al. however attempted to extend the PLASMA library in order to offload some kernels on a
GPU [122], but their ad-hoc approach required that new BLAS kernels should be generated to
deal with a specific memory layout, which might represent a gigantic effort.

We are therefore currently designing a full-fledged LAPACK library that fully takes advantage
of the entire processing power available in multicore platforms enhanced with accelerators. This
library will be based on the algorithms used in the PLASMA library and extends it to exploit
CUDA GPUs by the means of kernels from the MAGMA library. Provided the significant gains
in terms of maintainability and of portability, it should actually supersede the previous efforts to
support multi-GPU in the MAGMA library. In addition to the one-sided factorizations previously
mentioned (i.e. Cholesky, QR and LU decomposition), we are going to support for other LAPACK
functions such as two-sided factorizations (e.g. Hessenberg factorization).

8.3.2 StarPU-FFT

Fourier transforms are extremely common in the context of signal processing. The FFTW li-
brary [69] (Fastest Fourier Transform in the West) is a library that provides a generic interface to
compute discrete Fourier transforms (DFTs). Given the huge impact of FFTW, NVIDIA provides
a similar interface to perform these operations on CUDA devices by the means of the CUFFT li-
brary [100]. We3 have therefore implemented a library with an interface similar to that of FFTW
and CUFFT, which implements DFTs on top of multi-GPU and hybrid platforms. This library cur-
rently provides support for 1D and 2D transforms in real and complex precision. It is based on
parallel DFT task-based algorithms which use FFTW and CUFFT kernels internally. While GU et
al. propose advanced data management techniques to support out-of-card FFT computations [84],
this is transparently supported with StarPU.

Figure 8.6 shows an example of code implementing a 2D FFT with StarPU’s FFT library. The
similarity with FFTW’s interface allows a very low entry cost for programmers who want to adapt
existing codes to multi-GPU and hybrid platforms.

8.4 Support for compilers and programming environments

StarPU was not directly designed to offer support for the end-user. Instead, it is intended to help
library programmers or to provide a convenient runtime system for higher-level programming
environment targeting hybrid accelerator-based platforms. Even though libraries are a convenient

3The implementation of this library was done by Samuel THIBAULT.
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1 STARPUFFT(plan) plan;
2 STARPUFFT(complex) *in, *out;
3

4 in = STARPUFFT(malloc)(size * sizeof(*in));
5 out = STARPUFFT(malloc)(size * sizeof(*out));
6

7 /* Fill with random values */
8 srand48(0);
9 for (i = 0; i < size; i++)
10 in[i] = drand48() + I * drand48();
11

12 plan = STARPUFFT(plan_dft_2d)(n, m, SIGN, 0);
13 STARPUFFT(execute)(plan, in, out);
14

15 STARPUFFT(destroy_plan)(plan);
16 STARPUFFT(free)(in);
17 STARPUFFT(free)(out);

Figure 8.6: Example of 2D FFT performed with StarPU’s FFT library.

way to seamlessly exploit complex machines, not all computation kernels can be rewritten as
invocations of standard libraries. In addition to libraries, we must therefore also provide support
for compilers.

While task parallelism is a powerful approach, it is not always accessible to end-users who
cannot afford learning a new paradigm, or simply rewriting legacy codes. Industrial codes com-
posed of millions of lines of code are typical examples of applications that cannot be completely
rewritten every time there is a new technological breakthrough.

We therefore modified several compilation environments to use StarPU as a back-end. This
permits to exploit the capabilities of StarPU with a minimal code intrusiveness.

8.4.1 Adding StarPU back-ends for annotation-based language extensions

Annotation-based approaches are a convenient way to adapt legacy codes. The pragma-based ex-
tensions proposed by the StarSs projects for instance permit to easily extend existing C and Fortran
codes. It permits to exploit complex architectures with a simple-to-use function-call semantic.

The different implementation of the StarSs languages actually rely on the Mercurium source-
to-source compiler [16]: SMPSs schedules tasks on SMP processors [17], CellSs dispatches work
between the SPUs of Cell processors [22, 21] and GPUSs deals with CUDA devices [14]. Contrary
to StarPU which provides a unified environment that dispatches work within a hybrid platform,
each implementation of StarSs therefore separately provides its own specific back-end for the Mer-
curium compiler and a task-based runtime system implementing the low-level platform-specific
mechanisms, even though multiple implementations can be used altogether [157]. We4 therefore
added another back-end for StarSs which generates StarPU tasks and relies on StarPU to man-
age data transfers. This provides a convenient interface to easily extend legacy sequential C code
with tasks that are automatically generated. Even though it does not provide the same level of
control as StarPU’s low level interface (e.g. to synchronize with an arbitrary task or explicit task
dependencies), this makes it possible to benefit from most of StarPU’s capabilities with a low entry
cost.

4Mercurium’s StarPU back-end was designed during the master thesis of Sylvain GAULT.
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1 #pragma css task input (A, B) inout (C)
2 void matmul(float *A, float *B, float *C, size_t nx , size_t ny , size_t nz);
3 #pragma css target device (smp) implements (matmul)
4 void matmul_cpu(float *A, float *B, float *C, size_t nx , size_t ny , size_t nz);
5 #pragma css target device (cuda) implements (matmul)
6 void matmul_cuda(float *A, float *B, float *C, size_t nx , size_t ny , size_t nz);
7

8 static float A[1024*1024], B[1024*1024], C[1024*1024];
9

10 int main(int argc, char **argv)
11 {
12 #pragma css start
13 #pragma css register variable(A:1024*1024*sizeof(float))
14 #pragma css register variable(B:1024*1024*sizeof(float))
15 #pragma css register variable(C:1024*1024*sizeof(float))
16 matmul(A, B, C, 1024, 1024, 1024);
17 #pragma css barrier
18 #pragma css finish
19 return 0;
20 }

Figure 8.7: Example of code using the Mercurium source-to-source compiler to automatically gen-
erate StarPU tasks.

Figure 8.7 gives an example of code using StarPU’s Mercurium back-end. Lines 1 to 6 show the
prototypes of different implementations of a matrix multiplication kernel which is implemented
on both CPUs (lines 4 and 5) and CUDA devices (lines 6 and 7). These lines are statically trans-
formed into a StarPU codelet structure by Mercurium. StarPU is initialized and deinitialized on
lines 12 and 18. The three pieces of data are registered to StarPU on lines 13 to 15. The starting ad-
dress and the length of each vector is stored in a hash table that permits to automatically retrieve
the StarPU data handle describing the vector from the starting address only. The function call on
line 16 is finally transformed into a task submission. This task implements the codelet previously
generated, and the data handles describing the A, B and C matrices are taken from the hash table.
The function-call semantic of StarSs naturally ensures that we have a sequentially consistent code,
so that task dependencies are implicitly derived from data accesses.

This approach does not only apply to the Mercurium source-to-source compiler: we5 are cur-
rently implementing a similar interface based on GCC plugins [77]. Besides removing a depen-
dency to a third-party source-to-source compiler, this allows a better integration with the compiler.
For instance, it is possible to automatically infer access types from the prototype. A pointer with
a const void * type is automatically transformed into a data handle accessed in a read-only
mode. Statically allocated data can also be automatically registered to StarPU. Such a tight inte-
gration with the compiler should also allow powerful optimizations based on the analysis of the
control-flow graph (e.g. merging multiple function calls into a single task). While such optimiza-
tions are also possible in theory with a source-to-source compiler such as Mercurium, they are
much more realistic in an environment such as GCC.

While these source-to-source transformation provide an easy-to-use coordination language,
they do not provide any support to generate kernels. As shown on lines 4 and 6 of Figure 8.7, the
application indeed still needs to provide both CPU and CUDA kernel implementations.

5The GCC plugin implementing the annotations required to automatically generate StarPU tasks is being designed
by Ludovic COURTS.

191



CHAPTER 8. DIFFUSION

8.4.2 Automatic kernel generation with HMPP

CAPS’ HMPP [55] (Hybrid Multicore Parallel Programming) is a compilation environment which
goes one step further than the previous approaches: it not only provides languages extensions to
automatically offload pieces of computation, but it also transforms annotated C or Fortran codes
into CUDA or OpenCL kernels. HMPP is thus complementary to StarPU which does not intend to
generate kernels while HMPP’s support for scheduling is very limited. We can use its coordination
language (or those described in the previous section) to transparently generate StarPU tasks, and
take advantage of HMPP’s code generation capabilities to automatically generate the different
implementations of the codelets. It must be noted that we could also rely on the PIPS compiler to
take care of the generation of OpenCL and CUDA kernels [5].

All in all, programmers would have to write annotated C or Fortran codes that are auto-
matically transformed into CUDA or OpenCL kernels by HMPP. The resulting multi-versioned
codelets would be used by the tasks which are efficiently scheduled by StarPU. This approach
is especially promising to accelerate legacy industrial applications for which it is sometimes not
even realistic to rewrite the computation kernels.

In case rewriting such kernels is not illusory, another option, to avoid having to redevelop the
same kernels multiple times, is to directly use the OpenCL standard to implement the kernels. In
theory, OpenCL kernels should be portable across all devices supporting OpenCL. In practice, it
is still not clear whether it is always possible to obtain portable performance without specifically
tuning the OpenCL kernel for each target architecture [114]. Similarly, it is not clear whether
annotation-based language can ensure performance portability without requiring architecture-
specific annotations.

8.4.3 The SkePU skeleton library

SkePU is an example of programming environment based on skeletons [61]. Similarly to template-
based libraries (e.g. NVIDIA Thrust [146] or Rapidmind/Ct [102]), it provides a portable interface
that allows programmers to express their applications as high-level data-parallel computations.
The conception of the algorithms implementing these skeletons is however up to the designers of
SkePU. Still, such skeleton-based libraries internally face the performance and portability issues
that they are actually trying to hide to the end-users.

The original implementation of SkePU is able to statically distributed the workload on multi-
GPU platforms [61]. In order to easily obtain portable performance, new skeletons have been
implemented by the means of tasks that are dynamically scheduled by StarPU. This approach
thus makes it much easier to fully exploit complex hybrid platforms without having to determine
a new static schedule every time there is a new skeleton or a new evolution of the underlying
hardware. Adding a new back-end of SkePU only requires to implement the various computation
kernels used in the skeletons: low-level issues such as an efficient data management are directly
solved by StarPU.

SkePU also has auto-tuning capabilities which for instance permit to automatically select the
most suitable algorithm and the most suitable granularity, depending on the input size of the
skeleton invocation. The best implementation of a parallel sorting skeleton can for example be
either obtained with an algorithm based on quicksort or on bubble sort, depending on the input
parameters. SkePU actually selects the optimal implementation among the available algorithmic
variants by considering the actual performance measured during the previous invocations of the
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skeleton [52]. Instead of redesigning an experimental protocol to properly benchmark the perfor-
mance of each new skeleton, we now simply rely on the performance feedback directly provided
by StarPU.

While the scheduling strategies presented in Chapter 3 are able to select to most suitable type of
processing unit, this permits to choose the most efficient algorithmic variant once the task has been
assigned to a processing unit. Other skeleton-based frameworks with auto-tuning capabilities
such as PetaBricks [9] could benefit from this technique as well. It is worth noting that we are
also extending StarPU’s codelet interface to support multiple implementations for the same type
of architecture, e.g. by providing an array of CPU functions. It will then be possible to select the
most efficient variant according to StarPU’s performance models.

8.5 Relationship between StarPU and the OpenCL standard

The OpenCL standard is an effort to provide a unified programming interface for the various types
of modern architectures and for a wide spectrum of applications [83]. OpenCL covers two very
different aspects of hybrid computing. First, it defines a portable device abstraction which permits
to implement the different low-level mechanisms required to manipulate accelerators (e.g. data
transfers or kernel offloading). It is worth noting that in the past, similar standardization efforts
have already been attempted (without much success) to provide a uniform device abstraction for
high-speed network: the Virtual Interface Architecture (VIA) [56]. The second aspect covered
by the OpenCL standard is to define a portable language permitting to easily write computation
kernels for SIMD architectures. On the one hand, this unifies the various SIMD extensions already
available in most compilers. On the other hand, such a standard language is an answer to the
growing number of vendor-specific interfaces trying to become de facto standards, such as NVIDIA
CUDA which was even ported on multi-core CPU architectures [174, 180].

Since the goal of StarPU is also to provide a portable abstraction for hybrid platforms, it is
crucial to understand how StarPU and OpenCL relate to each other. The most obvious way to
combine StarPU and OpenCL is to have an OpenCL back-end which permits to execute ker-
nels written in the OpenCL language (e.g. to support AMD GPUs). In such case, the role of
OpenCL is to provide a portable device interface, but not to offer any specific support for task and
data scheduling. Another possible interaction thus consists in using StarPU internally within an
OpenCL implementation, to benefit from its scheduling capabilities without having to explicitly
use its non-standard interface.

In the remaining of this section, we will show how we combined StarPU and OpenCL, either
by providing support for a new type of accelerator that implements the OpenCL device interface,
or by actually integrating StarPU with an OpenCL implementation with scheduling capabilities.

8.5.1 Exploiting the power of an embedded processor with an OpenCL back-end

An important goal of OpenCL is to provide a portable device interface that can be implemented
on the different types of accelerators. Movidius is a fabless semiconductor company which de-
sigs chips with advanced multimedia capabilities (e.g. High Definition 3D Video) [140]. Instead
of creating yet another vendor-specific programming API for their chips, they have decided to
implement the OpenCL standard on top of their new multicore chip prototype, called MYRIAD,
which is composed of 8 processing cores called SHAVE.
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We have therefore used the OpenCL driver available in StarPU to control a prototype of the
Myriad chip running in a simulator. Besides offloading code on the SHAVE processors, StarPU
has been successfully used to provide programmers with feedback about the energy consump-
tion of the application running on the simulator. Energy is a critical concern on such embedded
architectures. We are therefore developing energy-aware scheduling strategies which could for
instance take into account the fact that moving data within this chip is sometimes much more
expensive than performing computation on a sub-optimal processing core. The combination of
StarPU with such a simulator predicting energy consumption with an accuracy below 10% (com-
pared to actual silicon) is a real opportunity for the programmers of embedded applications to
ensure that their code is ready by the time the actual chip is available on silicon.

8.5.2 StarPU as an OpenCL device: SOCL

In the OpenCL programming paradigm, an OpenCL kernel is directly assigned to the specified
OpenCL device. An OpenCL device can actually consist of multiple physical sub-devices, in
which case a scheduling decision has to be taken by the OpenCL implementation during ker-
nel submission. From a conceptual point of view, launching a kernel on an abstract OpenCL
device is therefore not so different from submitting a task to StarPU. This semantic similarity is
the basis of the StarPU OpenCL Library [89] (SOCL) which implements an OpenCL device on top of
StarPU. SOCL provides a fully compliant implementation of the OpenCL standard. Invocations
of the OpenCL API are internally translated into calls to StarPU. This permits to transparently
run legacy OpenCL applications on hybrid accelerator-based platforms featuring multicore CPUs
and multiple GPUs. KIM et al. provide a similar approach which permit to transparently execute
native OpenCL codes over multiple OpenCL devices [111]. While SOCL transforms OpenCL ker-
nels into StarPU tasks, their approach benefits from compile-time and sampled information which
permit to divide each OpenCL kernel into multiple sub-kernels that are dispatched between the
various OpenCL devices.

Kernels written in OpenCL are transformed into StarPU codelets. When the OpenCL appli-
cation enqueues a new kernel to the StarPU device, a StarPU task is scheduled on one of the
underlying processing unit. Similarly to any task-based application, SOCL still encounters gran-
ularity issues when the OpenCL kernels are not large enough compared to the overhead of task
management. Such problems could typically be alleviated by relying on a static analysis phase
that could merge multiple OpenCL kernel into a single StarPU task [6].

Data allocated in OpenCL are automatically registered to StarPU. When a piece of data is
explicitly copied in OpenCL, a new data handle is created because there is no guarantee that an
OpenCL application will maintain the different copies coherent (except for read-only buffers).
Optimal performance are obtained when the application does not explicitly transfer data, but use
mapped memory which is automatically managed by StarPU. This permits StarPU to fully exploit
its data caching capabilities and to avoid superfluous data copies. Most OpenCL applications still
being written in a synchronous fashion, SOCL is also able to expose multiple identical devices
which provide the application with an impression of a homogeneous platform.

Table 8.2 shows the performance of a matrix multiplication implemented in OpenCL. Two
16384× 16384 single-precision matrices are given as input. This is a naive implementation which
consists in dividing the output matrix into 64 regular blocks which are dispatched between 3
OpenCL devices. This straightforward implementation achieves 435GFlop/s on 3 GPUs with the
OpenCL implementation provided by NVIDIA. An extra 20GFlop/s speed improvement is mea-
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Table 8.2: Performance of a single-precision matrix multiplication on HANNIBAL with SOCL.
Platform Native OpenCL SOCL
3 GPUs 435 GFlop/s 456 GFlop/s

3 GPUs + 5 CPUs 23 GFlop/s 545 GFlop/s

sured when using SOCL. This can be explained by the fact that even though we have a presumably
homogeneous setup, the buses between host memory and the three GPUs are not necessarily iden-
tical, which adds to the performance irregularities caused by NUMA effects. In this machine, two
GPUs are for instance connected with a 16x PCI-e link while the third GPU only has an 8x PCI-e
link. The dynamic load balancing capabilities enabled by SOCL allow to transparently counter-
balance these irregularities. SOCL also benefits from the advanced data management mechanisms
available in StarPU such as data prefetching.

On a heterogeneous system, mapping the blocks in a round-robin fashion obviously performs
extremely bad because CPU cores become a bottleneck. Contrary to the standard OpenCL imple-
mentation, SOCL is able to dynamically dispatch the different blocks with respect to the actual
processing power of the different OpenCL devices. It must be noted that SOCL not only performs
better than the native implementation, but it also performs better than without the help of CPU
cores.

While the initial goal of OpenCL is to provide a portable device abstraction, the previous ex-
ample illustrates that it is possible to obtain portable performance too. With a proper scheduling,
naive OpenCL codes are indeed able to take advantage of a hybrid platform. The current OpenCL
standard only allows to attach a single device to each context, and defines data allocation at con-
text level. Modifying the OpenCL standard to allow applications to create a single context shared
between multiple devices would make it much easier to exploit multi-accelerator and heteroge-
neous platforms, provided the support of a runtime system such as StarPU. This however requires
to redefine the scope of data allocation at device-level. Finally, encouraging applications to use
context-wide mapped memory instead of per-device explicit data transfers would allow numer-
ous optimizations which are hardly doable by hand (e.g. data prefetching or manipulating data
sets larger than devices’ memory).

8.6 Discussion

In this chapter, we have shown that our approach is applicable to a wide spectrum of real-life
problems. StarPU has indeed permitted programmers to easily port their applications on complex
hybrid accelerator-based machines without having to deal with complex data transfers or to de-
cide where, when and how to offload computation. Instead, StarPU only required them to port
their kernels and to describe the different pieces of data accessed by the algorithm. Loops of pure
function calls can also be translated into asynchronous submissions of StarPU tasks.

Through the various examples, we have depicted the central role played by runtime systems
like StarPU in the overall computing ecosystem. While many programming environments and
many libraries are being adapted to accelerators, having such portable and flexible abstractions
prevent them from dealing with technical concerns. This for instance permits compilers targeting
accelerators and/or hybrid systems to concentrate on efficient code generation/extraction. We
have also shown how we designed a full-fledge implementation of the LAPACK library by com-
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bining the PLASMA algorithms and its CPU kernels with MAGMA’s CUDA kernels. Various
other libraries and applications have been or are being hybridized in a similar way using StarPU.
StarPU’s flexible scheduling engine provides a convenient framework to easily implement proto-
types of scheduling algorithms for manycore and hybrid platforms.

Better collaboration between the different software layers is however desirable. On the one
hand, performance feedback obtained by gathering profiling information at runtime would help
higher-level layers such as iterative compilers to generate better code or to take better auto-tuning
decisions. On the other hand, libraries and application can provide StarPU with algorithmic
knowledge (e.g. performance models or tasks critical path) which can be useful to help the sched-
uler. Such scheduling hints can also be obtained by the means of static code analysis. In order to
ensure that all software layers collaborate efficiently, standardization efforts are also required. We
have for instance shown how complementary StarPU and the OpenCL standard are. Even though
numerous runtime systems and compilation environments attempt at providing their own specific
interface, providing higher-level tools with a standard task and data management abstraction is
still a widely open problem. In this context, the actual advantages of StarPU when compared to
other similar systems result from StarPU’s ability to provide higher-level tools with performance
feedback, and to take advantage of user-provided hints. A standard interface must therefore allow
such a tight collaboration between the different software layers.
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Conclusion and Future Challenges

AFTER hitting the frequency wall which led to the multicore era, architects are now facing
the energy wall which prevents them from indefinitely replicating full-fledged processing
units which would have an excessive power consumption. As a result, the manycore

revolution is likely to be marked by the combination of numerous simplified processing units
along with a few full-fledged cores. Even though they have existed for a long time under various
forms, accelerators are therefore becoming a solid trend when designing parallel architectures.
These accelerators can either be external accelerating boards typically connected to the host via a
PCI-e bus, or they can be tightly integrated within the die of a heterogeneous multicore processor.

While a significant attention has been paid to providing support to efficiently offload compu-
tation on accelerating boards as a replacement for standard CPUs, the relative processing power
coming from multicore processors and the number of processors has kept increasing in the mean-
time. In order to fully exploit such heterogeneous architectures, programmers need to step away
from this pure offloading model to adopt a true hybrid paradigm that provides a unified support
for heterogeneous processing units.

Moreover, programmers cannot afford to follow the unprecedented pace of hardware evo-
lution anymore as the lifetime of an accelerating technology is sometime shorter than the time
it takes to port applications. Programmers therefore need support to design portable applica-
tions that can fully exploit accelerators without necessarily being parallel programming or paral-
lel architecture experts. Runtime systems can provide portable abstractions that permit to design
scalable parallel algorithms without worrying about low-level non-portable concerns which are
addressed seamlessly and efficiently at runtime. By relying on such runtime systems, program-
mers are not only able to design portable parallel algorithms, but they also obtain performance
portability, which is the guarantee that the runtime system will always provide the best possible
performance delivered by the various hybrid accelerator-based platforms.

Contributions

Throughout this thesis, we have shown that task parallelism provides a flexible paradigm which
allows programmers to describe their parallel algorithms in a portable way. We have also shown
that this paradigm is generic enough to be extended to a cluster environment as well. In spite
of the hardware revolution which implies a programming model shift, all programmers are not
strictly required to explicitly adopt such a task paradigm. End-users should indeed rely on high-
level parallel compilers and/or parallel hybrid libraries whenever possible.

Efficient data management is a serious issue on such accelerator-based platforms because the
I/O bus is typically a bottleneck, and data transfers are usually implemented by the means of
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highly non-portable architecture-specific mechanisms (e.g. DMA on the Cell processor). Data
management and task scheduling should therefore be performed jointly by the runtime system to
obtain portable performance. Combining task parallelism with explicit data registration indeed
enables aggressive optimization which would be difficult to implement efficiently by hand (e.g.
asynchronous background data prefetching). Letting the runtime system in charge of data man-
agement also makes it possible to manipulate arbitrarily large data sets which do not necessarily
fit within accelerators’ memory.

Since there does not exist a single perfect scheduling strategy, we have designed a flexible in-
terface to design scheduling policies and we have developed a set of efficient policies. Thanks to
auto-tuned performance models and user-provided hints, we have shown that we can fully ex-
ploit a heterogeneous platform by optimizing tasks’ termination time and minimizing data trans-
fer overhead. The overhead of dynamic scheduling is amortized by the significant gains, both in
terms of performance and with respect to programmability concerns because programmers are
not required to determine a suitable task mapping by hand anymore. While heterogeneity usually
appears to be an issue when programming accelerators by hand, our results indicate that we can
actually take advantage of the heterogeneous nature of the machine, thanks to a suitable schedul-
ing. For instance, we have shown that for a given task graph, the overall sustained speed of a
hybrid CPU-GPU platform is sometimes higher than the sum of the sustained speeds measured
independently either on a CPU-only platform or when solely using GPUs. StarPU’s scheduler
was indeed able to only assign tasks to units which could process them efficiently, and ensure that
critical tasks were assigned to the fastest units. This confirms that using CPUs in combination
with accelerators does makes sense, and that a runtime system exposing a uniform abstraction of
processing unit is required.

The runtime system must collaborate with the application to determine a suitable granular-
ity, with respect to heterogeneity and scalability concerns. Exposing high-level abstractions such
as data reductions should also allow programmers to design highly scalable algorithms which are
ready for the upcoming manycore revolution. More generally, it is important that runtime systems
feature expressive interfaces that allow programmers to guide the scheduling with application-
specific knowledge. In return, runtime systems should give performance feedback to feed auto-
tuning frameworks and to implement powerful debugging and performance analysis tools which
are a necessity for real-life applications. By providing a unified interface which hides the inner
complexity, runtime systems relieve compilers and libraries from the burden of low-level pro-
gramming. They avoid fully reimplementing a new backend every time there is a new architecture
available. Besides portability concerns, runtime systems enable separation of concerns. Compilers
can thus concentrate on generating efficient code and on applying powerful optimization which
are out of the scope of a runtime system. By collecting information about the execution, runtime
systems are also able to dynamically take the most appropriate decision which may have been
difficult to take statically, without a global view of the machine’s state. Runtime systems not only
ensure that applications fully exploit the capabilities of the underlying hardware without any ar-
chitecture specific knowledge. They also guarantee that codes will always transparently benefit
from the latest features available, long after the code was written.
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Perspectives

The model described in this thesis has raised many open questions, and there are numerous re-
search opportunities to be explored.

Improving data management Adding a DSM mechanism (such as implemented by GMAC) in
addition to StarPU’s explicit data registration mechanism would boost productivity by making
it possible to access unregistered data throughout the system when we cannot afford to entirely
modify legacy codes. Combined with an annotation-based language using StarPU as a back-end,
this would typically allow to gradually adapt such legacy codes so that they take advantage of
StarPU’s advanced features with a reduced entry cost. Due to the heterogeneity of the different
processing units, the optimal data layout may depend on the underlying architectures: SIMD
architectures may favor structures of arrays, but hierarchical cache-based multicore processors
may perform better with arrays of structures. StarPU’s data management should therefore be able
to automatically convert a registered piece of data into another format, after deciding whether
this is more efficient than to use the original format (e.g. based on performance models). Such
a multi-layout data management would be especially useful for memory-bound kernels which
performance highly depends on the efficiency of data accesses (e.g. sparse linear algebra kernels
or unstructured grid problems).

Improving the scheduling We must implement more scheduling policies to address the limits
of existing strategies. For instance, we could implement strategies that consider power consump-
tion or that schedule memory bound kernels on units with a high bandwidth. Instead of merely
improving data locality, scheduling policies should actually schedule data transfers. Aggressive
data prefetching would indeed make it possible to avoid scheduling holes due to data access
dependencies, and to minimize the memory footprint by evicting unused cached data as early
as possible. We should also use more scalable data structures (e.g. lock-free queues) within the
scheduling policies, and within StarPU directly to ensure a minimal management overhead on
large manycore platforms. In case StarPU tasks are not first class citizens, and that some compu-
tation is performed directly from the application without calling StarPU, we need to ensure that
the application can temporarily use some processing resources which are normally controlled by
StarPU. This would for instance be doable by creating scheduling domains which can dynamically
be disabled so that StarPU can only use a subset of the processing resources until the domain is
enabled again.

In order to cope with the high degree of parallelism found in manycore architectures, it should
be possible to design composable scheduling policies. This would permit to describe scalable
strategies by recursively assigning tasks to subsets of the machine, following different strategies
at the different level of machine’s hierarchy. This requires to provide a generalized abstraction of
processing unit, so that the scheduler can either assign tasks to a specific unit or to a subset of
the machine controlled by another strategy. Another significant improvement would be to allow
scheduling experts to describe (composable) strategies in a high-level language such as Prolog.

Providing better support for clusters In order to fully take advantage of the capabilities of the
hardware, StarPU should exploit the low-level zero-copy mechanisms which avoid superfluous
contention. Direct transfers between GPUs or even between a GPU and other types of devices such
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as disks or network cards would also help to reduce latency and contention in clusters of machines
enhanced with accelerators. Data-aware scheduling policies should also take into account depen-
dencies with external events such as MPI transfers. To improve latency, a strategy should typically
first schedule the tasks that are likely to produce data to be sent in order to rapidly unlock remote
dependencies. We have shown that provided an initial data mapping between the MPI nodes, we
can automatically map a StarPU application over a cluster. Such a data mapping could be obtained
automatically through static analysis techniques in collaboration with compilation environments.
We could also decentralize StarPU’s scheduling engine to allow dynamic load balancing between
the different instances of StarPU on the various MPI nodes.

Extending our task model We should provide the application with mechanisms to automati-
cally take granularity-related decisions. For example, we could use StarPU’s performance feed-
back to determine whether there is a sufficient amount of parallelism and if the different pro-
cessing units are not overwhelmed with scheduling overhead. This would allow applications or
advanced scheduling policies to detect when tasks should be divided, or provide indications that
larger tasks should be generated. The current implementation of StarPU is mostly oriented toward
HPC; in order to provide support for soft real-time applications, we may have to be able to run
parallel algorithms in a degraded mode when it is not possible to fulfill the real time requirements.
Similarly to divisible tasks which would consist in replacing a task by a set of tasks performing
the same work, it should be possible to replace a whole set of task by an alternative set of tasks
that can be executed timely.

Unification and standardization efforts Various environments offer support for accelerator-
based platforms. Most of them are internally based on a task paradigm, and rely on a scheduler to
some extent. There is however no consensus for a standard runtime system interface yet. Design-
ing such a unified abstraction of runtime system is particularly delicate because it needs to be ex-
pressive enough to allow the runtime system to collaborate with higher-level software layers, not
only by providing execution feedback, but also by letting programmers inject algorithm-specific
knowledge into the runtime system (e.g. priorities or performance models). We should also take
part to the existing standardization efforts in OpenCL and as well as the attempts to integrate
accelerators in the OpenMP standard. For instance, we have constantly shown that a pure of-
floading model is not sufficient anymore, so that a programming standard should not expose data
transfers but represent data access modes instead. In other words, all copy directives should be
replaced by read/write access modes, which do not imply that there actually needs to be a transfer.
Parallel libraries becoming mainstream, it is crucial that we can invoke OpenMP parallel sections
within tasks. OpenMP implementations should be reentrant, and the standard should provide
more control to dynamically confine the execution of a parallel section on a specific subset of the
machine. The OpenCL standard currently provides a standard device interface and a standard
language to write vectorized kernels. Each processing device is controlled by sending OpenCL
commands into per-device contexts. We could extend OpenCL with a notion of global context
and submit tasks in a global context controlling multiple devices at the same time. By introduc-
ing a runtime system like StarPU inside OpenCL implementations, this would permit to enhance
OpenCL with load balancing capabilities. Noteworthy, this also requires to replace explicit data
transfer commands with explicit data access modes, to avoid having to know in advance which
processing would execute the kernels in advance.
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Toward exascale computing and beyond

As parallel machines keep getting larger, programmability and scalability issues become even
more serious. Exascale platforms will contain millions of probably heterogeneous processing
units, and introduce new challenges which need to be (at least partially) addressed by runtime
systems. Runtime systems should automatically enforce power capping by dynamically deter-
mining which processing units should be switched off and by dynamically adapting processors’
frequency, for instance to reduce the overhead of memory latency for memory-bound kernels.

To avoid wasting processing power, the amount of resource allocated to each parallel algorithm
may also evolve dynamically in such large systems that are shared between numerous users. Mul-
tiple parallel libraries executed concurrently could also cooperate to exchange processing units.
Processing resource management will become much more dynamic. The average time between
hardware failure will also significantly drop, so that processors may constantly appear or disap-
pear. Resilient runtime systems should therefore be able to detect hardware faults to respawn
failing tasks on different processing units. At such a large scale, data and load balancing will have
to be performed in a fully decentralized fashion. To reduce latency and bandwidth requirements,
and to fully take advantage of machines’ massive processing capabilities, the same tasks may be
replicated on multiple nodes in case the data transfer overhead is higher than the extra computing
overhead. Distributing data management would also make it possible to reconstruct data in case
of such a hardware failure.

To facilitate scheduling (e.g. with a better understanding of data locality), the amount of hints
provided to the runtime system should gradually increase, either through static analysis or with
performance aware languages which let programmers specify performance hints. As a result, the
amount of information available for each task may explode, which indicates that we will need to
design programming languages which are expressive enough to generate these tasks and decorate
them with scheduling hints. These languages should expose high-level parallel constructs that
permit to design highly scalable algorithms, such as data reductions or other common parallel
patterns.

While the number of processing units keeps growing rapidly, the total amount of memory
does not increase as fast. The memory available on each node will thus become very limited.
Data management techniques should therefore include out-of-core algorithms. Runtime systems
should transparently deal with the increased depth of memory hierarchy to provide applications
with a simplified memory abstraction. Such a deep memory hierarchy will also significantly in-
crease latency and bandwidth requirements. Thanks to an explicit data registration, the scheduler
should maintain the lowest possible memory footprint in addition to ensuring an optimal data
locality.

Similarly to accelerators which are programmed in a SIMD fashion even if they contain dozens
of processing units, a possible approach to avoid generating too many tasks will also consist in
implementing a SIMD model which permits to gather groups of processing units in larger logical
processing units. Such a hybrid hierarchical model will reduce the pressure on the scheduler by
dividing the number of logical processing units by several orders of magnitudes. Mixing task par-
allelism with a SIMD paradigm also avoids asking programmers to extract millions of concurrent
parallel sections. In the meantime, intra-kernel parallelism should be obtained by the means of
parallel libraries and parallel compilers which will generalize. In order to implement such hier-
archical programming paradigms, we need composable runtime systems. Programmers should
be able to write task-parallel algorithms which invoke parallel tasks and combine these with calls
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to existing fully-optimized parallel libraries, the result being concurrent nested parallelism levels
which nicely share the whole system.
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Appendix A

Full implementation of Cholesky
decomposition

This appendix gives the complete example of algorithm written on top of StarPU. We unravel the
different steps of the methodology used to implement Algorithm 3. Tile Cholesky decomposition
is indeed a very concise example of code that performs very well and which permit to demonstrate
various features available in StarPU. This example relies on the starpu_insert_task helper
function that enables a function-call semantic thanks to implicit data dependencies.

Algorithm 3: Tile Cholesky Algorithm.

1 for k ← 0 to Nt − 1 do
2 POTRF(Arwkk )
3 for m← k + 1 to Nt − 1 do
4 TRSM(Arkk, A

rw
mk)

5 for n← k + 1 to m− 1 do
6 GEMM(Armk, A

r
nk, A

rw
mn)

7 SYRK(Armk, A
rw
mm)

Initialization and Deinitialization. When initializing StarPU with starpu_init, StarPU au-
tomatically detects the topology of the machine and launches one thread per processing unit to
execute the tasks. Calling starpu_shutdown() releases all the resources.

Registering and Unregistering data Since the tasks composing the tile Cholesky factorization
work on tiles, the matrix to be factored is itself split into tiles. Each tile is registered separately
into StarPU to be associated with a handle. As shown in Figure A.1, the tile_handle[m][n]
StarPU abstraction is obtained from each actual memory pointer, tile[m][n]. Several data types
are pre-defined for the handles. Here, tiles are registered as matrices since a submatrix is itself a
matrix. When all tasks have been executed, we stop maintaining data coherency and put the tiles
back into main memory by unregistering the different data handles.
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1 float *tile[mt][nt]; // Actual memory pointers
2 starpu_data_handle tile_handle[mt][nt]; // StarPU abstraction
3

4 starpu_init(NULL); // launch StarPU
5

6 for (n = 0; n < nt; n++) //loop on cols
7 for (m = 0; m < mt; m++) //loop on rows
8 starpu_matrix_data_register(&tile_handle[m][n], 0, &tile[m][n], M, M, N, sizeof(float));
9

10 (...) // task submission
11

12 for (n = 0; n < nt; n++) //loop on cols
13 for (m = 0; m < mt; m++) //loop on rows
14 starpu_matrix_data_unregister(&tile_handle[m][n]);
15

16 starpu_shutdown(); // stop StarPU

Figure A.1: Initializing StarPU and registering tiles as handles of matrix data type. Data han-
dles are unregistered at the end of the computation and all resources are released when stopping
StarPU.

Codelet definition As shown at lines 39-45 for the sgemm_codelet in Figure A.2, a codelet
is a structure that describes a multi-versioned kernel (here, sgemm). It contains pointers to the
functions that implement the kernel on the different types of units: lines 1-15 for the CPU and 17-
32 for the GPU. The prototype of these functions is fixed: an array of pointers to the data interfaces
that describe the local data replicates, followed by a pointer to some user-provided argument for
the codelet. The STARPU_MATRIX_GET_PTR is a helper function that takes a data interface in the
matrix format and returns the address of the local copy.

Function starpu_unpack_cl_args is also a helper function that retrieves the arguments
stacked in the cl_arg pointer by the application. Those arguments are passed when the tasks are
inserted. In this example, the implemented routines are wrappers on top of the respective actual
sgemm CPU and GPU BLAS CPU kernels.

Task insertion In StarPU, a task consists of a codelet working on a list of handles. The access
mode (e.g., read-write) of each handle is also required so that the runtime can compute the depen-
dencies between tasks. A task may also take values as arguments (passed through pointers). A
task is inserted with the starpu_insert_task function.1 Lines 32-40 in Figure A.3 shows how
the sgemm task is inserted. The first argument is the codelet, sgemm_codelet. The following ar-
guments are either values (key-word VALUE) or handles (when an access mode is specified). For
instance, a value is specified at line 33, corresponding to the content of the notrans variable. On
the right of line 39, the handle of the tile (m,n) is passed in read-write mode (key-word INOUT).
Figure A.3 is a direct translation of the Tile Cholesky decomposition given on Algorithm 3, show-
ing the ease of programmability. Once all tasks have been submitted, the application can perform
a barrier using the starpu_task_wait_for_all() function (line 52 in Figure A.3).

Choice or design of a scheduling strategy. Once the above steps have been completed, the ap-
plication is fully defined and can be executed as it is. However, the choice of scheduling strategy
may be critical for performance. StarPU provides several built-in, pre-defined strategies the user

1Other interfaces not discussed here are also available.
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1 void sgemm_cpu_func(void *descr[], void *cl_arg)
2 {
3 int transA, transB, M, N, K, LDA, LDB, LDC;
4 float alpha, beta, *A, *B, *C;
5

6 A = STARPU_MATRIX_GET_PTR(descr[0]);
7 B = STARPU_MATRIX_GET_PTR(descr[1]);
8 C = STARPU_MATRIX_GET_PTR(descr[2]);
9

10 starpu_unpack_cl_args(cl_arg, &transA, &transB, &M,
11 &N, &K, &alpha, &LDA, &LDB, &beta, &LDC);
12

13 sgemm(CblasColMajor, transA, transB, M, N, K,
14 alpha, A, LDA, B, LDB, beta, C, LDC);
15 }
16

17 void sgemm_cuda_func(void *descr[], void *cl_arg)
18 {
19 int transA, transB, M, N, K, LDA, LDB, LDC;
20 float alpha, beta, *A, *B, *C;
21

22 A = STARPU_MATRIX_GET_PTR(descr[0]);
23 B = STARPU_MATRIX_GET_PTR(descr[1]);
24 C = STARPU_MATRIX_GET_PTR(descr[2]);
25

26 starpu_unpack_cl_args(cl_arg, &transA, &transB, &M,
27 &N, &K, &alpha, &LDA, &LDB, &beta, &LDC);
28

29 cublasSgemm(magma_const[transA][0], magma_const[transB][0],
30 M, N, K, alpha, A, LDA, B, LDB, beta, C, LDC);
31 cudaThreadSynchronize();
32 }
33

34 struct starpu_perfmodel_t cl_sgemm_model = {
35 .type = STARPU_HISTORY_BASED,
36 .symbol = "sgemm"
37 };
38

39 starpu_codelet sgemm_codelet = {
40 .where = STARPU_CPU|STARPU_CUDA, // who may execute?
41 .cpu_func = sgemm_cpu_func, // CPU implementation
42 .cuda_func = sgemm_cuda_func, // CUDA implementation
43 .nbuffers = 3, // number of handles accessed by the task
44 .model = &cl_sgemm_model // performance model (optional)
45 };

Figure A.2: A codelet implementing the sgemm kernel.

can select during initialization, depending on the specific requirements of the application. The
strategy can either be selected by setting the STARPU_SCHED environment variable to the name of
a predefined policy, or by specifying which strategy to use when calling starpu_init. When the
performance of the kernels is stable enough to be predictable directly from the previous executions
(as it is the case with Tile Cholesky factorization), one may associate an auto-tuned history-based
performance model to a codelet as shown on lines 34-37 and 44 in Figure A.2. If all codelets are
associated with a performance model, it is then possible to schedule the tasks according to their
expected termination time. The fastest results are obtained with the heft-tmdp-pr policy which is
described in details in Section 3.6.4.
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1 void hybrid_cholesky(starpu_data_handle **Ahandles, int M, int N, int Mt, int Nt, int Mb)
2 {
3 int lower = Lower; int upper = Upper; int right = Right;
4 int notrans = NoTrans; int conjtrans = ConjTrans;
5 int nonunit = NonUnit; float one = 1.0f; float mone = -1.0f;
6

7 int k, m, n, temp;
8 for (k = 0; k < Nt; k++)
9 {
10 temp = k == Mt-1 ? M-k*Mb : Mb ;
11 starpu_insert_task(&spotrf_codelet,
12 VALUE, &lower, sizeof(int), VALUE, &temp, sizeof(int),
13 INOUT, Ahandles[k][k], VALUE, &Mb, sizeof(int), 0);
14

15 for (m = k+1; m < Nt; m++)
16 {
17 temp = m == Mt-1 ? M-m*Mb : Mb ;
18 starpu_insert_task(&strsm_codelet,
19 VALUE, &right, sizeof(int), VALUE, &lower, sizeof(int),
20 VALUE, &conjtrans,sizeof(int), VALUE, &nonunit, sizeof(int),
21 VALUE, &temp, sizeof(int), VALUE, &Mb, sizeof(int),
22 VALUE, &one, sizeof(float), INPUT, Ahandles[k][k],
23 VALUE, &Mb, sizeof(int), INOUT, Ahandles[m][k],
24 VALUE, &Mb, sizeof(int), 0);
25 }
26

27 for (m = k+1; m < Nt; m++)
28 {
29 temp = m == Mt-1 ? M-m*Mb : Mb;
30 for (n = k+1; n < m; n++)
31 {
32 starpu_insert_task(&sgemm_codelet,
33 VALUE, &notrans, sizeof(notrans),
34 VALUE, &conjtrans, sizeof(conjtrans),
35 VALUE, &temp, sizeof(int), VALUE, &Mb, sizeof(int),
36 VALUE, &Mb, sizeof(int), VALUE, &mone, sizeof(float),
37 INPUT, Ahandles[m][k], VALUE, &Mb, sizeof(int),
38 INPUT, Ahandles[n][k], VALUE, &Mb, sizeof(int),
39 VALUE, &one, sizeof(one), INOUT, Ahandles[m][n],
40 VALUE, &Mb, sizeof(int), 0);
41 }
42

43 starpu_insert_task(&ssyrk_codelet,
44 VALUE, &lower, sizeof(int), VALUE, &notrans, sizeof(int),
45 VALUE, &temp, sizeof(int), VALUE, &Mb, sizeof(int),
46 VALUE, &mone, sizeof(float), INPUT, Ahandles[m][k],
47 VALUE, &Mb, sizeof(int), VALUE, &one, sizeof(float),
48 INOUT, Ahandles[m][m], VALUE, &Mb, sizeof(int), 0);
49 }
50 }
51

52 starpu_task_wait_for_all();
53 }

Figure A.3: Actual implementation of the tile Cholesky hybrid algorithm with StarPU.
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Appendix B

Tuning linear and non-linear
regression-based models

B.1 Tuning linear models with the Least Square method

Let us suppose that we have a set of measurements (pi, ti)i<n where pi corresponds to the i-th
input parameter (data size by default) and ti the duration of the i-th sample. We here detail how
to model the performance of this kernel with an affine law of the form ap + b. The Least Square
method permits to find out the optimal a and b parameters, that is to say the values that minimize
the following error metric:

min
a,b

∑
i<n

(api + b− ti)2 (B.1)

If we note p (resp. y) the mean of (pi)i<n (resp. (ti)i<n), the error is minimized for:

b =

∑
i

(
ti − t

)
(pi − p)∑

i (pi − p)
2 (B.2)

a = t− bp (B.3)

A drawback of this method is that we would need to store all (pi, ti)i<n pairs in order to com-
pute the a and b terms. Another limitation is that this formula is not really suited to iteratively
refine these parameters every time a new measurement is available (e.g. after each task). It is
however possible to rewrite equations B.2 and B.3 in a more convenient way:

b =
n
∑

i (piti)−
∑

i pi
∑

i ti

n
∑

i p
2
i − (

∑
i pi)

2 (B.4)

a =

∑
i ti − b

∑
i pi

n
(B.5)

The advantage of this new expression of terms a and b is that we do not have to use x and
y within the different sums. We just need to store the different sums separately (e.g.

∑
i x

2
i and∑

i (xiyi)), and to update them (in constant time) every time a new sample is available. This
method is used in StarPU to dynamically build and maintain performance models based on linear
regressions with a low overhead.
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The Least Square method can also be applied to exponential models, that is to say which have
the following form t̃ = αpβ . We can indeed reduce such models to an affine form by considering
their logarithm.

ln (t) = ln
(
αpβ

)
= ln (α) + βln (p) (B.6)

We thus obtain an affine model that we approximate by considering the (ln(pi), ln(ti))i<n
dataset to find out the optimal values of ln (α) and β.

B.2 Offline algorithm to tune non-linear models

Unfortunately, the linearization technique used in Equation B.6 to tune exponential models (of the
form αpβ) is not applicable if we want to add a constant factor to model the constant overhead
typically introduced by kernel launch latency (αpβ + γ)1. In this case, we actually have to perform
a non-linear regression which is much heavier to implement. While being much more expensive,
adding such a constant parameter is crucial to make meaningful predictions, particularly for small
inputs, when kernel launch overhead is non negligible. Let us suppose that we have t̃ = αpβ + γ.
Then:

ln
(
t̃− γ

)
= ln (α) + βln (p) (B.7)

The first step of our algorithm consists in finding the optimal γ value. Since there is an affine
relationship between n (p) and ln

(
t̃− γ

)
in the ln (α)+βln (p) term, the optimal γ value is obtained

when the ln (p)→ ln
(
t̃− γ

)
function is the closest possible to an affine function.

From the point of view of statistics, the function that is the most similar to an affine function is
obtained when the absolute value of the correlation coefficient between ln (p) and ln

(
t̃− γ

)
is the

closest to 1.

r
({

(xi, yi)i<n
})

=
n
∑
xiyi −

∑
xi
∑
yi√

n
∑
x2i − (

∑
xi)

2
√
n
∑
y2i − (

∑
yi)

2
(B.8)

In order to find the optimal γ value, we therefore perform a dichotomy to maximize the corre-
lation coefficient of the (ln (pi) , ln (ti − γ))i<n dataset2.

Since γ represents the constant overhead found in every measurement, its value is comprised
between 0 and the duration of the shortest measurement. We thus initialize the dichotomy pro-
cedure in this range. As shown on Algorithm 4, the dichotomy actually consists in taking the
average value in the current interval, and to compute whether the slope of the absolute value of
the regression coefficient is directed to the left or to the right. Once an optimal value has been
found for γ, we apply the Least Square method to fit ln (α) + βln (p) with the optimal affine func-
tion.

1In case β is known in advance, one should use an affine law and specify that the input parameter is pβ .
2We admit that γ → r

(
(ln (pi) , ln (ti − γ))i<n

)
is a concave function in our case.
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Algorithm 4: Auto-tuning of the α, β and γ terms for non-linear models of the form αpβ + γ.

1 begin
2 γmin ← 0;
3 γmax ← mini (ti);
4 η ← 0.05
5 while (γmax − γmin) > ε do
6 γleft ← 1

2 (γmax + γmin)− η (γmax − γmin)
7 γright ← 1

2 (γmax + γmin) + η (γmax − γmin)
8 rleft ← r({ln (pi) , ln (ti − γleft)}i<n)
9 rright ← r({ln (pi) , ln (ti − γleft)}i<n)

10 if |rleft| > |rright| then
11 γmin ← 1

2 (γmax + γmin)
12 else
13 γmax ← 1

2 (γmax + γmin)

14 γ ← 1
2 (γmax + γmin)

15 β ←
∑
i (ti−t)(pi−p)∑

i (pi−p)
2

16 α← t− γ − βp
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