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Abstract

In the literature on prepositions, a distinction betweexital” and “functional” uses is cor
monly assumed. In most theoretical accounts, this corisastated as a binary classificati
and every preposition is assigned one of two distinct regagions, depending on its lexi
or functional status.

In this thesis | investigate the nature of the lexical vscfional distinction for prepositior
and | argue that these two uses correspond to cardinal pofirgsspectrum of prepositior
uses. This spectrum can be modelled descriptively as theaittton of two properties: forr
fixedness and perceived meaningfulness. At the functiaraler of the spectrum, prepositic
are characterized by low meaningfulness and high fixedmésk at the lexical corner, prer
sitions have high meaningfulness and low fixedness. Theralao, however, prepositions t
are perceived to be both meaningful and fixed, and thesergraggoblem for the notion of
simple binary lexical vs. functional dichotomy.

A number of empirical tests have been proposed for inducihinary classification «
prepositional uses—for example, formation of the pseusisipa andvh-questions, and spe
ifier attachment. While these are all interesting phenoniedigidually, they do not conver
on a single classification collectively, and | conclude thate are no broad generalization
be captured by postulating a primitive lexical vs. funcéibdistinction theoretically.

My own analysis, formalized in the framework of Head-Drivehrase Structure Gra
mar, includes two binary distinctions between contentfilempty prepositions, and betw
prepositions with syntactically selected form vs. thostheit. The interaction of these c
tinctions results in an idealized representation of theahrornered descriptive spectrun
meaningfulness and fixedness. | discuss various ways inhwhicmore or less discrete f
mal representations can give rise to gradient behavior @seriptive level.

In my account, depending on the context, prepositions caeleeted based on form, ¢
tent, or both at the same time. There is a trend in the litezgtawards analyzing prepositio
selection as a phenomenon governed primarily by semantisiderations. Many of the i
sights of these approaches can also be accommodated in mhygiandn general, however
argue that the empirical facts are more straightforwarafylaned if both syntactic and ¢
mantic selection mechanisms are allowed.

This thesis also includes a proposal for extending the HR@E8KING Theory to allov
a unified treatment of four types of grammatical marking:ppsitions and case in nomi
contexts, and complementizers and verb form in verbal atste
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Chapter 1
A Spectrum of Prepositional Uses

The class of prepositions contains relatively few elemesdmpared to the “major” syntactic
categories N, V, and A. Nevertheless, this small set of efestgas a wide variety of uses, with
different uses exhibiting strikingly divergent grammatiproperties. The goal of this thesis is
to provide an account of the observed range of prepositioeladvior.

In the descriptive and theoretical literature, a distimetis often made between lexical and
functional prepositions. These two subclasses of prapositire best considered as the poles
of a spectrum of prepositional uses. In this chapter | suggesy of modelling this spectrum
by means of two dimensions of gradient variation: meaniingfs and form-fixedness.

1.1 Dimensions of Variation

1.1.1 Lexical vs. functional

Linguistic elements are commonly classified as lexicakientive on the one hand, as opposed
to functional/grammatical on the other hand. Broadly spegKexical elements are used pri-
marily to contribute meaning, while functional elementpegr in a construction primarily to
satisfy grammatical constraints. For example, ordinamynso verbs, and adjectives—the bulk
of the vocabulary of a language—are substantive elemehife auxiliary verbs, determiners,
and complementizers are examples of functional elements.

The intuitive appeal of the lexical vs. functional distilct is very strong, but its theoret-
ical status is a matter of considerable debate. There arendaruof grammatical properties
that can be used as indicators of lexical or functional stétem phonology and morphology,
to distribution and closed vs. open class membership, ttastio and semantic properties.
Taken individually, however, most of these criteria areomplete, or they give unclear (and
occasionally incorrect) results, and taken collectivéigy do not converge on a single classi-
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fication (Cann, 2000).

If we consider the major categories N, V, and A, it is cleat tha majority of their mem-
bers are lexical elements. It is possible to identify smalicstegories of functional elements;
we could consider pronouns, auxiliary verbs, and detemsiteebe functional subsets of N, V,
and A. This brings up several interesting issues of categtioin and representation, because
exactly which elements go into these subsets is not alwags.cFor example, consider the
noun/pronourong the verb/auxiliarydare and the adjective/determinsuch On the other
hand, these problematic cases are highly exceptional,arttié vast majority of cases, func-
tional or lexical status is cledr.

The situation is not as straightforward in the case of pri¢ipas. It is commonly rec-
ognized that there are functional prepositions, sometiresred to as “case-marking” and
“non-predicative” prepositions, and the typical example i

(1) John gave a book tdary.

It is immediately clear that we will not be able to identify exclusively functional subset of
P, becauséo can also be a lexical preposition:

(2) Mary went tothe racetrack.

One could argue that similar situations arise with N, V, andbdve. For instance, the verbs
doandhavecan be used both as auxiliaries and as regular verbs. Buicsisels are very rare:
the great majority of pronominal, auxiliary, and determif@ms are exclusively functional.
The opposite is true of prepositions: as we will see, all ps&nal forms with functional
uses also have lexical uses. Furthermore, they also hasdhateare neither clearly functional
nor clearly lexical, presenting a challenge for the notiba simple functional vs. lexical di-
chotomy. And we are not dealing with a small number of highlgeptional cases; a significant
proportion of all forms in the category P can be shown to gkktilis behavior.

1.1.2 Type Aand Type B

The following two sets of examples illustrate the distiontibetween lexical and functional

prepositional uses. In the following discussion, howeitewill be useful to use the more

neutral labels “Type A" and “Type B” corresponding to “leait and “functional,” respectively:
(3) TypeA:

a. The first guests should start arriving just aBer’clock.

1The question remains whether the “functionality” of pronspauxiliaries, and determiners is a unified phe-
nomenon that should be analyzed as such theoretically .
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b. Mary’s office is athe other end of the hall.

. The museum runs special tours yamung children.

o o

. Our visitors brought us maple syrup frorarmont.
e. The magician stuffed the rabbitliis top hat.
f. An error message appeared the screen.
g. Jack drank two cups of coffee wittis dessert.

(4) TypeB:

. Your dog takes aftets owner: irritable and smelly.

a
b. Jennifer is good giredicting the lottery results.

o

The guards won't fall fothe same trick twice.

e

He tried desperately to prevent the film fréming released.
e. Delicate negotiations resulteddrsatisfactory compromise.
f. Everyone picked othe new student.

g. |suggest that we dispense wiémgthy introductions.

These examples provide an intuitive basis for the distimcbetween Type A and B preposi-
tions?, which | will try to characterize more concretely in destiip terms.

A good starting point is simply to look at the large amountarfninology that already
exists in the literature for referring to this distinctiom, addition to the labels “functional”
and “lexical.” There is a particularly rich variety of terrfsr Type B prepositions, many of
which highlight a particular descriptive property felt te Associated with them. For example,
a Type B preposition can be called “governed” (Fillmore, 896r “determined” (Bennett,
1975), because it is dependent on another word in the catistnyand this word determines
its lexical form. This governor is usually a verb, but it cam®times be an adjective as in (4b),
or more rarely a nouref attempt athe world record or another prepositioregeryone except
for Jamey.3

2More precisely, we should refer to Type A and Typaiges(tokens) of a particular prepositionfairm (type)
in a particular context, but in practice, | will often use #terter formulation. Also, a “Type A (B) PP" is a prepo-
sitional phrase headed by a Type A (B) preposition, and aé®¢B) construction” is a grammatical construction
containing a Type A (B) prepositional use. | will sometimee tiType A’ and “Type B” alone to refer collectively

to the sets of Type A and Type B constructions.
3A further note on terminology: Verbs that combine with TypprBpositions are known as “prepositional verbs”

(Quirk, Greenbaum, Leech, & Svartik, 1985), and the NP cemeint of the preposition is called the “prepositional
object” of the verb (by analogy with the direct and indirebjezt). For example, in sentence (4f), the prepositional
verbpick governs the prepositioon andthe new studeris the prepositional object.
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A number of labels refer to the fact that Type B prepositicgens to have indistinct or non-
autonomous meaning: “synsemantic” (Fries, 1991), “ceks? (Zribi-Hertz, 1984; Spang-
Hanssen, 1963). | have already mentioned the term “nonigatiek” (Pollard & Sag, 1994),
which suggests both semantic and syntactic deficiency. éa#y to check that these two
properties—being fixed by another word and having indistmeaning—hold for all of the
Type B examples in (4). In fact, | take these to be the definimgegrties of Type B preposi-
tional uses, although they first have to be explained in metaild Finally, we have also seen
the label “case-marking” (Gazdar, Klein, Pullum, & Sag, 3p8ssociated with Type B uses,
which suggests that they have something in common with taegratical notion of case. For
example, the prepositioto in (1) in the previous section has the same function as theedat
case in some other languadedhis is an interesting idea, but not one that translatesilyead
into a descriptive property like the ones above, so | will/&d to the side for now.

Type A prepositions, on the other hand, exhibit the “opgdsitroperties from Type B
prepositions: they have clearly discernible meaning, hay &re not governed by another word
that fixes their form. Again, these criteria need to be prigpdefined, but on an intuitive level,
they do appear to be valid for the examples above in (3). Tesefeextent, these observations
are reflected in the terminology used in previous accountefer to Type A uses: “non-

"u "

determined,” “autosemantic,” “predicative.” The set oflated terms is smaller here, because
in some sense, Type A prepositions are simply “ordinaryppsitions, while Type B uses are
in some way exceptional.

One thing to notice about the existing terminology is thahynauthors use pairs of op-
posing terms for Type A and Type B: lexical vs. non-lexicakdicative vs. non-predicative.
| have avoided this practice, because it makes prematuvengsi®ns about the nature of the
data and how it should be analyzed. In particular, the usedf s&erms implicitly implies that
every prepositional use can be classified as either Type Aioe B. As we will see, however,

itis not at all straightforward to partition prepositionaes in this way.

1.1.3 Type AB prepositions

While many more examples can be found that have more or lessatime properties as the
Type A and Type B examples above, there is also a large classnstructions that do not

fit convincingly into either category. According to my irions, the following examples all

have intermediate status between Type A and Type B, andtherierefer to them as Type AB

constructions:

4In fact, | consider this use @b to be a Type AB use (see the next section).
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(5) Type AB:
a. The new building was named afeegenerous benefactor.
b. There was a knock #te door, but | ignored it.
¢. We should never have investedairstart-up called “Doofus.”
d. The train forMoscow has already left.
e. The entire shipment suffered framproper handling.
f. For this topic, researchers rely secondary sources.

g. The veteran actor was awarded watlyolden statuette.

There seems to be considerable diversity within this grdugxamples; some tend more to-
wards the Type A examples in (3), some more towards the TypaBples in (4). But none of
them fits squarely into either group. Like Type A cases, Typephepositions seem to make a
semantic contribution, although it might be of a very atmstrenetaphorical, or otherwise less
immediately identifiable nature. At the same time, howetkes, lexical form of a Type AB
preposition is governed by another word in its context, arthis sense, Type AB uses pattern
with Type B uses. The form-government in the Type AB case negyrs‘weaker” than in the
Type B case, but it is definitely stronger than in Type A camgions.

In other words, a Type AB preposition shares certain praggewith both Type A and Type
B prepositions. This also means, however, that it fails spidiy all of the properties of either
a Type A or a Type B preposition, and this makes the classiicaif the examples in (5)
uncertain.

| use the label “Type AB” as opposed to (for example) “Type @thause | do not want
to suggest necessarily that we now have a third subset obgitemal uses to account for, in
addition to Type A and Type B. Itis clear that there is no distiboundary between Type A
and Type AB, or between Type B and Type AB; in fact, there is aold that some speakers
would disagree with my classification of the specific exampbove. On the other hand,
every speaker could construct similar sets of examplesyrdirg to his or her own intuitions,
illustrating the same point—that there is a gradient of psifpnal uses between Type A and
Type B.

The existence of this gradient is occasionally acknowlddgethe descriptive literature
(e.g., Quirk et al., 1985) but the issue is mostly ignoredhiotetical work. This is unsur-
prising, since linguists generally have to work with disereepresentations and true gradience
(i.e., variation along a continuum) cannot be represemntesuch formalisms. On the other
hand, continuous variation with respect to descriptiveppries does not necessarily imply
that true gradience must also be present in the grammar. ifvgpdesexample, we can think of

20 Chapter 1. A Spectrum of Prepositional Uses

grammatical theories that identify a small set of thematles such as Agent, Patient, Expe-
riencer, and so on (e.g., Case Grammar (Fillmore, 1968)tardbscendants). These theories
recognize the fact that we can discern arbitrarily fine dégions between the semantic roles
assigned by different predicates, but not all of theserdiitins have grammatical significance.

Similarly, we might be able to reduce the prepositional gnatto a series of more or less
discrete classes, each of which are accounted for with aatepanalysis. Perhaps the entire
gradient can even be reduced somehow to a simple binaryfidasen, corresponding to the
lexical vs. functional distinction that we started with.oRr what we have seen so far, no dis-
crete classification, much less a binary one, can be takagrdoted from the outset. It is clear
that the issue of gradience should be addressed as part ahafysis of prepositions. As we
have seen, however, classificatory labels like “functioral “non-functional” and “predica-
tive” and “non-predicative” leave little room for such cadfesrations.

In the rest of this chapter | consider the nature of the piiéipoal gradient in more detail.
First, | take a closer look at the two descriptive propertiesieaningfulness and fixedness that
| used above to characterize the distinction between TypadATgpe B uses. Then | discuss
the interaction of these properties and show that the amestiional gradient of prepositional
uses suggested here is more accurately modelled by a twendiomal spectrum.

1.2 Meaningfulness

As discussed above in §1.1.2, one of the ways in which Type dABpe B prepositional
uses differ is with respect to meaning. Type A prepositiopgear to have clear, identifiable
meanings, while Type B prepositions have indistinct megsithat are highly dependent on the
context. As a preliminary definition, “meaningfulness” raeees the strength or identifiability
of a preposition’s meaning; Type A and B prepositions thaefie at the high and low ends
of the scale of meaningfulness, respectively.

1.2.1 Degrees of meaningfulness

The meaningfulness of a preposition is a perceptual prgpand as such, it shows variation
along a continuous scale. To demonstrate this, | repeatythe B and AB examples from
(4)—(5) here, but rearranged very roughly in order of insiregs meaningfulness, according to
my intuitions:
(6) Type B:
a. |suggest that we dispense wigingthy introductions.

b. The guards won't fall fothe same trick twice.



1.2. Meaningfulness 21

Everyone picked othe new student.

c.
d. Jennifer is good giredicting the lottery results.

e. Your dog takes aftats owner: irritable and smelly.

f. Delicate negotiations resulted @nsatisfactory compromise.

g. He tried desperately to prevent the film fréaing released.

(7) Type AB:
a. The new building was named afeegenerous benefactor.
b. We should never have investedairstart-up called “Doofus.”
c. For this topic, researchers rely secondary sources.
d. The entire shipment suffered framproper handling.
e. There was a knock #te door, but I ignored it.
f. The train_forMoscow has already left.

g. The veteran actor was awarded watlyolden statuette.

These examples show a broad trend from minimal to maximahinglulness. The two sets
overlap; the examples at the end of set (6) are more meanhithgfiu those at the beginning of
set (7). This is an indication of the arbitrariness of thesidn between Type B and Type AB.
The last few examples in (7), in turn, are fully meaningfull amerge into Type A. Incidentally,
the Type A examples in (3) cannot be ranked; all of the préjposi there are maximally
meaningful.

The precise ranking of the examples in (6)—(7) is not verplstaalmost any two adjacent
examples could be switched around without noticeably gisng the overall effect. Appar-
ently speakers can only discern coarse distinctions in mgariness. It seems that meaning-
fulness is not a single property, but instead it reflects tfieénce of a number of sometimes
conflicting factors.

1.2.2 Prepositional meanings

All of the more frequent prepositions are very versatiled arlot of research has gone into
ways of identifying and organizing the many polysemous riregnthat a preposition can have.
For the most part, however, studies have focused on the ng=aoif spatial and temporal
prepositions (e.g., Bennett, 1975; Hawkins, 1985; Brugni®88). They deal with issues
like locative vs. directional meaning, or the spatial comfagions where one usewer vs.
above and so on. It is apparent that these questions are relevtin the class of Type A
constructions, but shed little light on Type B uses of préjmss, or how the spectrum from
Type A to Type B should be characterized.
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Transferred spatial meanings

Nevertheless, authors who investigate spatial prepasitimeanings often make the point that
an understanding of spatial uses goes a long way towardaiekyg the use of prepositions
in non-spatial situations. In many cases, components o$phéal meaning are more or less

transparently discernible:
(8) a. They have already spoken with each other over the phone

b. We must be over the worst of it by now.

c. The rebels have control over the northwestern provinces.
On the other hand, the claim is easily overstated. For examsphsider the following:
(9) Stop fussing over the details.

It may be tempting to see some elements of the spatial meafioxger in this example. Very
figuratively speaking, someone’s attention is “coveringé tetails; the details are “under”
scrutiny. But this cannot really explain wioyeris used here instead of any other preposition,

or why it is not used in the following contexts:
(20) dwelling on the details

a.
b. caring about the details

o

seeing to the details

d. dealing with the details

At some point, thenpver loses so much of its spatial meaning that we have to turn teroth
explanations for its occurrence.

The tendency for spatial meanings to be transferred to patisd domains therefore sug-
gests one way of accounting for the scale from highly mednirig less strongly meaningful
uses. As an example, consider the definitions for the prépodiom, adapted from its OED
entry:

(11) a. point of departure for spatial movemethie voyage from Delos
b. removal or separatiorextracted from coconuts
c. starting point for spatial measuremeextends from 59th to 110th Street
d. absence or remotenessgreat distance from the ocean
e. abandonment of an abstract stdteed from enslavement
f. starting point in timefrom now until Easter

g. starting point for non-motion actionseen from his perspective
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h. set of choicesfour bulls from the herd

i. derivation or sourcemade from walnut shells
j. reason or causdired from the long journey

k. agent:boos and hisses from the audience

I unlikenessdifferent from the other candidates

m. rule or standarda dress made from a pattern

I have roughly arranged the spatial meanings first, followgdincreasingly non-spatial”
meanings. It is apparent that meaningfulness decreasdbédanses further down the list,
although not drastically.

Core senses vs. prototypes

In the literature on prepositional polysemy, two generahtgques are used for modelling
ranges of meaning as in (11). First, the “core sense” or Gsatautung approach identifies a
particular component that is common to all of the meanindé1). The obvious choice for the
core sense dfomis the notion ofSOURCE although it is evident that this notion must be very
abstractly understood to cover all of the meanings obser¥éere are a number of ways to
account for the other components of meaning that are presémparticular uses dfom (e.g.,
motion, temporality, causation, comparison). The sint@@proach is just to assume several
lexical entries forfrom, all of which includesouRcEbut perhaps additional content as well.
Some authors, like Bennett (1975), prefer to avoid enlargfie lexicon and attribute non-core
meaning to context (although it is unclear how this propesal be formalized satisfactorily).

The second general approach to polysemy is based on presofigosch, 1978), an idea
developed in more linguistic terms in the form of Jackenddft983) preference rule systems.
In such a model, a category can be characterized by a numipeotoftypical features, none
of which is absolutely required for category membershipothrer words, the members of the
category share a “family resemblance” without necessahiéiring any particular core features.
Strictly speaking, then, the added complexity of a protetypodel is not necessary féom,
because a core sense is identifiable. This is actually uhusoaaever, for such a frequently
occurring preposition. Typically, prepositions have niegs that are less straightforwardly
related, and prototypes have proven very useful for catgggrthese meanings (Hawkins,
1985; Brugman, 1988).

Both of these models can be used to account for degrees ofimgéainess, although this
has not been a goal of existing studies as far as | know. Ineasanse approach, prepositional
uses that only express the core meaning will be less meanitigin those where additional
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components of meaning are present. In a prototype model, iglet @xpect meanings that are
closer to the prototypical spatial sense to be perceivedoas meaningful than less prototypi-
cal uses.

Non-spatial meanings

On the other hand, the meaningfulness of a preposition igiabé function of “how spatial” it
is. Although spatial relations have privileged status, alhdf the most frequent prepositions
have spatial origins diachronically, non-spatial usesreppsitions can still be strongly mean-
ingful. A particularly clear example is the preposititor, which expresses a wide range of
non-spatial relations:
(12) a. The emperor lived fanother thirty years.

b. It turned out that he paid someone to take the exarhifor

¢. The museum runs special tours jamung children.

d. We paid $100 fothe sculpture.

e. Thatis an argument faighter security.

In fact, the original spatial meaning &r (‘before, ‘in front of’) has been lost completely.

1.2.3 Paraphrase

Meaningfulness is a fundamentally intuitive notion, andihieot offer any methods for mea-
suring it explicitly, but there are some “tests” that gettat teaning of a preposition. For
instance, if the meaning of a preposition is very strong dedtifiable, it is usually possible to
replace it with another phrase with similar meaning:

(13) a. The train foMoscow has already left.

b. The train headed towards/going to/with destination Masbas already left.

On the other hand, it is hard to say what an appropriate peaaglof the following use dbr
would be:

(14) a. The guards won't fall fahe same trick twice.

With some imagination, this could be a remnant of the obsdghtial meaning dbr men-
tioned above:

(14) b. ?The guards won't fall before/in the face of the same trickcavi

The modified version draws attention to the metaphoricaresion offall, whereas (according
to my intuitions) in the original sentencfall does not feel linked to its literal use in this way.
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Sometimes prepositions with intuitively low meaningfidsean be paraphrased:

(15) a. The plants were unable to adaptite new climate.

b. The plants were unable to adapt in the face of the new aimat

This results in part from the fact thatlapt can be used intransitively, and so the syntactic
structures of the two examples are not the same. Althougdh) (b&ans something very similar
to (15b), it cannot be said thad means ‘in the face of’ (at least not very strongly).

1.2.4 Independent contexts

With some effort, it is usually possible to think of a meanfiog every prepositional use. A
characteristic of weak meanings, however, seems to bettbgtdo not travel well; in other
contexts, the same meaning is unavailable. In particularame interested in how the meaning
of the preposition holds up when it is in a syntactically ipeledent position. In such cases,
we get the clearest perception of the preposition’s meanittgminimal interference from the
context.

Predication

For example, a preposition must be strongly meaningful feapin a predicative context. |
will consider the canonical case—after the coploda In order to apply this test, we usually
have to change the structure of the test item completelytlzere is a danger of introducing
confounding factors. The idea is to keep the “semantic sthées constant as possible:

(16) An error message appeared on the screen.
a.  Anerror message was on the screen.
b. * The appearance of the error message was on the screen.
(17) She was born in September.
a. * She was in September.
b. Her birth was in September.
Here | have put the PP in a predicative context where the gaidn subject is one of the NPs
from the original sentence, or an NP referring to the entienein the original sentence. The
results in these two cases are positive: a predicationtateican be constructed where the

preposition has the same perceived meaning as in the dregiaenple.
Now consider the following:
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(18) The plan smacks difig brotherism.
a. *The plan is of big brotherism.
b. * The smacking of the plan is of big brotherism.
(19) The dog takes aftéts owner.
a. *The dog is after its owner.
b. * The dog’s taking is after its owner.
The results here reflect the low meaningfulness of theseopitggms. We can also consider
other predicative environments—e.g., after raising véikesseem after considertype verbs
and verbs of perception, or in absolutive phrases. Thetseshbw consistently thaif big
brotherismand after its ownercannot serve as predicates while retaining the (very weak to
nonexistent) meanings they have in the original sentences.
The predication test can give the wrong results with sonoagty meaningful prepositions
because for some reason they simply cannot appear in ptigdieavironments:
(20) Jennifer met the man with no eyebrows.
a. * The man/Jennifer was with no eyebrows.
b. * Jennifer's encounter was with no eyebrows.
Another pitfall of the test is that PP complements are sometiallowed to appear across the
copula:
(21) a. Ihanded the message to Jack.

b. The message was to Jack.
The grammaticality of (21b) seems to indicate a positiveltebut note the following:

(22) a. | handed the watermelon to Jack.

b. * The watermelon was to Jack.
Theto-PP in (21b) seems to be licensedrhgssageThe predication test is therefore sensitive
to other factors besides the meaningfulness of the prémosit
Modification
The ability to appear in modifier position is also a sign of miegfulness:

(23) The man travelled from Vienna.
a.  the man from Vienna

b. * the travel from Vienna
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(24) The city is counting on new investments.
a. *the city on new investments

b. *the counting on new investments

This test is more difficult to apply because in general PP frevdioccur in the same positions
as PP complements.

The predication and modification tests are not meant as ritetia for meaningfulness;
we have seen that they are not totally reliable, and theyatreamsitive to degrees of meaning-
fulness. They do illustrate the point that meaningfulnessiits from a combination of factors.
If a preposition retains its meaning in different context® have a good indication that the
meaning is actually associated with the preposition it38lf the other hand, if a preposition
loses its meaning when it is put into another constructibantit seems plausible to attribute
the meaning to the original context, and not necessarilliggteposition.

1.2.5 Meaning vs. content

In discussing meaningfulness as a descriptive property, iihportant to draw a distinction
between meaning and semantic content. Semantic conterthéeetical notion, part of the
formal representation of a linguistic element. The nataggroach is to represent a preposi-
tion’s content in such a way that it accounts for its peragirreeaning. In principle, however,
there does not have to be an exact correlation between ngeanthcontent. There may be
reasons for representing a meaningless preposition asteatly contentful, or a meaningful
one as semantically empty. In both of these situations, Wervéhe theoretical analysis is sus-
picious, unless it also offers a convincing explanationhfow the extreme mismatch between
the perceived and the actual semantics comes about.

More typically, we should aim for a broad correlation betweepreposition’s semantic
content and its meaningfulness. As mentioned above, thaughuseful to distinguish inherent
vs. contextual meaning. The lexical content of a prepasigives rise to its inherent meaning,
but its interaction with other elements gives rise to addii contextual meaning. It is not
always obvious, of course, what the inherent meaning of ement is, and what should be
attributed to context.

| assume that context effects are always additive. In otloedsy an element can pick up ad-
ditional meaning by virtue of appearing in a particular etitbut its inherent meaning cannot
be suppressed. Methodologically, this means that préposithat have low meaningfulness
can be represented as having no semantic content.
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1.3 Form-Fixedness

The second descriptive property that distinguishes Typend Bype B prepositional uses is
form-fixedness (henceforth simply “fixedness”). Type B m®pons characteristically show
high fixedness while Type A prepositions show low fixednessgédneral, however, preposi-
tions can also exhibit intermediate degrees of fixednesa gsiple definition, if a preposition
in a given context shows high fixedness, this means thataiegldt with another prepositional
form results in ungrammaticality:

(25) a. Delicate negotiations resulted in an acceptableocomise.
b. * Delicate negotiations resulted at/for/on/to/with/by aoeptable compromise.
A clearer way of demonstrating the effect of fixedness is &vdethe preposition unspecified

and consider how many forms can “fill in the blank.” The lowee number, the higher the
degree of fixedness.

(25) c Delicate negotiations resultgd___| an acceptable compromise.

The only preposition that can appear heris
On the other hand, a preposition with low fixedness can becegl by other forms to
produce new, grammatical structures:

(26) a. The magician put the rabbit in his top hat.
b. The magician put the rabbit on/behind/under/besidedpisat.
c. The magician put the rablg___|] his top hat.

In (26¢) there are many ways to fill in the blank grammatically

This is not to suggest, however, that fixedness can be mehsureerically by applying
the insertion test in (1.3) and (26c¢) and simply countingat@vable forms. In fact there are
different ways for a preposition to be fixed, but only one @fthis relevant to the Type A vs.
Type B distinction.

1.3.1 External trigger

All of the Type B examples we have seen so far are cases whegeposition is fixed by a
word external to the PP. In example (25a), the verultedis responsible for the high fixedness
of the prepositionin. We can easily confirm this by leaving the subject and preéiposil object
NPs unspecified:

(27) a. [yp——] resultedinyp—].

b. *[yp——] resulted at/for/on/to/with/byyp —] .
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We can fill in the blanks in (27a) in any number of ways to pradagrammatical string, but
there is no way to do this in (27b), where the preposition myés has the form required by
the verb.

Multiple frames

We only considered six different forms in (27b); we shoulk ahether any other prepositions
besidesn can appear withesulted

(28) [yp—] resultedp —] [\p—] -

One preposition that comes to mindfiem, but it cannot appear in place of in the original
sentence (25a). Instead, we have to switch the subject gectob

(29) a. ?Delicate negotiations resulted from an acceptable comiseam

b. An acceptable compromise resulted from delicate netimizg

We are evidently dealing with two different versions of tleelwesultedwith opposite linking
patterns. The first version means ‘produced a result’ arettethe prepositiom, while the
second means ‘came about as a result’ and sdiects The insertion test in (28) therefore has
to be applied cautiously.

The second version oésultedalso illustrates another possible pitfall of the test. kialn
(25a), in sentence (29b) we can omit the PP:

(30) a. * Delicate negotiations resulted. (produced a result)

b.  Anacceptable compromise resulted. (was the result)
We can then add various PP adjuncts to sentence (30b):

(31)
at three o’clock AM.
An acceptable compromise resuliedon Sunday.
with much hoopla.
Strictly speaking, therat, on, with, and other prepositions actually can appear in the P slot in
(28). So the insertion test has to be applied in a more sagdiistl way, with semantic labels
attached to the “blanks”:

(32) a. [yp < cause>] resulted, | [np < effect>] .
b. [yp < effect>] resulted, ] [\p < cause>] .

We can now be sure that we are testing the right verb, with dneect subcategorization and
argument linking frames. In (32a), the only choice for Fhisand in (32b) the only choice is
with. Both contexts therefore show high fixedness, with the agtdixing triggerresulted
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Unique trigger

We can apply the insertion test to (25) in a different way toftm that the verlvesultedis the
only fixing trigger in this construction:

(33) a. Delicate negotiatiorlg —_] in an acceptable compromise.
b. Delicate negotiations, | [,—] an acceptable compromise.

Example (33a) tests whether the entire construction somdixes the verb (or vice versa).
And the results are negative, since other verbs can appeéade ofresulted

(34) Delicate negotiations ended/culminated/bore fraiitluded in an acceptable compro-

mise.

The context does restrict us semantically to a particuleofsgredicates, all of which serve as
fixing triggers forin. The connection between the semantics of a verb and the gitiepoit
governs is an important topic, which | devote more attentiim Chapter 5.

The results of test (33a) tell us nothing in particular akibet preposition. The relevant
test is really (33b), and it turns out that we can find pairsesbg and prepositions to fill in the
blanks:

(35) .
arrived at

. . allowed for ]
Delicate negotiation an acceptable compromise.
converged o
led to
In other words, the NPs in (33b) are not responsible for fixirggpreposition. In combination
with the test in (32a), we can conclude that the vegultedis the only fixing trigger in example
(25a).

A particular structural relationship must exist betweereaternal fixing trigger and the
preposition it fixes. In particular, the PP headed by the fixegbosition P must be a comple-
ment of the trigger X:

(36) X
/\
X PP
S
P (NP)
One or more other constituents can intervene between X and PP

There are various degrees of fixedness by an external tridgewe have seen, the verb

resultfixes two prepositiongn andfrom, but here the prepositions mark different arguments of

the verb. Similarly, the verbeok andagreeboth govern a number of prepositions, but always
with different meaning:
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(37) a. look at/for/into/upon/to
b. agree with/to/on

On the other hand, there are situations where differentositpns are possible, without nec-

essarily leading to a difference in meaning:

(38) a. talk of/about Jack
b. ask too much from/of Jack

fight with/against Jack

o

d. turn to/into stone

1.3.2 Internal trigger
Prepositions can also be form-fixed by their complements:

(39) a. Those people are he know.
b. Those people afg | the know.
In (39b), the only preposition that can go in the blanknis Clearly the NPthese peopland

the verbare have nothing to do with fixing the preposition:
(40) [np—] [v — [p—] the know.
However we fill in the NP and V blanks, the only prepositionttten precedéhe knowis in.

If we take the complemerthe knowaway, the preposition is no longer fixed:

(41) a. Those people afe—| [y\p——] -
b. Those people are on the third floor/into modern dancefopganut butter/. . .

The complement o in (39a) is therefore the unique fixing trigger.
Other examples of PPs containing internal fixing triggeesgiven below:

(42) a. inabind, out of sorts, on aroll
b. atleast, by far, in general, for good

on sale, at home, with child

o

d. by myself, beside herself

Evidently, these phrases have exceptional propertiesNFheomplements in (42a) do not oc-
cur anywhere else with the same meaning (insofar as theyrhasaing). In (42b) the trigger is
an adjective, which cannot normally occur as a prepositioomplement. The prepositions in

(42c) combine with bare non-referential nouns, also a reregical complementation pattern.

And finally, the triggers in (42d) must be reflexive.
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It is tempting to dismiss combinations like these as idioarg] simply list them in the
lexicon. On the other hand, there are a large number of thedhtreere are general patterns to
be accounted for, like the complementation propertiesmesttioned. | will not consider these
fixed PPs in this thesis; it is clear that they will require #ietlent analysis from the external
trigger cases in the previous section.

It is easy to distinguish prepositions fixed by internal wdemal triggers, by applying the
insertion test. We should ask whether it is possible for agsiion to be form-fixed by two

triggers at once.
(43) a. *Jackrelies on sale.
b. * Jennifer stared at least.
c. *We believe in a bind.
d. * He swears by himself.
Internal and external triggers appear to be incompatibieerhally fixed PPs always appear in
modifier or predicative positions, so they are blocked irs¢hexamples. Externally fixed PPs

only appear in complement positions, as in (36). In prirgifthen predicative complement PPs
might allow two triggers, but | have found no convincing exdes of this configuration.

1.3.3 Other triggers

A few prepositions have unique subcategorization progeftihat ensure that they appear in
high fixedness contexts where few if any other prepositi@msreplace them:
(44) a. Those were the actions of Tony Blgirapolitician, not Blair the family man.

b. I had to pay a fine of $5 péook.

c. They went ahead with the experiment, our objections ribstanding
Quaandper both take N complements, andotwithstandingcan appear postpositionally. They
are also completely meaningful, however, so there is notiqurethat they should be considered
Type A prepositions.

The entire context serves as a fixing trigger in idiomaticreggpions:
(45) a. fittoatee
b. by and large, by and by
c. head over heels

I will not consider the analysis of idioms at all. The Type A {gype B distinction is hardly
relevant in these cases. It should be said, however, thatligtiection between idiomatic
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constructions and Type B PP constructions is apparentlgigma For example, we could
analyze example (46a) by assuming that the rgluttonis a fixing trigger for the preposition
for:

(46) a. a glutton for punishment
b. ?aglutton for perversely creative punishment

c. ?aglutton for porridge

On the other hand, the other examples show that the entira B&) has more or less become
a fixed expression.

1.4 |Interaction

So far | have discussed the properties of meaningfulnesgixetthess independently, but we
have already seen indications of their interaction. Priépas that are strongly meaningful

tend to be weakly fixed. In fact, modifying prepositions, efhare always strongly meaningful,

cannot be (externally) fixed. In other words, adjunct PPgh(thie exception of excluded cases
as in (42)) are always Type A PPs. On the other hand, prepesithat are highly fixed tend to

have low meaningfulness.

This pattern of interaction can be understood in terms gigsition selection, or licensing.
Every linguistic context has constraints attached to it thast be satisfied by any element that
fills that context. These constraints typically refer tdheitform or meaning. If there are no
constraints on the form of the element that fills the conténen there must be constraints on
its meaning, and the other way around. No (communicativejexts are completely uncon-
strained.

In a context where several prepositions can alternate wi¢hamother, there are evidently
no strong constraints on form, so a particular prepositidhbe chosen for its meaning. There
are other contexts where a preposition is not expected @ved to contribute any meaning,
and here selection by form is the only possibility, and theppsition will show a high de-
gree of fixedness. These are the ideal cases, corresponding to Type A and Typat@xts,
respectively.

5] am excluding metalinguistic examples such as the follgwin

a. “___"is an English preposition.

b. Andthen she said* "

Contexts like these call for more than just form and meanovgstraints; they require a mechanism whereby entire
linguistic signs can be selected.
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As we have seen, there are intermediate Type AB cases wisserits that both form and
meaning are selected to some extent. In a sense, there isiamiof labor between these two
kinds of selection. One possible model of this state of effai shown here:

(47)
Type A Type AB Type B
high meaningfulness low meaningfulness
low fixedness high fixedness

This model assumes that meaningfulness and fixedness afdernentary properties—i.e.,
they vary inversely. Under this model, Type AB prepositiaright be called “half” meaningful
and “half” form-fixed. Both form and meaning constraints #rerefore necessary to ensure a
“complete” selection of the appropriate preposition.

In principle, however, the division of labor between fixesnand meaningfulness may not
be as efficient as the one-dimensional model in (47) sugg€htsfollowing model assumes a
weaker link between the two properties:

(48)
A
Type A
[}
: A
£ 0_7
=3
5 ®
£
c
©
[
IS
Type B
fixedness

As already mentioned, we do not expect to find any prepositiath both low meaningfulness
and low fixedness. Otherwise, meaningfulness and fixedreesvary independently. The
Type A and Type B endpoints of the linear model in (47) coroaspto two corners of the
two-dimensional spectrum in (48). Unlike (47), howeveg thodel in (48) does not specify
a particular path (e.g., the diagonal) between the Type ABme B corners along which
intermediate Type AB prepositions must fall. Instead, TjBeprepositions can fall anywhere
in the upper-right portion of the spectrum.

One way of thinking about the interaction of the propertiemeaningfulness and fixedness
is through the notion of grammaticalization. Many fixed, satically non-decomposable Type
B constructions have their origins in free, compositiongd& A constructions in some earlier
stage of the language. Through time, the preposition int@quresioves from the Type A corner
in (48) to the Type B corner—i.e., it becomes more syntaliyidixed and less semantically
transparent. These two processes do not necessarily psagfrthe same rate, though. In other
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words, there is no predictable path of grammaticalizatimmfone corner to the other. We
can only say that the preposition somehow crosses througiythe AB part of the spectrum
in the course of its historical development. In the curréage of the language, we see a
snapshot of these ongoing grammaticalization processessa we find prepositional uses
spread throughout the three-cornered spectrum.



Chapter 2

Discrete Classification of

Prepositional Uses

As we saw in the previous chapter, in descriptive terms, gsitipnal uses form a spectrum
rather than a collection of distinct types. Neverthelessh the goal of a formal analysis in
mind, it is worthwhile to consider various methods of indwgca discrete classification. Most
theoretical accounts incorporate the lexical vs. funetiatistinction in some form, but given
only the gradient properties of meaningfulness and fixeznésere are no salient divisions
where we can draw the boundaries for any discrete subcla$isisstherefore crucial to ask
whether any other methods are available for distinguiskemigal and functional prepositions
in a principled way.

In this chapter | focus on empirical criteria that have bessppsed in the literature for
inducing a partition of prepositional uses into lexical &ndctional subsets. | examine how ac-
curately they reflect our intuitive and descriptive undamsing of the distinction, and whether
they allow us to construct a reliable discrete classificatibprepositional constructions.

2.1 Constructing Classifications

In this section | explain the procedure used for constrgctind evaluating a binary classifi-
cation based on an empirical criterion. Generally, an auth@kes a claim of the following

form:

(1) All Type A constructions have property X.
All Type B constructions have property Y.

This is the ideal case. It can also be that the claim only roestilype A or Type B uses, and
prepositions of the other type may or may not have the prpperguestion. More generally,
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it is usually the case that the scope of a claim is limited tpecHic subset of prepositional
constructions. For example, many of the claims | examinehénfollowing sections (e.g.,
pseudopassivizatiorwh-question formation) apply only to verbal constructionsitaining a
PP. Partial claims like these can still be useful, but theyagy induce a partial classification.

Assuming that the claim in (1) is valid—and as we will see gsalclaims in the literature
fall at this first hurdle—we can turn it into a classificatoegt for prepositional constructions.
To do this, we use the properties X and Y as criteria for mestbpiin two classes Aand B"
as follows:

(2) At =all constructions having property X
B* = all constructions having property Y

We already know that Type A constructions will end up ih,Aand all Type B constructions in
B*. Our hope is that property X also picks out some Type AB cotitns and groups them
with Type A in A*, and similarly for property Y and B. The resulting sets Aand B" might
then be the lexical and functional classes we are looking for

A number of conditions must be met, however, before we caspdbe classification in

2):
(3) a. No prepositional construction can have both propérand property Y.
b. All constructions should have either property X or proyéf.

c. For every construction, it should be very clear if it hasloes not have properties
Xand.

The first condition ensures thatAand B are disjoint, and the second ensures that all construc-
tions will fall into either At or B*.! In many cases, X and Y are complementary properties, so
condition (3a) is automatically satisfied. Condition (Ib)ore difficult; as mentioned above,
many of the tests | will look at systematically exclude ladigsses of constructions.

The third condition in (3) is really the most important, besa our main reason for turning
to empirical criteria is to find a clear and reliable methoddividing prepositional uses into
two classes. If the test in question gives vague or unstadealts, then the classification it
induces will be no better than one based on intuition alone.

If we have gotten this far successfully, then the classificain (2) is a binary partition of
the kind we are after. The sets'Aand B" are supersets of Type A and Type B, respectively,
and they divide up the class of Type AB examples between thEhe properties X and Y

1strictly speaking, we should also be interested in clasgitins that fail to meet one or both of these conditions,
because in principle it could be useful to allow some prejm to be both lexical and functional, or neither func-
tional nor lexical. Since existing analyses that depencheriéxical vs. functional distinction do not accommodate
these possibilities, however, | will focus on proper binpaytitions.



2.2. Lexical Form 39

reduce the gradient spectrum of prepositional uses ints@ete binary classification. This is
not the end of the story, however, because in principle yevalid criterion that we find using
this procedure induces a different AB* partition. We only have evidence of a true lexical vs.
functional classification if a number of independent engpircriteria can all be shown to draw
the line between A and B in the same place. Only then can we justify the incorporatibn
a [FUNCTIONAL| feature (for example) in a formal account of prepositionshe®wise, we
have to analyze the results of each test as a separate phemome

2.2 Lexical Form

The classificatory criteria | will consider are of two mairpés: “constituent” criteria and
“transformational” criterig. Constituent criteria refer to properties already preserthé test
item—e.g., is the preposition transitive or intransitivé?ansformational criteria usually re-
quire some change to be made to the test item (e.g., insevg,mo delete material) and the
(non-)grammaticality of the resulting string determinks tesult of the test. The advantage
of constituent criteria is that they generally give unambigs results, but they often apply
meaningfully to only a subset of all cases, and thereforg ovduce partial classifications.
Transformational criteria are more widely applicable, they rely on grammaticality judg-
ments, which can be very unstable.

The criterion | examine in this section is the simplest gasstonstituent criterion, involv-
ing only the lexical form of the preposition. It is clear frahe data we have already seen that a
single preposition can have both Type A and Type B uses (dsaw@&lype AB uses); in general
we cannot classify a preposition without considering itstest. It is apparent, however, that
not all prepositional forms have Type B uses. Forms #kengside despite circa, andvis-
a-vis never occur in Type B contexts. There must be some subdkit (ga) of syntactically
fixable forms from which all Type B prepositions are chosent iR a slightly different way,

we can identify# such that the following claim is true:
(4) Prepositional forms outside gf have only Type A uses.

This claim is not of the form in (1), so we cannot use it to makiaasification of the form in
(2). We know, however, that all Type A constructions are siggpl to end up in the “lexical”
subset A. The statement in (4) therefore gives us a sufficient camdiior A© membership:

(5) A™ D uses of prepositional forms not jn

Prepositional forms irr will in principle have both Type A and Type B uses, so we haJaid
other methods of classifying constructions that contaémthThe partial classification in (5) is

2These terms are taken from Carvell and Svartvik (1969).
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still useful, however. And to maximize its usefulness, oolgs to definer as restrictively as
possible, while preserving the validity of the claim in (4).

2.2.1 Primary prepositions
Lehmann (1986) divides the set of prepositional forms into tlasses as follows (p. 4):

(6) a. A primary adposition is one which expresses an eleangmbjective or a gram-
matical meaning and is morphologically simple, suclofag.
b. A secondary adposition is one which expresses not a gréoahdut an objective
meaning and which may be morphologically complex and/arspparent, such as
below during.

Lehmann also discusses constructions involving relationans, such asn top of and at
the back afwhich are referred to elsewhere as “complex prepositi¢@slirk & Mulholland,
1964). These three divisions are focal positions on a coatig scale of grammaticalization, so
there is no distinct boundary between primary and secorfdamys, or between secondary and
complex forms. For Lehmann, this means that these pantisuladivisions have “no special
theoretical status,” but it is still helpful to consider tthefinitions in (6) in more detail.

The notions of “objective” vs. “grammatical” meaning areiplicit but we can at least
assume that a preposition with low meaningfulness (e.goe B uses) cannot be considered
“objectively” meaningful, but must instead be “grammalligameaningful. According to (6),
then, Type B prepositions must be chosen from the set of pyiadpositions, which therefore
must be a superset of the getwe are looking for. The question now is whether we can refiabl
identify this set of primary prepositions based on otheeda.

Lehmann mentions a morphological criterion: primary adpwss are morphologically
simple. This implies that forms with identifiable morphaley structure cannot be used in
Type B constructions. This seems to hold for clearly comfiters like inside and notwith-
standing | can think of no Type B uses for these prepositions. A fewphotogically complex

forms, however, cannot be dismissed so easily:
(7) a. The DA was strangely reluctant to look ink@ bribery allegations.
b. Someone bumped intoe and | dropped the dessert.
c. He came.intdnis fortune selling canned mashed potatoes in the '50s.
(8) a. The customer insisted uparfull refund.
b. One day you may be called uptmdo me a small service in return.

(9) a. The staff will have to do withouheir Christmas bonus this year.
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b. The lost backpackers went withdobd for a week.

The examples in (9) contain clear cases of Type AB usesithiout the preposition is both
highly fixed and highly meaningful. Some of the other examplowever, particularlpump
into in (7b) andcall uponin (8b), are arguably Type B uses. In other words, these arphme
logically complex forms with “grammatical meaning,” shagithat Lehmann’s semantic and
morphological criteria are not always consistent.

Lehmann also mentiortgelowas an example of a secondary preposition in (6b), but given
his definition, it is unclear whether he considers it to be photogically transparent or not.
If belowcounts as transparent, then there are several other etpaaigparent forms that have

Type B uses:
(10) a. She asked aftemny pet guinea pig, as if she cared.
b. Jack is constantly fussing ovilte shape of his gigantic moustache.
c. We'll see_abouthe chances of your application now, after that caper.

d. | came acrosgour name in the membership list.

These are potential counterexamples, iike anduponabove, but one could also argue thkt
ter, about andacrossare actually morphologically simple, primary preposioMorphology
alone is not sufficient to define the set of primary forms.

Konig and Kortmann (1991) adopt Lehmann’s categories dfed more complete charac-
terizations. They distinguish the following “layers of positions” (p. 112):

(11) a. agroup of very frequent, typically monosyllabicgwsitions, with a broad range
of meanings that includes very abstract, ‘grammatical’ megs and uses
b. a group of less frequent, typically disyllabic and morpl@ally complex prepo-
sitions with a narrow range of more specific meanings and uses
c. a group of phrasal or complex prepositions, which tendetovédry rare and are
composed of relational nouns and prepositions of the fisigr

Unfortunately, even as they add more identifying criteiiénig and Kortmann admit that they
“coincide only very roughly.” Furthermore, they mentioraththe prepositions that can appear
with prepositional verbs (i.e., as Type B prepositionsphglto “a very restricted set,” but they
back away from identifying this set (which is our target $gtwith the set of forms in (11a).

2.2.2 Fixable forms

The notion of primary preposition does not correspond toséirdit set of forms, so it does
not provide a basis for identifying the set We can still use the descriptive characterizations
above, however, to get a rough idea of the set of forms we reekelp in mind.
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We want# to include all prepositional forms that can be syntactjcéiled by an external
trigger, as discussed in §1.3.1. As we have seen, there seebesno way to deduce the
membership of this set based on criteria like morphologyrequdency, so here | proceed by
brute force. Mindt and Weber (1989) give lists of all one-@@repositional forms found in
the BROWN and LOB corpora. From this set, | have picked outftfiewing forms as an
approximation off :

(12) a. of, in, to, for, with, on/upon, at, by, from, into, a&ft than, out, across, down, up,
off, as
b. about, through, over, between, under, against, withtoutard (towards), around
(round), along, like

The forms in the first group have more or less indisputableBpses. The ones in the second
group can be fixed, but they always seem to have a significgneeef meaningfulness—i.e.,
they have Type AB uses. | attach no particular importancaigodivision, which is as unclear
as the division between Type B and Type AB itself. Group (liBbJudes one or two forms
that some might argue do not belonggnat all. This uncertainty corresponds to the fuzzy
boundary between Type A and Type AB. It is not possible tobdista the exact membership
of # beyond all doubt; here | have chosen to err on the side ofioehrsiveness.

According to (5) above, we can classify all instances of fomot listed as members of
7 in (12) as members of the “lexical” set"A Mindt and Weber give about 100 prepositional
forms in all, and there are about 30 formg#n so this is a significant result. On the other hand,
# includes all of the most frequently occurring forms. In faatcording to Mindt and Weber’s
counts, the forms in (12) make up over 95% of all (single-Wygmepositions in BROWN and
LOB. We therefore still have no classification for the vasfarity of prepositional uses.

As for complex (multi-word) prepositions, as in (13), norfdteese belong in the fixable

subsetr :
(13) in spite of, with respect to, on top of, in return for, isnemon with, by dint of

Complex prepositions are interesting because they shoyingadegrees of internal fixedness,
and at some point it becomes unclear whether we have a coprgpasition or a free syntactic
combination (Quirk & Mulholland, 1964). | will leave compldorms out of consideration
in the rest of this study, since they contribute little to tarical vs. functional question. A
fuller investigation of the internal morphosyntax of coewpprepositions, however, is a highly
relevant topic for further research.

Before leaving the issue of prepositional form, we shouldsgder the possibility of for-
mulating a claim like (4) for Type B prepositions. In otherrds, are there any prepositional
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forms that can only appear in Type B contexts? The answeidqgtiestion seems to be no. The
only imaginable candidate is the forofi which is sometimes said to be semantically vacuous.
The following examples, however, contain meaningful udesf o

(14) a. Isthis antique toastrack reallyadfy value?

b. At the center of the scandal are Bob Williamson and Bill &tdon, both_of
Boston, MA.

This means that we cannot formulate a sufficient conditioBfomembership based on lexical
form alone (cf. (5)).

In the remaining sections of this chapter, | turn to empirieria that take context into
account in order to classify prepositional uses.

2.3 Cohesiveness

The spectrum of prepositional uses from Type A to Type B ismamly characterized in terms
of “cohesiveness” or “cohesion” (Jespersen, 1927; Choni8§5; Carvell & Svartvik, 1969;
DeArmond, 1977). The notion of cohesiveness can be roudtdyacterized in both semantic
and syntactic terms. Semantically, a cohesive combinégibkely to have non-compositional
or non-literal meaning. Syntactically, the components obhesive combination are closely
linked, and are likely to resist being split up (e.g., as #mutt of extraction).

With respect to prepositional uses, the claim is that Typefstructions are cohesive (i.e.,
the selecting head and the Type B preposition form a cohesimgbination) while Type A
constructions are incohesive. The rough characterizatiffiered above leave room for several
degrees of cohesiveness, so on an intuitive level, themoficohesiveness is not very useful
for inducing a strict partition of prepositional constriocts. In this section, however, | examine
a number of tests that are meant to reduce the gradient Saalbesiveness to a discrete binary
division between cohesive and incohesive constructions.

Before turning to particular tests, however, let us consilde validity of the claim in gen-
eral:

(15) All Type A constructions are incohesive.
All Type B constructions are cohesive.

Given a naive understanding of cohesiveness, the Type Bop#re claim seems reasonable;
the head and the preposition in a Type B combination aregiyydinked syntactically (the head
form-governs the preposition) and generally the meaningetombination cannot be derived
compositionally from its parts. On the other hand, it is rotkear that the Type A half of the
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claim in (15) is true. Type A PPs can be either complementsijpmats, and the combination
of a head and a complement PP will be syntactically more ¢ahéisan the combination of a
head and an adjunct PP:

(16) a. How can you stay [ithis dusty apartment]?

=)

| can't stop sneezing [ithis apartment].
(A7) a. The chicken walked [acros8® road].
b. They're renovating [acroghe road].

The PPs in the (a) examples are typically analyzed as coneptesnwhile the same PPs are
used as adjuncts in the (b) examples. The combinatitens inand walked acrosgive the
impression of being more cohesive thameezing irandrenovating acrossalthough all four
involve Type A prepositional uses. Depending on where wevdhe line between cohesive
and incohesive, the (a) examples here may end up being eeh#wreby falsifying the claim
in (15).

In the end, however, this is a moot point, because in fact wbtige tests discussed in this
section turns out to be an indicator of cohesiveness. Withwempirical basis for the cohesive
vs. incohesive distinction, we cannot evaluate the validftthe claim in (15), and we cannot
use it to generate a partition of prepositional uses.

2.3.1 Single-word synonyms

According to many authors, one indication of semantic cveeess between a verb and a
preposition is the existence of a single-word synonym ferdbmbination. A cohesive combi-

nation of a verb and a preposition is “logically equivaletd’a transitive verb (Sweet, 1891).

Poutsma (1904) explains (83.36):

(18) The verb is so closely connected with the P as to expréhsitva sense-unit, which
in many cases, either in the same language or in any of theddnidnguages, may
approximately be expressed by a transitive verb.

He gives the examplepeak aboytwhich is more or less equivalent tiscuss while the
combinationlisten tohas the transitive counterpaésouterin French andianhorenin Dutch.
The proposed test for cohesiveness is therefore as follows:

(19) cohesive = single-word synonym available
incohesive = no single-word synonym available

Combined with (15) above, we arrive at the following claim:
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(20) Type A constructions: no synonym available
Type B constructions: synonym available

This claim immediately goes wrong with Type A complementsr &ample stay inin
(16a) andwalked acrossn (17a) above can be replaced by the transitive varthabit/occupy
and cross/traverserespectively. Verbs of motion are a particularly rich smufor Type A
combinations with single-word transitive synonyngst in = enter, sneak into= infiltrate, sail
around= circumnavigatgQuirk et al., 1985, §16.12). As in the last two examples sihgle-
word synonyms are often Latinate forms where the preposiianore or less transparently
incorporated into the verb. There is also a smaller clasasgswhere the incorporation of the
preposition is even more obvioustep over= oversteplie under= underlie pass by= bypass

Constructions with complement PPs therefore systemBticahtradict the Type A part
of the claim in (20). With adjunct constructions, howeveisimostly true that single-word
synonyms are unavailableough behingdvanish despite Still, a number of counterexamples
can be foundpredate= exist beforepermeate= spread throughoytrowse= look through

(21) a. Wait for the signal; don%act beforg it.
b. Wait for the signal; don’{anticipate it.
(22) a. Some weirdddisrobed in front of us in the supermarket.

b. Some weirddflashed us in the supermarket.

Evidently, the proposed definition in (19) is wrong. Thereaégsgrammatical restriction that
prevents incohesive combinations from having single-vgymbnyms. The lexicon is not sub-
ject to this type of constraint.

Similarly, there cannot be a principle requiring the lexido contain a single-word syn-
onym for every Type B combination. Dixon (1982) gives thédaing counterexamples (p. 4):

(23) a. He{held against me the fact that | voted for the other candidate.

b. Music tends td grow on} one.

Other examples arfall for, belong tg andask after There is no synonym available in these
cases. It may be true in some intuitive sense that a cohesimbination expresses a “possible
word” (Hornstein & Weinberg, 1981) but not every possiblergvas to be realized as an actual
word.

The claim in (20) is unusable. The lexicon (or the lexicon tkiadred language”) cannot
distinguish Type A and Type B combinations for us.
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2.3.2 Coordination

Another supposed indicator of cohesiveness is the paggibflcoordination with a transitive
verb. Itis claimed in several descriptive grammars, incigdPoutsma (1904, §3.45), Kruisinga
(1925, 8§1871), and Jespersen (1927, §13.8), that a cohvestv@repositional combination can
be coordinated either before or after a transitive verlh Wiith verbs sharing a single object.

(24) cohesive = coordination with transitive verb possible
incohesive = coordination with transitive verb impossible

The following examples are Kruisinga’s:

(25) a. He refused to accept, or listen to, or even to consitleropinions of those who
differed from him.
b. It caught hold of and satisfied the higher imagination eftemporaries more than
any other political movement.

It is typically the case that the conjuncts in a coordinatitructure have to be constituents,
and they have to be of the same type (in some relevant senséystfsight, the examples in
(25) contain non-constituent coordination structuresthey are nevertheless grammatical. A
common explanation is that cohesive verb-preposition esecgs (and some more complicated
sequences likeaught hold of can be (re-)analyzed as complex verbs (van Riemsdijk, ;1978
Hornstein & Weinberg, 1981; Rauh, 1991b). This reduces thetsires in (25) to straight-
forward instances of V coordination. Under such an analysisohesive combination is not
only “logically equivalent” to a transitive verb, but it i$s@ syntactically equivalent to one in
certain environments. On the other hand, incohesive caatibims are assumed not to admit a
complex verb analysis, so coordination with a transitivéowshould be disallowed.

The claim to be evaluated is the following:

(26) Type A constructions: coordination impossible
Type B constructions: coordination possible

Carvell and Svartvik (1969) give the following contrastieamples (p. 43):

(27) a. * He sprang backwards with and emitted a yelp. (Type A)
b. He looked at and admired the effigy. (Type B)

In fact, | disagree with the judgment in (27a); for me, thistsace is not wholly ungram-
matical, although it is not as natural as (27b). The two exampannot be fairly compared,
becauseprangtakes an additional intervening complement in (27a). No¢eatvkwardness of
the following Type B examples:
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(28) a. ?We attributed the poor results to and terminated Jack's\ievoent.

b. ?Everyone preferred the new yoga instructor to and abanddeeifer.

The degraded acceptability of (28) is comparable to tha2 &), in my judgment.
If we consider Type A constructions involving intransitiverbs, it turns out that coordina-
tion is possible after all:

(29) a. Jennifer ignored and worked straight through hechurour.

b. Jack once went fishing near and adored the Rocky Mountains.

Here we have instances of non-constituent coordinationcéranot be explained by complex
verb formation, sincevorked straight througland fishing nearare not cohesive sequences.
Nevertheless, the constructions are grammatical.

All of these examples, both cohesive and incohesive, candated as cases of Right-
Node Raising, which operates quite freely whenever two orentonjuncts share the same
string on the right periphery. RNR can give rise to quite dxionon-constituent coordination
structures:

(30) a. We still adhere to, but they have long since dispemg#idthe principle of “no
shoes, no shirt, no service.”

b. The critic slept during, but later claimed to have greatljoyed the third act.

c. The guests drank cocktails before, wine during, and whester the meal.

I will not say anything more specific about the analysis of RNRsimply note that the avail-
ability of RNR severely handicaps the coordination-basefindion of cohesiveness in (24)
and the claim in (26). Also, given an RNR analysis, it is nogennecessary to appeal to a
complex verb analysis to explain the non-constituent doatibn in the cohesive cade.

2.3.3 Intervening adjuncts

Cohesive and incohesive constructions are supposed to differences with respect to the
possibility of inserting intervening material between tleeb and preposition (Mitchell, 1958)
and between the preposition and its complement (Jespelr82i). Here is the relevant claim:

(31) Type A:insertion (i) possible between V and P,
(i) impossible after P
Type B: insertion (i) impossible between V and P,
(i) possible after P

3See for example Ross (1967) and McCawley (1982).

4Complex verb formation is still useful in the analysis ofetphenomena like pseudopassivization (see §2.5.2).
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Let us consider both insertion points in turn.

It is natural to expect that a cohesive Type B verb-pregmsitiombination should resist
being split apart by inserted material, while an incohe3iyee A combination should allow it.
In fact, insertion is possible in both cases:

(32) TypeB:

a. They belong allegedly to an underground criminal orgation.

b. Everyone picked constantly on the new student.

c. This hair-loss remedy consists entirely of common hoolseimgredients.
(33) Type A:

a. The puddle evaporated quickly in the afternoon sun.

b. The signal stopped unexpectedly after three hours.

c. She giggled uncontrollably during her interview.

Adverb insertion in Type B constructions can be slightly awskd, as in (32a), but on the other
hand it can be perfectly natural, as in (32c). The insert&st toes not appear to work as
claimed.
It is also possible to insert PP adjuncts between V and Padsiésingle adverbs:
(34) TypeB:
a. They belong in their spare time to an underground crinonganization.
b. Everyone picked without mercy on the new student.
c. This hair-loss remedy consists for the most part of comhmusehold ingredients.
(35) Type A:
a. The puddle evaporated within minutes in the afternoon sun
b. The signal stopped without warning after three hours.

c. She giggled like a crazy woman during her interview.

Again, the Type B examples resist insertion slightly, intcast to the Type A cases, but the
difference is not clear enough to produce a distinct classitin. | conclude that the test of
inserting material between the verb and preposition is seful for classification.

Turning now to the position between the preposition andammiement, it seems at first
sight that insertion should be impossible in general, fahBype A and Type B PPs:

(36) a. *The signal stopped after unexpectedly three hours. (Type A)

b. * Everyone picked on constantly the new student. (Type B)



2.3. Cohesiveness 49
Even if cohesive Type B verb-preposition combinations arelar to transitive verbs in some

sense, we still expect insertion to be blocked, becauseriargktransitive verbs resist being
split from their direct objects:

(37) * Everyone teased constantly the new student.

Jespersen (1927), however, provides some examples in atijchcts appear directly after
the preposition in a Type B construction (§13.9.4):
(38) a. She went through, in that brief interval, emotionshsas some never feel.
b. Mr. Reeves having sent for from his study Bishop Burnet&tdty.
c. | will dispose of at Piedimulera all the things with which.
d. | came across, at the very bottom, the manuscript of theegieg narrative.
These examples are definitely marked stylistically. Theeeat least two ways to account
for them. First of all, the inserted material could be of agpdinetical nature. | offer no real
explanation for parenthetical insertion, but it seems plaaénthetical elements, whatever they
are, can appear in practically any syntactic position. Iriigaar, we can construct similar
examples with Type A constructions:
(39) a. The accident happened during—in all honesty—anthnéred tea break.
b. The butter-churning competition is at, if | remember eotiy, three o’clock.
The second possibility is that the prepositions in (38) apasated from their complements by
Heavy NP Shift. Consider the following examples where theppsitional objects have been
modified:
(40) a. She went through, in that brief interval, strong eamst
b. * Mr. Reeves having sent for from his study a book.
c. *lwill dispose of at Piedimulera everything.
d. | came across, at the very bottom, that manuscript.
The middle two examples are considerably worse here, wigintér’ NPs. Sentences (40a)

and (40d) are still grammatical;, perhaps the parentheéinalysis is still available in these
cases. Heavy NP shift of the prepositional complement idimited to Type B constructions:

41) a. The missing files were discovered under, after hdissarching, a huge pile of
poker chips that no one had noticed before.
b. * The missing files were discovered under, after hours of eagcmy sandwich.
(42) a. Jennifer disappeared with, early this morning, @iz pf my prize-winning ap-
plesauce.
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b. * Jennifer disappeared with, early this morning, the money.

I will not go into detail about the analysis of these examplédtsis sufficient to note that,
contrary to the claim in (31), the insertion of interveningterial between the preposition and
its complement is possible in both Type A and Type B consivost

In conclusion, none of the criteria discussed in this seatiiably distinguish Type A and
Type B examples, and so there is no point in considering hew kttandle intermediate Type
AB constructions. The intuition remains that Type B condinns are more cohesive than
Type A constructions, but in the absence of an empirical test notion of cohesiveness is
no more helpful than meaningfulness and fixedness in eskédj a discrete classification of

prepositional uses.

2.4 PP Movement

The test | consider in this section is the transformatiomi&igon of moving the PP out of the
VP. There are two versions of this kind of movement: PP frap(topicalization) and pied-
piping of PP inwh-questions and relative clauses. Technically, both ofetteee instances of
wh-movement, which is assumed to operate quite freely, afthaubject to the familiar island
and crossover constraints. We might expect the cohesis@fidype B constructions, however,
to impose further restrictions on PP movement, becausetsaresformations split up the verb
and preposition:
(43) Type A PPs underg@h-movement.
Type B PPs disallowh-movement.

2.4.1 Topicalization
To evaluate this claim, first consider the case of topicibna
(44) Type A
a.  Onthe screen an error message appeared.
b. ?In his pyjamas Jack ate dinner.
c. * By public transportation commuters like to travel.
(45) TypeB
a. * With lengthy introductions we dispensed.
b. * To an underground organization they belong.

c. * Ofthe gross error everyone accused Jack.
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Type B PPs generally do not topicalize, as predicted by (48),apparently most Type A
PPs also resist this transformation. On the other handzabpation is not a purely syntactic
process; it also affected by semantic, pragmatic, and giodactors. With the appropriate
manipulation of these factors, some Type B PPs can be top@dal

(46) Tosucha disreputable organization | would never belong!

Carvell and Svartvik (1969) use PP fronting as a classify@sg, and specifically discard cases
like (46) where emphatic intonation is required. With théstriction, they note that the test
very rarely applies positively. With respect to topicaliaa, then, only the second part of the
claim in (43) is valid.

2.4.2 Pied-piping

According to claim (43), Type A PPs should allow pied-pipirgd Type B PPs should not.
The first statement seems to hold, but things are more uirtéotalype B constructions:
(47) Type A
a. On which screen did the error message appear?
b. In which outfit did Jack eat dinner?
c. By what means of transport do commuters like to travel?
(48) TypeB
a. ?With which introductions should we dispense?
b. To which organization do they belong?

c. ?Ofwhich error did they accuse Jack?

The following Type B examples (and judgments) are taken fitoerliterature:

(49) a. * After whom did she look? (Quirk et al., 1985, §16.15)
b. After whom does John take? (Dixon, 1982, p. 6)

Judgments in this area seem to be confused by registerse#iadt prescriptive pressures. A
peculiarity of English is that preposition stranding is geaily preferred to pied-piping of PP.
(Note that all of the examples above, both Type A and Type Bndanore natural with the
preposition stranded.) Pied-piping is used more or leskisixely in formal registers, where
knowledge of prescriptive rules tends to have strong infleeriThe examples above suggest
that there is a difference in behavior between Type A and Bypenstructions, but not a very
robust one.
The corresponding relative clause constructions givelaimesults:
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(50) Type A
a. the screen on which the error message appeared
b. the outfit in which Jack ate dinner
c. the means of transport by which commuters like to travel
(51) TypeB
a. ’the introductions with which we dispensed
b. the organization to which they belong
C. the error of which they accused Jack

d. ?the grandparent after whom John takes (most)

Again, judgments for the Type B examples are unstable. Qyéna Type B examples here
are slightly more acceptable than tM-question examples above, but the effect cannot be
confirmed based on so little evidence.

In summary, the following revised claim seems to be valid:

(52) Type A PPs undergo pied-piping.

Type B PPs disallow (non-emphatic) topicalization.

Here we have a claim of the form (1), but note that it violatesie of the conditions in (3).

First, the properties in (52) overlap; for example, the Tgpky-PP in (47c) and (50c) under-
goes pied-piping, but it also disallows topicalization4d€). The claim in (52) therefore does
not give rise to a disjoint classification. Furthermore, assaw, judgments of the pied-piping
data can be very unclear, so this property fails to satisfyditmn (3c). The criterion of PP

movement cannot give us the"AB* partition we want.

2.5 Preposition Stranding

Next | consider the possibility of moving just the prepasitll complement out of the PP. This
can happen as the result of eitlvdr-movement or NP-movement (pseudopassivization).

2.5.1 Wh-movement

Preposition stranding throughh-movement is quite unrestricted. Both Type A and Type B
prepositions can be stranded, and so we cannot use this asta tistinguish them. There
are cases, however, where stranding is disallowed. Thesapgs are from Hornstein and
Weinberg (1981, p. 56):

(53) a. *Whattime did John arrive at?
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b. * What inning did the Yankees lose the ball game in?

Hornstein and Weinberg claim that VP-internal PPs alloarsiing, but VP-external PPs (e.g.,
sentence modifiers) do not. This does not add anything usefatms of classification, how-
ever. We already know that all adjuncts are Type A PPs, anHesptave to end up in Ano
matter what the stranding facts are.

And as a matter of fact, | disagree that the sentences in (g3)rrgrammatical; for me,
their status is at worst somewhat awkward (and certainly osgthan their pied-piped coun-
terparts). | assume that preposition strandingvbymovement is generally available for all PPs
(modulo the usual bounding constraints on movement), lilueinced by various non-syntactic
factors. See, for example, the functional account of Taka892).

2.5.2 Pseudopassivization

Pseudopassivization (or the prepositional passive) ibttlee most often mentioned tests for
classifying prepositional uses. It is found in both dedergpand theoretical work, including
Kruisinga (1925, §1871), Jespersen (1927, §13.9, §15.&m) Chomsky (1965). The possi-
bility of promoting the prepositional object to passive jgabposition is seen as a characteristic
of prepositional verb constructions.

(54) Type A constructions disallow pseudopassivization
Type B constructions allow pseudopassivization

The following sets of examples illustrate this claim:
(55) TypeB
a. Lengthy introductions will be dispensed with, so we caisfitbefore midnight.
b. Jennifer's real motives were only hinted at by her gua®dments.
(56) Type A

a. *8o'clock should be arrived after by most of the guests. (abshbf the guests
should arrive after 8 o’clock.)

b. * Buses and trains are travelled by every day by hundred ofstals of com-
muters. (cf. Thousands of commuters travel by buses antstesiery day.)
On the other hand, it is easy to find examples that falsify thienc
(57) TypeB
a. * The underground organization was belonged to by all of oighters.

b. * Several parts are consisted of by their plan.
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(58) Type A
a. This table is so low, it can’t be sat at comfortably.

b. 1 had the feeling | was being walked behind.

Pseudopassivization therefore turns out to be anothésléadriterion. The extensive literature
on this topic makes it clear that notions like the Type A vepdB distinction or “cohesive-
ness” cannot be used to predict when the pseudopassivizatjgossible. Extensive data and
discussion can be found in Couper-Kuhlen (1979). For foneti and pragmatic accounts of
pseudopassivization, see Takami (1992), Davison (198D Raadle and Sheintuch (1983).

An additional weakness of the pseudopassive test is thatyitapplies to intransitive con-
structions. Typically, the object of a preposition cannasgivize if a direct object is also
present:

(59) Type A
a. * The three-hour long movie was eaten two hot dogs and a langgeopo during.
(cf. I ate two hot dogs and a large popcorn during the three-temg movie.)

b. * A terrible state was left the kitchen in. (cf. They left theckien in a terrible
state.)

(60) TypeB
a. * The theft can hardly be accused Jenny of. (cf. We can hardiysacJenny of
the theft.)
b. *Inthe summertime, hot chocolate is definitely preferrectieam to. (cf. In the
summertime, people prefer ice cream to hot chocolate.)

With some fixed phrases, however, where the verb and dirgettodP form a highly cohesive
combination, the prepositional passive is available:

(61) a. Inevitably, some of our agents were simply lost trafck

b. Jack felt that he was made a fool of by the interviewer.

For further discussion of such constructions, see Ziv areirfilnch (1981).

2.6 Question Forms

Quirk et al. (1985, §16.15) and Carvell and Svartvik (1968)gest another criterion involving
whtransformation. In this case the issue is not the moventseif,i but thewh-word used in
question formation. The claim is that in a Type B construttithe prepositional object can be
replaced by thevh-wordswho or what, but the entire Type B PP cannot be replaced by any
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wh-word. With Type A constructions, on the other hand, questiare formed using one of the
adverbialwh-wordswhere when how, etc., either in place of the entire Type A PP or just the
complement of the preposition.

(62) Type A constructions form questions witthere when how, why
Type B constructions form questions wittho, what

Essentially the same criterion can be constructed forivelatause formation; as far as | see,

the results are the same, so | will focuswihrquestion formation, which is somewhat easier to
apply.

2.6.1 Examples

The following example illustrates the behavior of Type B stouctions, which give relatively
straightforward results with this test:
(63) The exam consists of two essays.
a. What does the exam consiébf)?
b. * How/Where does the exam consist?
As discussed in 82.4, pied-piping is strongly dispreferfiemdmost Type B PPs, so sentence
(63a) is the only natural question form for this construtticAlso note that the preposition
cannot be omitted in the question form. In other womdbat cannot be a PP-proform; it can
only replace the complement of the preposition. The samdstfofwha
A few Type A examples are given here:
(64) The conference begins on Tuesday.
a.  When does the conference begin?
b. * When does the conference begin on?

c. * What does the conference begin (on)?

(65) They drove to Johannesburg.
a. Where did they drive?
b.  Where did they drive to?
c. *What did they drive (to)?

(66) This clock comes from the Black Forest.
a.  Where does this clock come from?
b. * Where does this clock come?

c. *What does this clock come (from)?
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The (a) and (b) examples here show that the presence of thegitien in the question con-
struction can be either prohibited, optional, or obliggtaA number of semantic factors are
involved here. In the case of PPs expressing temporal oiabpatation, the proformsvhen
andwheregenerally replace the entire PP, and the preposition carbenletained in rare cases.
Wherecan also replace directional PPs indicating destinatiomation towards (cf. the obso-
lete formwhither), or it can replace just the prepositional complement is¢heases, so that
the preposition appears in the question form, as in (68lf)erecannot express the meaning of
motion from (cf.whencg, and in these constructions the preposition (usuadig, as in (66))
must be retained. In the case of temporal “directional” Pfspreposition also appears in the
question:

(67) a. Until when is this license valid?
b. Since when have you been so popular?

Note that the choice between stranding and pied-piping &parste issue here. Finally, the
whradverbshowandwhydo not co-occur with prepositions.

2.6.2 Classification
Consider the classification induced by the claim in (62):

(68) Classification by question forms:
A™*: questions withwhere when how, why
B*: questions withwhag what

For this to be a proper classification, no constructions lsheatify the criteria for membership
in both A* and B*. So far, the examples we have seen are uniquely classifiedithier A" or
B, as shown by the ungrammaticality of the example in (63b)adride (c) examples in (66).
This is not the case for all constructions, however.
The following, for example, should go inta'Baccording to the (a) questions, but they also
(marginally) allow questions wittvhereor when
(69) They settled on Tuesday (for the spy exchange).
a. What did they settle on?
b. ?When did they settle on?
c. *When did they settle?
(70) Jack was looking forward to Australia the most.
a. What was Jack looking forward to the most?

b. ?Where was Jack looking forward to the most?
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c. * Where was Jack looking forward the most?

The adverbial (b) versions are definitely dispreferred. Giueial observation about these ex-
amples, however, is that the preposition is always obliyatven withwh-adverbs, in contrast
to examples (64)—(65) above.

With a second group of exceptional caseip or whatcan be used for constructions that
ought to be classified as members of:A

(71) We will sit on the ground if there are no benches.
a. What will we sit on if there are no benches?
b.  ?Where will we sit on if there are no benches?

c. Where will we sit if there are no benches?

(72) You are speaking after the President.
a. Who are you speaking after?
b. ?When are you speaking after?

c. When are you speaking?

In these cases, both question forms in (a) and (c) are tataliyral. The distinction between
this set of exceptions and the previous one lies invtheadverb versions. The (b) examples
are again marginal; as explained above, locatihenandwheregenerally replace entire PPs.
The (c) examples here, however, are grammatical, where@sngnthe preposition in (69c)
and (70c) is impossible.

These observations allow us to formulate the following iowed classification:
(73) Classification by question forms (revised):

B*: (i) questions withwhg, whatpossible, and
(ii) all question forms must retain preposition
A*: all other constructions

Now it is clear that A and B" do not overlap, since the conditions for* Anembership are
the opposite of those for B Explicitly, a construction goes in Aeither if nowh-question
with who or what can be formed (e.g., (65), (67)) or if any question form isilate where
thewh-word replaces the entire PP. With this classification, thestructions in (69)—(70) go
correctly into Bf, and the ones in (71)—(72) go correctly intd A

A further advantage of this formulation is that no particidat ofwh-adverbs needs to be
specified. Therefore constructions that require more cemfdrms likehow longand how
quicklyare correctly grouped with A
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(74) They finished the assignment in three hours.
a. * What did they finish the assignment in?
b. * When did they finish the assignment (in)?

c. How quickly did they finish the assignment?

2.6.3 Remaining problems

Recall that with some directional PPs, as in (66) and (63 ,ptleposition is required to co-
occur with thewh-adverb. In order to prevent these from being wrongly cfeesbas members
of B*, we have to ensure thathoandwhatquestions are always impossible. For example, see
(66¢) above, and the following variants of (67):

(75) a. *Until what s this license valid?

b. * Since what have you been so popular?
Unfortunately, however, this correlation of propertiegesi@ot always hold:

(76) These horses were stolen from the King.
a. Who were these horses stoléfrom)?
b. Where were these horses stoi¢inom)?
(77) This secret decoder came out of a cereal box.
a. What did this secret decoder coheut of)?

b. Where did this secrete decoder cotfrut of)?

These two (Type A) examples are incorrectly classified as beesof B according to (73).

Another large class of Type A constructions end up inl&causaevho andwhat are the
only wh-words available for question forms. Note that the setlefadverbsvhere when how,
andwhyare only appropriate proforms for PPs (and sometimes NRB)paiticular semantics.
There are simply no suitable proforms for some Type A exasyeen if we allow complex
forms like how quickly The following is adapted from Quirk et al. (1985, §16.15):

(78) Peter went fishing with his brother.
a.  Who did Peter go fishing with?
b. * How/Where did Peter go fishing?
Here,whois the only possiblevh-form to choose from, and it must always co-occur with the
preposition, so this Type A example is a member &f B

Finally, there are cases where Type B constructions areghyatassified as A members.
The following is also from Quirk, et al.:
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(79) She died of pneumonia.
a. What did she die of?
b. How did she die?

This example satisfies the firstBeriterion in (73), but it fails the second, so it must go into
At.

Note that all of the counterexamples for the revised clasgifin in (73) presented in this
section are also problematic for the original, simpler sifésation in (68).

2.6.4 Non-wh proforms

The question formation test is related to a test proposed d&yyhR1993) involving proform
substitution. She makes the following claim:

(80) A Type A PP can be replaced by a syntactic proftinere then or therefore
A Type B PP cannot be replaced by a proform.

Rauh notes that this criterion runs into trouble for the oeasalready discussed above: “the
set of possible, semantically marked prepositional profis relatively small and is by far
exceeded by the set of meanings which are attributed to gitepts” (p. 113). Also, for

unconvincing reasons, Rauh accehereforeas a proform for PPs expressing cause, but rejects

thusandhowas proforms for manner PPs.
Nevertheless, she uses the proform test criterion as esédiem non-lexical (i.e, Type B)
status (p. 134):
81) a. Bill is good at tennis.
b. * Billis good there/then/therefore/thus.
We have already seen that this test is not foolproof. The Fyp® in (78b) has no appropriate
proform, while the Type B example in (79) does:
(82) a. Peter went fishing with his brother.
b. * Peter went fishing there/then/therefore/thus.
(83) a. She died of pneumonia.

? She died therefore.

o

C. She died thereof.

The example in (83) is especially interesting because riigsriuip a kind of proform that Rauh
overlooks. Combinations dfere/there/whereP are stylistically marked as high register, but
with this in mind, such proforms are possible with a numbeRgfe B constructions:
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(84) a. the harvest, whereupon all our lives depend

b. the final report and any questions pertaining thereto

In conclusion, PP proforms appear to show the same rangehai/tme as full PPs, including
both Type A and Type B uses, and so proform substitution do¢gprovide a method for
classifying prepositions uses.

2.7 Projection Properties

The next set of properties | consider has to do with syntattigcture within the PP. Preposi-
tions are typically considered to be X-bar heads (Jackénti®?3, 1977). This means roughly
that they combine with zero or more complements to the righEaglish) to form a Ppro-
jection. This intermediate’projection can be modified by adjuncts, and finally it combine
optionally with a specifier to the left to form a maximal & PP projection.

It has been suggested that prepositions at the Type B ene afpbctrum project simpler
phrasal structures than those at the Type A end (Rauh, 19998):

(85) Type A prepositions have full projection properties
Type B prepositions have restricted projection properties

This claim must be evaluated at each level of projection.

2.7.1 Complementation

| start with the question of whether prepositional uses @aaléssified according to their com-
plementation patterns. We can apply a constituent (i.er;tramsformational) test and see if
any complementation patterns are associated only with yipe A end of the prepositional
spectrum. We have already seen many examples of the mosgltygittern: a preposition
taking a single NP complemento John at the marketwith the fishes We know that this
pattern is found with all types of prepositions from Type AType B, so it gives us no basis
for classification.

Rauh (1993) claims that Type B (“non-lexical”) preposisoonly exhibit the [ NP]
complementation pattern, and so they are not strictly segosized like Type A prepositions,
which show a wider range of complementation possibilities we will see shortly, this is not
true, but we can formulate a weaker claim:

(86) Type A prepositions show the full range of complemeatapatterns.
Type B prepositions only allow a subsebf complementation patterns.
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To evaluate this claim, we first need a list of all possible psmentation patterns for prepo-
sitions. Here is the Rexpansion rule given in Jackendoff (1977):

F,%Pi{(NP):(PFa}
©

87

This suggests that every preposition must have one of tlenfiolg subcategorization frames:

(88) a []
b. [ NP]
c. [ PP]
d. [_§]
e. [__NPPP]

We already know that the “canonical” frame in (88b) must bg jinvhich means that it is not
useful for classificatory purposes. Let us consider therdthe cases in turn.
The following lists give examples of forms that can appedntansitive prepositions:

(89) a. in, on, through, around, over
b. up, down, out, off

¢. home, upstairs, afterwards

The forms in lists (89a)—(89b) have both transitive andaimgitive uses; those in (89b) occur
more frequently intransitively. The “adverbs” in list (§%re sometimes analyzed as obligato-
rily intransitive prepositions (Klima, 1965).

We are interested in whether Type B prepositions can benisitiee. The answer is yes:

(90) a. The quarreling neighbors finally madeafter 15 years.
b. In the last lap, my legs suddenly gave.out
c. When he came tde found himself chained to Nelson's Column.

d. It was unwise to turn that offer down

These are examples of phrasal verb constructions, and thexluned words are referred to as
“verbal particles,” and they are sometimes thought of agdxdy or assigned to their own spe-
cialized category. Neither of these options is very illuating, however, and | follow Emonds
(1972) and Jackendoff (1973) in analyzing verbal partielesntransitive prepositions. The
subcategorization frame[ ] is therefore also i, and has no classificatory value.

Next there are a number of prepositions that take PP complsmié is interesting to note
that these constructions also illustrate the Type A to Typp&trum. The PP complements in
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the following three sets of examples are headed by Type Ae A, and Type B prepositions,
respectively:
(91) a. from under the ground, for after dinner
b. from out of the box, along with his sister, away from the cit
c. instead of Mary, because of the weather
We are more interested, however, in the main prepositiorf8ln And we find that preposi-
tions taking PP complements can be of Type B (or perhaps T¥pmAhe first two examples
below):
(92) a. |bought this radio offf a shady-looking character downtown.
b. These clothes are made aditpaper.

The bored children are waiting fafter dinner.

o

d. He'll definitely agree t@bove $80,000.

What these have in common with “ordinary” [P + NP] Type B counstions is that the com-
plement of the preposition has a nominal interpretatiorr. éxample, the PP in (92c) can be
paraphrased dsr the time/event after dinnemd the one in (92d) &s an offer/amount above
$80,000 The existence of cases like (92) means that the subcatagor frame [ PP]is
also ins, and therefore cannot be used to identify Type A prepostion

Subordinating conjunctions likehile, becausesince andbeforecan be analyzed as prepo-
sitions taking sentential complements. These examplesdry Type A uses. However, com-
plementizers likehat, whether andif can also be treated as prepositions, following Emonds
(1985). And the “prepositionthat certainly has Type B uses:

(93) | see thayou've been to the tanning studio again.

There is evidence, then, that the [ é] frame should go intg. Keep in mind, however,
that we already know that most prepositions that have thigpbementation pattern, likehile
andbefore have only Type A uses, because they are not in the subsetablé’ forms (see
§2.2)°

Finally, we have the rather “exotic” possibility in (88e)hd following examples are from
Jackendoff (1973):

(94) a. A Martian gzrch lumbered [down the street toward tighfened garbage collec-
tor].

b. A drunken bassoonist staggered [into the smoky room fronobthe cold].

5f we adopt Emonds’s proposal to treat complementizers gsqgitions, then we must adasat, whether and
if to the set of fixable forms in (§2.2).
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c. The mice raced [from one end of the park to the other].

d. Max sent the trilogy [to Bill in New York].

I do not agree with Jackendoff’s structural analysis in ¢heases. The first three examples
are better treated as sequences of two PPs, while example48dms to involve PP-internal
modification. | will return to the issue of modification in thext section.

Jackendoff (1977) does give one example, however, thatdidena genuine instance of
the [P + NP + PP] complementation pattern:

(95) across the street from Bill's house

A small number of locative prepositions lileross down andthroughdo subcategorize for
an NP and a PP headed figm. The from-PP has the syntactic properties of a complement
(e.g., it is non-iterable, and its position within the whé&lE is fixed) and it also expresses a
semantically obligatory argument in the locative relation

Another good candidate for a distransitive treatment ispfepositionfrom itself in tem-
poralfrom. .. to...construction$:

(96) The meeting lasted [from 5 to 10 o’clock].

We cannot, therefore, discount ditransitive prepositiatiegether, although they are much
rarer than Jackendoff suggests. As far as the Type A vs. TygistiBction goes, however, all of
the prepositions exhibiting this complementation patteswme clear spatial or temporal mean-
ings, and so they cannot be Type B prepositions. The sulmré@atgon frame [ NP PP]
therefore isotan element of .

In summary, of the five subcategorization frames listed 8),(8nly [ NP PP] is out-
side ofs. In other words, a preposition exhibiting this complem#atapattern cannot be of
Type B. This criterion is not at all useful, however, sinceldssifies only a tiny minority of all
prepositional constructions.

2.7.2 Modification

The topic of PP-internal modification is hardly ever mengidiin the literature, but by analogy
with nouns, verbs, and adjectives, it is reasonable to asshat adjuncts can attach t6(@nd

P’*)P'{ PP}
AdvP

6] thank Dan Flickinger for bringing this example to my atient

possibly PP) projections:

(97)
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Such a rule offers a promising analysis for Jackendoff’sreda (94d). The possibility of
iteration, for example, motivates a modifier treatment:

(98) Max sent the trilogy [to Bill in New York at our main bramé his top floor office].

In contrast, under Jackendoff's analysis, the preposttan this example would have to have
the subcategorization frame [ NP PP PP PP].

Rauh (1993) also assumes that prepositions allow postfyiraglielements, along the lines
of (97), and she makes the further claim that only prepasstion the Type A end of the spec-
trum (her “lexical prepositions”) allow post-modificationPrepositions on the Type B end
(“case prepositions”), on the other hand, do not alldwn@dification.

In its weakest form, Rauh’s claim appears to be true’ leeRded by a Type B preposition
cannot be modified. After all, Type B prepositions are megiess by definition, so there is
no semantic relation available for an adjunct to modify. STiesult is not particularly helpful,
though, because the fact is that PP-internal modificatidmgisly restricted in general, for all
types of prepositions. ThBill in New Yorkexample (94d) discussed earlier is a convincing

example, in my opinion, but consider Rauh’s examples (p, 106):

(99) a. Billwent past the house along the river.

b. Bill stood behind the door near the wall.

o

He stayed at his sister’s near Brighton

o

Bill arrived at five o’clock sharp.
e. Bill arrived at five o’clock in the morning.

f. Bill arrived at the station near London.

All of these constructions admit more plausible analyses do not involve Pmodification.
The verbwentin example (99a) selects two PP complements (cf. exampied-@4c) above).
In (99b),near the wallcould just as well modify the verbal projection. This is aigee fornear
Brightonin (99c); alternativelynear Brightoncould be analyzed as an NP-internal adjunct.
Finally, in the threarrived sentences, the modifiers are almost certainly NP-internal.

I conclude that while adjunction td B possible, it is not at all widespread. It is true that
Type B prepositions do not allow it, but then neither do thet vaajority of Type A prepositions.
A classificatory criterion based on modification is therefof very limited use.

2.7.3 Specifiers

The commonly recognized PP specifiers are wordsriilgiet, clear, andstraight and degree
phrases likesix miles halfway, two hours andentirely (Jackendoff, 1973; Emonds, 1985).
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Rauh (1991,1993) claims that only Type A prepositions alkpecifiers, which suggests a
simple transformational criterion:

(100) Type A prepositions allow specifiers.
Type B prepositions take no specifiers.

Some of Rauh’s examples are given here (1993, p. 106, 133):

(101) a. The store is right across the street.
b. Bill arrived two hours before Mary.
(102) a. * Bill believes right in science.
b. *Billis good right at tennis.

There are, unfortunately, exceptions to Rauh’s claim, ithkirections. Some Type B
prepositions can combine with specifers. Zwicky (1992¢sfthe following example (p. 375):

(103) | gave the box right to Kim.

In fact, this example is probably better classified as a TyBecase, but the following contain
clearer instances of Type B uses:
(104) a. The company belongs partly to the government.
b. This cereal consists entirely of sugar and fat.
c. Her comments hinted right at what we all feared most.
d. Jack sneaked out of the supply closet and bumped righhistiooss.
With adverbial forms likeentirely and partly, there is some uncertainty about the analysis

because they could also be modifiers of the verb. The speaifadysis seems secure in (104b),

however, since the position efitirelyis quite fixed:
(105)  ?(Entirely) this cereal (entirely) consists of (entirely)gar and fat (entirely).

And finally, the treatment afight in (104c)—(104d) as a PP specifier is fully uncontroversial.

Verbal particles also provide many counterexamples to ldien¢hat Type B prepositions
take no specifiers. Recall from the discussion of (90) abbsephrasal verb particles can be
analyzed as intransitive prepositions. Many of these ape B/ prepositions, but nevertheless
allow specifiers:

(106) a. John turned the job right down.
b. Bill folded the map right up.
c. Mike figured you right out, didn’t he?
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Rauh’s account of the specifier criterion is purely syntacthe suggests that while Type
A PPs contain a specifier position, Type B PPs do not. Therisésaasemantic component
to specifier attachment, however. | suggest that all préiposi can potentially combine with
a specifier syntactically, but at the same time, a specifierotdy appear if it makes an ap-
propriate semantic contribution. The fact that specifiarsuo less frequently with Type B
prepositions follows from the fact that Type B prepositidrave no semantic content. Under
certain conditions, specifier attachment is still possihmvever; | will return to this issue in
the next chapter.

We can also expect to find Type A prepositions that are senalytincompatible with
degree phrases and other specifiers:

(107) a. *ltischeaper to travel right/straight/halfway/complgtby public transportation.
b. * Jack fortified the punch right/straight/halfway/completeith cheap vodka.

We might propose an ad hoc syntactic mechanism like del#tiegpecifier position in these
cases, or stipulating that andwith only project to P, not to P’. These proposals are unmo-
tivated, however, and unnecessary. Specifier attachmbéfddked here because this usebgf
and this use ofvith are semantically incompatible with all possible specifiérhe existence
of data like this, and like the Type B examples above, dematest the unreliability of the
proposed claim in (100).

2.8 Interaction of Criteria

The results of our survey of potential tests for classifyprgpositions have been somewhat
disappointing. Some of the proposed criteria (e.g., synosybstitution, pseudopassivization)
are inadequate because they give results inconsistentowittoriginal Type A vs. Type B
distinction. Other criteria are inadequate because thigyilauce a partial classification, either
because they only apply to a subset of all prepositions, @giplementation) or because they
give unclear results, resulting in a fuzzy boundary betw&&rand B" (e.g., pied-piping).

Ideally, if we had found a number of adequate, clear-cuégdt the next step would be to
check if they all converged on the same /B* partition. A positive result would have been
overwhelming evidence that the spectrum of prepositiosabkicould actually be reduced to a
discrete binary classification at some level of grammatieptesentation.

We have not found such straightforward evidence, but it m&ghlat we can still induce a
discrete classification based on more complex interacaomsng the criteria we have assem-
bled. For example, the pseudopassivization test and thefispeest give more or less clear
results, which very roughly reflect the Type A vs. Type B distion. Constructions on the
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Type A end of the scale generally do not allow pseudopasgiviz (with many exceptions)
and those on the Type B end do (with many exceptions). Typad\peepositions take spec-
ifiers and Type B-end prepositions do not (again, with exoep). By combining these two

tests, we can come up with a more reliable classification:

(108) a. A" =Spe¢-Pass
b. B* = -Spe¢Pass

This is not really a partition, because it leaves out casesravhoth tests apply positively or
both negatively. Some of these are cases where one of tsegiess the “wrong” result. We
will also find double positive or double negative resultshié two criteria divide up Type AB

uses in different ways (which is more than likely). The diisation in (108) is inconclusive

for all of these cases.

Also, note that if both tests happen to give the “wrong” resal the same item, then this
item will still be incorrectly classified. We can minimizeigtproblem by adding more tests
to the classificatory criteria in (108). As the number ofgestreases, the chances that all of
them give the wrong result on any one item decreases. Buteoattter hand, for a given test
item, the chances that at least one test gives the wrong iestgases, and this item will be
left out of the classification. Simply combining differeessts conjunctively therefore leads to
a more accurate, but less inclusive classification.

One possible improvement to this approach is to allow morepticated combinations of
tests, including implication and disjunction. We couldrtliermulate conditions like “three out
of four of the following criteria must hold.” We could alsosign different weights to the tests
and somehow calculate a score for every prepositional nsethean determine the membership
of A* and B* based on these scores.

2.8.1 Classification by multiple criteria

The idea of combining tests opens up an enormous range abjities, and the challenge is
deciding how to proceed in a principled manner and end upsuithething of linguistic value.

I have not looked further into this line of research myself, there is an existing study which
happens to be exactly relevant. Carvell and Svartvik (1@&juss statistical techniques for
inducing a linguistic classification based on the resultapdlying a large number of tests to
a set of examples. The data they use consists of sentencelsimgathe patteriN;V pN,, and
their starting point is the Type A vs. Type B distinction, ehithey illustrate with the following
examples:

68 Chapter 2. Discrete Classification of Prepositional Uses

(109) a. She sent for his coat.

b. She came with his coat.
They apply the following tests to a set of 146 sentences téien novels. They use most of
the well-known criteria that | discussed in the previoudises, plus a few that they consider
to have “reasonably conceivable relevance” to the classific task at hand:
(110) a. PseudopassivizatioR)(

b. Coordination with transitive verltg)

Question formation witlvhawhat (Q)

e o

Question formation witkvh-adverb A)

. Deletion of PP

- O

PP fronting without subject-auxiliary inversioMj

Actual and potential animacy 6f;, N2

s @

. Noun class oNy, Ny

i. Modification of N1, No
j. Definiteness oNj, N3
k. Abstractness dfl;, N,
I. Presence of adjuncts

m. Prepositional form

Carvell and Svartvik collect data from two informants. Tséems insufficient for an empirical
study, but the authors’ aim in this study is only to illustrat general methodology, and not to
find a serious classification for the particular domain ofppsgtional constructions. Keeping
this in mind, we can still have a look at their results in broauns.

The most powerful criteria for classificatory purposes muhto beP, C, A, Q, andM, all
of which we have already come across in the preceding digcuskterestingly, Carvell and
Svartvik find that criterigP andC are nearly exactly correlated (see (111a) below), although
they do mention tha€ is “less reliable.” Q is judged to be a useful criterion overall, even
though the two informants gave conflicting responses forynest items. CriteriorM turns
out to be powerful, but it applies positively to only 19 outld@f6 test items. CriteriR is by far
the most important. In addition to the correlation wiZhCarvell and Svartvik claim that the
property+P “predicts—A and—M and, almost alwaysQ:

(111) a +P&+4C
b. +P=-A —-M,+Q
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In light of what we know about coordination and pseudopéssiion from the discussion in
previous sections, these statements can only be considrrgll generalizations at best. First,
the property+C is much more widespread tharP. Consider the following, for instance:

(112) a. Jack chuckled throughout the ceremony.
b.  Jack chuckled throughout and disrupted the ceremer®) (
c. * The ceremony was chuckled throughout by Jaek®)

Example (112a) is a counterexample to (111a). SimilarBtetare plenty of counterexamples
to the implication+P = —Ain (111b):

(113) a.  The Dalai Lama sat on this cushion.
b.  This cushion was sat on by the Dalai LamaPj
c.  Where did the Dalai Lama sit2-f)

Carvell and Svartvik use various techniques to producerakgiferent classifications, but
their most linguistically oriented one divides the dataifite classes based &) A, andQ:

(114) Class1+P (= —-A +Q)
Class 2:—P,—A, +Q
Class 3:—P,+A,+Q
Class 4:—P,+A,—Q
Class 5:—P,—A,—Q

Class 5 is really a residual group whose members show moeesitiy than similarity; by con-
sidering more features this class could be redistributedngnthe other four. Classes 1-4 can
be roughly characterized by cohesiveness, with Class Jing the most closely cohesive

constructions and Class 4 containing the least cohesive one

2.8.2 Binary classification

The classification in (114) has many interesting featurestdmember that we are looking for
a binary partition of prepositional uses. As one suggesti@could merge the more cohesive
Classes 1 and 2 and the less cohesive Classes 3 and 4 to ptioeldickowing partition:

(115) At =-P+4A
Bt =+Por(—P—A +Q)
This is definitely an improvement on classification based seugdopassivization alone.

The combination-P, +A is a good condition for A; | can think of no Type B examples that
end up in A" by mistake. Also, the disjunctive condition for'Bllows most non-passivizable
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Type B examples, as in (57) above (repeated here) still tasprabrrectly in B~ because they
have the properties A, +Q:

(116) a. * The underground organization was belonged to by all of oightrs. P)
b. * Where did all of our neighbors belong (to)?24)
c.  Whatdid all of our neighbors belong to? @)

(117) a. * Several parts are consisted of by their planP)
b. * How does their plan consist?-A)

c.  What does their plan consist of?2Q )

On the other hand, we already know that many Type A constmsfilike (58) and (113b)
above, allow pseudopassivization, and these are thernr@utlyrincluded in B- according to
(115). Finally, the residual Class 5 from (114) is completetglected; these cases, with the
properties—P, —A, —Q, are left unclassified by (115).

2.9 Summary

There are any number of ways to combine the tests listed D) @1d the many other criteria
discussed in this chapter in order to induce a binary classifin of prepositional constructions.
With increasingly elaborate modifications, we could imgrtive accuracy and coverage of the
classification in (115) to make it come closer and closer toimuitive idea of the lexical vs.
functional distinction.

The result of all this, however, would not be an independempigcal test for lexical vs.
functional status, because it would have been construgigititly to match our intuitions. In
other words, the intuitive distinction remains primary. tBhis is exactly what we hoped to
avoid by turning to empirical criteria, because our intuis about the lexical vs. functional
divide are too fuzzy to serve as a basis for classification.

What we have seen in this chapter is that there is no singlériealftest that we can depend
on, much less a battery of converging tests, as often prehiisthe literature. In conclusion,
then, we have neither a sound intuitive basis, nor solid gagbimotivation for introducing a
discrete lexical vs. functional division in the grammattiegpresentation of prepositions.
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Approaches to Prepositional Analysis

I turn now to a more detailed discussion of theoretical psafofor representing the distinction
between Type A and Type B uses of prepositions. Although naanigors recognize this dis-
tinction, there are not many concrete proposals in thealitee for representing it. As we will

see, none of the existing analyses are able to handle the esntige of prepositional behavior,
but most of them do capture some aspects of the Type A vs. TyglistBction successfully,

and therefore give us an idea of what the ingredients of afidbunt might be.

3.1 Extended projection

Grimshaw’s (1991) extended projection proposal reliessihean the functional vs. lexical

distinction. She introduces a binary featuréo encode functional[{-F]) vs. lexical (—F])

status. The featurgtF| behaves somewhat like an additional categorial featuraddition to

N andv. Nouns and determiners are both represented categorigliyna—V], for example,

but they have distinat values: nouns are lexic&hF| while determiners are functionghF|.
The lexical vs. functional distinction also applies withire category of prepositions, and

corresponds to our Type A vs. Type B distinction. A Type A damgtion has the following

structure:
1) VP
/\
V ///PP\
P DP
[7 F,+N, 7V} /\
D NP
[+F7 +N', 7V} |
N
[=F,+N,—V]
|
stay with the staff
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In contrast, a Type B construction is represented as follows

2 VP
,/\
V ,/EP\
P DP
[+F, +N,—V] /\
D NP
[+F1+N7 7V} |
N
[7':', +N7 7V]
\
dispense with the staff

The feature specifications in the two examples are signffitanGrimshaw’s notion of ex-
tended projection. The DP in both examples above is an eateptbjection of NP because
D is (i) functional and (ii) categorially indistinct from Nn the Type B example in (2), these
two conditions are also satisified by the PP, which is theeefdso an extended projection of
NP. This is not the case in (1), because the P is lexical, mational. Therefore, the extended
projection of NP in (1) stops at DP and does not extend to thisRé.”

3.1.1 Semantic transparency

The notion of extended projection in (1-2) is relevant fonoag other things, semantic role
assignment. According to Grimshaw, semantic roles can $igreedd via extended projections.
For example, a transitive verb selects a DP complement.t lmatni assign a semantic role to
the NP inside the DP, because the DP is an extended projesfitme NP. Similarly, the
prepositional verb in (2) can assign a role to the NP becasdarictional PP complement is
an extended projection of the NP. This kind of non-local satinaole assignment is blocked
in (1), however; the verbtaycan only assign an argument role to the PP.

There is indeed a difference in argument structurestaj anddispense In (1), stayex-
presses a two place relation between an external theme argiand an internal argument
denoting a location, or a state; we are mostly interesteldrirtternal argument. Very broadly
speaking, there is a “staying event,” and this event in@bhe state of something or someone
being with the staff. The staff itself is not directly inveld in the staying event conceptually,
so semantically the argument expressed by the NP does reiteex semantic role from the
verb.

Now consider example (2). The vetdispenselso expresses a two place relation, between
an external agent argument and an internal theme, which exttity that “gets dispensed with”.
It seems incorrect to say that there is “dispensing evenithvtakes place with the staff, or
somehow involves someone or something being with the dtaftead, there is a “dispensing-
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with event” that involves the staff directly. This concegitframe suggests a semantic argument
structure where the verb assigns a semantic role directlyetdNP, in much the same way as
the transitive verleliminateassigns a role to its direct objectétiminate the staff

Grimshaw’s analysis accounts for this difference in quiteirderesting way, but on the
other hand, it is apparent that she needs a large amount tHctignapparatus (the feature
F, the definition of extended projection, and the stipulatioat extended projections license
non-local role assignment) in order to explain a fundanignsgmantic distinction. The fact
that with in (1) blocks role assignment to its NP complement is with@wtoubt tied to the
fact thatwith has its own semantics, and its own argument structure irctristruction. And
analogously, the fact that the vadispense&an “see through” the PP and assign a role to the NP
in (2) is tied to the fact thawith is semantically empty in this case. In other words, | suggest
that semantic behavior should be accounted for via semegpiesentation. In Grimshaw'’s
analysis, semantic behavior is accounted for via syntéetitures.

A syntactic approach using the featiier] might be the right approach, if functional and
lexical prepositions exhibit differences in syntactic &ebr, in addition to their transparency
vs. opacity with respect to argument role assignment. As/glin the last chapter, however,
there are no syntactic criterion that reliably distingulsttween a set A of [—F] preposi-
tions and a set B of [+F] prepositions. Instead, for a given prepositional use, G
can only decide the value efbased on the semantic role assignment facts: if the préposit
blocks non-local assignment, then it[isF], and if it allows non-local assignment, then it is
[=F]. In other words, the specificatidr-F| really mean§+MEANINGFUL| and [+F] means
[-MEANINGFUL|. An analysis that containedcMEANINGFUL]| as a syntactic feature would
certainly be suspicious; for the same reasons, Grimshae'®fj+F| for prepositions is inap-
propriate.

3.1.2 Categorial features

In Grimshaw’s analysis, prepositions have the categcegtiures+N, —Vv], just like nouns and
determiners. In most accounts, however, prepositionsrgued to be categorially distinct from
nouns, generally carrying the featufesv, —v] (Chomsky, 1970; Stowell, 1981). Grimshaw’s
departure from this standardly accepted representatems¢o be motivated only by theory-
specific considerations. In the case of functional prejmrsit this categorial identity between
P and N is necessary in order for the PP to be an extended twojet the NP. In the lexical
case, the PP is not an extended projection of the NP, so itduoelpossible to assign the
features—N, —V] to [—F] prepositions.

Van Riemsdijk (1998) argues against Grimshaw’s treatmémprepositions for the same
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reason. He offers several arguments to show that functamdillexical prepositions are not
distinct from each other categorially, but both are catiedjgrdistinct from nouns. For ex-
ample, both functional and lexical PPs in Dutch (and to aclesgtent in German) can be
extraposed, but NPs cannot (p. 28):
(3) a. Hijgaat[op zondagochtendhltijd golfen
he goeson Sunday morninglwaysgolfing
b. Hij gaat altijd golfen [op zondagochtend].

(4) a. lkhadniet[op zoveel mensenjerekend.
I hadnot on so many peopleeckoned
‘I hadn’t counted on so many people.’

b. 1k had niet gerekend [op zoveel mensen].

5) a Ikhadniet zoveel mensenverwacht.
I hadnot so many peoplexpected
b. * Ik had niet verwacht zoveel mensen.

The standard assumption that P and N are decomposefHnte-v] and[+N, —V], respec-
tively, accounts for these observations straightforwar@rimshaw’s representations in (1)—(2)
do not.

3.1.3 Semi-lexical heads

Van Riemsdijk (1998) offers an alternative to Grimshawsdly of extended projection, also
depending on notions of functionality. His main innovatierthe use of two binary features
andG to encode functional vs. lexical status. This leaves roantwo intermediate categories,
which he refers to as “semi-lexical.”

With regard to prepositional uses, it is tempting to apphytiotion of semi-lexical head to
the analysis of Type AB uses. In fact, however, van Riemggbjgs in a different direction, and
ends up with an analysis where the lexical prepositions fkeroaccounts (e.g., Grimshaw’s)
are instead semi-lexical. Type B prepositions are presiyrsiitl treated as functional. The
existence of fully lexical prepositions is left in doubt;v&iemsdijk suggests that perhaps
intransitive prepositions are lexical. | will not go intoyamore details about this account;
aside from the issue of categorial representation disduabeve, van Riemsdijk offers no
improvement over Grimshaw’s analysis of the Type A vs. Typgidinction. In particular, he
gives no further insight into the representation of Type ABpwsitional uses.
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3.2 Headedness of PPs

Throughout this thesis it has been assumed that all prégusiare syntactic heads, but in fact
it has been suggested that the differences between Type AygredB prepositions point to a
difference in syntactic head status.

3.2.1 Head properties

The notion of syntactic head is well-established, but i$uut to be difficult to pin down with
explicit definitions. There are a number of grammatical prtips that can be considered to be
indicators of head status. For example, the head in a givetasyc combination is normally
the semantic functor, the morphosyntactic locus, the segoazand, the government trigger,
the agreement target, the distributional equivalent, babligatory element. For a discussion
of these terms, see Zwicky (1985) and Hudson (1987), who ¢omgposite conclusions about
whether all of these indicators give consistent resultee(@so Cann (1993) for a discussion
of both analyses.)

Zwicky and Hudson are in agreement with regard to PPs: batblede that P is the syn-
tactic head in [P + NP] (e.gtpwards those penguipsZwicky notes that P governs accusative
case on NP, and if we adopt Emonds’s (1972) proposals akicansitive prepositions, then P is
also the subcategorizand, the distributional equivakemd, the obligatory element in [P + NP].
There is also limited evidence (e.g., from Welsh) that P ¢eowsagreement with NP. These
arguments are valid for both Type A and Type B PPs; in otherd®athere is evidence that
prepositions are always heads.

On the other hand, the identification of the morphosyntdatias, which Zwicky considers
to be the only reliable indicator of head status, is only fissn Type B PPs. He gives the
examplesnform Sandy of the nevesdtell the news to Sandwhere the prepositionsf andto
bear morphosyntactic features that indicate the relat@wéen the PPs and the verbs. Type A
PPs are not involved in such external syntactic relatiomshere is no evidence that [P + NP]
has a morphosyntactic locus in the Type A case. In Zwicky388) account, then, Type A
prepositions are less securely identified as syntacticshtreh Type B prepositions.

This is a rather counterintuitive result, and in fact, in Zkyi's (1993) discussion of head
properties, he takes the opposite view. “Ordinary [i.epélA] Adpositions, as isend books
to Chinaor eating sushi with your friendare unproblematically Heads” (p. 306). On the other
hand, PPs headed by “grammatically used” adpositiame problematic because the prepo-
sition is the category determinant and the morphosyntdatias, but the NP is the “external

1zwicky's examples are the three prepositiongivie money to Paandthe discovery of flying pigs by Chip.
306).
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representative.” Zwicky’s evidence for this is that adfiosally marked dependents in some
languages (e.g., Niuean, Tigre, Acehnese) trigger agneemerphology on the verb.

3.2.2 Base properties

It is worthwhile to take a closer look at Zwicky’s (1993) pomals. In this analysis, Zwicky

takes an intermediate position between Zwicky (1985) andsidn (1987). He divides the

head-like notions identified in earlier studies into threeups; within these groups, the prop-
erties are claimed to coincide:

(6) a. F: semantic functor, agreement target, government trigepdcally subcategorized
b. H: morphosyntactic locus, lexical (as opposed to phrasatggory determinant

c. B: external representative, required element, classifggmgantics

Instead of a single notion of syntactic head, then, we haeztfunctions that can be indepen-
dently assigned in every combination. In the prototypicale; the same element is identified
asF, H, andB (the labels stand for “functor,” “head,” and “base”). In timary” (Type A)
prepositional constructions, for example, the prepasiérhibits all three sets of properties in
(6). Zwicky suggests that in Type B PPs, the prepositionaadH, but the NP complement is
B, for the reasons mentioned above.

In fact, the identification oB in a Type B PP is not altogether clear. The external repre-
sentative REP) of a combination is the element that triggers agreementnoexternal head,
lexically subcategorizes the external head, and servédeatidtributional equivalent of the en-
tire combination. The obliqgue agreement data that Zwiclesents (mentioned in the previous
section) therefore point to the NP agp, although this phenomenon is evidently very rare.
Subcategorization is determined by maximal projectiopspeaither P nor NP can be said to
subcategorize the set of verbs. On the other hand, it is tifirf® that contributes the fea-
tures that are eventually relevant for subcategorizatidrich means that P also hagrlike
properties.

The identification oREPas the distributional equivalent also leads to indeterteinesults.
Zwicky gives no formal definition of distributional equieaice, although it is open to many
different interpretations. With a very restrictive defioit, neither P nor NP counts as the
distributional equivalent in [P + NP]. For example, no NP drd® the same distribution as the
Type B PP in (7a):

@ a The island relies on tourism
b. * Theisland relies tourism.

c. *Theisland relies on.
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Cann (1993) gives a more inclusive definition that allowsdbetext to be chosen freely. If P
(or NP) is the distributional equivalent, then for every & PP, there must be some context
where the PP can be replaced by just the P (or NP) alone. Fomgeathere are a number of
verbs that select either a Type B PP or just an NP:

(8) a. Jack believed (in) his sister.
b. The committee approved (of) the plan.

c. The athlete had once battled (with) cancer.

There is usually a noticeable shift in meaning between the variants, so technically the
context is not the same. Moreover, this alternation is natroon, and it does not occur with
all potentially Type B prepositions, so in general we carsmy that NP is distributionally
equivalent to PP.

There are even fewer cases where a Type B preposition caarappgace of a full Type
B PP. Normally, the NP complement of a Type B preposition oabe omitted:

(9) a. *Jackbelieved in.

b. * The committee approved of.
And Type B verbal particles cannot be made transitive:

(10) a. Jennifer looked the number uphe list/. . .).

b. By midnight, half of the guests were passed éaf ¢onsciousness/.. .).
A few examples can be found that go against this generalizati

(11) a. Everyone knocked off (work) at lunchtime.

b. The patient slowly came to (consciousness/her senses).

Itis clear, however, that these are conventionalized cocitsbns where the NP is also strongly
constrained. They certainly do not provide evidence thatdistributionally equivalent to PP.

According to (6¢), the element identified asshould also be the required element. Like
distributional equivalence, this notion can be defined nwréess restrictively, and the two
notions are closely related. If one element in a combinasatie distributional equivalent,
then the other element cannot be obligatory. The convensetigue however; otherwise the
result above (that neither P nor NP is the distributionalivedent) would imply that both P
and NP are required elements. In fact, (8) and (11) give elesmyf contexts where P and
NP can be deleted. As mentioned already, however, thess easexceptional and in the
vast majority of contexts, P and NP are in fact both obligatahich suggests that both age
elements. This poses a problem for Zwicky’s account bectgstinctionss, H, ands should
only be associated with one element in a combination.
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B elements are also supposed to have “classifying” as oppgosedntributory” semantics.
Zwicky gives the example=d apple which refers to a kind of apple, not to a kind of red. The
nounappletherefore has classifying semantics, ana is this combination. Outside of the
nominal domain, this distinction is less relevant, but we sl say for example thatat apples
refers to an instance of eating, and not to apples. Similasiderations apply to Type A PPs;
in toward those penguin®ehind the tableandbecause of the penguinis is the preposition
that provides classifying semantics (Hudson, 1987, p..19¥i)h Type B PPs, judgments are
much weaker. For example, in sentence (7a), th@®Rourismdoes not obviously refer to
an instance of ‘on’ or to a kind of tourism. Neither elementhie combination can be said
convincingly to have classifying semantics.

In summary, it is not clear that the properties in (6¢) caleciand at least in the case of
Type B PPs, it is impossible to assign the lalzetnd none with any degree of certainty. This
leaves Zwicky’s proposal to distinguish Type A and Type BpmgtionsB vs. nons elements
on shaky ground. It is equally plausible to argue that alppsitions, both Type A and Type B,
are prototypical syntactic heads, combining all three fions F, H, andB.

3.2.3 Case prepositions

Rauh (1993, 1991) assumes a more traditional binary digimbetween heads and non-heads,
and argues for a non-head analysis of Type B prepositions.PHon approvalin her example
(12) has the structure in (13):

(12) Bill depends on approval. (1991, p. 208)

(13) NP

/\
P NP

on approval
Rauh provides a wide range of arguments for the NP analyq$3)) nearly all of her ob-
servations, however, are incorrect, or they provide noctlineotivation for treating Type B
prepositions as syntactic non-heads.

First, she claims that Type B prepositions have severelitdoinprojection properties, al-
lowing no specifiers or modifiers and only exhibiting one ctengentation pattern[__ NP].
But as discussed in §2.7, Type B prepositions actually havehrthe same projection proper-
ties as Type A prepositions. Rauh also notes that Type B Ritothe replaced by proforms
(e.g.,there ther), but in §2.6.4 we saw that this claim is also wrong.

Raubh offers coordination data to further motivate the $tmecin (13):
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(14) a. *Bill believes in science and during his life.
b. *Billis good at tennis and in London.

c. *Billis an expert on instruments and in London.

It in unclear how these examples support any claim abouteéhdddness of the PPs.

On top of this, Rauh notes that Type B prepositions assige, @asl she assumes that they
express relational content. But these are both charattseraf syntactic heads, not non-heads.
In short, the arguments that Rauh presents for her analgsisaonvincing. She also mentions
observations by O'Grady (1985), who notes that the NP comeies of Type B prepositions
participate in external (i.e., clause-level) phenomeka diontrol ofPRO and floated quantifier
interpretation, whereas NPs in Type A PPs do not (p. 160,:162)

(15) Bare NPs
a. Harry gave Johra bookPRQ to read.

b. [ visited the mepseveral times each

(16) Type B PPs
a. He pleaded [with the bojsPRQ to leave.

b. He talked [to the girl$ several times eagh

(A7) Type APPs
a. * Harry put a book [near JotinPRQ to read later.

b. * She hit the nail [with hammejisseveral times each

Rauh takes this to be evidence that Type B PPs are really NRacsigally. O'Grady him-
self argues, however, that a syntactic account is untepabtethe real explanation lies in the
semantic differences between Type A and Type B prepositi@pecifically, he attributes the
difference in behavior to the fact that the NP complement Tiyze A PP receives a thematic
role from the preposition, but in a Type B PP the role is assigoy the external verb. This is
the same distinction underlying the extended projectiaants discussed in §3.1; there, too,
a syntactic analysis was found to be inappropriate. Thegrhena in (15)—(17) are fundamen-
tally semantic, and they do not provide relevant evidenceaifty particular syntactic analysis
of PPs. As we have seen throughout the previous chapter ahtiohapter, as far as purely
syntactic properties are concerned, Type A and Type B PRsoaudistinguishable.

Rauh herself admits a syntactic problem with the structufé3): the lower NP should not
be able to move out of the higher NP, because of the A-oversilition (Chomsky, 1964). In

2t should be noted that these, like most of the other testsidigd in the previous chapter, are not completely
clear-cut criteria.
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order to allow preposition stranding, Rauh claims that tstthctures below are available for
the V in (12):

;

@18) a. Y b. Y
\% NP \% NP
depends P NP \% P approval
\ | | |
on approval depends on

Some kind of restructuring as in (18b) is probably neceskargnalyzing pseudopassives, but
it should not be required for stranding fft+movement. Consider the following:

(19) Jennifer stole a coconut from Jack.
a. *Jack was stolen a coconut from.

b. Who did Jennifer steal a coconut from?

The intervening NR coconutblocks restructuring in (19a), while the grammaticality(d®b)
indicates that restructuring is unnecessary. Rauh’s aisafjannot accommodate example
(19b). On the other hand, a more standard analysis where ByPBs are actually headed
by P allows an explanation of the contrast in (19), becausenovement incurs no A-over-A
violation in (19b), even without restructuring.

A final argument against Rauh’s proposal is that it disallawsified treatment of transitive
and intransitive Type B prepositions. By analyzing verlatigles (or at least a subset of them)
as intransitive prepositions, we can explain why they dkltfile same properties and show the
same range of Type A and Type B uses as transitive prepasitibhere is no plausible way,
however, to relate a structure like (13) with a structuretaiming only a preposition and no
NP.

One valuable insight that Rauh’s analysis incorporatelsesdea that Type B prepositions
are functionally similar to case affixes. Just as some venbsategorize for direct objects
marked with accusative case, the veldpendsselects an object marked loy. It is possible,
however, to account for the case-like properties of Type &psitions without going to the
extremes of Rauh’s analysis. All indications point to P asdyntactic head in Type B (and all
other) PPs.

3.3 PP Attachment

Chomsky (1965) is sometimes mentioned as an early accotimt d¥ype A vs. Type B distinc-
tion in structural terms. He gives the following examplejethhas both a Type A and a Type
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B reading (p. 101):
(20) He decided on the boat.

In the Type A case, the PP is interpreted as a place advetimhfade his decision while on
the boat’) while in the Type B case, the sentence means ‘Heectie boat.” For Chomsky, the
difference between the two readings reflect the degree digsion” between the veidecided
and the prepositionn, and the two possibilities correspond to two different@ttaent points
for the PP. The following structures illustrate the difiece (although they are not Chomsky’s
exact representations):

1) a VP b. VP
VP PP v PP
| — \ T
v on the boat decided g the poat
\
decided

Place and time adverbials are analyzed as “Verb Phrase @omepts” (i.e., VP sisters), as in
(21a), while PPs that play a role in the subcategorizatiovedbs are “Verbal Complements”
(i.e., sisters of V), as in (21b). Chomsky gives a few furtegamples of subcategorizing
complementsdash into the roomiast for three hoursremain in England

It is clear, then, that Chomsky’s analysis is not an accofithe Type A vs. Type B dis-
tinction at all, but an account of the complement vs. adjuiitinction. As we know, all Type
B PPs are complements, but the converse is not true. The stinalions are therefore linked,
but not equivalent.

Despite occasional citations by other authors (e.g., JO887; DeArmond, 1977; Bennett,
1975), Chomsky (1965) provides no account of the Type A vpeT® distinction. Consider
the following example:

(22) He remained on the boat.

Here the Type A PBn the boais a complement of the veremained so the VP will have the
same structure as the Type B version of (20) in (21b). Thidyaisaoffers no explanation for
the different properties of the constructions in (21b) &2 (

3According to van Riemsdijk (1978), Chomsky provides thessn®ples to illustrate a third degree of cohesion,
in between the two represented in (21). It is possible torimet Chomsky’s analysis in this way, but then it
is unclear how to translate his slightly divergent treattrenthe two kinds of subcategorizing PPs into current
syntactic notation.
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3.4 HPSG Analyses

In this rest of this chapter | give an overview of existingpwsals for handling prepositions in
the framework of Head-Driven Phrase Structure GrammatgRb& Sag, 1987, 1994). For the
most part, these run into the same difficulties as the amalgseussed already: they assume
a discrete binary division of prepositional uses and oftesatisfying account of the existence
of intermediate (Type AB) cases.

The most complete statement of the HPSG formalism and \v@goammatical analyses in
HPSG can be found in Pollard and Sag (1994). The discussignegbsitions there is very
limited, but it does include an explicit proposal for tregtiType B prepositions as semantically
empty heads. | discuss this analysis in §3.4.1. In §3.4.2inée an alternative approach that
treats Type B prepositions as syntactic non-heads. Fjnall§3.4.3 | review proposals for
handling Type A prepositions in HPSG.

3.4.1 Transparent prepositions

Pollard and Sag (1994) use the labels “predicative” and-jm@dlicative” (or “case-marking”),
roughly corresponding to what | call “Type A’ and “Type B” prasitions, respectively. In the
following discussion | avoid the authors’ terminology ivdée of my own, in part because of the
general arguments against using directly opposing lakeks the end of §1.1.3). In this case,
“predicative” and “non-predicative” are particularly rgiading because in addition to their
necessarily inexplicit, intuitive function as labels faepositions, they are also used formally
within HPSG to refer to a particular featuréPRD] carried by all substantive categories. This
feature in turn is correlated with a number of syntactic asmantic properties.

Without a doubt, the distinction between Type A vs. Type Bppsitions and that between
[+PRD] vs. [-PRD| prepositions are closely related. The use of a single setrofihology
suggests that they are equivalent, and this is an overdiogpion. After all, one distinction is
gradient and the other is strictly binary. In the followirext, | use the terms “predicative” and
“non-predicative” exclusively to refer to the syntactiaferes|+PRD] and[—PRD]. A detailed
discussion of these features and their role in the analygisepositions appears in 84.2.4.

The discussion of prepositions in Pollard and Sag (1994)des almost entirely on Type B
uses, and the analysis is mainly driven by binding theorgnkedions. The following sentence
is given as an example of a Type B prepositional use:

(23) Kim depends on Sandy.

The binding possibilities for the prepositional object ifios in this construction are exactly
parallel to the those in the case of a “bare” NP object with reppsition:
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(24) a. Johnpdepends [on himseglf
b. * John depends [on hinh
(25) Johntrusts himse|f*him;.

In HPSG, binding constraints are formulated as constraintthe cooccurrence of nominal
elements on therG-sT list of selecting heads—the verbs in these examples. Thenedts

in (25) are easy to explain because both the antecedent amgtaghoun are direct syntactic
dependents of the verb, and so they appear automaticalllyeoxris-ST list of trusts In the
other construction in (24), however, the the pronoun is atllyguely linked to the verb, and
it is the PP that appears on theGc-ST of dependsand its internal structure is inaccessible.
Therefore, the same binding constraint cannot be used faiexpoth (24) and (25). This is
undesirable, in light of the exactly parallel behavior df tivo examples.

Instead, these data motivate an analysis where the PP dtefiend orconstruction “looks
like” its own NP object for binding purposes. In other wordsien a semantically based bind-
ing theory as in HPSG, the PP in (24a) has its categorialitgfeartd other syntactic properties
determined by the prepositiamn, but all of its semantic information copied from the Kn-
self With such an approach, th&-sT lists of dependsindtrustsin the above examples are
identical as far as binding constraints are concerned, anldawe a single analysis for both sets
of judgments.

Pollard and Sag propose the following lexical entry for T¥#enin order to achieve this

result:
(26) ( 1
prep
PFORM 0OnN
HEAD
PRD  —
CAT
MOD  none
suBJ ()

comps (NP[acd :[1])
LCONT [1] nom-obj

This preposition projects the following PP in (24a):
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@7 PFORM [1]0On

CONT [3]refl

HD-DTR COMP-DTR
’-PFORM -‘ CONT }
LCOMPS ()J

The top node of this tree has the desired form: for all symtamirposes (e.qg., selection by the
verbdependy the phrase looks like aon-PP, and for all semantic purposes (e.g., binding) it
looks like a reflexive pronoun.

In this example, Pollard and Sag explain that “the head igpn makes no contribution
to the CONTENT of the PP.” In one sense, this is true, because all of the dBrratomes
originally from the NP object. In another sense, though,teposition actually contributes
all of the coNTENT of the PP. The end result in (27) is that the confehis structure shared
between the pronoun and the PP, but the percolation of tisration is in fact strictly head-
driven. This is purely a theory-internal requirement, assmuence of the HPSG Semantics
Principle?

(28) Inaheaded phrase, theNTENT value is token-identical to that of the adjunct daugh-
ter if the DTRS value is of sorthead-adj-struc and with that of the head daughter
otherwise.

This is the sole motivation for theoNT representation in the lexical entry ofi in (26), which
is otherwise completely at odds with the intuition that thé® ofon is semantically empty. |
doubt that anyone has the intuition that the wondn sentence (24a) actually means ‘himself.’
It would be preferable to represent TypeoB as having null content in its lexical entry.
Given the Semantics Principle as stated in (28), howevisrwtbuld lead to the entire PP also
having null content. A quick solution to this problem wouleltie specify in the principle that in
these particular PPs, the NP is to be identified as the serrfeedd. This would be nothing but
a stipulation, however. In my own analysis, presented latgris chapter, Type B prepositions
are explicitly represented as semantically empty lexieahs, and the fact that the complement
NP is then the semantic head is made to follow as a direct qoesee of this.

3.4.2 Prepositions as markers

An alternative analysis of Type B prepositions is to tre@nthas elements of the functional
syntactic categorynarker (Heinz & Matiasek, 1994; Badia, 1996). The following German

4This is a simplified formulation of the Semantics Princifgmoring quantification.
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example, taken from Heinz and Matiasek, contains an instah@ype Bauf:

(29) Der Mannwartetaufden Installateur.
the man waits on the plumberacc

‘The man is waiting for the plumber.’

The verbwartetis a prepositional verb, just like its English counterpasit. In the marker
analysis, the PP in (29) has the following structure:

(30)
noun
HEAD L
CASE acc
MARKING [2]auf
CONT
MARK-DTR HD-DTR
HEAD
marker
HEAD MARKING unmarke
SPEC
CONT
MARKING [2
[4]NP:den Installateur
P:auf

As a markerauf is assumed to have no semantics (although it is unclear hisvistaupposed
to be represented), and in this construction, the NP is thrastic and syntactic head, so it
structure shares its semantics directly with the phrasds dtcount therefore sidesteps the
difficulties faced by the Pollard and Sag (1994) analysisiudised in the previous section.
Badia (1996) gives more detailed arguments in favor of a erakalysis of Type B prepo-
sitions in HPSG. First he mentions the fact that Type B PPsiitalan participate in argument
control; we have already seen similar data for English ir) él®ve, and there | argued that a
semantic explanation is more appropriate than a syntangc Badia also shows that the NP
complement of a Type B preposition can trigger agreementoalement outside the PP (p.
127):
(31) Joarva aconsellafa les noieg mostrar-se
Joanaux advise  [to the girl§] showREFL

contenteg* content/ contenta/contents.
happy-fem.pl*masc.sff fem.sg*masc.pl

‘Joan advised the girls to show themselves (to be) happy.’

This particular example, however, is an instance of theipusvyphenomenon (oblique control)
combined with ordinary agreement. As mentioned at the er@83&.1, there are languages
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that provide examples of “real” oblique agreement. Agaowéver, this phenomenon is open
to semantic explanation; | return to this topic in the nexiptier (see §4.2.2).

Badia also offers a syntactic argument based on coordmagierb plus its Type B prepo-
sition can be coordinated with a transitive verb, with bdtlring a single NP object. This
claim was discussed in §2.3.2 and dismissed as a reliatdgion for distinguishing Type A
and Type B constructions. Badia himself admits that theendd is “a bit tentative.”

Next, he offers some arguments that are more specific to HF8&, analyzing Type B
prepositions as markers brings together the notions of sienand syntactic head. But this
distinction is needed in analyzing other constructionsreixample, head-adjunct structures,
and possibly determiner-noun and auxiliary-verb comlimat Unless one makes a serious
proposal to eliminate the semantic vs. syntactic headndisbin altogether, Badia’s argument
does not hold. Second, he suggests that a marker analy$isnsxwhy a Type B preposition
only governs the case of its complement and imposes no semestrictions. In principle,
though, a marker can specify whatever constraints is#sc value that a head can specify
via coMPs Although the two types of selection are handled by diffep@inciples (thespPec
Principle and the Valence Principle, respectively), thenfa mechanism—unification of two
SYNSEM objects—is identical in both cases. Nothing about subcaizgfion properties (or
the apparent lack thereof) follows simply by virtue of adoegta marker analysis.

Finally, Badia makes the point that treating Type B prepmsit as markers eliminates
the need to stipulate that they structure-share theMTENT values with their complements’
CONTENT values (see the lexical entry in (26), for example). As nteted above, | agree that
this is a weakness of the standard account, and it is an ay@of the marker analysis that
Type B prepositions/markers can be represented “faitfifalf semantically empty. As an ad
hoc proposal, we could introducecantentsubtype calledull-contto serve as theONTENT
value of semantically empty markers.

Note, however, that Badia’s argument only shows that a maphisticated approach to se-
mantically empty heads is needed in HPSG; it does not pralildet motivation for a marker
analysis in particular. And in fact, as we have seen, thezarany problems with analyses
that treat Type B PPs to be NPs categorially. The marker aisafias the additional drawback
that it no longer treats the preposition itself as a membd?.oThe many lexical similarities
between the Type A and Type B versions of a preposition (plgpnological form, case as-
signing properties, morphosyntactic beha¥jero longer come for free, but must be dealt with

5English prepositions do not exhibit many morphosyntadtieraations; one possible example is the correspon-
dence between complex transitive fornesif of paper, off of the shélfand simple intransitiveso(it, off) (Quirk
et al., 1985, §9.13). As for cross-linguistic evidenceehehave in mind P+Det contractions in Romance and
German, inflection of P in Welsh, and alternating forms fearstled vs. non-stranded prepositions in Dutch.
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explicitly (an issue that is left unaddressed by the authwestioned here).

The treatment of Type B prepositions as markers in HPSG refine unattractive. It is
preferable to treat all prepositions as syntactic headsloae in standard HPSG. However,
the use ofMARKING Theory is an interesting feature of the analysis considbezd. MARK -
ING Theory is an underdeveloped component of HPSG that is higihéyant for the issue of
prepositional selection. | will return to this topic in Chap6.

3.4.3 Meaningful prepositions

As mentioned already, the discussion of prepositions ifaRbland Sag (1994) mainly ad-
dresses the issue of Type B prepositions. It is possiblertimiess to piece together a likely
standard analysis for meaningful Type A prepositions. tFéfsall, as mentioned above in
§3.4.1, Type A prepositions are called “predicative” arid tabel also implies the presence of
the featurg+PRD]. Lexical heads specified & PRD] aresuBunsaturated:

(32

word
HEAD | PRD +

= [SUBJ ([})}

For non-verbal categories, there is a further requiremieat: the subject must be assigned
a semantic role; in other words, the subject expresses tteenek argument of the head's
semantic relation. For predicative nouns, the subjectsigyasd the referential argument role
(cf. Higginbotham, 1985). For predicative adjectives, ékernal argument is the same as the
modified argument. For (spatial) prepositions, the extargument is the theme or “trajector”
in Space Grammar (Hawkins, 1985). The subject of a prediaterb does not have to be
associated with a semantic rolecan hear it raining

Consider the following example:
(33) There was too much sauce the pizza.

Here we have a predicative Type A PP as the complement of dazogerb. Putting together
the facts above, we end up with the following lexical entry Tgpe Aonin (33):
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(34)

prep
PRD +

SUBJ N>
COMPS N[acq>

HEAD

CAT

locative-on
CONT\NUCL FIGURE

\- GROUND J

Note that several issues are left undecided. First, contigeiEAD featuresPFOrRM and
MoD, which do not appear in (34). According to the type hierarthgse attributes are appro-
priate for all prepositions, but in this example, it does maitter whether or how their values
are instantiatedpFORM s only required when a selecting head constrains the lefoca of
the preposition; this is not the case wishin sentence (33MobD is only useful in head-adjunct
structures. In (33) the PP is a complement, not an adjundtsarit makes no difference if the
preposition hasNiob: nong or [MOD: synser

Similar issues of indeterminacy arise when we considematljconstructions:
(35) The sauce on the pizza was too garlicky.

Here again, theForMvalue ofonis unimportant. And whilevob plays a crucial role in the
analysis of this example, it is not clear whether or leweJvalency is involved. If we assume
thaton is “predicative” in the sloppy sense, and that this impliegrD] in the formal sense,
and this in turn implies the presence ofasJelement, then we have another piece of excess
formalism.

It could be argued that underspecification is an inherentodteth desirable characteristic
of HPSG. Moreover, it is natural for a feature to be cruciasd@me analyses, and play no role
at all in others. On the other hand, systematic patternsatfife use and disuse like those
demonstrated above should be recognized and accountedrother problem is that some
pairs or groups of features carry redundant informatifFoRMandPHONOLOGY are perhaps
suspicious in this regard. The featurgssJ and MOD are also redundant: semantically, the
functions of suBJ selection in the analysis of sentence (33) amb selection in (35) are
identical, in that they both link an external argument tofh®URE role. A complete account
of prepositions should capture such generalizations.

Finally, the most serious problem facing the HPSG analysesepted here is that none of
them address Type A and Type B prepositions at the same tirhey dll implicitly assume
a clean division between the two and then concentrate onojustor the other. We have
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seen, however, that this clear-cut division does not exise challenge is to move from the
Type B analyses in 83.4.1 and §3.4.2 to the Type A analysdsisrsection, accommodating
intermediate cases along the way.

3.5 Summary

None of the existing proposals discussed in this chapteriges a satisfactory account of the
spectrum of prepositional uses from Type A through Type ABytpe B. At most, the authors
offer distinct treatments for lexical (predicative) prsjimns on the one hand, and functional
(non-predicative) prepositions on the other. They neglggie AB cases where lexical and
functional analyses must in some sense overlap.

The proposals mentioned here do highlight some differeicéghavior among preposi-
tions that must be accounted for in an adequate analysist iMp®rtant among these is the
observation that some prepositions are transparent wsffec to various primarily semantic
phenomena, while others are not. In other words, gramnigiicgesses like semantic role
assignment, agreement, and binding sometimes have acctesfeatures of the PP-internal
NP, whereas in other cases, the PP forms an opaque “shalifi@dtbe NP. These observations
do not, however, motivate the introduction of binary featulike [+F| (Grimshaw, 1991) or
[£PRD] (Pollard & Sag, 1994).

The identification of the syntactic head in prepositionahstauctions has been another
matter of controversy in previous accounts. Some authors Baggested that differences in
behavior among PPs should be attributed to differencesritasic headedness. We have seen
in this chapter, however, that the evidence points to a tmifibeatment of all prepositions as
syntactic heads.

In regard to HPSG specifically, | conclude that the standaalyais of Pollard and Sag
(1994) is still to be preferred over more recent proposatbsmy own analysis, presented in
the following chapter, | will follow the spirit of the standhapproach, while taking fuller
advantage of the formal framework of HPSG to to provide a nexglanatory account of
prepositional behavior.



Chapter 4
Prepositions in HPSG

In the last chapter | argued against theoretical accourpgsepiositional selection and behavior
that assume a discrete binary classification of prepositidmstead, the observed range of
prepositional uses from Type A through Type AB to Type B cédisa more sophisticated
analysis that incorporates different degrees of meaningés and variability.

In this chapter | present an account of prepositional regmtagion in HPSG. First, in
section §4.1 | discuss the modified version of Minimal ReicurSemantics (MRS) that | use
for my semantic representations. Then in the remaindereottiapter | propose constraints
on the lexical entries of prepositions that determine theéraction with other elements in a
construction.

4.1 Minimal Recursion Semantics

| adopt Minimal Recursion Semantics for representing HRSBITENT values (Copestake,
Flickinger, & Sag, 1997). MRS is more fully elaborated thhe¢oNTENT theory in standard

HPSG, and it has a number of features that make it preferablbandling prepositions. In
this section | go over the relevant features of MRS and | ssigggrious modifications that are
appropriate for the framework in general, and useful for mgppsitional analysis in particular.

4.1.1 Semantic percolation in MRS

My main motivation for the move to MRS is the flexibility offedl by list-valued representation

of semantic content via theszT attribute. One consequence of this is that the semantics of
phrases is built up more compositionally than in standar&&PIn Pollard and Sag (1994),
semantics is fully head-driven (although it is driven by #emantic head, not the syntactic
head). An informal statement of the HPSG Semantics Priaci@s given in (28) in 83.4.1.
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In contrast, phrases in MRS inherit semantic content frdndalghters directly. The MRS
Semantics Principle is formalized as the following coristran the typephrase®

(1) MRS Semantics Principle (standard)

INDEX

CONT KEY

Liszt [sl@[«]e® (5]
KEY
LISZT

NON-HEAD-DTR | CONT | LISZT

INDEX
Liszt

hd-phrase=> | HEAD-DTR | CONT

C-CONT

MRS allows the possibility of non-compositional semaniiesoduced by the construction
itself; this is encoded iK-CONT | LISZT. The semantics of the phrase (i.e. LitszT value) is
simply the concatenation of the semantics of both daughteiighat of the construction.

Like standard HPSG, MRS uses the notion of a semantic headigbp distinct from the
syntactic head. NP determiners and all modifiers are syatach-heads, but they are treated
as semantic heads in that they supply the values-0BNT | INDEX, which according to (1)
is structure-shared with the/DEX of the phrase. Formally, specifier-head phrases and head-
adjunct phrases are non-head compositional phrasesgcstijie following constraint:

@

NON-HEAD-DTR | CONT | INDEX

nonhead-compositional-phrase
P P C-CONT | INDEX

In all other headed phrases, the semantic head daughtenisfied with the syntactic head:

(©)
HEAD-DTR | CONT | INDEX

head-compositional-phrase-
P P C-CONT | INDEX

Two aspects of the MRS account of semantic percolation ptedénere are worth noting.
First, although the syntactic head is not always the semhatd, it always provides the phrasal
KEY value, according to (1). Theey attribute encodes selectable semantic content, in contras
to the “total” semantic content given by theszT list, which is assumed to be inaccessible for

INote that this constraint only covers the case of headedsphraFurthermore, | have omitted the attributes
HANDEL, H-STOREandH-CONS, which are used to handle scope interaction.
2Again, in (2) and (3) | simplify by ignoring quantification.



4.1. Minimal Recursion Semantics 93

purposes of external selection. This formulation excluckeses where theey relation might
be idiosyncratically specified by the construction—forrexée, in idiomatic constructions like
kick the bucketlt is also unclear what happens if the syntactic head is séoagly empty—for
example, in Type B prepositional constructions and pogsilso in auxiliary verb construc-
tions. In these cases, it should be the non-head daughtesewls relation is passed to the
phrase.

Second, the attribute-CONT | INDEX is actually unnecessary, because the constraints
on nonhead-compos-pandhead-compos-pm (2)—(3) could refer directly t@ONT | INDEX
instead. But for purposes of quantification (details of weHibave omitted) it is convenient for
C-CONT to mediate the sharing of information between the dauglaedsthe mother. In my
analysis which follows, | take further advantage of thigimediary function o€-CoNT in the
percolation of semantic information.

4.1.2 Modifications and additions

In the rest of this section | present a modified version of MR& preserves existing analyses
(of quantification and adjunction, and so on) while accomatiod the analysis of semantically
empty heads. | also formalize some of the ideas from Copestiedd. (1997) that will be useful
for my account of prepositions in the remaining sectionsisf thapter.

Revised Semantics Principle

| propose that the attributasey and INDEX should be list-valued; this not only admits the
possibility of representing empty semantic content, balsb allows easy combination and
manipulation of semantic information from different scesc Moreover, in contrast to (1),
where the phrasatey value is always taken from the head daughter, | assume thsted
C-CONT provides thekEey value. My revised Semantics Principle (for headed phrasegyen
below:

(4) MRS Semantics Principle (revised)

{ KEY  ([1]rel)

CONT INDEX ([2]index
Lszt [sl@[4]e[s]

HEAD-DTR | CONT | LISZT
NONHEAD-DTR | CONT | LISZT

KeEY  ([1]...

C-CONT |INDEX

L Liszt '

hd-phrase=
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According to this constraint, the phrase shares the sirlglaent of itskey list with the first
element of itsc-CONT | KEY list, and similarly foriINDEX.

| assume that in both head compositional and non-head catiopas phrases the-CONT
| KEY value is determined by combining theey values of the daughters according to the
following constraint:

®)
HEAD-DTR | CONT | KEY
compositional-phrases> | NONHEAD-DTR | CONT | KEY
C-CONT | KEY [1]@®[2]

ThekEy value of the head daughter takes precedence over that abithbaad. In combination
with (4), this means that in most cases the head daughtensrelation will percolate to
the mother. This is also what the original MRS Semanticsdipie in (1) specifies, but my
formulation leaves open the possibility of non-composiilcheaded phrases that are subject to
(4) but not to (5). The crucial difference between my revigesion and the original is in the
analysis of semantically empty head daughters. In suctsctssEYy list of the head daughter
must be empty, so the contribution from the non-head daugitebe first element of thes-
CONT | KEY list in (5). According to (4), then, the non-head’s conterill percolate to the
whole phrase. This analysis will be discussed in more deftil respect to empty prepositions
in 84.2.2.

We still need constraints on the two subtypesafpositional-phrasén order to account
for INDEX percolation:

(6)
HEAD-DTR | CONT | INDEX
head-compos-phrase- [ NON-HEAD-DTR | CONT| INDEX
C-CONT | INDEX [1]®[2]
™

HEAD-DTR | CONT | INDEX
nonhead-compos-phrase | NON-HEAD-DTR | CONT | INDEX
C-CONT| INDEX [2]®[1]
In a head-compositional phrase, the head daughtepsx takes precedence and will appear
first in the phrasat-coNT | INDEX list. Again, the effect of this constraint diverges fromttha
of the standard MRS formulation in (3) when the head daugkteemantically empty (and
therefore has an emptyDEX list). In this case the non-head daughtexsex will be first in
C-CONT | INDEX, and it will become the phrasalDEX, according to (4).
In a non-head compositional phrase (i.e., specifier-headead-adjunct structure), the
daughters’'INDEX lists are concatenated in the opposite order. In fact, sipeeifiers and
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adjuncts always have non-emptyDEX lists (they are never semantically empty), we could
simply keep the original constraint in (2) above.

As in (2)—(3) above, | have said nothing about the the peticoladf HANDEL, H-STORE
andH-coNsvalues in (6) and (7). The constraints proposed in Copegbék (1997) can be
adopted without modifications, leaving the original MRS@ett of quantification intact.

Additional constraints

In the rest of this section | present a few additional prifeggor MRS. These are quite straight-
forward assumptions that are left unformalized in Copesttial. (1997). For example, there
is a link betweerkey andINDEX features in lexical entries: th&DEX value “is unified either
with the event variable for verbal semantic structures, ith the instance variable for nominal
structures” (p. 5). The following constraint @ord formalizes this statement:
®
word

event-rel y [rom-rel = [CONT\ INDEX ([1])
EVENT INST

CONT | KEY <

In phrases, on the other hand, theEX cannot always be determined from tkey value in
this way. In particular, in constructions involving intémsal modifiers likeformerandalleged
the phrasalNDEX is crucially distinct from the value ol ST in theKEY relation.

The converse of constraint (8) as it stands does not holduseevent-relandnom-relin
the left hand side do not cover all possible typegB¥ relations. We also havguant-re| for
example, and modifiers may also require a different typeeof relation. For my purposes, the
following constraint is sufficient:

©)
|-word -‘ |-word

[CONT\ INDEX (inde)éJ = [CONT\ KEY (relation)J

A non-emptyINDEX list implies a non-emptgEey list. This also means that any word with no
KEY relation cannot have an indéx.

Next, the relationship betweeatey andLiSzT should be explicitly formalized. Theszt
value encodes all of the semantic content of a sign, wte singles out the component of
the sign’s content that is visible for semantic selectiomakes sense, therefore, to ensure that
thekEey relation (if any) is chosen from the collection of relatiang.1SzT. Formally:

3] assume here that tleoNT KEY list is maximally singleton.
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(10)
sign = |conT KEY ()
CONT| KEY {([]) LISzT (...,[1},...)
The converse of this principle is also reasonable: Any sidih & non-emptyLISzT must
choose &EY relation from among itsI1szT relations. In other words, any contentful sign must
be open to semantic selection. Nothing in my analysis dependhis further assumption, but
the two implications can be combined in the following coaistt:
11)
word word

CONT| KEY ([1]) < CONT| LISZT (...,[1],...)

4.2 Prepositional Content

Now that the general theoretical foundations are in plat&nl to the main topic of this chap-
ter, the analysis of prepositions in HPSG. | begin with theiésof semantic representation.
As discussed in §1.2, fine distinctions in meaningfulnessbeaobserved among prepositional
uses, but these are not necessarily the result of fine distiscat the level of semantic rep-
resentation. In my analysis | make only a broad distinctiebMeen prepositions that have
content and prepositions with empty content.

Content and empty prepositions are represented as sulutf/pesp-lex

12) prep-lex

T

content-prep-lex empty-prep-lex
The lexical typeprep-lexis defined as follows:
13) ’- -‘
prep-lexs word
LHEAD prepJ

4.2.1 Content prepositions

Prepositions that are clearly meaningful, including alp@yA uses, have semantic content.
Such prepositions have lexical entries of the tgpatent-prep-lex

(14)
cont-prep-lex=- [CONT | KEY (prep-re))

The information contained in this constraint is minimalpiitly says that content prepositions
have akEeyY relation of typeprep-rel For an element to be semantically contentful in MRS, it
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must have a non-emptyszT list. According to the constraint given above in (10), wekno
that thekEy relation in (14) must also appear in the prepositian&zT list.
Further consequences of the feature specification in (Bliacussed below.

Prepositional relations

| assume that all prepositional relations include at leagbdernal argument role. In spatial and
temporal relations, this role is variously referred to asttieme, trajector, figure, or locatum.
There is normally also an internal argument, correspontlirtye landmark or the ground. In
my representations | use the generic role naexBsARG and INT-ARG for all prepositional
relations. This is a departure from standard HPSG, wherémadly specific role names (e.g.,
GIVER, SINGER, POSSESSED are preferred. Because attributes are not hierarchicatig-
nized, this practice makes it difficult to state generai@et across relations. See Davis (1996)
for discussion of this point; he relies on more general rétgbate names likeACTOR and
UNDERGOERIN order to state argument linking constraints.

In the canonical case, a preposition has both an internadiamdternal argument, and both
are expressed syntactically:

(15) a. at7o'clock

temp-at-rel
EXT-ARG index
INT-ARG “7 o’clock”

b. in London
dir-in-rel
EXT-ARG index
INT-ARG “London”
Many transitive prepositions can optionally occur intitimsly, with the internal argument
understood anaphorically or by convention:

(16) a. I've never seen this man before. (i.e., before now)
b. The doctor is in/out. (i.e., in/out of the office)
¢. Put some clothes on! (i.e., on your body)
Some prepositions are obligatorily intransitive, but amlenlying two-place relation is still
identifiable:

(A7) a. beforehand

temp-before-rel
EXT-ARG index|
INT-ARG index
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b. upstairs

loc-at-rel
EXT-ARG index
INT-ARG “upstairs”

In other cases, there really is no internal argument role:

(18) a. turn the volume down

down-rel
EXT-ARG “volume”

b. switch the light on

on-rel
EXT-ARG “light”

Here, down and on express one-place predicates. The volume does not go doythiram
(cf. walking down the strept-it just goes down. The light does not end up on anything (cf.
landing on the roof—it is simply on. One might be tempted to treat these as mesnbie
another category—adjectives, for example—but they ekhilore preposition-like properties
(e.g., the possibility ofight as a specifier).

Finally, there are a number of locative prepositions thasuiane assign two internal argu-
ment roles (recall example (95) in Chapter 2, repeated here)

(19) across the street from Bill's house

loc-across-rel

EXT-ARG index
INT-ARG  “street”
INT-ARG2 “B’s house”

In order to specify a location using a predicate l#@oss two landmarks are necessary.
Since prepositions show diversity with regard to intermglanent role assignment, | pro-
pose just the following constraint on prepositional relasi#
(20)
prep-rel= event-rel& [EXT—ARG index]
As we will see shortly, assigning an external argument rale $ignificant consequences for
the semantic and syntactic combinatory potential of PPdétehay content prepositions.
| assume thaprep-relis a subtype oévent-re] which is also used for verbal semantic rela-
tions. Event-relbasically corresponds mfpsoain standard HPSG semantics—i.e., it encodes

4The value ofexT-ARG here should actually bindex vV handlein order to accommodate modifier scope
interaction.
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a relation name and a collection of argument roles. In MR&/ver, events are also assumed
to introduce an event variable:

(21)
event-rel= [EVENT index}

MOD values

| propose the following constraint linking theey andmoD values of prepositions:

(22)
word
word
HEAD prep prep
S
CONT ‘ KEY prep-rel HEAD synsem
EXT-ARG CONT | INDEX {[1])

Any preposition that assigns an external argument role stenpial modifier; more precisely,
modification is one mechanism by which the external argumeletcan be assigned. Con-
versely, if a preposition hasnaoD value, it must be associated with the preposition’s externa
argument role.

Putting together all the information added by various aemsts so far, we have the fol-
lowing expanded version of the type definition in (14):

(23) -
’VHEAD | MOD |CONT| INDEX ([x])
prep-rel
cont-prep-lex= KEY < EVENT >
CONT EXT-ARG
INDEX ([3])
L szt (...,[2...)

4.2.2 Empty prepositions

Prepositions with no lexical content, or “empty preposi§g have much simpler structure.
These include all Type B prepositions, and they are subjetttet following constraint:

(24)
empty-prep-lexs

CONT]| LISZT <)]

5Again, there is a simplification here, because the extemgainaent role can be linked to theanDEL of the
modified element, not itBNDEX.

100 Chapter 4. Prepositions in HPSG

Again, the right hand side of this constraint specifies vitthe information, only that an empty
preposition has an emptyszT list. This is exactly what empty content means in MRS. As
a consequence of the other constraints we have in placedglre@ know that the<ey and
INDEX lists in (24) must also be empty (by constraints (10) andré®pectively).

Because empty prepositions must have enngty lists, constraint (22) above implies that
they must also have the featuredp: nond. In other words, a PP headed by an empty prepo-
sition can never appear as an adjunct. We therefore arrihe ddllowing expanded definition
for empty prepositions:

(25)
HEAD | MOD none
empty-prep-lex= KEY ()
Ply-prep CONT |INDEX ()
LIszT ()

Semantic transparency

One of the properties of semantically empty prepositiotisasthey license non-local instances
of phenomena that are otherwise strictly local. We have,deerxample, that empty preposi-
tions are transparent with respect to semantic role asgghby an external head (§83.1), and
with respect to binding theory (83.4.1). Consider the PFhanfbllowing sentence (already
discussed as example (23) in the previous chapter):

(26) Kim depends on Sandy.

As in standard HPSG, | considen to have no semantic content here. Recall that in the
standard analysis, the preposition is actually repredegehaving the semantic content of its
complement. Under my account, this is unnecessary, aneéxiel entry for non-contentful
onreally encodes no content.

The structure of the PP in (26) is given below, with particaliention paid to the percola-
tion of semantic information:
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@7 [ |
HEAD [MOD non
CONT | LISZT [5]@®[10]@[11]
KEY [3]®[¢]
C-CONT INDEX [4]®[9]
\- Liszt ()
HD-DTR COMP-DTR
HEAD ’- " '|
human-rel
COMPS ([z]) KEY  [s] <LINST J>
KEY
INDEX
CONT |INDEX (o) (=
LISZT ( ) naming-rel
LISzT NAME  sandy|,[7]
on L NAMED

Sandy
The two daughters are both words, so they obey the constra{®) linking their key and
INDEX values. Since PPs are compositional phrases, they musirootd constraint (5): the
C-CONT | KEY value of the mother is the concatenation of &y list of the head daughter
followed by that of the non-head daughter. PPs are furthesrhead-compositional phrases,
so according to constraint (6), the value@EONT | INDEX is the concatenation of the prepo-
sition’s INDEX list followed by its complement'sNDEX list.

No construction specific content is specifiedcfCONT | LISzT. TheLiszT value of the
phrase is the concatenation of thezT lists of both daughters and of the construction. Given
that many of the lists mentioned here are in fact empty, theatwle in (27) can be more simply
expressed as:

(28)

HEAD
CONT| LISZT

Kev  (3)
INDEX ([8])

C-CONT

The Semantics Principle in (4) requires the PP to take a<itsrelation the first element of its
C-CONT | KEY list—i.e., thehuman-rel[z]. TheINDEX value of the PP is the first (and only)
elements]in its c-cCONT | INDEX list. In other words, the PBn Sandyheaded by emptgn
has the followingCONTENT.
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(29)
human-rel
KEY < INST >
INDEX ([2])
LIszt (naming-rel[1])

The fact that the referential index of the NP complementse #he index of the PP allows
us to account for the binding observations below (repeated &xample (24) in §3.4.1):

(30) a. Johpdepends [on himsg]f
b. * John depends [on hifh

The standard HPSG analysis works here. TheJdPnlocally o-commands the PP on the
ARG-ST list of dependslIf the PP is co-indexed witfiohn as in (30), then a reflexive pronoun
is allowed (because these must be locally o-bound) whileraraeffexive pronoun is blocked
(because these cannot be locally o-bound). For bindinggsery) a PP headed by an empty
preposition looks exactly like its NP complement.

The same is true for semantic role assignment, because giso accomplished by means
of referential indices in HPSG. More generally, howevemastic selection (i.e., selectional
restriction) involves theey relation, but again in this case the PP has the samevalue
as its NP complement. We can therefore explain why the fafiguexamples are odd (out of
context):

(31) a. ?Kim depends on Wednesday.
b. ?Kim depends on the rooftops.

c. ?Kim depends on the way to the post office.

Broadly speaking, the NPs here do not refer to entities thatrormally be depended on.
The verb is able to enforce semantic constraints directitherNP in spite of the intervening
preposition.

Syntactic transparency?

It is important to note that empty prepositions are only seinally transparent. | have said
very little about the syntactic features in (27), but acowgdo standard HPSG assumptions, the
percolation ofHEAD andVALENCE information is strictly driven by the syntactic head. This
holds for PPs, whether they are headed by contentful or epngfyositions. Syntactic pro-
cesses that involve a PP are only allowed to refer to infaomahat is visible in thesYNSEM
value of the PP level. Crucially, the internal structuretrad PP, encoded in tH@AUGHTERS
value, is inaccessible.
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In a PP headed by an empty preposition, the complementisTENT features are passed
up to the PP level, but none of its syntactic features likee@aed valency are, so this kind
of information should not play any role in grammatical pheema outside of the PP. As
discussed in the last chapter, however, Type B preposifiontansparent with respect to some
phenomena that are sometimes considered to be syntactiex&ople, O'Grady (1985) notes
that NPs inside Type B PPs can serve as antecedents for fipadadifiers and as argument
controllers. Napoli (1989) notes the same effect in secgndeedication constructions. In
HPSG, all of these are treated as semantic phenomena, ahne settavior of Type B PPs is a
result of the fact that they are semantically empty.

As mentioned briefly in 83.2, in a few languages verbs showeargent with adpositionally
marked dependents (Zwicky, 1992, 1993). For example, vierbuean sometimes agree in
number with their subjects and direct objects, but theseramed by prepositions indicating
ergative or absolutive case (Seiter, 1983). In Tigre, extiobjects (marked with a preposition
corresponding to Englisto) can trigger agreement on the verb (Davies, 1986). And finial
Acehnese (and in other Indonesian languages), passive agrbe with their logical subjects,
which are expressed with PPs like Engltshphrases (Lawler, 1977).

All of these examples involve PPs that are arguably headeaipty prepositions. | do not
know if this is true for all cases of oblique agreement, betdhta at hand pose no problem for
the analysis proposed here (or for the standard HPSG traatfiseussed in §3.4.1). In HPSG
agreement features are encoded inizeX value, which is part oEONTENT. TheINDEX of
the NP complement of an empty preposition is therefore Misibthe PP level, and allowed to
trigger agreement outside the PP.

Finally, in languages with richer case systems than Englighcan find examples where
non-local case government seems to be involved. In Russinexample, the prepositiora
‘behind’ governs either the accusative or the instrumecdiske. Sometimes the two patterns
show a difference in semantics (e.qg., directional vs. [eegtbut wherzais used as an empty
preposition, this becomes a purely syntactic distinctibime choice is not arbitrary, however:

(32) a. Mybojimsjaza det'i/*det'mi
we fear behindchildrenacd*instr
‘We fear for the children.’
b. My prismatrivajimza det'mi/*det’i.
we look behindchildreninstr/*acc
‘We look after the children.’

In these examples it must be the verb that ultimately deteemthe case of the prepositional
object. This does not mean, however, that we have to alloweéhe to have direct access to
the syntactic features of the NP (e.g., by somehow passim thp to the PP). Instead, the
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prepositionza governs the case of its complement as usual, and in accardaitit locality
principles. The verb in each example then has to select threatovariant ofza in §4.3 |
discuss how this selection is accomplished, again locally.

4.2.3 ARG-ST and MOD

So far, the definitions afont-prep-lexandempty-prep-lexsay nothing about the value aRG-

ST, which is a crucial part of lexical representations in HP&8cent work has focused on the
relationship betweenarG-sT and the valence lists (Sag, 1997; Bouma, Malouf, & Sag, 1998)
In those analyse®\RG-sT contains all potentiaduBiandcompselements, although the exact
mappings between the various lists can be disrupted by ggesdike extraction, passivization,
and complement inheritance.

MOD elements as binders

The following principles are adapted from Bouma et al.:

(33) a. Argument Realization

ARG-ST

verbv prep= DEPS [1]@list

b. Dependent Realization

SUBJ
word = | COMPS [2]€ list(gap-synser

DEPS [1]8[z]

The DEPENDENTSIist is introduced to license adjuncts and to allow adjundtastion; it is
identical with theARG-ST list with zero or more adverbials appended to the end. Byoadl
speaking, the elements on tbepPslist are distributed betweesusjandcomps ThesuBJ
list is usually assumed to be maximally singleton; it cao &#ls emptycompPscontains all the
otherDEPS elements, as long as they are not of tyg@p-synsemcorresponding to extracted
elements. Note that Bouma et al. adopt an analysis whereadjare selected by the heads
they modify as optionally instantiated complements.

As we saw above in 84.2.2RG-ST is also where binding constraints operate. Consider
the following contrasts:

(34) a. asentencabout itselff*it;

b. a playeragainst himsejfhim;
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The pattern in (34a) suggests thats(ensem object corresponding ta)self must be locally
o-commanded by (8YNSEM object corresponding tagentenceon someARG-ST list. The
ARG-ST list of sentenceas not an option, because under standard assumpsensenceloes
not appear on its oOWARG-ST list. If we consider the prepositicabout we know by Dependent
Realization (33b) that the complemétstelf appears omRG-ST. We could ensure thatself

is locally o-commanded on this list by assuming thlabuthas a non-emptguBsJlist.

A suBJelement is standardly assumed fePRD| elements (see the next section), but the

PPs in (34) are modifiers, not predicative complements. Wieateed is a constraint like the

following:
(35) 1
’—word
word
prep HEAD prep
synsem - synsem
HEAD
MOD KEY SUBJ KEY [1]
CONT CONT
INDEX INDEX [2]

If a preposition has &oD element, then it must also havesaBsJelement with the samieey
and INDEX values. For instance, sin@boutin (34a) modifies the nousentencevia MoD,
then (35) requires an element with the saxge value to appear on itsusJlist. This means,
in turn, that asynsenobject with the index ofentencenust appear at the head of theG-sT
list of about locally o-commanding the pronoun. Binding constrainenthequire the reflexive
itself rather than the non-reflexiie

Alternative analysis

It is possible to analyze the PPs in (34) as reduced relatagses, in which case they are
[+PRD], and they have non-empguBJlists anyway, independently of the constraint in (35).
Any post-nominal PP modifier can be expanded to a full redatlause®

(36) a. asentencéhat is about itsejf*it;

6The converse is not true:

(1) a.  Apresident who is out of shape is disgraceful.
b. * A president out of shape is disgraceful.
c.  Anout of shape president is disgraceful.

Such examples only seem to be found with “metaphorical FRs'dut of shapeover the hill under the weather
(Maling, 1983). They show “adjectival” behavior in that ytean often occur pre-nominally, but not post-nominally.
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b. a playerwho is against himsegffhim;

According to Sag’s (1997) analysis, if the PPs in (34) abaeaeduced relatives, they are
subject to the following constraint:

@)
HEAD | MOD [INDEX ]

red-rel-cl=
SUBJ <[INDEX ]>

Note the similarity between this and the constraint in (36)other words, if we discard (35),
the link betweersusJandmob still has to be stated somewhere.

I argue that this link is properly stated as a constraint aitée entries, not encoded as
a property of reduced relative constructions. The follawiBerman examples involve pre-
nominal adjectival modifiers:

(38) a. deraufsich (selbst)stolzeMann
theon REFL (self) proudman

‘the man proud of himself’

b. *deraufihn; (selbst)stolzeMann
theon him (self) proudman

The adjectivestolzeselects a Type B PP complement, and modifies the ndann The
binding patterns are the same as in the English examplegabtis means that the modified
elementMannmust appear on therG-sT list of stolzealong with the PP (which has nominal
content, becausauf is an empty preposition). A reduced relative analysis igteisible here,
because full relative clauses are not allowed in pre-nohpiosition:

(39) a. *derder aufsich selbststolz istMann

thewhoon REFL self proudis man
‘the man who is proud of himself’

b. der Mann, der auf sich selbst stolz ist

In other words, we need a constraint on adjectives similéihécone for prepositions in (35),
giving adjectives non-emptyuBJspecifications even when they are not in predicative cositext
Unfortunately, similar evidence is not available for prejions, because pre-nominal PPs are
generally blocked in German (van Riemsdijk, 1990):
(40) a. einSpielergegen sich
a player againstREFL
‘a player against himself’

b. *ein gegen sich Spieler
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On the other hand, it is not clear that post-nominal reduedatives are actually allowed in
German, so it is preferable to treat the PP in (40a) as a nedigative modifier. In this case,
constraint (35) is necessary to account for the bindingféehich are the same as in English).

4.2.4 Predicativity

Like other substantive categories (nouns, verbs, adgsitiprepositions are further partitioned
with respect to predicativity. As discussed in §3.4.3, wati/e lexical heads arsuB>
unsaturated. The relevant constraint is repeated here:

(41)

word
HEAD | PRD +

= [SUBJ ([})]

Because of the constraint in (35), the implication is faiséhe other direction. Every preposi-
tion with amoD element (i.e., every content preposition) has a non-epsglist. This could
be argued to be an undesirable result, because if (41) wecerditional, we might be able to
eliminate the attribut@rD altogether, and rely oausJalone. But in fact, both attributes are
needed, because their values percolate differently witi@riPP. The value of theeAD feature
PRD remains unchanged throughout the PP, butshsJ list changes in accordance with the
Valence Principle.

PRD and SuBJ

On the other hand, it has been suggested that predicatipegitiens never actually combine
with a subject syntactically, in a head-subject phrase i©a996). Instead, the unexpressed
suBJ element is always controlled by something outside of the PPRhis is true, then the
values ofPRD andsuBJboth remain constant throughout the PP. We could then ditmithe
feature[+PRD] and refer to uBz ([ ])] instead (and$uBa ( )] instead ofi—PRD]).”

In fact, however, there are cases where PPs do contain sgaticrealized subjects. The
following examples are from Pollard and Sag (1994, p. 110311

(42) a. With [Noriega in power], we'll have to cancel our véoa.
b. We feared [Noriega in power].
c. We didn't like [the party on a Tuesday].
d. They wanted [the party on a Tuesday].

"Note that we would also have to discard theimplication in constraint (35).
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In these examples, the maximal PP projection willswesssaturated but stil|[+PRD]. The
selecting heads must refer to both of these features in tdwirps specifications to block
examples like the following:
(43) a. *Theywanted [on a Tuesday]-+PRD] only)
b. * They wanted [the party was on a Tuesday3u@a ( )] only)

We can conclude th&®RDis needed as an independent feature alongsids.

suBJ and MOD

Here is the final version of the type definition for contentgmstions, adding in the effect of
the constraint in (35):

(44) -

KEY
INDEX ([2])

HEAD | MOD [CONT

INDEX ([2])

SuUBJ < CONT

KEY>

cont-prep-lex=

prep-rel
KEY < EV-ARG >
CONT EXT-ARG

INDEX ([4])
Lszt (...,[5]...) J

The fact that thenop andsuBJelements shareey (and thereforeNDEX) values not only ac-
counts for the binding data discussed earlier, but it alsoies that from a semantic viewpoint,
the combinatory potential of a PP is the same whether it ised in modification or predica-
tion. In particular, the semantic effect of both operatigthe assignment of the preposition’s
EXT-ARG role. Moreover, a preposition cannot enforce one set of sémeonstraints on its
subject’skEey relation and another set of constraints omvitsd element’skey. The syntactic
requirements oisuBJandMoD may be different, however; for example, a PP can modify an
N’ (i.e., sPrunsaturated) but it should take a saturated NP as a subject.

Semantically empty prepositions carry the featwep: nond (see (25)), so constraint
(35) requires them to have emptyBsJlists (assuming that theusJlist is maximally single-
ton). An emptysusJlist in turn implies[—PRD], by (41):
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(45) ) -
MOD none
HEAD
PRD —
suBd ()
empty-prep-lex> -
KEY ()
CONT |INDEX ()
L LISzt ()

Itis clear from this definition that empty PPs must have emely restricted distribution. They
can never appear in predicative contexts, or as adjunctptyERPS can only be selected as
non-predicative complements.

4.3 Prepositional Form

In standard HPSG, following GPSG (Gazdar et al., 1985),yepezposition carries theEAD
featurePFORM, which encodes the lexical form of the preposition. PPs éédxyto, for ex-
ample, have the featureforM to], and are therefore syntactically distinct from PPs headed
by other prepositions. Words likistenandbelongrefer to this feature in theitompsspecifi-
cations in order to selectta-PP.

The idea behind this analysis is quite straightforward, lamtl adopt it in my own analysis.
There are a number of issues, however, that are left unasdtes the standard account. This
section focuses on the representation of prepositional ford the formalization of selection
mechanisms based on prepositional form.

4.3.1 Syntactic identity

The attributerFoRM takes values of typpform, and the subtypes giformincludeto, of, by,
and so on. These subtypes are the “names” of the prepositmhsof,” “by,” and so on, and
external fixing triggers use them to pick out the particul@position they want. It has never
been explicitly explained, however, what these namesyraadl. In particular, how do we know
if two prepositions have the same name or different names?

Lexical and phonological selection

As a first approximation, perhaps every prepositional kxéntry needs a unique name. In
this case, the set gfformsubtypes is isomorphic to the set of prepositions in thect@xi This
approach is far too extreme, however. For one thing,ih@rRM value would redundantly
encode information that is already visible elsewhere insiga. For example, the information
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in theHEAD value remains constant at every level of projection, by teadH~eature Principle.

If some external head wants to select a PP headed [ByraD] preposition, for example,
then it can refer to this feature directly in the PP’s repnéstion. It is not necessary, and
not desirable to have distinpform subtypes for the predicative and non-predicative versions
of the same preposition. Similarly, no distinctionsGONTENT should be encoded in the
inventory of PFORM subtypes. If a head needs to constrain something irctheTENT of

a contentful preposition, all of these features are vistiethe PP, in accordance with the
Semantics Principle in (4). On the other hand, if an emptysPRquired, the selecting head
can refer to the featureop: nond at the PP level.

Now | turn to distinctions that should be encoded in HrORM value. Most obviously,
prepositions with distinatHONOLOG Y usually have distinct names. For example, semantically
emptywith and semantically emptp have identical representations, apart freron, and this
single difference matters very much to a selecting heads figsad has access, however, to its
PP complement’'sYNSEM value, not to itsPHON value. We could work around this with the
following constraint:

(46)

PHON ([z] phoneme-string

rep-lex
PrepP-eX= | Heap | PFORM [1]

Under this analysis, every P projection would carry a coptsdfead’s phonology as itFORM
value. This approach allows us to get rid of some formal meealyi by eliminating the type
pformfrom the signature; in principle, this is attractive. Bug ttonstraint suggested in (46),
while technically unproblematic, is suspicious for vasowasons. For instance, there are
no heads that govern any preposition starting with a padatiqghoneme, or having a certain
number of syllables. This kind of information is never relevin syntactic selection, and
HPSG captures this fact by allowing onsynsemselection. The structure in (46) violates
this general principle and predicts the possibility of pblogical selection phenomena that are
never attested.

Moreover, constraint (46) means that phonological distiess impliesPFORM distinct-
ness. There are two classes of counterexamples to thist, férms like towardtowards
round’around andor/uponcan be interchangeable with regard to syntactic seleciiémugh
they still require separate lexical entries (e.g., to antéar register effects). This can be easily
handled by assigning them non-distimetorM values® Second, as discussed in §2.2.2, most

8|n the case obnandupon we actually need distingiformsubtypes that are subsumed by a common supertype,
because Type Bnandupondo not have exactly the same distributiaitone onfupon put uponfon. On the other
hand,towardtowardsandroundaround are more or less interchangeable, or perhaps reflect regidfeences
(so some speakers may only accept one of the two variants).
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prepositional forms (i.e, those outside of the “fixable sef’are never involved in syntactic
selection; these forms do not need distirRebRM values. These prepositions should not be
subject to the constraint in (46). Instead, they should altyca speciaPFORM value that
encodes the fact that they cannot be targeted by extermatdorerning heads.

Non-phonological distinctions

| conclude that (46) should be rejected. In the end, we do aaktlicated typpform, whose
subtypes partially mirror the set of prepositiomalON values, without actually encoding any
real phonological information. | have already discussezbsavhere distinct phonology does
not imply distinctPFORM In the other direction, there are situations where préejoosi with
non-distinct phonological forms nevertheless must hastindit PFORM values.

Recall the Russian example (32), which was presented asparesp instance of non-
local case government from a verb into its Type B PP complén@imilar examples can be
found in German, where spatial prepositions Elkecan govern either accusative or dative case,
depending on the semantics. Type B usearofetain specific case government properties:

(47) a. Ichdenkeoft anmeine/*meiner Kindheitzurick
I think oftenat my childhoodacd*dat back

‘| often think back on my childhood.’

b. Ichsterbeandeinem/*deinen Instant-Kaffee.
I die at yourinstant coffeedat/*acc

‘I am dying from your instant coffee.’
At the PP level, there is no indication of the case of the NEabse the PPs a®ompPs
saturated, and thease value of the NP is not passed up to the PP in any other way. Beamp
like these can be analyzed without resorting to non-locatharisms if we assume that the
two prepositiongn here and the two versions sédin (32) have distinceFORMvalues, despite
being homophonous. In particular, tpéorm hierarchy for German includes subtyp@scc
andangai, and Russian has thpform subtypeszascc andzansy.

It should be mentioned that by adopting a marker analysigype B prepositions, as in
§3.4.2, we could avoid this duplication pform subtypes. For each pair of examples in (32)
and (47), a singl@form subtype is sufficient, because the case of the NP is stilbleiit the
PP/marked NP level. This is one argument in favor of the maageroach, but as discussed
earlier, itis a problematic analysis in other ways. Alsoymber of (non-HPSG) analyses, such
as Rauh (1991b), assume that Type B prepositions are chasely phonologically. Such an
approach cannot handle these Russian and German examples.

Valence properties are also relevant for syntactic selectSpecifically, some verbal par-
ticles are to be analyzed as intransitive prepositions. ekample, the combinatioheave to
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involves only the wordo and not an entire PP headedtoyas in the case distenor belong
Now the question is, do transitive and intransitieereed to have distinetForRMvalues or can
they share a singlpformsubtype? On the one hand, the selecting head could refentacsy
tic properties that are already encoded elsewhere in itsoRiplement. For exampldeave
andlisten might refer to the samerFoRM valueto, but thenheavefurther specifies that its PP
complement i$+LEX], while listencombines with d—LEx] PP complement.

It seems inappropriate to rely on independent constraintsFroRM and LEX, however,
because there are no heads that speciffF@rM value but allow either value ofex. In
§3.2.2 | mentioned a couple of possible counterexammlesie to (consciousnesandknock
off (work). These examples are clearly of an exceptional nature, tf@weand they do not
illustrate a productive pattern that needs to be accomraddatwvould simply assume distinct
lexical entries foromecombining withto consciousnesandcomecombining withto alone.
Knock off work on the other hand, is completely idiomatic (ewyark cannot be extracted or
pronominalized) and must be analyzed exceptionally anyway

Furthermore, the set of forms that occur as transitive TypesBositions is not the same as
the set of possible Type B particles. For exampie,down andoff are common as patrticles,
but never head phrasal Type B PPs. In the other direatvih, at, andfor are among the forms
that only occur transitively, and never as Type B particless suggests, then, that selecting a
particularPFORM value should also imply the selection of the complementapimperties of
the governed preposition. In other words, we need two disfiform subtypes corresponding
to particle vs. prepositionab. The same applies to forms lile, on, andover.

In conclusion, in addition to phonological distinctionsffefences in case government
properties and valence features should also lead to digifoem subtypes. For English, we
can ignore the issue of case, because examples like (47) cave up.

4.3.2 Marker Ps and free Ps

We need gform subtype corresponding to each prepositional form in thersetf fixable
forms. Below | split the forms up into three groups:
(48) a. of, for, with, at, from, into, after, than, as, betweeander, against, without, to-
ward/towards, like
b. out, down, up, off, along
c. in, to, on, upon, by, across, through, over, about, arsandd

The forms in the first group are exclusively prepositiondijle/those in the second occur only
as particles in Type B contexts. For the forms in the thircdugrove need distingbform sub-
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types for prepositional and particle variants. | will regeat these asiprep andinp: whenever
the distinction is crucial.

As discussed in §2.2.2, some of the forms | include in (48ppen to debate. On the other
hand, this is not an unreasonably large set, and it is betterctude one or two superfluous
forms than to leave any necessary ones out. Similarly, thersup (48c) may be too inclusive;

I leave further refinement of (48) aside now in order to focagtee overall analysis.

For prepositional forms outside of, we need a “dead” type to serve as a non-selectable
PFORM value. | will call this subtypdree | assume the simplest possible hierarchy under
pform

(49) pform
iNjprep ~ Nprt to e free

There is no real hierarchical organization of the subtyfédtere is no evidence, for example,
that the two forms oin form a natural class, or that all of the non-free forms shde/drouped
together. There are no heads that syntactically selecip@giteon, but then allow it to have any

of the forms in (48). On the other hand, as mentioned in fdetBoit may be useful to assume a
common supertype f@npep anduponprep for cases likeagree on/upon sttSimilarly, we have
alternations likecomplain of/about stlandrequire sth from/of slwhich suggest some minor
hierarchical structure undeform In my opinion, these alternations are not so widespread and
systematic that we are forced to build them into the hieraak opposed to relying on explicit
disjunction in the lexical entries of the selecting headl®)ill not try to resolve this issue here;

| leave the precise hierarchy undgformas a matter for future research.

I make a distinction between “marker” uses of prepositioh&ctvare syntactically selected
via PFORM, and “free” uses which are n8tAll Type A prepositions are therefore free, and
all Type B prepositions are marker Ps. | deffree-prep-lexand mark-prep-lexas exhaustive
subtypes ofrep-lex

(50) prep-lex

free-prep-lex mark-prep-lex
HEAD | PFORM free HEAD | PFORM - free

Note that, likeprep-lexitself, free-prep-lexand mark-prep-lexare not very well motivated
types, but they are useful as a notational convenience.

9The motivation for the label “marker” will become clear in &}ter 6.

114 Chapter 4. Prepositions in HPSG

In general, all prepositions ifi exist in both free and marker variants. The choice depends
on the context of the preposition. This will be demonstratettie next section, where | discuss
different kinds of preposition selection.

4.4 Selection

At this point, we have two formal distinctions between marked free prepositions, and be-
tween content and empty prepositions. These correspothisoto the descriptive distinctions
of fixedness and meaningfulness introduced in Chapter lintéeaction of these two distinc-
tions should therefore give rise to formal representatifrtbe cardinal points of the spectrum
of prepositional uses. Prepositions in the Type A cornert@tge analyzed as “free content”
prepositions, while those in the Type B corner are “emptykadrprepositions.

In this section, | start with examples of these more famiiases, before moving on to a
discussion of instances of less “canonical” selection.

4.4.1 Type B vs. Type A selection
Empty marker Ps
The following lexical entry fodispensellustrates the selection of a Type B prepositiavith):

(51) r 1
PHON (dispensg
HEAD verb

SsuBJ <N>

prep
HEAD |PFORM with
MOD  none >

COMPS
COMPS ()

—

KEY  (nom-re)

INDEX {([2])

CONT

dispense-rel
KEY < DISPENSER >

DISPENSEDWITH

The fact thatwith must be an empty preposition is a consequence ofvle®[ nond require-
ment. The preposition does not contribute its own semargiwshis means that the nominal
CONTENT of the prepositional object appears at the PP level. As we hfready seen, this



4.4. Selection 115

means thatlispenséas access to the NP for purposes of semantic role assigraneiithe NP
can participate in binding, control, secondary predicgtand so on.

The compslist in (51) also specifiesPFoRM with], which ensures that the PP will be
headed by a marker preposition with the right form.

Free content Ps

Type A prepositions are syntactically free and semantioatintentful. Type A PPs can be
either complements or adjuncts. Here | give an example o$éfection of a Type A comple-
ment, in order to show the contrast with the Type B exampler@b8ee the next section for a
discussion of adjunct PPs.

Consider the following sentence:

(52) Jennifer stayed with the group.

Here the PRwith the groupis a complement o$tayed but there is no selection of syntactic
form:

(53) Jennifer stayed in/behind/outside the group.

| assume the following entry for the verb in these examples:

(54) ;
(PHON (stayed
HEAD verb
SUBJ <N>
’V prep
HEAD |PFORM free
PRD  +

SUBJ

VAL VAL <N>
COMPS < COMPS () >

state-rel
KEY <EVENT >

CONT
EXT-ARG

\- INDEX ([2])

stay-rel
KEY < STAYER >
STATE

L |
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The verbstayedselects a predicative PP complement, viide form. The subject oftayed
controls the unexpressexJ element of the PP, and this ensures that it is assignedxie
ARG role of the prepositio”® The prepositions in thetayedexamples above are therefore
chosen only for their semantics; they have to express sontedfistate. The verb enforces
semantic requirements via tkey value of its PP complement.

Purely semantic selection

Another approach to Type B prepositions is possible. Gitxan heads can enforce arbitrarily
specific semantic constraints on their complements, perfigpe B prepositions are fixed via
KEY, not viaPFORM In other words, the verldispensein (51) above could require a PP
complement with th&ey relationwith-rel.

This analysis represents a complete departure from whatd peesented so far in this
chapter. Type B prepositions can no longer be semanticailyty This causes problems for
the analysis of phenomena that require Type B prepositiortsetsemantically transparent:
binding, semantic role assignment, control, oblique agexe. On the other hand, we could
introduce a feature callertoBJin the CONTENT of prepositions that encodes theNTENT of
the prepositional object. Alternatively, Davis (1996) poses aiEAD featureAGR, which in
the case of PPs encodes the agreement properties of thesiticep® NP object.

There is evidence that something likeoBJor AGR is needed, because even Type A prepo-
sitions are sometimes transparent for binding and othenghena:

(55) a. The Republicappacked the legislature [withthemselveg*them]. (Wechsler,
1997, p. 151)

b. Jack sat [next to the girlsseveral times each

Therefore the claim that the NP inside a Type A PP is alwaysciessible to external processes
is too strong.

On the other hand, it seems wrong to replacé®RMm selection withkey selection. It is
suspicious, first of all, that Type B prepositions, which déive weakest perceived meanings,
are actually subject to the most stringent semantic cdansdraFor example, consider the fol-

lowing:
(56) a. We dispensed with needless formalities.

b. * We dispensed using/regarding/by means of/accompanigavblying/with re-
spect to needless formalities.

10There is probably also a raising versionstéythat assigns neTAYER role and copies theusJelement of its
predicative complement into its ovguBJlist.
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If with in (56a) is semantically selected, then we might expect itheduld be replaced by
semantically similar words or phrases. In fact, this is isgble, and under a purely semantic
account, we would have to claim that none of the synonymséh)(fheans exactly whatith
means, andlispensds very particular about the semantics of its PP complem@his is a
counter-intuitive result.

Furthermore, all of the distinctions argued above to be ¢tk in thepform hierarchy
now have to be encoded in the hierarchypoép-rel None of those distinctions were of a
semantic nature; instead they involved phonological focese government properties, and
valence. This is not necessarily problematic. For exanmiplignguages where a preposition
can govern different cases, this corresponds to semarffiécatices in Type A contexts, so it
might be plausible to refer to different semantic relatiforsType B preposition selection also.

On the other hand, the distinction between Type B prepositand particles is more trou-
blesome. The fornup, for example, is only used as a particlgve up. Semantically, this
means that heads likgive cannot select the samgp-rel found associated with transitiugp
constructions like

(57) a. Jennifer walked [up the stairs].
b. * The enemy gave [up the stairs].
WhatKEY relation shouldyive require instead? In this case we seem to needtaans-up-rel
that has no obvious argument structure, or any semantidks at a
Itis clear, then, thatEy selection is not the appropriate mechanism for fixing pritioos|

forms, at least not in all cases. We do need a separate meghémi selecting prepositions
syntactically viaPFORM

4.4.2 Double selection

Itis natural to treat some Type AB prepositions as casesendgrtactic and semantic selection
are both at work. In other words, they can be analyzed as éotmharker” prepositions. As
an example, consider the following:

(58) They presented Jack with a check for $2 million.

The with-PP complement has the same instrumental meaning here asstin adjunctive
contexts:

(59) a. They appeased Jack with a check for $2 million.

b. Jack paid for the villa with a check for $2 million.
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In other wordspresentedselects a PP complement to express the means by which tlepres
ing is carried out. Usually, there are a number of ways toesgpmeans, bydresentednly
allows one:
(60) a. *They presented Jack using/by means of a check.
b. They appeased Jack using/by means of a check.
c. Jack paid for the villa using/by means of a check.

In addition to specifying the semantics of its PP complemtran, presentedalso constrains
its PFORMVvalue.

Adjuncts

Before looking at the analysis of (58), let us first consider tepresentation of the Type A
adjunct PPs in (59):

(61) - -
prep
PFORM pform
HEAD lprp  bool
MOD VP
instr-with-rel
EVENT
KEY
CONT EXT-ARG
INT-ARG “check”
INDEX ([1])

Note that there is nothing to require any particular insédion of thePFORMvalue. Obviously
it cannot beto or at, for instance, because there is no versiowih in the lexicon with these
PFORMvalues. The choice is betweerHORM with] and [PFORM fre€]. It would be desirable
to have PForM fre€] here. Similarly,—PRD] would be appropriate, but so far nothing requires
it.

Under the standard HPSG analysis, where there is an extrehi&s for combining heads
with adjuncts, the featuresrFoRMandPRD can be instantiated by the construction:

(62)

head-adjunct-phrase

PFORM free
= [NON-HD-DTR |HEAD
NON-HD-DTR |HEAD prep, PRD  —



4.4. Selection 119

In other words, if the adjunct in a head-adjunct phrase isagsition, then it must havieee
form, and it must be non-predicative.

Recall, however, the alternative proposal in Bouma et 898} (which points back at the
earlier HPSG account in Pollard and Sag (1987)) where atijame selected by the heads they
modify. The idea is that adjuncts can be freely instantiatettie end of th@ EPENDENTSIist,
and then end up on theompslist via Dependent Realization (33b) (assuming that theytar
be canonically realized). In this case, we can require thatRP adjuncts obEPSmust have
the specifications—PRD] and [PFORM fred]. In fact, this approach accommodates a wider
range of adjuncts; in particular, secondary predicatioightrbe analyzed asForM fred,
but [+PRD], with an unexpressed subject controlled by anoftres-ST element.

Content marker Ps

Now | turn to the complement PP example in (58), which is hddmethe following verb:

(63) 1
’-PHON (presentedi
HEAD verb
(susa <N>
prep
PFORM with
HEAD |pmp  —
comps ( NP,
20
< 2] MOD VP >
VAL COMPS ()
INDEX ([4])
present-rel
EVENT
KEY < PRESENTER(1] >
PRESENTEE [2]
L L MEANS [4]

In (58), thewith-PP is selected as a complement, but semantically, it beHikesthe adjuncts
in (59). The vertpresentedills in the MmoD value of the PP, thereby linking itself to the external
argument of the PP. The crucial difference is that, as a cemgnt, the PP is subject®&ORM
selection as well.

| assume that the PP complement in (63) is non-predicatiergetis no direct motivation
for this, sincePRD and suBJplay no crucial role in the analysis. The primary charastri
of a predicative context is that it licenses elements ofedifit syntactic categories. This is
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not the case with the complementmesentedbut we could also attribute this to tireoRM
constraint.

Wechsler (1997) claims that instrumentdth is never predicative, but this seems to be too
strong:

(64) a. His new production is with a cast of unknowns.

b. The next attack will be with a banana cream pie.
What we can say is that predicatiwdth never takes a verbal subject:

(65) a. *To produce a play is with a cast of unknowns.

b. * That he attacked me was with a banana cream pie.
I conclude that the PP complement in (63) should-berD] (although note that it does still
have asuBJelement, because all content prepositions have subjects).
4.4.3 Non-selection

We can also ask if there are any empty free prepositions.ithcipte, they can exist:

(66)
word
PFORM free
HEAD [MOD none
PRD  —
KEY ()

This lexical item has neither a selectalleorRM value nor akey relation. In other words,
there is no way for an external head to get hold of a prepaositith such a lexical entry.
There may be contexts where such lexical entries are called f

(67) “___"isan English preposition.

This example is clearly of an exceptional, metalinguistitune, however. | exclude such cases
from consideration: every preposition must be licensed illye of its syntactic form, or its
semantic content, or both. This requirement is enforcedeydllowing constraint:

(68)

synsem

= |HEAD |PFORM - free|V
HEAD prep

MOD synser}
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Every prepositional category must either have a fixedrRmvalue or it must have (potentially)
modifying semanticd! This applies not only to prepositions in the lexicon, but igeepo-
sitional synsenobjects that appear in the valence lists or in $i’=cor MmoD values of other
heads. With this constraint in place, we exclude prepasitiike (66) and all their projections,
and we prevent heads, specifiers, and modifiers from sejeetnpty free PPs.

4.5 Prepositions in the Lexicon

4.5.1 Hierarchy
The content vs. empty and free vs. marker distinctions gseeto three subtypes pfep-lex

(69) prep-lex

N TN

cont-p-lex empty-p-lex free-p-lex mark-p-lex

free-cont-p-lex cont-mark-p-lex empty-mark-p-lex

The constraint just given in (68) blocks the existence ofatfosubtype inheriting frorampty-
p-lexandfree-p-lex

4.5.2 Lexemes

The other ingredient we need to construct the lexicon of gsitjons is a set of prepositional
lexemes. For example, the lexemendth can be represented as follows:
(70)

HEAD | PFORM withV free

WITH-lex= trans-prep-1ex&. | { )V (acc-with-relV instr-with-rel v .....)

Withis in 7, the set of fixable forms, so it must have a unigg@®RMvalue; on the other hand,
it can also be a free preposition. The lexeme also includedifferentkey relations thatvith

LINote that | rely on f1oD: synserhhere rather thardg Y : {prep-re)], which might seem like a more appropriate
choice. But KEY: (prep-rel)] is only sufficient to identify a contentful preposition &etword level. In a PP, the
KEY value is not necessarily the same as the head prepositiaw'salue (which may be empty). In order to state
(68) as a constraint asynsemwe have to refer to the attributeoD, whose value is guaranteed to match the head
preposition.
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can have; thEey list can also be empty. The typé&sns-prep-lexand intrans-prep-lexare
defined as follows:

(71) a.

ARG-ST @<N>

trans-prep-lex= | SUBJ
KEY ()\/<[INT—ARG D

b.

. ARG-ST

-prep-|
intrans-prep-lex=- | ¢

A transitive preposition has an NP on K&G-sT list, in addition to its subject (if any). This
NP is linked to the internal argument role in the preposi§&EY relation (if any). Argument
Realization and Dependent Realization in (33) ensure Heatomplement NP ends up on the
compslist if it is to be canonically realized. In the intransitiease, the\RG-ST list contains
at most a subject.

4.5.3 Expansion

The combination of the three-way partition in (69) and thditaohal dimension of transitivity
means that a given prepositional form can be associatedupitb six lexical entries (modulo
distinctions among word senses). Specifications in thelexaefinition determine which en-
tries can actually be generated. For examplewthied-lex in (70) licenses the following three
lexical entries fomvith:
(72) wiTH-lex & free-cont-p-lex=
( -
KEY [1

weap | VOP CONT 1 NDEX )

PFORM free

ARG-ST ([3],[4]

KEY -‘
SUBJ < CONT |\ DEx <>J >

COMPS <N>

CONT

with-rel
KEY <E EXT-ARG >
INT-ARG

L Lszt (&)
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(73) WITH-lex & cont-mark-p-lex=
MOD cont |KEY

HEAD INDEX ([2])

PFORM with

ARG-ST ([3][4])
KEY
SUBJ < CONT |\ D <>} >

COMPS N>

with-rel
KEY EXT-ARG
CONT <E >
INT-ARG

L uszt &)

(74) WITH-lex & empty-mark-p-lex

( MOD  none
HEAD [PRD —
PFORM with
ARG-ST ([1))
SuBJ ()
comPs ([1|NP)
KEY ()
CONT  |INDEX ()
L LIszt ()

The only difference between the free content P in (72) anaddiméent marker P in (73) is
thePFORMvalue. At first glance, the content marker P in (73) and thetgmmarker P in (74)
look dramatically different, but the basic difference beén them is that the content marker P
has akEY relation, while the empty marker P does not.

The empty marker P in (74) projects a Type B PP that can betsdles the complement
of a verb likedispensen (51). By virtue of the empty lists in theONTENT value in (74), the
semantics of the nominal complementvdth will appear as the selectable semantic content of
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the PP. The free content P in (72) projects a Type A PP thatmasea as a complement, as in
sentence (52), or an adjunct, as in the examples in (59). Awadlyfj the lexical entry in (73)
heads the Type AB PP complement selected by verbgphésentedn (63).

4.6 Summary: Overlapping Analyses

The account | have presented here allows three kinds of BEigel, which correspond to three
lexical subtypes for prepositions, as shown in the hiesanct{69). This three-way distinction
is broadly related to the descriptive spectrum of prepmsiti uses presented in Chapter 1 in
the following way: clearly Type A prepositions are analyzexdfree content Ps like (72), and
clearly Type B prepositions are analyzed as empty markek®§44). This means that content
marker Ps as in (73) must give rise to Type AB uses.

These implications do not hold in the other direction, hosvein other words, some prepo-
sitions that are formally represented as free content otyemarker Ps might be characterized
descriptively as Type AB cases. The choice of analysis d#pen two judgments: whether the
preposition is meaningful enough to be represented as armoRtand whether the preposition
is syntactically fixed enough to be represented as a markér Raking these decisions, we
are guided by the tests discussed in Chapter 1. For exanfpdehé&aded by meaningful prepo-
sitions should be able to appear in other (predicative orifyiod) contexts with the same
meaning (see §1.2.4), while fixedness can be judged by usengubstitution test to identify
an external fixing trigger (see §1.3.1).

As we know, however, these tests are only indicative, ancest dnly a fuzzy boundary
can be drawn between meaningful vs. meaningless and betfixeehvs. non-fixed. Some
uncertainty will therefore remain in matching the empiridata to the formal representations.
This was already seen to be a problem for the standard HPSBrt¢c@and for all of the other
proposals described in the previous chapter.

My analysis fits the data more closely than these existinguatts do because it does
not assume that all prepositions are either lexical (/e fcontent Ps) or functional (i.e.,
empty marker Ps). Semantic contentfulness and syntactic-fizedness are not required to
co-vary; instead, the possibility is left open for the setofitent Ps and the set of marker Ps
to overlap, allowing certain prepositions to be syntadificand semantically selected at the
same time. The existence of this overlap also allows a maesfille model for Type A to
Type B grammaticalization, since the change from non-fixefixed and from meaningful to
meaningless can take place in two gradual steps, ratheirtiare dramatic leap.

In summary, in order to avoid making a discrete binary distom among prepositions, |
have (somewhat counter-intuitively) introduced the threg division in (69). The boundaries
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between free content and content marker Ps on the one hathbeameen content marker and
empty marker Ps on the other, are not assumed to be cledrawéver. The same argument
could be made in a binary lexical vs. functional account.(éngthe standard HPSG analysis),
but then we predict that the only uncertain cases are thosgentoth meaningfulness and
fixedness are difficult to decide. But in fact it is much morencoon to find prepositions that
are clearly fixed, but whose meaningfulness is debatabt:yime versa. These intermediate
cases are exactly the ones predicted by and accommodatedaocaount.



Chapter 5
Mechanisms of Preposition Selection

The analysis | presented in the previous chapter allowsastintselection of prepositions via
the PFORM attribute as well as semantic selection way (sometimes simultaneously). It
is indisputable that we need some way of choosing prepasitimsed on their content; this
type of selection applies, for example, for all Type A préfioss in adjunct and predicative
contexts. On the other hand, it also seems clear that thereaaes of truly idiosyncratic Type
B selection as irask after standaccuse sb of sthand here a purely syntactic mechanism is
appropriate.

Within the set of Type AB constructions, however, it is natasi where semantic selection
stops and syntactic selection takes over. Broadly speakiigyamounts to deciding which
prepositions are contentful and which are semanticallytgnipecause empty prepositions can
only be syntactically selected. In a lot of the literatuteisitaken for granted that examples
like rely onandgive toinvolve semantically empty, syntactically selected psifans. On the
other hand, the prepositions in such examples often showrel®f meaningfulness, so it is
perhaps tempting to explain their occurrence semantically

In this chapter | discuss proposals beginning with Gawr@8¢) that take the strong po-
sition that all (or nearly all) prepositions are semanlycebntentful. This makes it possible to
reduce the importance of purely syntactic selection of gsgjons significantly.

5.1 Semantic Patterns

The following examples contain Type B prepositional uses:

(1) a. We can only hope for a miracle.
b. Ernie is good at tennis.

c. Someone should talk to the Pope, he looks bored.
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Atissue here is what needs to be specified as idiosyncrédtimiation in the lexical entries of
the head$iope good andtalk. It is uncontroversial, for example, that the entry frmpemust
indicate its subcategorization frame [ PP], and its semantic content—a two-place relation,
with associated restrictions (i.e., what kinds of entittas hope and what kinds can be hoped
for). In addition to this, it is typically assumed tHabpespecifies explicitly in its lexical entry
that its PP complement must be headeddry

But the identity of the governed preposition is not compyeigiosyncratic. The examples
in (1) are instances of more general patterns:

(2) a. wish, pray, ask, long, try, hunger, yearn; desirejraspn, search, quest, thirst;
hungry, lonely, dying
b. great, awful, OK, lousy, bad; expert, master, failuresedxfail, succeed

c. speak, whisper, whistle, sing, murmur, shout, explaamgain, signal

Like hope the verbs, nouns, and adjectives in (2a) combine feithThese words clearly form
a semantic group; they all express the notion of desire, lEmddmplement dbr identifies the
object of desire. Similarly, the words in (2b) goveat) just like goodin (1b). Semantically,
they all involve an appraisal of skill or success, andahEP identifies the activity. And finally,
the verbs in (2¢) antalk in (1c) are verbs of communication that select the premostt to
mark the recipient of the communicated signal.

An analysis of preposition selection should account forgémantic patterns in (1)—(2);
surely it cannot be that the words in each group all pick oatshme preposition by chance.
In this section | look at proposals that deal with exampl&e these by assuming that the

prepositions are semantically contentful.

5.1.1 Argument Principle

In Gawron’s (1986) account, PPs can have a variety of funstizvhich combine with verbs
or VPs according to different syntactic and semantic coatinn rules. The main point of his
proposal is that a preposition has the same lexical contenmatter what kind of PP it heads.
This means, among other things, that Type B prepositiondedand in fact must be) selected
for the same semantic reasons as their Type A counterparts.

Gawron assumes that all prepositions (with the exceptigraesiveby andof in nominal-
izations) express two place relations. For example, theecpoffor is as follows!

1n this discussion | use highly simplified representatidmat tdo not reflect all of the details of Gawron's
analysis, which is formalized using Situation SemanticdsoAwhat | present here is a Gawron-style analysis;
Gawron himself does not discuss verbs of desire in detail.
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(3) desire(x,y)

In this relation, the external argumextwhich in principle can be either an individual or an
event, desires the internal argumgnihe verbhopeexpresses the following relation:

(4) hope(xy)

Syntactically,hopesubcategorizes for a PP complement linked to its interrgairaenty. By
stipulation, complement PPs must identify their extermgluments with one of the verb’s
arguments. Some complement PPs also share their integuathants with the verb; these are
called argument PPs. In the caseéhope the PP complement must be an argument PP.

The fact thathopecombines withfor is not the result of any explicit specification in the
lexical entry ofhope Instead, Gawron proposes the following Argument Prircipl

(5) A complement PP is an argument PP if and only if the lexietdtion of its head

preposition is a component of the verb's lexical relation.

We know that the complement bbpeis an argument PP, because it shares both its arguments
with hope In order to satisfy (5), the preposition that heads thermaent PP must express a
relation that is a component of thepe relation. The following entailment is true:

(6) hope(x,y) = desire(x,y)

In other wordsgesire is a component dfiope, and sincdor expresses the relatiafesire, it is
licensed to head the PP complemenhope
In this analysis, althougfor is semantically contentful, it does not contribute anyghiew

to the semantics of the sentence. For example, considesrgenfla) again:
(1) a. We can only hope for a miracle.

The two arguments dbr are “we” and the miracle, but these are already the argunoéhtspe
and they would be participants in the event even without teegsition:

(7) We can only hope that they take mercy on us.

Also, for expresses desire, but this is a more general relation thgindiaso in combination
with hope for is completely redundant.

The same analysis applies to the other verbs in (2a), andhipcssumably be extended
to accommodate the nouns and adjectives also. These wadrelspatss relations that have
desire as a component (and they all select PP complements), so ¢inelyiree with argument
PPs headed by the semantically contentful, but redundapbpitionfor.
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5.1.2 Type A uses

Gawron’s main claim is that the Type A and Type B uses of a [giéipa have the same lexical
content. Iffor expresses the relatiafesire with verbs of desire, then we should also expect to
see Type A uses dbr with this content. Gawron discusses the analysis of betieddor as in

(8) Bob made a sweater for Sue (for Mary).

But here he is mostly interested in the possibility of itemat and he pays no attention to the
relational content ofor, giving it simply asfor(x,y). It is not clear thatlesire is involved here,
but this could be a homophonous versioriaf and we have to look elsewhere for Type A uses
of the version ofor in (1a).

Lexical decomposition

Jolly (1993, 1987) suggests that the usefofn (1a) and (8) are in fact related. Her analysis is
formulated in the framework of Role and Reference Grammhbera semantic representation
is based on lexical decomposition, along the lines of Dow§70) and Jackendoff (1983,
1990). Below are the sentences that Jolly gives to illusttat she calls “purposivebr:2
(9) a. Ritasings for fun.
b. want(r, have-fun(r)) & [sing(r) CAUSE have-fun(r)]
(10) a. John left for Miami.
b. want(j,be-at(j,m)) & [leave(j,—) CAUSEbe-at(j,m)]
(11) a. John baked a cake for Rita.
b. want(j,have(r,c)) & [bake(j,c) CAUSE have(r,c)]
c. want(j,[NOT bake(r,c)]) & [bake(j,c) CAUSE[NOT bake(r,c)]]
(12) a. John hopes for a Mercedes.
b. hope(j,have(j,m))
Jolly’s proposal is that all of these usesfof, including the Type B use in (12) have the same
lexical content.
According to Jolly, the logical structure (LS) of purposiee has two components:
(13) a. want(x,LS)
b. [LS; CAUSELS;]

2| have simplified Jolly’s semantic representations soméwha
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In addition to the idea of desire or wantinfgr includes the idea that some event (which is
identified by the verb thafior combines with) causes the desired event to come about. This
causal component is missing in Type B uses, as in (12), sodieerneaning ofor is simply
want.® Note that this already falsifies the claim tHat expresses the same lexical content in
all of the contexts above.

Underdetermined semantics

On the other hand, we could ask if the causal component in) (&3keally necessary. For
example, if we take away theause part of the semantic representations in (9)—(11) and leave
just the VP’s semantics behind, we still end up with more ss leekasonable analyses:

(9) b. sing(r) & want(r, have-fun(r))
(10) H. leave(j,—) & want(j,be-at(j,m))
(11) H. bake(j,c) & want(j,have(r,c))
c. bake(j,c) & want(j,[NOT bake(r,c)])

But now consider the semantic contributionfof, thewant relation. Unlike thedesire relation
we considered above in (3yant takes an entire event, not just an individual, as the “wanted
argument. But syntacticallffpr only takes an NP complement, usually identifying an indi-
vidual, like Miami. In principle, there are any number of ilable events involving Miami in
some way—e.g., being in Miami, not being in Miami, thinkingoat Miami, Miami hosting
the Olympics—so why is only one specific event—being in Miarailowed in (10)?

The cause component ofor in (13b) can help explain this. Not only dofes introduce a
desirable event (somehow involving the referent of its Nfeat, but this event must also be
one that can be caused by the event corresponding to the ewbdifl. For example, the event
of John leaving from somewhere can cause him to be in Miantiitlmannot cause Miami to
host the Olympics (cfJohn voted for Miam)i The identity of the desired event is therefore left
up to world knowledge and context effects. But consider thiewing:

(14) a. Ritasings for Miami.
b. want(r,be-at(r,m)) & [sing(r) CAUSE be-at(r,m)]
(15) a. Ritasings for hoarseness.

b. want(r,be-hoarse(r)) & [sing(r) CAUSE be-hoarse(r)]

3Jolly implicitly assumes thatope implieswant.
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Even if we somehow know that by singing, Rita can cause Hetsand up in Miami, we
cannot say (14a). Similarly, sentence (15a) should be abdgpress the idea that Rita wants
to make herself hoarse by singing.

It may be possible to come up with a theory of causation andearyhof “desirability”
that can fillin LS in (13). On the other hand, another approach would be to asslifferent
versions offor (e.g., destinatiofor, benefactivdor, deputativefor, etc.) that include more spe-
cific constraints on the desired event. Jolly herself mestior example, that in the deputative
reading offor, as in (11c), LS = [NOT LS;]. This is not quite right (the agentive participants
are distinct in LS and LS) but it acknowledges the idea that (13a) is just the coresseffsr,
and we need more specific lexical entries to account for theabases of the preposition.

Explanatory power

Jolly’s analysis also demonstrates the major drawbackeo€tiie sense approach: in order to
accommodate all of the usesfof in (9)—(12), the core sense must be very general. There is
then the danger that it no longer identifies one particulapgsition uniquely. For example, the
same semantic components proposeddoin (13) are also found in the following examples:

(16) a. Jennifer walked to the shop.
b. want(j,be-at(j,s)) & [walk(j) CAUSE be-at(j,s)]
(17) a. Jack hacked away at the sculpture.

b. want(j,destroy(j,s)) & [hack(j) CAUSEdestroy(],s)]

In fact, just about any event involving a volitional agenh d# assigned a logical structure of
this form. This weakens Jolly’s claim that the usesarfabove are intimately related.

Like many analyses of prepositional polysemy, then, Jolcount is interesting from the
viewpoint of description and categorization. It is lessfukéowever, as a predictive account.
I will discuss the implications of this with respect to TypepBeposition selection in the next

section.

5.2 Limits of Semantic Selection

From what we have seen so far of Gawron and Jolly’s analysesgeims plausible to assume
that Type B prepositions are semantically contentful, asién some cases. In this section,
| discuss whether there is any real advantage to be gainedtfiis assumption. In fact, the
motivation for contentful Type B prepositions turns out toduestionable. Moreover, even if
we adopt this proposal, it is still not enough to eliminate tieed for an additional mechanism
for syntactic selection of Type B prepositions.
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5.2.1 Distinct lexical relations

Gawron makes the strong claim that the same lexical contanbe assumed for both Type A
and Type B prepositions. This allows a tremendous simplifineof the lexicon, and it means
that we should be able to explain the semantic behavior o B/prepositions just by looking

at the properties of their Type A counterparts.

Impingement verbs

Unfortunately, Gawron gives no convincing examples to wabé his claim. The one case he

discusses involves verbs of “impingement”:

(18) a. Jack hit the fence with the stick.
b. Jack hit the stick against the fence.
(19) a. John broke the vase with the hammer.

b. John broke the hammer against the vase.

These two verbhit andbreakare meant to illustrate the difference between argumenaP s
(18) and “co-predicating” PPs as in (19). This is not a veeacldistinction. It depends on the
assumption, for example, that the stick is an argumenttah (18a) but the hammer is not an
argument obreak in (19a). Gawron’s argument is that all hitting events imeohn instrument,
but not all breaking events do. Jolly’s approactbteakis more satisfactory: breaking events
always include a cause, and this cause might involve aruimgint like the hammer in (19a).
Under this analysis, botiith-PPs above are argument PPs.

The distinction between the twagainstPPs is also unclear. Gawron catlgainst the
fencean argument PP in (18b), but it in fact it must be a controll@ddmplement in his
analysis, because it expresses a semantically obligatgoymeent (like an argument PP) but
the preposition is variable, and it makes a non-redundanasgc contribution:

(20) a. Jack hit the stick on/under/beside/around the fence

The classification odgainst the vasi (19b) is also uncertain. Gawron denies that it expresses
an argument ofreak, but again, this is a questionable assumption, and otheis PP would
also have to be a controlled PP, not a co-predicating PP .din, shis not at all obvious that we
are dealing with Type A and Type B useswith andagainstin (18)—(19), so these examples
do not provide very strong support for Gawron'’s claim.
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Desire

We looked in detail at Gawron’s treatment of Typeds with verbs of desire above. Jolly’s

analysis offor suggested that Type A and Type B uses involved related, istindli lexical

content. In particular, Type A uses fifr include a causal component that is not associated

with Type Bfor. It is crucial for Gawron’s account, however, thafof meansdesire in Type

B argument PPs, then we should also find Type A usdsrafith precisely the same content.
Wechsler (1995), in discussing Gawron’s analysis, offeesfollowing examples to show

that “for-PPs occur as adjuncts with this same desiderative sensé8)p

(21) a. Students for a Democratic Society.
b. John worked for peace.

¢. John ran for cover when it started to rain.

The idea of desire is somehow involved in all of these casatsinbmy opinion they do not
confirm the claim that Type A and Type B uses are semanticgliyvalent.

First of all, the analysis ofor coverin (21c) as an adjunct is disputable. According to
Gawron’s definition, the external argumentfof would have to be a situation and not just
the individual John. In this cader cannot introduce the relatiafesire; the situation of John
running does not desire cover. The following suggests tre@aPP is a complement cdn:

(22) John ran when it started to rairHe did it for cover.

In fact, | think an argument PP analysis is plausible in thisec In other wordsun expresses
a two-place relatiomun(x,y), holding between the runner and the intended goal. Thisoala
impliesdesire(x,y), so the Argument Principle allowisr to appear.

Gawron would most likely disagree with this analysis; it @spible to run without having
an intended goal, san must be just a one-place relation. Then the preposfointroduces
the idea ofiesire, and then it is up to “bondedness relations” to determine#usal connection
between the two factsin(j) anddesire( j, cover). On the other hand, there is evidence ttoet
puts rather subtle restrictions on the complemeribof

(23) a. John ran for the doctor.

b. * John ran for the thief.

Suppose that in (23a), the verb tells us that John ran, anfbtqeP tells us that John desired
the doctor. We can bond these facts together naturally bysjug that there was some kind of
emergency, and John’s desire to get the doctor as soon dblpassused him to run. Similar
considerations apply in (23b): John desired the thief, aadan guess that the thief was trying
to get away, so John had to run. But sentence (23b) is ungréioaialn other words, the
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complement offor is constrained in ways that cannot be explained by the séenaatation
desire, or by general interpretative mechanisms. The only remgimiption is to conclude
that cover in (21c) and the doctor in (23a) are argumentarfWechsler’s sentence (21c) is
therefore not a valid example.
Example (21b) is a more likely candidate for an adjunct PRBantion. Note the follow-
ing:
(24) John worked (hard). He did it for peace.

But now for cannot have the contentsire; it must be something likaupport or promote,
because events cannot desire. So this example providegpporsior Gawron and Wechsler's
claim. Alternatively, we could tregfor peaceas a controlled adjunct (basically a secondary
predication). After all, it is reasonable to assume tiesire( j, peace is part of the semantics
of (21b). In this case, however, | argue tliat introduces a different relation that could be
calledfavor. The same sense is involved in example (21a).

Consider the following contrasts:

(25) a. John hopes for a miracle/too much/a democratic ydpeace/himself.
b. John works fofa miracle/too much/a democratic society/peace/himself.

c. Students fota Miraclet Too Much/a Democratic Society/Peatiiemselves.

Type Bfor in (25a) accepts a different range of internal arguments tbrin the other two
contexts. This is unexpected according to Gawron’s accaumith predicts that more or less
any “desirable” argument is allowed far-adjunct, but a narrower range of arguments should
be possible witlhope for becauséope is a more specific relation thatesire. In fact, however,
the patterns in (25) show that two different relations avelied. If anything, a wider range of
arguments is allowed in the Type B case.

Another piece of evidence for the distinction is the follogi

(26) a. Students against a Democratic Society
b. John worked against peace.

c. *We hope against a miracle.

The Type A version ofor in (21a)—(21b) can be replaced hgainstto express the opposite
semantic relation. This is not possible in withpe(26¢). On the other hand, the ungrammat-
icality of this example can be explained on combinatoriaugds: the internal argument of
against(the miracle) is not an argument of the verb, so the PP is nargument PP, and the
subcategorization properties labpeare not satisfied. But the contrast can also be shown with
synonyms:
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(27) a.  Students in favor of a Democratic Society
b. John worked in favor of peace.

c. *We hope in favor of a miracle.

This confirms that different relations are involved in thep@yA and Type B cases.

Motivation

I have only discussed a few examples, and Gawron’s appraadt i principle be motivated
by a single instance of Type for expressinglesire. As far as | can tell, however, there are no
convincing casedpr always introduces either a more specific relation, or peslagpmpletely
unrelated one.

Consider the implications for Gawron’s account. Given agpelB preposition, it is a
simple matter to invent a semantic relation for it that matkesArgument Principle account
work out. If it turns out that we can also use this semantiatiah to account for Type A uses
of the preposition, then we can simplify the lexicon and weehawell-motivated, economical
analysis. On the other hand, as we have seen with verbs oédi#siometimes turns out that
we need to assume a separate lexical entry that for somereas®nly be used in Type B con-
texts. And suspiciously, in exactly those contexts, theaunof the preposition is completely
redundant.

5.2.2 Vague semantics

Although there is no strong motivation for tidesire version offor, intuitively it seems plau-
sible, and there is no indisputable evidence against asguthat Type B prepositions are
contentful. Itis true that Type A and Type B prepositionséhdistinct semantic properties, as
I have discussed in earlier chapters. Although these cawfeniently explained by assum-
ing that Type B prepositions are semantically empty, thiisthe only conceivable approach.
But would we actually gain anything by assigning semantitteot to Type B prepositions? In
particular, would it eliminate the need for purely syntactélection vieePFORM?
We have already seen indications that verbsigpeare fixing triggers:

(28) We hope forfin desire offwanting/with a view to a miracle.

It could be thathoperequires its complement to havedasire-relin its KEY value, but in
addition to that, it is very particular about how this redatiis expressed syntactically. The
most straightforward explanation is tHat is a marker preposition wittPFORM for].
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Underdetermined selection

The existence of semantic patterns of Type B prepositioactieh as in (2) is taken as an
indication that Type B prepositions are contentful. Undsemantic approach, the procedure
for dealing with these examples is as follows. We considenfahe words in the group, and
find some semantic component that they all have in commoncalhdhis the content of the
preposition that they all combine with.

As a quick example, consider the words in (2b), all of whiclestsat. Semantically, they
all involve an agent engaged in some activity, so we can girmgsign the conteringage (X, y)
to at. The Argument Principle then licenses the occurrenca,dExplaining” this widespread
pattern of selection.

As in the case ofor, there are no Type A uses af that expresgngage. The OED offers
a supposedly current meaning fat. “With actions in or with which one is engaged.” The
most recent examples given, however, are from the 19th geatw are no longer possible in
current (American) English:

(29) a. Tt Andidled away the mornings at billiards.

b. T Itrace the matron at her loved employ.

c. T Thecase...is still at hearing.
Nowadays this usage is only preserved in a few fixed phrases:

(30) a. at work, at play, at war, hard at it

b. *athard work, at Monopoly, at civil war, at absolutely nothin

Synchronically, then, if we assume that there is still adakitemat expressingengage(x,y),
then we have to explain somehow why it only occurs with thedsdn (2b) and in the the
handful of conventionalized phrases in (30a) exist.

The other problem is thatngage is a very broad notion, and we therefore expaicto

occur in a wider range of contexts:
(31) We are dealing with the repairs now.

a.
b. Jack participated in the game.

o

Jennifer benefits from stealing her friends’ jewellery.
d. Iresorted to blackmail.
All of these examples include the idea of an agent engaged iactvity, and the activity

corresponds to the internal argument of the prepositioacsording to the Argument Principle,

there is no reason what should not appear here. But it cannot:
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(32) a. *We are dealing at the repairs now.
b. * Jack participated at the game.
c. *Jennifer benefits at stealing her friends’ jewellery.
d. *Ilresorted at blackmail.

One of Gawron’s own examples vgith in (18a) and (19a) above, which he assumes to
expressincidence(X,y)—i.e., argumeny “acts directly upon”x. Obviously, such a general
relation is going to lead to overgeneration:

(33) a. The king died fromivith the poison.
b. The mouse reacted teVith the stimulus.
c. The patient complained aboiwfith back pains.

To maintain a semantic analysis, we have to refine the coofefigpe B prepositions to
make very subtle distinctions, so that they will combinehvékactly the right group of words,
and no others. In my opinion, this is a hopeless task, andlitistdemonstrated that semantic
distinctions are sufficient for determining Type B selestia syntactic mechanism based on
PFORMmMust be assumed, and heavily relied upon.

5.3 HPSG Approaches

Wechsler (1995) discusses semantically-motivated pitgoselection in HPSG. To some
extent he adopts Gawron’s proposals, although he ackngeseithat some Type B prepositions
must be accounted for by syntactic selection.

5.3.1 Restricted Linking

Wechsler’s Restricted Linking Principle is more or lessredii translation of Gawron’s Argu-
ment Principle into HPSG (p. 72):
(34) Restricted Linking Principle

CAT | HEAD verb

REL  v-rel =

CONT
ROLES (...V-ROLE*...)

CAT | SUBCAT (... XP[p-rel(...[P-ROLE: [1]]...)])
CONT| ROLES {(...[v-ROLE: [1][*"...)

where this entailment holds:
V[v-rel(...v-ROLE: X...) — p-rel(...P-ROLE : X...)]
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This constraint introduces some non-standard HPSG not#tat | will not explain in detail.
In words, it says that a verb whose content includes a secadlgtirestricted argument role
must link this argument to a PP complement. Moreover, thealaelation must entail the
prepositional relation.

The parallel with Gawron’s analysis is quite obvious. Thecamt of verbs of desire is
exactly the same as the one above in §5.1.1, assigning thesitienfor the following lexical

entry:
(35)
HEAD  prep
CAT SUBCAT <N>
REL desire
CONT

ROLES (|DESIRER|,[DESIRED: [1]))

| argued above that this lexical entry has to be restrictedetmw to occur exclusively in Type
B contexts, because this semantic relation is not genemadlifable for Type A uses dbr:

(36) a. | desire an audience with the Pope.

b. *lam for an audience with the Pope.

Wechsler also discusses PPs headed by “recipien#ind for as instances of restricted
linking:

(37) a. John baked a cake fad Mary.
b. John mailed a cake tdbr Mary.

The prepositiorfor expresses the relationt-rec(x, y, z) where % performs an action omwith
the intention thay receivez” To expresses a more specific relationcause-rec(X, y,z) where
“x performs an action with the intention that an action causereceivez.” In (37b), the verbal
relation certainly entailint-cause-rec, so the RRL allowdo here. Given thaint-cause-rec
entailsint-rec, anywhere recipieno is allowed, recipienfor should also be possible. This is
not true, however, as (37b) shows. Wechsler acknowledgegribblem but offers no solution.

Wechsler's RLP evidently has a broader scope than Gawragsment Principle if it also
covers the benefactive adjunct in (37a). Clearly the tvaz@bake relation cannot entail the
three-placent-rec, so the interpretation of entailment in (34) needs to bafedr Wechsler
assumes that all verbal relations can be extended by théaddf one or more adjunct roles,
so if we add eRECIPIENT role tobake, then it entailsint-rec, and then the RLP licenses the
prepositionfor.
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5.3.2 Reformulation

Wechsler later presents a reworking of his analysis thastdletter advantage of the formal
machinery of HPSG. This follows up on suggestions by Polerd Sag (1994) that non-
predicative (i.e, Type B) PPs might be analyzed as haviradioelal or situational content that
is structure-shared with theoNT | NUcL of the selecting verb. Wechsler allows all verbs to
subcategorize for any number of PP complements, all of wélieie theicONTENT with the
verb:

(38)
SUBCAT <...,PP :*>

CONTENT

verb=

The idea is that any PP whose semantics unifies with the semafthe verb should be able
to appear as an optional complement. This approach theréfoludes Gawron’s semanti-
cally redundant argument PPs, but also applies to a wideerahgemantically compatible
co-predicating PPs and adjuncts. The idea is developeuefurt Wechsler (1997).

With respect to Type B preposition selection, this reforatioh still runs into the same
problems as the Gawron-style approach. In particular, stilsnecessary to assume distinct
lexical entries for Type A and Type B uses, on semantic grepadd there is no way to prevent
the Type B entry from appearing in inappropriate contexts.

In general, another drawback of Wechsler's account is th#timg stops iteration of the
optional PPs. If one PP'SONTENT unifies with the verb’sCONTENT, then in principle the
same PP can occur an arbitrary number of times. Wechslertivation is to simplify the
representation of verbal subcategorization, but therstéin (38) is perhaps too simple, and
too unconstrained.

The CONTENT sharing in (38) is also problematic. If all of the preposiscand the verb
end up having the san@NTENT, it is impossible to account for scope effects.

5.3.3 Virtual content

Consider again the discussion of the “engagement” word&bj (A semantic account @t
selection would involve assuming the following lexical gt
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(39)
PHON (at)

ARG-ST <N7N>

engage-rel
KEY ACTOR

ACTIVITY

One shortcoming of this analysis is that it overgeneratelis Texical item cannot be used
in all syntactic environments, but exclusively as a Type &ppsition in combination with an
engagement word:

(40) a. | am engaged it fishing.

b. *Ilam at fishing.

Also, as shown in (31)—(32)gt cannot be used in place of other Type B prepositions, even

where the semantic relation in (39) is appropriate. | catelthat this lexical entry does not
exist (anymore). This leaves us no explanation for the sémpattern in (2b), however. On
the one hand, some semantic patterns should be considdvedrtizen remnants of a preposi-
tional meaning that is no longer current. But on the otheddhaome patterns still seem to be
productive.
One possible approach to these cases is to introduce a se@mtraint like this one:
(41)

word
ARG-ST [1]® <P> o[z]
=
engage-rel
KEY
< ACTIVITY >

In other words, a word that expresses engagement and sgbkdaés for a PP complement to

ARG-ST [1]6 (PHat]) ¢

mark the engaged-in activity must choose the marker préposit. This treatment accounts
for the same data and makes the same predictions as a Westiydeapproach. The crucial
difference is that the lexical entry in (39) is not assumeeXist.

The constraint in (41) runs into the same problems with retsfgethe data in (31)—(32).
This seems to suggest that a default constraint is necessaig/selected unless the lexical
entry already specifies a differertorRM value. | will not pursue the technical details of a
default formulation here, but in recent literature thers baen a growing trend in favor of
enriching the HPSG formalism to take advantage of defaBlg(1997; Ginzburg & Sag, ms).
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5.4 Summary

In this chapter | have presented arguments against treptempsition selection as a primar-
ily semantically motivated phenomenon. Cases toward thpe B/ corner of the spectrum of
prepositional uses are more satisfactorily accounted danstances of syntactic selection of
prepositional form.

At first glance, the existence of semantic patterns in Typedpgsitional selection as in
(2)—(2) is compelling motivation for assigning semantiatemt to the prepositions in those
constructions. This argument is significantly weakeneevewer, by two observations. First,
Type B prepositions typically cannot be shown to express ggposed semantic content
in any contexts other than the Type B constructions in qoestThis means that we still need
separate lexical entries for the Type A and Type B versiors| pirepositions, and furthermore,
we have to prevent Type B prepositions from showing up in Txm®ntexts, and vice versa.
Itis not clear how this can be done by referring to the sernamii the prepositions alone.

Second, the meanings that are assigned to Type B prepasitioaccount for semantic
patterns of selection are generally so abstract and breadhéy overlap. We should therefore
expect that Type B prepositions should be interchangeabteany constructions, but we know
that this is not the case. Type B prepositions are charaetby a high degree of form-
fixedness.

In contrast, the distribution of Type B prepositions is igfinéforwardly accounted for by
treating Type B selection as a purely syntactic phenomeriire price to pay is accepting
that the lexicon contains a set of prepositions which arsatiantically empty, but which are
nevertheless carefully distinguished in the language.

This state of affairs can be understood from a historicaspestive. Type B construc-
tions show remnants of once productive prepositional nmegrthat have disappeared from the
language in the meantime. The prepositions are retainduesetconstructions because they
are now syntactically fixed, and not because they still esgpeay particular semantic content.
Many cases, where isolated combinations fib for andbelong tohave been grammatical-
ized, can be readily dismissed as “accidents” of histodeaklopment. But when a significant
number of semantically related constructions have beesepred, it is tempting to treat the
prepositions are more than historical remnants. In bottagdns, however, the mechanism of

selection is fundamentally the same—syntactic, not semant



Chapter 6

Prepositions, Case, and HPSG
Marking Theory

In this chapter | extend my treatment of prepositional repngation selection to a number of
other closely related parts of the grammar. First | consideninal case marking. It is often
recognized that prepositions and case markers have a lenimon. Since Fillmore (1968)
there have been various attempts to formalize this ideatHaunhature of the link between
case and prepositions has not been properly captured iretie@b accounts. In this chapter
| discuss the idea that grammatical case and prepositi@nvarkinds of NP marking, and |
propose a unified analysis of grammatical marking within BR&arking Theory.

At the end of the chapter | briefly discuss the idea of usingstimee formal apparatus to
handle two kinds of VP marking—verb form and complemensizewhose behavior mirrors
that of case markers and prepositions.

6.1 Functional Similarity

6.1.1 Case Grammar

In Fillmore’s (1968) Case Grammar, prepositions (as welinasphological case affixes) are
analyzed as realizations of an underlylkgsuscategory. The varioukasuselements (such as
Agentive, Dative, and Instrumental) are semantic notiaostesponding to thematic roles in
more recent frameworks.

The lexical entry of a verb includes a case frame that spedifie Kasuscategories it
combines with—i.e., the semantic roles it assigns to itsir@ents. EacliKasuselement is
associated with a particular preposition or case inflectionEnglish, for example, Agentive
case is associated with a null case ending or with the prépo$iy:
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(1) a. [Jack] kissed Jenny.

b. Jenny was kissed [by Jack].

—X
_ 2
T

by Jack
It is apparent from the examples that Fillmore gives thattiveespondence betwel@asusel-
ements and their surface realizations is many to many. Fample, Objective case is marked
variously by morphological accusative case and by the gigposfor andat. In other situa-
tions, for can realize Dative case, aatican realizd_ocativecase. Fillmore’s proposals as they
stand are not explicit enough to account for this in a prilecipvay.

6.1.2 Alternations

The evidence linking prepositions and case comes primfmly cross-linguistic considera-
tions. Where one language uses an NP marked with a particudgshological case, another
language uses an NP in combination with a particular prépaosiCross-linguistically, the uses
of PPs and case marked NPs overlap significantly. As a sinxpi@gle, NPs marked with the
instrumental case in Russian correspond to instrumeriteiphrases and agentivw-phrases
in English:

(2) Russian vs. English

a. Ivanpisal karandashom.
Ivan wrote penciliNSTR

Ivan was writing with a pencil.

b. Rabotabyla sdelan&kosmonavtom.
work wasdone astronautNSTR

The work was done by an astronaut.

Note that the English examples include a Type A prepositiwhaType B one. Similarly, the
instrumental case in Russian can be considered to have TyelAype B uses. In fact, the
same spectrum of meaningfulness and fixedness establishptepositions in Chapter 1 can
also be applied to case marking (Zwicky, 1992; Kilby, 1981).

Historical evidence shows that case affixes are often d&fieen prepositions (or postpo-
sitions). It is also possible to find synchronic evidencéhimita single language. For example,
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English has the dative and benefactive alternations, witerand for-phrases correspond to

case-marked NPs. Also, nominative subjects alternate iphrases in the passive, and
prenominal genitives alternate with postnomio&iphrases. In Finnish, which has a much
richer case system, many semantic relations can be exgredtfeeither case marking or ad-

positions (Sulkala & Karjalainen, 1992):

(3) a. laukutta  /ilman laukua
bagabessive without bagpartitive

‘without a bag’

b. koirineen / koiran kanssa
dogseomitative dog-genitivewith

‘with his/her dog’

All of the alternations mentioned above are either lexjcall semantically conditioned. For
instance, not all verbs that subcategorize for a ddtghrase participate in the dative alter-
nation. ldeally, we might hope to find a language where aq@a4di morphological case and
a particular preposition are always in free variation, incahtexts. This would be the most
compelling evidence for a single underlying feature witlo tsyntactic realizations. From a
functional point of view, however, totally free variatiomriare, and | have not come across any
such examples.

6.1.3 NP markers

Broadly speaking, there is a (universal) hierarchy of gratical relations, ranging from the
“core” structural relations (e.g., subject, direct objetilique object) to the “peripheral” rela-
tions (e.g., location, manner, cause) (Blake, 1994). Theseesent the various ways in which
the semantic content of an NP can be incorporated into tharstgrstructure of a larger con-
struction. A core NP is assigned a semantic role by the govgnerb (or other head)—i.e.,
it expresses an argument of the verbal predicate. Periptedations have more independent
semantics, and they assign semantic roles to their NPglglirec

Cross-linguistically, prepositions and case markingstla@emorphosyntactic signals used
to identify these abstract NP functions. The two notionsthegefore fundamentally related,
but at the same time they must remain distinct. As mentiohesde within a single language,
the two strategies are not normally interchangeable. Engliauses, for example, have case-
marked subjects and objects, while other NPs are markedgitemally:

(4) Wenomdelivered themaccto a client inChicago onThursday.

A proper treatment of prepositions and case must balancsitfiirities and differences
between them; previous analyses have failed to achievéo#fésice. On the one hand, some
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linguists account for the similarities by merging the catégs NP and PP. Recall, for example,
the discussion of Grimshaw’s and Rauh’s proposals in §311882.3. Under this assumption,
NPs and PPs are predicted to have the same syntactic pespéuit in fact this is not the case.
We have seen plenty of evidence for this. NPs and PPs hawdtiff distributions, and they
are targeted by different syntactic processes.

On the other hand, the alternative analysis is to maintarcéttegorial distinction between
NP and PP (Jackendoff, 1977; Emonds, 1985). Here, the idiffayntactic behavior of NPs
and PPs is easily explained, but any formal link betweengsitipns and case is lost.

These two approaches represent opposite extremes. Riemosind case should share
some syntactic features, but the syntactic distinctiomwbeen them cannot be completely neu-
tralized. In traditional phrase structure analyses, ueimlyg simple syntactic categories like N
and P, this kind of partial overlapping of grammatical featuis impossible to represent. A
more expressive formalism like HPSG allows us to strike thktrbalance between the two
kinds of analyses discussed above.

6.2 HPSG Marking Theory
6.2.1 Standard Marking Theory

The structure in (5) below shows an example of the usearKING in standard HPSG:

©) |-HEAD -|
[MARKING J

MARK-DTR HD-DTR
’-marker -‘ verb
HEAD )
HEAD LSPEC J VFORM fin
MARKING [2]that SUBJ ()
COMPS
that ()

MARKING unmarked
VP: it will rain
A sentence (i.e., a saturated VP) combines with the compigree that (which is of cat-
egory marken via the Head-Marker Schemalhat can combine with finite clauses or base
form (subjunctive) clauses, but not with infinitive clauseBhis selection is encoded in its
specvalue, and thePeCPrinciple ensures that trePECvalue of the marker daughter unifies
with the SYNSEM of the head daughter (the VP). Finally, i@ RKING Principle ensures that
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the MARKING value ofthat is passed up to the mother phrase, overriding the head daisght
original unmarkedspecification.

It is evident from this example that quite a lot of formal miaehy is in place for dealing
with MARKING in HPSG. It is surprising, therefore, how infrequently thiachinery is used.
In fact, in Pollard and Sag (1994)ARKING is only ever used in the analysis of Comp+S
constructions as in (5). And yet every sign in the grammars&imed to carry &ARKING
value as part of it€ATEGORY specification. All NPs, for example, are implicitly assumed
be unmarked but this feature plays no part in any NP analyses. This &rlgl@n undesirable
state of affairs.

An obvious solution, favored in some recent work (Van Eyri#98; Sag, 1997), is to do
away WithMARKING altogether and find an alternative analysis for complermergi | argue
for the opposite approach: keep thaRKING apparatus and develop it further, making it a
more strongly motivated part of HPSG. The analysis of Comgai&tructions should involve
some notion of syntactic marking. | argue that a number oémogrammatical phenomena,
including prepositional phenomena, also call for a simalgproach.

6.2.2 Application to NP marking

Standard HPSG makes no attempt to capture the relationshigebn prepositions and case.
There is nothing in the signs for PPs and case-marked NPslicate that prepositions and
case-marking share a common function as NP markers.

A transitive verb, for example, subcategorizes for an aatives NP complement; the NP’s
case is governed via itsASE attribute. On the other hand, a prepositional verb subositezs
for a PP complement headed by a particular prepositpprove of listen tg dispense with
by referring to the PP’sFoRMvalue. The similarity between these two instances of select
is clear: in both cases the verb combines with an NP, but itireg| the NP to be marked in a
particular way so that it can serve a particular grammatigaition. The fact that two unrelated
featurespFORM and CASE are involved obscures the underlying parallelism betweentwo
processes.

| propose thatAseandrPFoRrMshould be merged into a singieAD feature calledMARK -
ING, taking values of typenarking® The subtypes ofnarkingcorrespond to (a subset of) the
universal inventory of grammatical relations discusseavab For a given language, only the
syntactically relevant relations are encoded. Englishef@ample, has the followingarking
hierarchy:

1The connection between this attribute and the exisingKING attribute is discussed below in §6.3.
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(6) marking
dir gen pform
nom obj of to with free

acc dat ben

The subtypesominative genitive andobjectivecorrespond to the morphological casesmi-
nativeandobjectiveare grouped undetirect because non-pronominal nouns have only a single
direct case form. The hierarchy ung#ormis the same as the one discussed in §4.3.2.

A number of recent studies have focused on case assignmd®S® (Heinz & Matiasek,
1994; Przepiorkowski, 1996; Muller, 1998). My proposeddification is consistent with all
of their results. By mergingForRMandCASE, we do not lose any distinctions, but we are able
to express generalizations that could not be captured etioaly before.

6.2.3 Dative alternation

The subtypeslativeandbenefactivén (6) are needed in the analysis of the dative and benefac-
tive alternations. The verbive, for example, which participates in the dative alternatioas
the following lexical entry:

@) ( .
MARKING nom-|
SUBJ XP|-
[INDEX J
MARKING acc MARKING dat
COMPS ( XP ,
INDEX ’ INDEX
give-rel
GIVER
KEY
GIFT
L GIVEN

The dependents of the verb are only selectedmA®&KING and not by syntactic category.
Potentially, they can be realized as any kind of (saturgidgse. However, there is no English
preposition with the featurevARKING : nond; only nouns can carry this feature, so the subject
must be realized as an NP. The same is true for the accusdiet;othere is no accusative
preposition in English.
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The dative complement, on the the other hand, can be readitieer as an NP inflected
for objective case (sincebj subsumeslat), or as a PP headed Iy, which has the following

lexical entry:
®
MARKING datV to
SUBJ ()
COMPS <XP MARKING acc>

The disjunctiveMARKING value reflects the fact thab also has non-dative uses that never
alternate with case marking (e.disten tg. Note that there is another lexical entry for the
directional prepositiotio, which is semantically contentful.

The relative surface ordering of the complementgiok depends on whether the dative
complement is expressed as an NP or a PP. | assume that thie i® general constraints
determining the order of complements in English. For examgP complements come before
PP and S complementslf we also assume that dative NPs precede accusative NPsttbe
two grammatical orderings are licensed and the two ungraimah@nes are blocked:

(9) a. Jack gave flowers [to Jennyllack gave [to Jenny] flowers.
b. Jack gave Jenny flowerslack gave flowers Jenny.
| leave the exact formulation aside here; in particular, ititeraction of this analysis with
binding theory should be examined.
Verbs that take a dative complement, but do not participatke dative alternation simply

have a more fully specifiedompslist. For example, the verionateselects a non-alternating

PPdaf] complement, while the verbostselects a non-alternating NRji]:

(10) a. George donated his books to the library.

o

* George donated the library his books.

donate

COMPS <XP

MARKING acc ,PF{MARKING dat|

)

(11) a.  The pizza cost Tony ten dollars.

o

* The pizza cost ten dollars to Tony.

cost

COMPS <NP MARKING acc

MARKING dat],XP

)

2| am considering unmarked word order here, ignoring heavsf and stylistic effects.
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The benefactive alternation betwefem-PPs and objective case NPs can be analyzed in a
very similar way, with the assumption that the benefactuljeiract appears on theompslist.
This contradicts the standard HPSG treatment of modifiertsit bas been proposed in recent
work (Bouma et al., 1998).

6.2.4 MARKING lists

The phenomenon of multiple case marking (Blake, 1994; Dehadivans, 1988), or case
stacking, seems to require tivVARKING attribute to take a list as its value. The following
example is from the Australian language Martuthunira (Dei®©95):

(12) a. Ngayu nhawu-lhatharnta-amirtily-marta-athara-ngka-marta-a.
1sg.nomseepast euroacc joeyprop-acc pouchioc-prop-acc

‘| saw that euro with a joey in its pouch.’

Here the noun ‘euro’ bears accusative case as the objea wktb ‘see,’ the noun ‘joey’ bears
proprietive case (‘witha joey’), and the noun ‘pouch’ bears locative case {ia pouch’). In
addition to these “inherent” case specifications, howether,last two nouns also carry case
suffixes as a result of NP-internal case concord. We can atdouthis by assuming that an
adjunct NP appends a copy of teRKING list of the NP it modifies to the end of its own
MARKING list:

(13)

synsem

MOD . )
MARKING [1]list(marking)

MARKING {marking @[]

The structure of the accusative NP ‘the euro with a joey irpdach’ in (12a) is shown

below:

14

MARKING (acc)]
/\

HD-DTR ADJ-DTR

[MARKING MOD
MARKING (prop) &[1]=

euroacc
/\ADJ-DTR
HD-DTR
MOD
4] MARKING |3
[ } MARKING {loc) ®[z]
joey-prop-acc

pouchioc-prop-acc
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The suffixation requirements are “passed down” the treeash roun has a list oiARKING
specifications that determines its morphological form.

Case inflection can be represented by lexical rules that bddgtogical information and
MARKING specifications. Two examples are given below:

(15) a. Proprietive Case Lexical Rule

|—PHON -‘ = ’—PHON @(marta)]
[MARKING J LMARKING (2] (prop) J

b. Accusative Case Lexical Rule

PHON PHON & (@)

MARKING MARKING [2]® (aco

Successive application of these two lexical rules to théck{@s., unmarked) lexical entry for
‘joey’ will give us the doubly-marked form ‘joeprop-acc as it appears in sentence (12a):
(16)

PHON (mirtily) | PropLR | PHON (mirtily, marta)
MARKING () MARKING (prop)

AGCLR | PHON (mirtily, marta, &
MARKING (prop, acg

I have only dealt with the morphological form here; detalsemantic analysis have been left
out.

There are no prepositions involved in this Martuthuniranegke. Case stacking in Japanese
and Korean, however, has been analyzed as involving segsi@fcpostpositions and case
markers (Urushibara, 1993)This gives further evidence for the merging@fse andPFORM
into a single attribute.

6.3 Extension to VP Marking

I have proposed handling NP marking using teaD featureMARKING feature, but as dis-
cussed in 86.2. MARKING already exists as@ATEGORY-level feature, and it is used primarily
for complementizer constructions. In the remainder of¢hapter | argue that complementizer
and verb form marking should also involve theAD | MARKING attribute.

31t must be said that not all authors recognize a distinctiemvben postpositions and case particles in Japanese
and Korean (Sells, 1995; Gerdts & Youn, 1988).
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6.3.1 Complementizers

In contrast to the standard analysis illustrated in (5)eatrcomplementizers as heads. This
analysis is found in many syntactic theories, and the sarsebban proposed recently for
HPSG by (Sag, 1997). This allows us to trestRKING as aHEAD feature, and to eliminate
the MARKING Principle. Furthermore, complementizers no longer neexhtry asPECspec-
ification; they select a complement W@mpslike other heads. The originalAT | MARKING
attribute is also unnecessary.

Now we have two types of grammatical phenomena handled byt | MARKING
feature: complementizer marking and NP marking. Since ¢hmér only involves verbal
structures and the latter only involves prepositions and e two analyses do not interfere
with one another. So there is no technical problem with eimgpHoth types of information
in the value of the same feature. On the other hand, it is rdetbgically suspicious to use a
single feature if the two phenomena are completely unmtlate

In fact, complementizers turn out to be analogous to prépasiin several ways; and so
the use of the featur®ARKING to analyze both of them is justified. First, consider some
descriptive arguments. As the category label suggestspleomentizers turn clauses into com-
plements. Finite clauses typically cannot appear in comete (or subject) position without a
complementizer:

(17) a. the suggestict{that) aliens have visited Earth
b. *(That) aliens have visited Earth is regrettable.

c. conditions*(for) sanctions to be lifted

The function of the complementizers in these examples igasito that of the prepositions in
Type B constructions:

(18) a. the parting(of) the Red Sea
b. Living bodies consist(of) vital humors and essences.

c. Jack doteg(on) Jenny.

In these cases the prepositions allow the NPs to appear gdaroents where plain NPs are
disallowed. Type Bof andfor act as “NP complementizers” here.

The distinction between Type A and Type B uses of prepositisrarguably also found in
the case of complementizers. The semantic contributiahaifandfor in (17) above seems
negligible, but in other cases, complementizers are chfmesemantic reasons. The inter-
rogative complementizeii§ andwhetherare required by predicates expressing uncertainty or
choice:
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(19) a. Jack couldn’t decide whethdor to run or hide.

b. Jenny wondered ifthat she would arrive on time.

If subordinating conjunctions likeecause, when, althougtre also complementizers, as often
assumed, then they are clear examples of Type A complereestiz

6.3.2 Case and verb form

Another similarity between prepositions and complemensizs that they both govern another
kind of marking that is expressed morphologically on theimplements. Prepositions govern
case, and complementizers govern verb form. For exam@ezdmplementizethat requires

a finite clause as its complement, whitg subcategorizes for an infinitive clause. Verb form
is therefore the counterpart of case in verbal domains.

Verb form is only marked on the verb in English, but in othergaages it triggers agree-
ment morphology throughout the clause. | illustrate wittAaistralian example, this time from
Ngarluma (Dench & Evans, 1988):

(20) Ngayi nyurnti-ka-rna mangjuru-ku,palu-la mirta-ngka-lyimilpa-nguru-la.
1sg.nondeadeausepastkangarooacc thatdoc notdoc-time  comeactloc
‘I killed a kangaroo before he came up.’

Here, the temporal function of the subordinate clause ikethby locative case on the verb
‘come,’ and this case marking spreads to the subject andivegaodifier of the verb. The
parallel with case marking in the NP is unmistakable.

6.3.3 Complementizers and verb form

Above we saw examples where the two kinds of NP marking wegdtémnation. The same
phenomenon is observed with the two kinds of VP marking.

The following examples show that VP or clausal functiong #ra expressed by morphol-
ogy and word order in English can be signalled syntactichifycomplementizers in other
languages:

(21) a. Que&luanvengaahora.(Spanish)
that Juancome now

‘Let/May Juan come now.’

b. Czyjestjeszczebigos?(Polish)
if is still  bigos
‘Is there any bigos left?’
Within English, inverted word order (which can be trigget®da verb form) alternates with
the complementizef in conditional constructions:
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(22) a. Had he not gone, we would have won.

b. If he hadn't gone, we would have won.
To summarize, we have the following analogy:
(23) prepositions : case :: complementizers : verb form

On the strength of the suggestive parallels between theséifads of grammatical marking, |
propose that they should all be encoded inHE@D | MARKING value.

6.3.4 Visibility
The proposed structures for PP and CP are shown below:

(24) a. PP
MARKING pform}

T

MARKING MARKING [3]cas

COMPS < > [2]NP

MARKING

P
b. CP

MARKING cform]

T

MARKING MARKING [3]vform

COMPS < [z] VP

MARKING >

c

One prediction made by this analysis is that only the highestkING value (i.e., the one
contributed by P or C) should be relevant for syntactic phesmea that refer to PP or CP. The
case and verb form marking values should be inaccessibdidetthe phrase.

As we saw in Chapter 4 (examples (32) and (47)), an exterred kieat selects PP can
appear to determine the case of the preposition’s complerSénilar examples can be found
with VP marking. In the following constructions, th&oRM value inside ahat-CP continues
to be relevant to the external syntax:

(25) a. lIdemand that he leaVlaves immediately. (Pollard & Sag, 1994, p. 44)

b. 1will see that he/leave/leaves immediately.
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There are two ways to deal with these cases. First, as in tidnabexamples, we can assume
that there are distincformsubtypes fothat selecting d&aseform VP vs. dinite form VP. The
other possibility would be to explain the choice semaniycalthough it would be a challenge
to capture the difference in meaning between the two CP<5in (2

6.4 Summary

In this chapter | have proposed an extension of my treatmieptepositions to the analysis
of case marking in order to capture the close functional laiity between these two kinds
of NP marking. | have also suggested a further extensiontireovVP domain, to cover the
analogous phenomena of complementizer and verb-form nwarkill four of these grammat-
ical categories or features can be described in terms ofimgfainess and fixedness, and they
exhibit the full spectrum of uses from Type A through Type ABType B. Furthermore, the
overlapping of forms and functions among these four kindgrafnmatical marking motivates
a unified analysis.

| have presented a modified version of therRKING apparatus in HPSG to account for the
representation and interaction of marking in nominal anbajestructures. This proposal gives
increased prominence to the notion of marking, which is aseutieveloped part of standard
HPSG.

The main point of divergence from the standard theory ardoetlere is the treatment of
complementizers as syntactic heads, which is in line withtiexg analyses of marker preposi-
tions and subordinating conjunctions. This move allowsousttteamline the formal apparatus
for handlingMARKING significantly. For example, we can now propagaerKING informa-
tion as aHEAD feature, eliminating the need for a speavedRKING Principle. Furthermore,
the MARKING attribute combines the functions of thReorM CASE, andvFORM attributes of
standard HPSG, so that these closely interrelated pieceganfation have a uniform rep-
resentation, and interactions among them can be encodedlysimthe type hierarchy under
marking



Chapter 7

Conclusions

7.1 Summary of Results

This thesis challenges a number of assumptions about trevieetof prepositions and their
formal analysis. To begin with, | called into question thedestanding distinction between
lexical and functional uses of prepositions, which has ébits way into most current theoret-
ical accounts. Prepositions in fact exhibit a wider rangasas, and the lexical vs. distinction
in its simplest form is inadequate both for descriptive amdliieoretical purposes.

Instead, | suggested that prepositional uses can be moueately described using the

following two-dimensional spectrum:

(1)
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It is evident from this model that a satisfactory accountrefjositional behavior cannot focus
only on the ideal Type A and Type B cases, but it must also dgadopriately with the many
cases that fall in between these two corners of the spectrum.

In my analysis, the descriptive property of meaningfulneas formalized as a distinction
between content vs. empty prepositions, while the properfixedness was formalized by the
marker vs. free preposition distinction. These two disioes interact in the following way to

157

158 Chapter 7. Conclusions
yield three kinds of prepositional lexical entries:

2 prep-lex

N TN

cont-p-lex empty-p-lex free-p-lex mark-p-lex

free-cont-p-lex cont-mark-p-lex empty-mark-p-lex
Free content Ps are selected semantically via &eir relations, while empty marker Ps are
selected syntactically vibFORM These two subtypes correspond broadly to the lexical and
functional prepositions found in many earlier theoretjpalposals, including standard HPSG.
In addition, however, my account allows content marker Rsclwvare open to both syntactic
and semantic selection. Content marker Ps provide the seagebridge between the lexical
and functional analyses, which would otherwise be dividgdmimpossibly abrupt transition.

The choice between a content vs. an empty P analysis can beiagpdifficult, since
meaningfulness is a highly intuitive notion that is not rigadccessible to empirical evalua-
tion. In much recent work on prepositions, the trend has be@ssign semantic content even
to prepositions with only weakly perceived meaningfulnéssorder to treat preposition se-
lection as a primarily semantic phenomenon. | argued, hewekat this over-emphasis on
semantic selection forces the adoption of unmotivated aestplanatory semantic representa-
tions, and even then, a syntactic selection mechanisnilisestided to prevent overgeneration.
The importance of syntactic selection wviaorMshould not be underestimated.

Finally, | made some connections between the analysis giogitons and the analysis of
other kinds of grammatical marking: case marking in NPs amdpmementizer and verb form
marking in VPs. The spectrum of uses in (1) is applicable kdoair of these phenomena.
Moreover, the interactions among these kinds of markingssigstrongly that they should all
be handled in a similar way. | adapted theRKING Theory of HPSG in order to allow a

unified analysis.

7.2 Further Questions

The proposals in this thesis were motivated mostly by cemsig the behavior of English
prepositions, with occasional cross-linguistic data. &helysis would certainly benefit from
a broader comparative perspective, in particular witheesto the claims about case marking
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and VP marking in Chapter 6.

Another useful approach would be to study earlier stagesgfigh (and other languages)
since the distribution of prepositions in the spectrum niglprimarily the result of past and
ongoing grammaticalization processes. A careful exarginatf the historical development
of Type B constructions from earlier Type A constructionsuldoshed light on the proper
treatment of intermediate Type AB cases in the current stégee language.

The proposed analysis depends on two binary distinctiomstéat vs. empty and marker
vs. free) to represent two gradient perceptual propertiesafingfulness and fixedness). The
fuzziness of the distinctions is in a sense accommodateloefiatt that the boundaries between
the free content and the content marker analyses and betteeantent marker and the empty
marker analyses are less abrupt than in the lexical vs.imadtcase. But true gradience is not
built into the representations. Further investigatiom.(gpsycholinguistic studies) should be
undertaken to determine if we need to find a way to enrich tipesssive power of our formal

apparatus in this way.
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