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Conventions

Some of them are repeated in the text.

10.

11.

12.

13.

. We freely use the notations of maps on the left, on the right, as an upper index etc.

For a, b € Z we denote the integral interval by
[a,b] :={z €Z|a<z<b}.

Let n > 1 be an integer. Let

Sp := Aut gets[1, 7]
be the group of permutations of n elements, which are written in cycle notation, so that e.g.
(124)(35) sends 1 to 2, 2 to 4, 4 to 1 and interchanges 3 and 5. We write composition of permuta-
tions on the right, so that e.g. (123)(12) = (23). The sign of a permutation o € Sy, is denoted by
Es-

Throughout, the letter n is reserved to denote the number of permuted elements, i.e. ‘the n as
in §,,’. This convention does not extend to variables such as ny etc. Also exception is made in
case we regard a single symmetric group. p denotes an arbitrarily chosen integral prime number,
except stated otherwise.

Conjugation in a group G is denoted by g" := h™'gh, "g := hgh™!, where g, h € G. Analogously
conjugation with units in a ring.

0 sometimes denotes Kronecker’s delta. Il.e. for elements z,y taken from some set, we let
Opy =1forz =y and 9,, =0 for x #y.

Let 1 = )", &* be the orthogonal decomposition of the 1 € QS,, into rational central primitive
idempotents e*. Here e* acts on the Specht lattice S* as the identity, A being a partition of n (cf.
4.1.1). Let

Q=€ 7S,
be the quasiblock associated to A.

More generally, for an arbitrary R-order A, R being an integral domain with field of fractions K,
and a central primitive idempotent € of K ® g A, the R-order Ae is called a quasiblock of A. A
A-lattice X is called simple provided K ®g X is a simple K A-module. A simple A-lattice is not
a simple A-module.

By vp(a) we denote the valuation at p of a rational number a (e.g. v2(—9/40) = —3). By a, we
denote the p-part of a rational number a, provided it follows from the context that p is not an
ordinary index (e.g. (—9/40)s = 1/8). Thus p*»(? = a,. Analogously prime ideal valuations on
the field of fractions of a Dedekind domain.

The direct sum of m copies of a single object X is denoted by X™. In case X is an ideal of a ring,
this must not be confused with its mth power as an ideal.

The additive group of morphisms between left (or right) modules X and Y over the ring A is
sometimes denoted by

HOIIIA(X, Y) =: A(X, Y)
In case A is commutative, we frequently use the abbreviation X/a := X/aX, a € A.

The Circonference Lemma asserts that for a commutative triangle in an abelian category the
induced sequence on the kernels and on the cokernels is 6-term long exact.

(C x), (A X), (S x.y) or (S x.y.z) refers to a chapter, an appendix, a section or a subsection
respectively. The sole number (x.y.z) refers to a lemma, a definition ... So that e.g. (C.3.5) refers
to assertion 3.5 in the appendix C, whereas (C 3) refers to chapter 3, and (A C.3) refers to the
third section of appendix C.
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Chapter 0O

Introduction

0.1 The problem

0.1.1 The situation

WEDDERBURN’s Theorem describes the structure of the rational group ring QG of a
finite group G as follows. Consider a direct sum decomposition of QG as a left module
over itself into indecomposable summands. By MASCHKE’s Lemma, indecomposable left
QG-modules are simple. Therefore, using SCHUR’s Lemma, the Pierce decomposition
of QG corresponding to this direct sum decomposition consists of a direct product of
matrix rings over the endomorphism skewfields of these indecomposable summands. The
isomorphism from QG to this direct product can be described by sending a group element
g € (G to the tuple of left multiplications on a system of representatives of isomorphism
classes of simple QG-modules - one column per ring direct factor.

In case of the symmetric group, these endomorphism skewfields coincide with Q. This is
the same as to say that the irreducible QS,,-modules, that is, the rational Specht modules,
are absolutely irreducible [J 78, 4.12]. Choosing simple ZS,-lattices, not necessarily the
Specht lattices, inside the rational Specht modules, we obtain an inclusion of Z-orders

ZS, v [[(Z)n,,
A

called Wedderburn embedding, where A runs over the partitions of n. Viewed as an

inclusion of abelian groups, it is of finite index \/n!™ /], nf\ni) (cf. 1.1.4), whence it allows
a description by congruences between matrix entries, called ties. The aim is to gain
control of these ties in order to obtain a workable isomorphic copy of the integral group
ring ZS,, as a subring of the direct product of integral matrix rings [Ty(Z)n, -

0.1.2 Guiding examples

The complexity of the resulting system of ties strongly depends on the chosen Z-linear
bases of the Specht lattices. In the examples directly calculated by computer, we start
from the combinatorially given integral representations on the Specht lattices and use
‘obvious conjugations’ by elementary matrices to simplify (cf. S 0.5). For n < 6, the

vi



The problem vii

complexity of the respective system of ties collapsed at a certain point, and we obtained
the systems displayed in (C 2). For n = 7, we contended ourselves with the quasiblocks,
that is, with the images of the projections into the single integral matrix rings.

We regard an embedding ZS,, C— [](Z)n,, corresponding to a choice of bases, as satis-
factory, if we can read off a Pierce decomposition of the localized versions Z,)S,, as well
as the associated Morita equivalent basic Z)-order from its description via ties. In this
sense, the examples we calculated are in fact satisfactory, in contrast to the embeddings
that use the combinatorially given bases.

But by means of such a vague notion (‘we can read off’), we cannot determine the bases
uniquely. However, any satisfactory embedding allows to search for interpretations of the
resulting system of ties. This is what we use our guiding examples for.

0.1.3 Modular morphisms

Suppose given ZS,-lattices X and Y, that is, finitely generated ZS,-modules free over
Z. A modular morphism from X to Y is a ZS,-linear map from X/m to Y/m for some
integer m > 2. A necessary condition for an element of the direct product of integral
matrix rings to lie in the image of the Wedderburn embedding is, besides that it should
act on X and Y, the congruence resulting from the diagram that expresses ZS,,-linearity.

If we denote by & the operation of S, on X, by n the operation on Y, and by X Ly a
Z-linear map, then f yields a ZS,,-linear map modulo m if and only if the congruence

Eof =m fNo-

holds for all o € S,,. And since the operations £ and 7 are pieced together from the tuple
of operations on simple lattices in a way independent of o, the tuples lying in the image of
the Wedderburn embedding satisfy certain resulting congruences between matrix entries
(usually several ones per morphism).

We shall exhibit several generic modular morphisms between simple lattices, by which
we understand a family of such modular morphisms given by a formula depending poly-
nomially on combinatorial data (cf. S 4.5).

The specializations of the generic modular morphism given in (4.3.31) already suffice to
describe Z,)S,, p prime (cf. 4.2.8).

But e.g. for Z3)Sg, which is of index 3°°® in [[,(Z(3))n,, the specializations of our generic
modular morphisms between simple lattices merely describe an intermediate order, which
is of index 3% in [[y(Zs))n, (cf. 4.4.2).

The reason for this failure is the following. Suppose given a ZS,-linear map X/m — Y/m,
and assume, for sake of simplicity, that Homgs, (QX, QYY) = 0, i.e. that X and Y are
rationally disjoint. The long exact Ext-sequence on

(%) 0—Y -V —Y/m—0
supplies us with the isomorphism

() Homgs, (X/m,Y/m) = Extygs (X,Y)[m],
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which maps X/m — Y /m to the pullback
(%) 0—Y —EF—X—0

of (x) along X — X/m — Y/m. Here [m] denotes the m-torsion part. Thus we obtain a
7S, -lattice E/, which might now itself be source or target of another modular morphism,
say E/m' — Z/m' or Z/m' — E/m’. The operation on E being pieced together from
the operation on X and the operation on Y by means of the cocycle corresponding to
(##+%), we thus obtain congruences that involve the quasiblocks already involved in X and
Y, and in addition those involved in Z. But modular morphisms between simple lattices
involve exactly two quasiblocks only.

0.1.4 Extensions

To see that there exists a set of modular morphisms that yields a complete system of ties,
by which we understand a system of congruences of matrix entries necessary and, taken
together, also sufficient for a tuple of integral matrices to lie in the image of the Wedder-
burn embedding, we start at the other extreme and writes the regular representation ZS,
as an iterated extension of simple lattices. This is possible a priori, since a ZS,-lattice is
either simple itself, or contains a proper pure sublattice. We thus obtain a finite binary
tree of extensions. Now by dint of the correspondence (**), we obtain a corresponding
tree of modular morphisms, yielding a complete system of ties. See (S 0.1.5) for more
details.

Fortunately, a tree that unscrews the regular representation in combinatorial terms had
already been established by JAMES. This tree consists of James lattices, that is, gen-
eralized Specht lattices. The unscrewing proceeds by means of James extensions ([J 78,
17.13], cf. 5.1.18), which even ensures that the simple lattices we end up with are actually
Specht lattices. The only piece of information that had to be added was to give the inverse
of (%) explicitely, that is, to construct a diagram

0 Y E X 0

0 Yy —™ .Y Y/m — 0

starting from a James extension in the upper row. As a byproduct, we extract a formula,
polynomial in the combinatorial data, for the order of an occurring James extension as
an element of the abelian group Ext'.

The collection of all maps occuring in this procedure furnishes a rather complicated dia-
gram, which can be viewed as a module over a path algebra, and which is called the truss
(cf. 5.3.8, S 5.4.2). Our initial aim to find a suitable set of bases now boils down to find
a normal form for the truss. This is not a well defined problem, but informally, a normal
form might be regarded as satisfactory provided its choice of bases yields a satisfactory
Wedderburn embedding.

This hypothetical procedure is modelled on the case Z,)S,, in which a long exact sequence
of modular morphisms between simple lattices already gives a complete set of ties — a
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choice of bases adapted to this long exact sequence yields a satisfactory Wedderburn
embedding.

A complete solution to this normal form problem seems to be out of reach, and we have
tried our hands only on the cases n = 3,4. One might hope that certain parts of the truss
will yield partial results, for instance after localization. Or one could try to regard the
image of a projection into a certain subdirect product of [1,(Z),,, that is, a generalized
quasiblock. But we have not pursued such attempts here. In particular, we do not dispose
of a general satisfactory normal form for the truss.

0.1.5 A tree

We shall sketch the general framework employed in (S 0.1.4).

Let R be an integral domain with field of fractions K. Let A C I' be a full inclusion of
R-orders. Consider a finite binary tree of A-lattices

Ty

/\
/\ /\
/\ /\ /\ /\

TOOO 001 010 011 100 101 110 Tlll

/NN SN SN SN SN SN SN

ending at possibly different stages, such that the ends carry [-lattices which sum up to
I', such that Ty ~ A and such that there exist short exact sequences

0— T 5T, 5T, —0,

e being a word in 0 and 1’s. Moreover, assume given e0,e0* = m, € R, which allows to

construct
(eO* el*) (2(1):) = M.
Suppose an element g € I" acts on T, via g.9 and on T,; via g.;. It acts on T, if and only
if .
- * * geo 0 €0«
e = m (e0* e1*) ( 8 gel) (el*)
is integral. It acts on T if and only if it is contained in A. e0* induces a modular

morphism on the cokernels
Tel - TeO / Me,

which is respected by g if and only if g, is integral.

0.1.6 Quasiblocks

In principle, the ties describing a quasiblock ¥, defined as the image of the composition

S, — H(Z)TLA - (Z)nw
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can be deduced from the ties that describe a satisfactory embedding, thus explaining its

ties as being ‘caused’ by modular morphisms involving in general several lattices. It would

be interesting, however, to have an interpretation in terms of the properties of the Specht

lattice S* alone, by which it is also determined alone, after all. At least an approximation

is given by the Gram matrix G* of the S,-invariant bilinear form on S*, which forces
Q" C (Z),, N (G*) N (Z)n, G*.

Though comparably small, the isolated quasiblocks seem to be hard to describe com-

binatorially. Moreover, an index formula for the inclusion Q* C (Z),, is missing (cf.
1.1.3).

"

0.2 An example

Consider the well known case ZS; [Rog 80, 0.7.2]. The image A of the embedding of
Z-orders

78, — Z x Z
(12) — 1

(123) — 1 x (3$7') x 1

X
—~
N
| ~—
N

X
N
|
@ [\
[\
—
N—
—_

allows a description as

T31 Tao

2 2

— 1 o @ 3 |l — 23 o1 — .2 .2 — .3 .2 —

A={ zy; x ( ¥ 52) X iy | @1y =2 a4y, o1y =3 41, Ty =3 Ty, Ty =3 0}
C Z x (Z) x Z =T,

which we rather depict as

a b 3 [¢ c b
1 2 3
a ! =3 22
b ' = 2
c 1?2 =5 23

This is a satisfactory embedding in the sense of (S 0.1.2). For instance, localized at 3 we
obtain the Pierce decomposition

1><((1)(1))xlz(lx(ég)><0)+(0><(8(1))><1).

Consider the exact sequence of Z-linear maps
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the indices denoting merely the number of the quasiblock we have taken the column
from. This sequence becomes an exact sequence of ZSs-linear maps when tensored with
Z/3 ®z —. Conversely, a tuple

2 2
wix (k) et e T
respects both maps modulo 3 if and only if the ties at 3 given above are satisfied, that is,
if and only if z1, =3 2%, 23, =3 73, and 23, =3 0 hold.

Actually, this exact sequence is a specialization of a generic one (S 4.2.1), and it is not
by chance that we have obtained all ties at 3 (cf. 4.2.8).

Let us regard the inclusions of simple lattices over the second quasiblock. There is a

Ss-invariant bilinear form defined on its column (%), given by the Gram matrix (g%),

yielding the inclusion of the Specht lattice (%) into its dual. This dual lattice (%)* is

isomorphic to the other column (%), where 3 stands for (3), via

M = @

|

WO O+
—~

w

[\
~—

as can be derived e.g. from restriction of the map given by the Gram matrix to (%) C (%)
followed by division by 3. Using this isomorphism for isomorphic substitution, we see that
the inclusion of the Specht lattice into its dual is isomorphic (as a diagram) to the inclusion

(%) - (%) Thus an element of the second quasiblock remains integral by left conjugation
with (8(1)), which means that z2, is divisible by 3.

0.3 Motivation

We would like to explain why we consider the problem described in (S 0.1) to be worth-
while. So suppose given a satisfactory description of Z)S,, as a full suborder of [y (Z))n,
in the sense of (S 0.1.2), so that a Pierce decomposition and the corresponding Morita
multiplicities can be read off.

Therefore, the Pierce components of the corresponding basic Z)-order as rings resp. as
bimodules are given in a very explicit manner, viz. in Z)-linear bases, with multiplication
derived from matrix multiplication. A path algebra being a universal Pierce decomposi-
tion, we may map some convenient path algebra over Z onto this Z)-order to obtain a
presentation as a path algebra modulo relations. E.g. the principal block of Z S5 turns
out to be Morita equivalent to

ZE/(A* —24,NJ — 2F,(AJN)?* — (JNA)* — 2(AJN — JNA)),

where
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(cf. S 2.2.5). Reformulated as a path algebra modulo relations or not, the Pierce decom-
position is the main reason to search for a tie form. The path algebra presentation
sometimes reveals algebra automorphisms (cf. S 2.3.4).

The calculation of the radical of Z)S, may be done as follows. To begin with, we re-
duce to the calculation of the radicals of the endomorphism rings of the indecomposable
projective modules. Moreover, we may reduce to the calculation of the radicals of the
quasiblocks of such an endomorphism ring, since its radical can be recovered by intersec-
tion (E.1.28). Again, we are reduced to the calculation of the endomorphism rings of the
indecomposable projectives of such a quasiblock. Furthermore, if in such an endomor-
phism ring, embedded into a single matrix ring, either the position ij or its transpose ji
carries a single p-tie for each 7 # j, its radical is given by imposing single p-ties on the
main diagonal entries (E.1.30).

For instance, consider the Zs)-order Z3)Ss, isomorphic to its image A under the embed-
ding given in (S 0.2). Its radical is given by

tA =3 x (ng3)) x 3
where 3 stands for (3).

Using the isomorphism
A/tA > F3 X F3
2 2
T1y X (I%i ﬁg) Xl — xp X Th
we obtain its unit group to be
2 2
A" ={a}, x (Br82) xab € A2}, #5 0, o) #5 0},
One also may pick subsets of the unit group with extra properties, such as torsion units

(use characteristic polynomials) or central units (cf. also 1.1.4). We will not pursue this
possibility, however.

Units are a prominent example for the usage of matrix multiplication. In general, the
tie form allows to think of calculations in the group ring as of calculations in matrices
subject to some ties. For instance, the center, or also a maximal commutative suborder
(a torus) become visible.

The decomposition matrix may be calculated by counting multiplicities of simple lattices
in projective indecomposable lattices. Let S* denote the Specht lattice over Z,)S, to
the partition A of n, p prime. Let p be a p-regular partition, let D# = S*/vS# be the
corresponding simple module, let P* denote its projective cover over Z)S,. Consider
the semisimple Loewy layers

X; = (¢'S* + pSY) /("1 S* + pSY).

We obtain the decomposition number

[S)‘ : D = Yi>odimp, Homg,s, (D", X;)
Yizo dimp, Homgz s, (P*, X;)
dimg, Homg, s, (P*, S*/pS?)
dime (Homz(p)sn (P"L, S)‘)/Homz(p),sn (P“,pS’\))
= dime (Homz(p)sn(P”, S)‘)/p Homz(p)sn (P"L, S/\))
l"kz(p)HOle(p)Sn (P“, S)‘)
= dlmQ HOIHQSn(QP“, QS)‘)
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Moreover, usage of the radical enables us to refine this calculation to the Loewy layers of
S*/pSA. We write P* = Z,)Sne”, et being a primitive idempotent of Z,)S,, and obtain

HOIansn (D“,XZ) = Homz(p)sn(P“,Xi)
Homg, s, (P*, vSh + pS)\)/HOmZ(p)Sn (P, v"t15* 4+ pS?)
= et (t'S* + pSH) /e (vTISA + pSP).

For instance, in the situation of (S 0.2) we obtain for n = 3, p = 3, A = (2,1), u = (3),
e®=1x (§3) x0andi=1

Homg,s, (D®), X;) = e®(S3D 4 35210)/e0) (2521 4 35(2:1)

() (5)/(s8) (3

/3

|

As a disadvantage we mention that the subgroups are hidden. For instance, to calculate
vertices of indecomposable lattices over Z,)S,, p prime, one seems to be forced to use
the representing matrices, due to the fact that the group ring of a subgroup in general
does not allow a convenient description in the same product of matrix rings over Z, into
which Z,)S, is embedded. For some representing matrices, we refer to (C 2).

0.4 Necessity of prime powers

We want to stress by an experiment the necessity, even for ordinary modular represen-
tation theory, of the prime powers occurring in the ties resp. in the modular morphisms
evoking the ties. In general, changing the prime powers for these modular morphisms
changes the objects (such as modules, morphism groups, ...) obtained by reduction
modulo that prime. To see this, we shall lower by one an exponent of such a prime power
in an example.

Consider the Z)-order
EZZ{.’L‘XyXZ|yE4Z, 2ngy+z}gz(2) XZ(Q) XZ(Q) =:T,

which is the endomorphism ring of an indecomposable projective Z)Ss;-module (S 2.1).
Note that therefore E/2 is the endomorphism ring of an 1ndecomposable projective FyS;-
module.

Sending X to 0 x 2 x —2 and Y to 0 x 0 x 8, we obtain the presentation
Zy X, Y]/(X?-2X -V, XY +2Y, Y? -8Y) > E,
whence the reduction modulo 2 reads
Fo X]/(X°) =~ Fo[X, Y]/(X? - Y, XY, Y?) =~ E/2.
Consider the linear map

U .= Z(g) L Z(g) X Z(g) =V
1 — 2 x -2
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where the left hand side consists of the first and the right hand side of the second and
third ring direct factor of I'. This linear map factors over the E-sublattice

Vi={yxz|y=42} CV,

and this factorization ;

U—V
is E-linear modulo 4. Conversely, E consists of those tuples in I' that act on V' and that
respect this map modulo 4.

We pass to the intermediate order E C E' C I' consisting of those tuples z x y X z € I’

that still act on V but that commute with U —~ V modulo 2 and not necessarily modulo
4. This amounts to the description

E={xxyxz|y=42 20=,y+2yCT.
Sending X to 0 x 2 x —2 and Y to 0 x 0 x 4 yields the presentation
Zy X, Y]/(X? —2X —2Y, XY +2Y, Y2 -4Y) > F/,
whence the reduction modulo 2
Fo[X,Y]/(X?, XY,Y?) =~ E'/2,

which is not isomorphic to E/2 since the radical square of E'/2 vanishes.

0.5 A washing machine

The problem in formalizing the direct calculational simplification of a given system of ties
lies in the choice of a suitable conjugation of a single representation by an elementary
matrix, i.e. we have to formalize the meaning of an obvious step. In case one chooses
the respective step by hand - which is possible, say, for ZS5 -, one makes use of the human
ability of pattern recognition.

The automatized solution to this problem is rather simple. It is efficient for n < 7, but
it is of non-algorithmic nature. It is doubtful whether a practicable algorithm exists.
Note that we deal with a finite problem of huge proportions.

We shall now give a sketch of the method employed instead of giving a complete docu-
mentation in the main text.

To begin with, we start with the ties given by Serre’s Inverse Fourier Transformation For-
mula (1.1.1) for an arbitrarily chosen embedding, thus avoiding an n! X n!l-matrix inversion.

Conjugation of a representation by an elementary matrix is performed by a multiplication
from the left and the inverse multiplication from the right. To keep control of the effect
on the ties, we test either only multiplication from the left or only multiplication from the
right, translated to the effect on the tie matrix, i.e. on the matrix which records the ties.
For a fixed position of the non main diagonal entry of the conjugating elementary matrix,
the entry with maximal reduction of the number of involved nonzero positions in the
tie matrix is determined. The conjugation itself then is, of course, carried out correctly
from both sides. Now we let the position of this non main diagonal entry run through our
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conjugating elementary matrix. Thus we have two methods at hand, one testing from the
left and one testing from the right, which we more or less alternate.

The resulting process is a non-algorithm in the sense that even for the vague aim of a
satisfactory embedding (cf. S 0.1.2) there is no theoretical reason to be achieved. For n < 7,
however, the system of ties almost collapses down to a sensible one: the resulting ties
regularly involve at most one entry per quasiblock, and, exceptionally, up to three entries
per quasiblock.

As a consequence of using a process which is not an algorithm, the tie matrix of Z3)S7
needs two successive treatments by the program until it is cleaned - as one might expect of
a washing machine.

The tie matrix being simplified, there remains the extra task of parallelizing the ties oc-
curring in a Pierce component eZ,)S, f. By parallel ties, we understand ties of the same
shape for all matrix tuple positions belonging to this Pierce component. Parallelization is
necessary for to see Morita multiplicities (cf. e.g. S 2.1.1). But so far, parallel ties are not
distiguishable by computer from their non-parallel linear combinations. This is the reason
why we haven’t obtained satisfactory embeddings for Z Sy for p = 2,3, 5 yet, although our
washing machine has been able to handle them. For to proceed further in this direct manner,
one should attempt to automatize also this parallelization as far as possible, algorithmically
or not. For possible theoretical obstacles, cf. (D.1.4).

Trying to deal with ties without computer — not only in this first step for to calculate
satisfactory embeddings directly, but also in the subsequent search for generic ties — would
be similar to trying to do astronomy without telescope. We should not overestimate our
eyes.

0.6 Some results

0.6.1 A one-box-shift morphism

We use the language of JAMES [J 78]. We shall give a formula for a morphism
S* /m I, gn /m,

in case p arises from A by shifting one box to the left and down, m being the length
of the path covered by the shifted box (4.3.31, cf. S 0.6.3). This morphism is induced by
a morphism from the free ZS,-module on one generator, denoted by F* and equipped
with the A-tableaux as Z-linear basis, to the Specht lattice S¥. The image of a A-tableau
[t] under this morphism is given by a sum of p-polytabloids according to the following
combinatorial rule. Take an entry of the tableau ¢ from the column of the box which
is to be shifted and replace an entry in some column further to the left with it. Take
this replaced entry and replace an entry in a column further to the left with it. And
so on. Put the last replaced entry into the shifted box, but at its position in p (cf.
e.g. S 4.3.5). Form an integral linear combination of the resulting p-polytabloids with
coefficients polynomial in the column lengths of A. Finally, divide out a redundant and
likewise polynomial factor, which occurs because of a linear dependence of the resulting
p-polytabloids that ensues from the GARNIR relations [G 50, p. 56], cf. (4.1.4). The result

passes down to S*/m N Sk /m. f # 0, even modulo primes dividing m, can be seen by
a standard polytabloid argument.
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Based on [CL 74], CARTER and PAYNE [CP 80] in particular show that such a nonzero
morphism exists over an infinite field of characteristic p dividing m (cf. 4.3.33, S 4.3.5).
This ensues also from (4.3.31).

For the application to integral representation theory, however, we need morphisms modulo
prime powers, and moreover, we need to know their behaviour under composition, for
instance in order to describe Z,S,, p prime (cf. e.g. 4.2.4, 4.2.8, S 4.4.2).

Furthermore, CARTER and PAYNE assert the nonvanishing of Hom in the situation of
the simultaneous shift of several boxes from a column to another column further down
to the left. We could figure out some modular morphisms in simple special cases of
this combinatorial situation (cf. 4.4.3, 4.4.5), but we haven’t been able to generalize the
one-box-shift morphism (4.3.31) accordingly.

A. KLEsHCHEV [Kles 98] has given an argument for the dimension of the Hom-space
treated by CARTER and PAYNE to be one-dimensional in case of a one-box-shift in char-
acteristic # 2 (cf. 4.3.33).

Further exceptional modular morphisms appeared modulo 2, one of them specializing
to the nontrivial endomorphism of S®1) /2, causing a tie with two entries in a single
quasiblock (4.2.11). This endomorphism is described, up to Morita equivalence, by the

matrix
000
000 ] .
100
T11 T12 13

Thus the element (gm @22 iza) of the matrix ring containing the according quasiblock
31 32 L33

respects this endomorphism modulo 2 if and only if

z1300 T11 T12 T13 000 000 T11 T12 T13 0 0 0
22300 | = [ 21 T22 T23 000 ) =5 {000 T2l T22 T23 | = 0 0 0 ,
3300 T31 T32 T33 100 100 31 T32 T33 T11 T12 T13

i.e. if and only if 19 =5 13 =5 o3 =2 0 and x1; =5 x33. These ties already describe that
quasiblock (cf. S 2.2.4).

A table of some modular morphisms is given in (S 4.5).

0.6.2 A retraction up to an integer

In (S 0.1.4) it has been explained that the missing detail in order to describe ZS,, via
ties arising from modular morphisms, using an unscrewing of the regular lattice by James
extensions, is a retraction to the inclusion of an occurring James extension up to its order
in Ext'. The kernel of such an occurring James extension is given by a Specht lattice S¥,
its middle term is given by a James lattice S*<” (cf. 5.1.2). There is an epimorphism from
F” onto S*<¥ for which generators of the kernel are known. This enables us to exhibit a

retraction up to the Ext!-order as being induced from a ZS,-morphism F” I, g (5.2.25,
cf. S 0.6.3)

The formula for f is very similar to that described in (0.6.1), and I do not know why.
Suppose given a v-tableau [t] which is to be mapped. Let y be the entry of ¢ at the unique
position outside of A (modulo 5.3.3). Replace an entry to the right of y by y. Take the
replaced entry to replace an entry to the left of it. Take the replaced entry to replace an
entry to the left of it. And so on. In the last step, insert the replaced entry at the original
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position of y. Form an integral linear combination of the resulting v-polytabloids with
coefficients polynomial in the column lengths of v and divide out a factor of redundancy.

0.6.3 Announcement of results

We shall give an account of (4.3.31, 5.2.25), slightly deviating in notation from our working
language of (C 4, C 5).

Let \
N — Nj
T — N
be a partition of n, i.e. assume Y, \; = n and \; > A4 for i € N. Let P* := {ixje
N x N | j < A\;} be the picture of A\. A A-tableau is a bijection

p [1,7]

1 Xj — Q.

o € S, acts on the set of \-tableaux 7 via composition [a] — [a]o. Let F* be the free
Z-module on 7% with the induced action of the S,,. Let

K

P 2 N P 5 N
ixj — i ixj —

denote the projections and let

T c

T I, Nl T ¢ WNinl
[a] — [a]7'p [a] — [a7'k

The fibers of r are called tabloids, and the fiber containing [a] is denoted by {a}. The free
Z-module on the set of tabloids, equipped with the induced action of the S, is denoted
by M*. Let

Clq = {0 € S, | [a]c = ([a]o)c}
be the column stabilizer of [a]. Let the Specht lattice S* be the ZS,-sublattice of
M? generated over Z by the A\-polytabloids

(a) == > {a}oe,.

O'EC[a]

)\ denotes the transposed partition of )\, ie. j < )\ <= ixj € P <= i< Aj-

Let s,t € N, s < t, assume \; > A; ;, and assume s = 1 or A\]_; > A{. These assumptions
ensure
A+1 fori=s
=% MN—1 fori=t
A else

to define a partition p of n. Let [ > 1. A path of length [ is a map

[0,]] -~ P uPH
ko — o X B
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such that £ < k' implies f < By, such that oy x By = p} X s and such that 3, = ¢. For a
A-tableau [a] define the p-tableau [a”] by

al; = ay for i x j € PM\(y([1,1]) UN x {t})
Qo = Oapiifrp for k €[0,1—1]

al, = ay for i < o

al, = i1y for 7 > o.

For i € [s+ 1,t — 1] we denote X; := (¢t — \}) — (1 — \}). Let

o LLielst1-11, wy>ut,, X

xy = (—1)
K ken -1 Xs:

Let m: =14 (t — \,) — (s — X,). Let I" be the set of paths of some length [ € [1,¢ — s].

Theorem 0.6.1 (formula for a modular morphism, equivalent to (4.3.31)) There
1s a commutative diagram of ZS,-linear maps

[l ——— Xyer 74{a”)

o] FA*—L— 50 (b)

.

(a) S*—L— SH/m (b)

[ can be written as an integral matriz such that at least one entry equals =1. In particular,
f does not vanish.

A prepartition of n is a map
N 4 N

7 — U

such that Y, v; = n. The notation in case of a partition carries over verbatim up to the
definition of M".

Let A be a partition of some number such that P*» C P”. Let [a] be a v-tableau, let
P\P* ', P”. Let

Clax = {0 € S, | [a]c = [d]oc, i[a] = i]alo}

be the column stabilizer of [a] inside . Let the James lattice S*<” be the ZS,-sublattice
of MY generated over Z by the A\ C v-semitabloids

(a)r:= Y {a}oe,.

O'EC[G],/\

Note that SAS = SASV_ where \; 1= vy, \; := ); for i > 2.
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Let z > 2. Assume A\, < A\,_; and A\, < v,. The assignments

. A+1 fori=z
(Ae)i o= { i fori # z

vituv,— A, fori=z-1
(VvR,); = Az fori =z
Vi fori#£z—1,z2

define a partition AA, of some number with P*4= C P” and a prepartition R, of n with
P* C P¥E:_ For a v-tableau [a], we define the vR,-tableau [aR,] by

(aR,)i; = aij forixje PR\{z -1} x [v,_1 +1,v,01 + v, — A,
(aRz)z,l, Vo14j = amzﬂ- fOI' ] € []_, vV, — /\z]
Theorem 0.6.2 (JAMES, [J 78, 17.13, proof of 17.12], cf. (5.1.18))
The sequence of ZS,,-lattices
0 — S)\Azgu . S/\gu . S)\Q/Rz —0

(a)ra, — (a)aa,
(@) — (aR)x

called the James extension, is short exact.

Simple case. Let ¢ := v, and suppose P¥\P* = {V/ x s} for some s € [1,t]. Let z := V..
Note that S*:S” = §¥. Let [ > 0. A cycle of length [ is a map

0.1 — P
ko — oy X By
such that k < k" implies 5y < By and such that oy X Sy = z X s. For a v-tableau [a] define
the v-tableau [a?] by multiplication of [a] with the corresponding (I 4+ 1)-cycle in S,,,
[a"] := [a] - (aao,/ﬁo: R aaz,ﬂz)'
For i € [s+ 1,t] we denote Y; := (s — v}) — (i — v}). Let

Mies+1.0, w50, Vi

eep g Y,
Let T be the set of cycles of some length [ € [0,1 — s]. Let
m:= V., +1t—5) 11 (Y; +1).

JE[s+1,t], V;',1>V‘;'

Yy =

Theorem 0.6.3 (formula for a retraction up to m, equivalent to (5.2.25, 5.2.26))
There is a morphism of short exact sequences

0 - SV . S,\gu . SAguRz — 0
(a)x
J
Z»,ery'r(m)

0 - gr—m ., g - S /m — 0

in which the upper sequence is the James extension (0.6.2), having order m in Ext'.
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Chapter 1

Preliminaries

We need a certain amount of theory a priori in order to handle our guiding examples, in
particular, to prove that they are correct, independent of computer calculations. For this
purpose we give a total index formula, describing the quantity of the system of ties, we recall
the modified Coxeter relations, giving a presentation of the S, in terms of a transposition
and an n-cycle, and finally we recall the point of view of path algebras as universal Pierce
decompositions. By rights, also appendix (A D), containing the notions of a homogenus
ring, i.e. of a ring which has a Pierce decomposition such that the summands are either
isomorphic or lie in different genera, and of a naive localization, i.e. a way to work at
a single prime while keeping the global ground ring, should have appeared at this point.
However, due to its length, the according section has been shifted to the back.

1.1 Serre’s Fourier inversion formula

The reader who is merely interested in our guiding examples may restrict his attention to
(S 1.1.1). This section may be regarded as a long corollary to the vertical orthogonality
relations of the character table. We do not claim originality, in fact, we have rediscovered
several well known assertions (1.1.4, 1.1.5, 1.1.8, 1.1.10, 1.1.13) by this ad hoc method (cf.
S 1.1.6).

1.1.1 The tie matrix and the total index

Let G be a finite group. Let {p*} be a complete set of complex irreducible representations
of G, given by matrix valued functions p* = (p})ixje[Lny]x[1,ny]> Where ny = dim p*.

The vertical orthogonality relation applied to the first column of the character table of G,
belonging to 1 € G, and to the column belonging to the conjugacy class of an arbitrary
element g € G reads

Sy Tr p(g) 2 |G 81y,
A

Hence, composing the linear maps

r

cG — H)\(C)n,\
g — (P9
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and
t

H/\(C)nA — CG
() — I, (Tam T ) g,
whose matrix arises from the matrix of r via transposition, a reordering of the rows and
columns and a multiplication of the rows with respective factors n,, we obtain the

Lemma 1.1.1 (Serre’s Fourier inversion formula [Se 77, 6.2 prop. 11])
rt =|G|.

Given h € G, we plug in & := (h)r = p*(h) to get
g (EA,i,j ”AP%(h)P?'(g_l)) g = 24 (E,\,i n)\p%(hg_l)) g

= |G|, 09
G|h.

—~
~

I

Note that both maps r and ¢ depend on the chosen representations.
For () € T1x(C)n, we have, using 7t = |G| and ¢r = |G|, the
Remark 1.1.2 (cf. [Klei 96, Prop. 1))

(EMx € (ZG)r <= (€)1 € |GIZG.

We return to the case G = S, in which we may realize the p* integrally [J 78, 4.2, 4.3,
4.12]. For such a tuple of representations, the restriction of r to ZS,, yields an inclusion

7S, s T1(Z)n,,
A

for which we have used the system of ties given by (1.1.2) in order to calculate our guiding
examples (C 2) directly by the method described in the introduction (S 0.5).

Corollary 1.1.3 The elementary divisors of the inclusion ZS, [1\(Z),, divide n!,
i.e.

n! [[(Z)n, € (ZS,)r C [[(Z)n,-

Since
(detr)(dett) = n!™,

and, considering the matrices as explained above,

’I’L2
| det t| = | detr| [ ns™,
A

we obtain the

Proposition 1.1.4 (total index formula)
|det r| =

15 the index of the inclusion of abelian groups

7S, v T1(Z)n,.
A
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1.1.2 Total index, more general version

Keep the notation of (S 1.1.1) in the general case. Let {p*}rcr be a complete set of complex irreducible
representations of G.

Let R be a principal ideal domain with field of fractions the algebraic number field K.
Suppose that the endomorphism rings of the simple KG-modules are commutative and
galois over K.

Let {r*},em be a complete set of K-rational irreducible representations of G, let K* be the endomor-
phism ring of r#. Let d, := |K*/K]|, let I'* := Gal(K*/K). Note that via

C ®x Kt — HUEFF C
z ® = —  (z0(2))s
we may further blockwise decompose the tensor product

CG=Cokx KG - [[,C®k(K")m, — TI, aern()
g — (M — (@(r"(9))ow

Therefore we have a surjection L — M corresponding to the Galois orbits of {p*}rcr. Let {p*},em be
a set of representatives of these orbits, so that in particular n, = m,.

Suppose the the complex matrix p# can be chosen to have entries in the integral closure R*
of R in K*.

In case R¥ is a principal ideal domain, this condition is automatically fulfilled by choosing a R*-basis for
the RG-lattice > gec YR B, B being a K*-basis of our simple K G-module.

Restricting on the left to RG C CG and on the right to M C L we obtain

7

RG — Tl.en(B"n,
g — (@)

which becomes an isomorphism under C ® g — since we may compose with

CeorRt=C ®x Kt —> Jl,uC
z ® =z —  (20(2))s

CG = [[ (O

AEL

to recover

Consider the linear map

¢

Hpen(B)n, —> CG
€ — o (Tuen i Loers TEE)(0# (7)) 9
= 5, (Shen e/ (Te(e o (g71)) g
The image of ¢’ is contained in RG. Serre’s Fourier inversion formula (1.1.1) reads

=G|.

Let {af,...,} } be an R-linear basis of R* and write an element a € R* as
> ot
s€[1,d,]
with coefficients as; € R.

The R-linear matrix attached to r’ in the obvious bases has the entry

Pi;s(9)
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at the position (g, puijs). The matrix attached to ¢' has the entry
mTrcn k(@ p5i(970) = Yiep,a, M Trre/x (@@ (971)

at the position (pijs, g). Denoting the discriminant by A, := det(Trg./k (zhx}))st, We obtain

dett' = £ detr’ H AL"")n,(Ln"d“).
weM

The argument from (S 1.1.1) together with an elementary divisor argument in order to pass down to Z
gives the

Proposition 1.1.5 (total index formula II) The index of

RG — T[ (B*)n,
rEM

as abelian groups is

|G|IG|

(n2) (n2dy)
HpeM Aun“ ”unp g

Nk/qQ

In particular, in case R = Z the prime divisors of A, form a subset of the prime divisors of |G].

1.1.3 Rough estimates for quasiblock indices

Retain the notation from (S 1.1.1), case G = S,,. Let L be a subset of the set of partitions of n, let
L A
€Y= seL €

Lemma 1.1.6 The generalized quasiblock index, i.e. the index of the inclusion

QL :=ZSpet 5 [laer(Z)ny = T1
seb —  (p*(s))rer

is independent of the choice of the integral representations p*.

NB in case L consists of all partitions of n this follows from the total index formula (1.1.4). Consider a
tuple A := (a*)xer € Tz, such that the determinant of a* € (Z),, is nonzero and such that

a*pr(s) (@) ™!
is integral for each A € L and each s € S,,, i.e. such that r;, maps into

r'Ln Ff c H (Q)nx

AEL
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Consider the diagram of abelian groups, where on the right hand side we insert the respective cokernels

C,

CII
\
- \

Iy

ZS,e L r,nNrs

F /
\
/

C.

Using an elementary divisor form of A, we conclude that C' and C" are isomorphic as abelian groups, so

that the assertion results from the Circonference Lemma.

ZZ7Z ZZ
7277 )~ |Z7Z
447 22

of ZS4 (2.1) shows that the elementary divisors of Q* . 1, are not well defined.

NB the quasiblock Q-1

N o

Now we set out to give estimates for this generalized quasiblock index. Let

T, 2 8,
denote the restriction of ¢ to I'g,, let
7S, LIL> 'z
denote the composition of 77, and the projection to T'z,. By virtue of (1.1.1) we conclude that

(FL tL—Ta FL) =nl.

For a linear map a between Z-lattices, let |deta| denote the product of the nonnegative elementary

divisors of a. Regarding the corresponding matrices we notice that

2
|dettr| = |detry| H ng‘"*).
AeL

Denote by (=) the reduction modulo n!. Let My, be the image of ¢z, let Wi, be the cokernel of 7, i.e.
the cokernel of rr,, so that wy, := |Wp| is the generalized quasiblock index of Q. Note that My, is the

cokernel of Q¥ NZS, T . (intersection in QS,,), for we have a pullback diagram

QrNZS,

—

TL n!

7z,

I‘L 22 ZSn;
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so that mg := |Mg| is the index of the inclusion QrNZS, L I',. In particular we see, since the
greatest common divisor ny, of the ny, A € L, divides ¢t by construction, that

Lemma 1.1.7
n!/ng [[(Z)ns € (@QFNZS,)rL € (@%)re € [ (2)

AEL A€EL

Le. for a generalized quasiblock as well as for its intersection with ZS,, all ties can be written modulo
n‘/nL

By definition we have

n!ZAeL n"; n‘EAGL n3

| det tL| | det TL| H/\EL (nx)

myp =

and
wr, = | detry|.

Furthermore, the Circonference Lemma applied to 17}, = 0 yields
nl2orer "3 (n!™ /mp)wy.
Hence,

Lemma 1.1.8 (cf. [P 80/2, IL.3]) (') The product of the index wr, of (Q™)rr in [ycp(Z)n, with the
indez my, of (Q¥ NZS,)rr in [yer,(Z)n, is

n!EAEL n3
wrmp, = 7(71 )
AeL T
Since Q' NZS,, C QL, we obtain in particular
n!Q(EAeL n3)—n! ) nTEAeL n3
- W} | —
H n( ,\) H (”)‘
AeL PYIAL

In practice, both the upper and the lower bound tend to be far from the actual value. For L being the
set of all partitions of n we recover the total index formula (1.1.4).

1.1.4 Ties for the center

The embedding Z(ZS,,) C— [, Z is the bonsai version of the embedding ZS,, C— [[,(Z)n,
It might be illuminating to have seen it in advance.

Retain the notation from (S 1.1.1), case G = S,. By (1.1.2), (€})x € [1,(Z)n, is central
in (ZS,)r iff £ = z* - 1, is a multiple of the identity matrix for all A and

INEDY (%: nA:EATr(pA(gl))> g€n!'ZS,.

g
Let x*(g) := Tr(p*(g)). Via
Z(ZS,) — \Zx nax _n|0f0rallg€S}CHZ

the center of ZS,, resp. of its localizations can be read off the character table.

! An earlier version of our proof of the estimate contained a simplification due to S. KONIG, the idea
of which also went into the present proof.
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Remark 1.1.9
(). Because of

UDN _
et = ) Z X’\(s Ns

" 8€S,
we know that 2e* € ZS,, in accordance with (1.1.7).

(ii). Let p be a prime. We claim that Z((ZS,)[y) = Z(ZSn)[p), the naive localizations
taken inside [],(Z)n, and [, Z respectively (cf. D.2.10). Z((ZS,)(y)) is a p-order (or equal
to [, Z, cf. D.2.8) since the diagram comparing the inclusion and the inclusion of the
centers is a pullback. This gives D. To see C, we consider an element z that is central in
the naive localization (ZS,)[,), and thus central in [],(Z)n,,. 2 is contained in Z(ZS, )
iff there is some integer m coprime to p such that mz € Z(ZS,,). But there is such an m
multiplying z into ZS,,, thus also into Z(ZS,,).

Lemma 1.1.10 (central index formula, [CPW 87, 4.1]) (%) Let p, be the number of
partitions of n. Let ¢\ be the length of the conjugacy class of elements of cycle type .

The index of the inclusion Z(ZS,) — [1, Z is

%\/n!pnn)\c,\.

AT

Let v* denote the conjugacy class of elements of cycle type )\, so ¢y = #7*. Let 3 9*
denote the sum of its elements in ZS,. The restriction of r to Z(ZS,) maps

Tt (Zl:gevl‘pA(g)))\
= (= XZgem XM9)a

72,\
= A (A
()
the first equality resulting from knowing the image element to be central, the index of
ZS,, in [1,(Z),, being finite.

Now t/n! is a ring isomorphism, in particular, ¢ respects the centers. More precisely, the
restriction of £ to [, Z maps

(Our)a . YA 0 X, xM(v)H Xy
= X, X (()H) Xy

Thus the matrix for ¢ arises from the matrix for r by transposition, reordering columns
and imposing factors n3 on each row A and 1/c, on each column p, whence

n2
|dett| = |detr| ] 2.
PR

Now
(detr)(dett) = n!P~

yields the required formula.

2G. NEBE provided the reference.
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Example 1.1.11 According to (1.1.10), the index of Z(ZS5) C [[, Z is
1
12-42.52-6

We multiply the rows of the character table of the S5 [J 78, 6.3] with the degree of the
respective representation and reduce modulo 8 to obtain, in the notation of loc. cit.,

V1207-24-30-20-20-15-10 - 1 = 210345,

T 1 11 1 11
4 0 4 4 0 0 0
0 3 -3 3 -3 —3 1
2 0 0 4 0 4
0 -3 3 -3 3 1
4 0 4 4 0 0 0
1 -1 -1 1 1 -1 1
Column simplifications yield
[ 00 o0 0 0 0o 1]
000 0 4 00 0
1 0 2 00 0 0
2 0 o0 0 0 4 2|,
1 0 00 0 0 O
00 0 4 0 0 0
000 -2 0 0 4 1
whence
Z(ZSs5)p) = {a? x a* x 2% x 2" x 2% x 2® x 2| 2%+ 2% =g 2t +2® =5 227, 27 = 2! =428, 2¥ =, 2}

CZXZXZXZXZXZXZ,

the numbering of the quasiblocks chosen as in (2.2.1), viz.

1 (1,1,1,1,1)
2 (1,1,1,1,1)
3 (2,1,1,1)
4 (2,1,1,1)
5 (2,2,1)

6 (2,2,1)

7 (3,1,1).

The following basis, written as consisting of row vectors,
[0 1 0 0 0o 1 o]
00 0 0 0 2 0
1 0 1 1 1 0 1
0 0 4 2 0 0 4
00 0 2 4 0 -4
00 00 8 0 0
[0 0 0 0 0 0 8 |

confirms the 2-part of the central index. Let

7 1 —

A = {22 x 2% x 2" x 2% x 225 + 2% =g 2! + 2% =5 227, 27 =, 2! =, 2%}
B = {2 x zt|z® = 2!}

so that Z(ZSs)2) ~ A x B. Let a C A(s) be the ideal having

0O 0 4 2 0 O 4
0O 0 0 2 4 0 —4
0O 0 0O O 8 O 0
0O 0 0 0O 0 o 8

as Z(y)-linear basis. Then
~ *
1+a—— A?z)/Z@)
is a multiplicative isomorphism. Also note that essentially the only nontrivial central invo-
lution is given by
[t 1 1 11 -1 1]
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1.1.5 A refinement of the total index formula
We shall refine the total index formula (1.1.4) to the Pierce components.

Let R = Z,), p prime. Retain the notation of (S 1.1.1).

Suppose given a Pierce decomposition 1 = Zie[l,s] e; of the image A of the embedding RS, into I :=
[I,(R)n,- Refine it to a Pierce decomposition of 1 =3,y o ei,r €y Of -

Lemma 1.1.12 Suppose given two orthogonal primitive idempotent decompositions

I = Zie[l,t] fi

I = Eje[l,u] gj

of I'. Then t = u, and there exists a unit x € I'* and a permutation o such that

fi = gz?:a

for all i.

Since each f; is primitive in I', we may group the decomposition into the f;’s by multi-
plication with the central primitive idempotents of I" into decompositions of these central
primitive idempotents. Thus we may assume I' = (R),,. Moreover, we may assume g; to
be the i-th main diagonal primitive idempotents of ', and m = u.

Since (R).,-proj ~ R-proj has only one indecomposable projective module, up to isomor-
b;
phism, we have t = m by comparison of ranks, and, moreover, isomorphisms R™ —+ (R)m, f;.

f1
Since ( : ) and (/1 ... fm ) are mutually inverse isomorphisms between &, (R)m f; and (R)m,
fm
bifi
we obtain, letting R™ W (R)m be given by right multiplication with a column, the equa-

tion
b1f1 blfl
( : ) fi = gi ( : )
bm fm bm fm

b1 f1
being a unit therein.

in (R, (

b fim
Therefore, we may assume the e; , to be the main diagonal primitive idempotents of I'.

Let M;; be the matrix describing the embedding
eiAej g 6Z‘F€j,

for some R-linear basis of e;Ae; and for the canonical basis of e;['e;, consisting of matrix tuples with one
nonvanishing entry equal to 1. This is, the rows of M;; furnish a basis of e;Ae; in terms of the canonical
basis of e;['e;, and the columns are indexed by matrix tuple positions.

Collect the bases of e;Ae; to a basis B of A, and collect the bases of e;I'e; to a basis C of I, such that
the embedding A C I is given by a main diagonal block matrix M consisting of the M;;’s. Let G be the
basis of A consisting of the images of the group elements of the Sy,.

Write the matrix of the embedding r with respect to the bases G and C as a product of the base change
matrix U from G to B with M.

The matrix of ¢ with respect to the bases C and G arises from the matrix of r by transposition; followed
by a permutation of the rows corresponding to transposition of the factors (R),, , given by a permutation
matrix T'; followed by left multiplication with ny of each row for the respective A the corresponding matrix
tuple position belongs to, given by a diagonal matrix D; followed by a permutation of the columns
corresponding to group element inversion, given by a permutation matrix V. Hence Serre’s Fourier
inversion formula rt = n! (1.1.1) reads

(UM)(DTM'U'V) = nl.
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Lemma 1.1.13 (basis-ties duality) We abbreviate
w;; '=rk e;Ae; =tk ejAe;
and obtain
MijDijTijM;i e n! GLWij (R),

where T;; permutes the rows of M ]tz such that the matriz tuple position corresponding to the k-th row of
Mj; and to the k-th column of M;; are mutually transposed. D;; is a main diagonal matriz consisting of
ny’s according to the matriz tuple position corresponding to the respective column of M;;, or, equivalently,
the respective row of Ti]-M;Z..

In particular, a basis of

e,-Aej
furnishes a complete set of ties for

e]-Aei,
in the sense that an element of e;I'e; is in ejAe; iff, written as a column in the same ordering as the
columns of M;; are written, its product with M;;D;; is in n! R™i .
Suppose given an element x with
y being an integral vector. We have to show that there exists an integral vector z such that z = Tj; thzz
Letting

1 _
2 = (=M DijTi; Mj;) ™"y,
we obtain .
-1
TiMjiz = TiMj;(— Mis Dy Ty Mj;) "'y = a.

Let
w) = rk(e;(R)n,e;)

ij
and note that

X
det Dij = H n;\uij .
A

Taking p-parts of determinants, (1.1.13) admits the

Corollary 1.1.14 (refined index formula)

n! Wi

w :
ij
[Txnx P

| wii
(det My;), = (1 / %) .
[Lan*/,

NB already Z3)S3 shows that in general (det Mj;), depends on the chosen embedding RS, G

(det Mi]')p(det Mji)p =

In particular,

We recover the total index formula (1.1.4) by remarking that it is of local nature and that the product
over the indices of the inclusions

eiAej g eil“ej

yields the local total index, since 3, w}; = n3 and 3, w;; = nl.
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Question 1.1.15 Consider the index of the inclusion
eiAe]- g @6,"71\6]'75
7,0
resulting from ‘dropping those ties which involve more than one position’. Is it independent

of the choices made? Is it invariant under exchange of ¢ and j?

Example 1.1.16 Let R := Z), let the inclusion A C T be as given further down in (S
2.1), localized at (2). Let

0 x 0 x (39) x (D) < a9
e = X X X X
1 000 000 00
0 x 0 x (08 « (3885) . o
ey = X X x x
2 (000) (000) 01
1 1 000 888) 00
= x X X x
€s (001) (001 (c0)
We obtain
1111
ot 11 4 4 0 2 0 2
Mii=10 2 -2 M3 = Ms3 = M35 =
11 ) 13 0 2 ) 3 0 8 ) 33 0 0 4 4 )
0 0 8
00 0 8

and, moreover, M1y = Mis = Moy = Mas, Mi3 = Mas, M3y = M3s.

We index the factors of T from left to right with A = 1,2,3,4,5. For Mj;, the columns are in-
dexed by matrix tuple positions (\,4,j) = (5,1,1),(3,1,1), (4,1,1), for My3 by (3,1,3), (4,1, 3),
for M3, by (3,3,1),(4,3,1), for M33 by (3,3,3),(4,3,3),(1,1,1),(2,1,1). The positions for
the remaining matrices arise from these by parallel shift. Furthermore, we have Di; =
diag(2, 3,3), D13 = diag(3,3), D31 = diag(3,3), D33 = diag(3,3,1,1). Finally, we note that
all permutation matrices T;; equal the identity and obtain

(13 0 1
]\/-"11D11]\/I1t1 = 24. 0 1 9
| 1 -2 8
t 11
MiDisMly = 24-| |
¢ (11
MyuDypMfy = 24-| |
1111
¢ _ o |1 2 1 2
MssDssMgy = 8- |
1 2 4 8
The formulas of (1.1.14) yield
(det Myy)y, = 233-1)/2
(detM33)2 = 2(4'3—0)/2
(det Mi3)z - (det M3y)y = 2(23-0)

returning the local total index at 2 as

94:(3:3—1)/2+(4:3-0)/242:(2:3-0) _ 934

(cf. S 2.1.1).

1.1.6 det exp

G. NEBE pointed out that (1.1.4, 1.1.5, 1.1.8, 1.1.10, 1.1.13) may be derived more con-
ceptionally using the associative bilinear form on ZS,, (cf. 1.1.18). Here, we have left our
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arguments unchanged, to gain some variety (3).

We keep the notation of (S 1.1.1), for a general finite group G. exp denotes the formal
exponential function.

Lemma 1.1.17 For g € G the equalities

[Tetexae- )™ = detes(-g(-) = {poien e

hold in CJ[t]]. g(—) is to be read as the linear endomorphism of CG given by left multiplication with g.
The first equality follows by Wedderburn’s isomorphism and by det(A(—)) = (det A)* for A € (C[[t]])-

We claim the second equality. Choosing G as basis of CG and sorting it into cosets modulo the cyclic
subgroup (g) < G we are reduced to the case G = C,,,, m > 1. The case m = 1 corresponds to g = 1, so
we may assume m > 2 and claim the result to be 1.

Let the generalized hyperbolic sine be defined by
Sm,i(t) = Z ™ /(i 4 m)),
JE€Z, i+jm>0
depending on 4 only modulo m. Note that

d

%Sm,i(t) = 5m,i—1(t)

With respect to the basis (1,g,9%,...,9™ 1), we obtain

exp(t - g(=)) = (8m,i—j(t))i;-

On the one hand we have

d (), Sm,i—j—1(t) forj=u
dt detom.i—s )i Z det ( { Sm,i—j(t) forj#u |
ij

u€[1l,m]

:Z(]

u€[1,m]

on the other hand we see
det(sm,i_j)ij (0) =1.

Corollary 1.1.18 For g € G the equalities
|G| forg=1
S atr ) = (9(-) = {
S 0 forg#1
hold. In particular, the associative bilinear form (g,h) := 0y 1-1, g,h € G, reads

(0:1) = 1 Zm (o 9)* ():

Consider the first derivative of the identities in (1.1.17) and evaluate at zero. Note that for A € (C[[t]])
we have

(%det(l-i—tA))(O) = Y det(1+14),(0)
u€[1,k]
= (2 4)0)

where B, denotes the matrix B with uth column replaced by its derivative. Or use a modification of the
argument of (1.1.17) to argue directly.

3At the time this subsection was written, I was unaware of Jacobi’s formula det exp =
exp trace. See for instance I. P. GOULDEN, D. M. JACKSON, Combinatorial Enumeration, Wi-
ley 1983, page 11, formula 7. For the conceptional approach mentioned in the text, cf. e.g.
http://xxx.lanl.gov/abs/math.NT/0102048.
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1.1.7 Strong horizontal orthogonality relations
Two asides.

Retain the notation from (S 1.1.1), case G = S,,. The horizontal orthogonality relations of the character
table are equivalent to its vertical orthogonality relations. These have as a corollary Serre’s Fourier
inversion formula 7t = n! (1.1.1), which in turn is equivalent to ¢r = n!. This formula, applied to a tuple
of matrices having only one nonzero entry 1 at position ij in the factor p, written (Ouijast)rst, yields

t
(Ouijast)rst — Eg (Zs,w\ n,\pf‘s (g_l)apz'j,)\st) g
= X, mpiilg g

T

- (Zg "upﬁi (97 1)P2(9))rst

hence

Lemma 1.1.19 (strong horizonal orthogonality relations [Se 77, 2.2 cor. 2, cor. 3])

n!

Zﬂé’i(gfl)p?t(g) = —Ouij,Ast-
g My

In particular, suppose the entry at the position of uij of any element of (RS,)r to be divisible by p* and
the entry at the position of pji of any element of (RS,)r to be divisible by p®. Le. suppose we have a
p*-tie at the single position pij and a p®-tie at the single position pji. Then

pa-i-ﬂ TL_'
n
In particular, letting x*(g) :== Y, p3(g), we conclude that the horizontal orthogonality relations
D> X a7 Mg) = nt B
9
hold, so that the circle of implications is closed again.

Now consider the matrix G = (vij)i5 = 2., p*(9)'p*(g), which is invertible, since 'Gz > 0 for any

nonzero rational vector z, and which has the property that p*(h)!Gp*(h) = G for any h € S,, i.e.
p(h)IGp*(h~Y) = Gp*(h~2). Thus

Yo g YimPmi (97 = X X, pri( @k (97)
n!

— > k1 Ok 1 Vi

n

n!
n/\%];

!
iLe. GY, pMg?) = :—;\G, whence the

Lemma 1.1.20 ([Se 77, 13.2 prop. 39])

NACRE Ul

TL,\‘
g

In particular, the tuple of scalar matrices (n!/ny)x is contained in the image of r, in accordance with
(1.1.7).
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1.2 Modified Coxeter relations

In order to be able to check the correctness of a representation of the S,, given by the operation matrices
of a transposition w and an n-cycle z, we recall the relations that generate as a normal subgroup the
kernel of the map from the free group on two elements W and Z to the S,, which maps W to w and Z
to z.

First we regard the ordinary Coxeter relations. We claim that the group epimorphism from the

Sn = <Wz

onto the S, via

i €[1l,n—1], [W;,W;] for i—j>2,
J

W2 for i€[l,n—1] >
W,’+1W,’Wi+1 = WiWi+1Wi for i€ [1,7’L — 2]

W; — (i,i + 1)

is injective. We have a morphism

Sp1 — Sn
Wz' — W,’

and claim that its image has index < n in S,,, thus proving Sp =+ S,. Let

X, WopiWp_o---W;, forke [l,n — 1]
L I | for k = n.

We claim more precisely that each right coset of the image of Sp_1in S, contains an Xj. In case Wy_1
appears in a word representing an element of Sn, we claim that we can find a representing word of the
same element with indices decreasing with step 1 from some W,,_; to the right and also no further W,, 4
to the left of it. Regard the first W, _; from the left, then regard the first letter to the right of this
W1 (possibly = W,,_1) not having a successor with index decreasing by 1 (called ‘the successor’). For
example, for n = 6, in W3W; W, W W5W; we regard Wy, the successor being W,. In the occurring cases
we will give the method pars pro toto, letting n = 6, W,,_1 = Ws.

Case 1. The index of the successor increases by 1. Then

WsWaW3WoWs = W;WWeaW3Ws
= WoW;WyW3Ws.
Case 2. The index of the successor increases by > 2. Then
WsWiWsWoW, = WsWiW3WyWs
= WsWsWyWsWy
= W3WsWiWsWs.

Case 3. The index of the successor decreases by > 2. Then
WsWyWsWy = Wi Ws W Ws.

Since none of the reduction steps produces a new letter W,,_1 to the left of the picked letter W,_1, this
proves the claim.

We define
W2
Zn
S, = <Z,W ‘ (zw)rt >
WWEHW = (W)W (W?%)

[W,WZ%] for i€l[2,n—2
the relations of which we shall call modified Coxeter relations, and obtain mutually inverse group
morphisms
S. — S,
Wi . WZi—1
W1 D w
WpiWhpoo---W1 <~— Z

which is verified in direction <— using the isomorphism Sp = Sp.
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1.3 The universal Pierce decomposition

We formalize the point of view of path algebras as universal Pierce decompositions in a
fairly obvious and well-known manner.

Let k£ be a commutative ring.

Definition 1.3.1 A quiver is a quadruple @ = (V, A, s,t), consisting of a finite set of vertices V and

t
a set of arrows A, together with two maps A 2+ V - thestart - and A — V - the target. A morphism
of quivers is a pair of maps, one on the vertices, one on the arrows, which is compatible with s and t.
The quivers as objects and the morphisms of quivers as morphisms furnish the category quiv.

The category of k-algebras with Pierce decompositions, k-algpierce, is defined as follows. Objects
are pairs
(4, (ei)ier)

(more formally, (A, I ] A)), consisting of a k-algebra A and a tuple (e;)icr which gives a finite orthog-
onal decomposition ) .. ;e; = 1 into idempotents. A morphism

(A, (ex)ier) 2 (B, (£;)je)

is a pair, consisting of a morphism A B of k-algebras and a map I g of indexing sets such that
e = fiy.

For short, we also denote (A, (e;)icr) by A and a morphism (u,v) by u.

NB we do not require primitivity for the occurring idempotents.

Lemma 1.3.2 The forgetful functor
k-algpierce — quiv
A — 4

which associates with (A, (e;)icr) the quiver having the set I as set of vertices and the set e; Aej as set of
arrows with start i and target j, has a left adjoint
. k(=) .
quiv. —  k-algpierce

Q — kQ,

where kQ has, as a module over k, a basis consisting of these words in the arrows of Q) in which the target
of each letter coincides with the start of the subsequent letter, if existent. In particular, to each vertex i
we associate an empty word e;, which has by convention i as start and target. The product is defined on
this basis as the concatenation of these words if possible, and as zero otherwise. The tuple of idempotents
is given by the empty words, indexed by the associated vertices.

Both functors are to be read as operating on the morphisms in the expected manner.

The unit of this adjunction
Q— (kQ)”
is given by sending the vertices and the arrows to themselves.

The counit of this adjunction .
kA— A

is given on the basis of the algebra by sending a word, i.e. a formal product of letters being elements in
various Pierce components, to its actual product in A, and on the indexing set by sending an index to
itself.

The adjunction triangles have to be verified.
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Corollary 1.3.3 (the morphism construction principle) Suppose given an algebra A and an or-
thogonal decomposition 14 = Zie 1 € into idempotents. Let Q) be a quiver having I as set of vertices.
Each map which sends an arrow of Q) with start i and target j to an arbitrarily chosen element of e;Ae;
can be prolonged uniquely to an algebra morphism from kQ to A, sending i to e;.

Apply the universal property of @ — (kQ)” expressed as adjunction in (1.3.2) as follows. We have a
bijection B

k-algpierce(kQ, A) =+ quiv(Q, A)
given by an application of (=) followed by composition with the unit @ — (kQ)” Giving a map which
sends an arrow of () with start ¢ and target j to an element of e;Ae; amounts to give a morphism of
quivers

Q 47

By adjunction there is a unique morphism in k-algpierce
u

kQ— A

such that

-,

(Q — (hQy— &) = (Q — A),

i.e. such that u restricts to ¢ in this sense.



Chapter 2
Guiding examples

Our guiding examples consist of embeddings of ZSs, ZSs, ZSs and the quasiblocks of ZS;
into products of integral matrix rings.

We discuss the case ZS; in full detail and abbreviate later on. From ZSs on, we make
use of the possibility of giving different embeddings at the various primes together with
a constructive argument that this suffices to give a simultaneous embedding. Which we
refrain from calculating, since it would contain no new information.

In case of the quasiblocks of ZS; the reader is asked to trust the computer calculations
insofar that we won’t give a way to check the details of its correctness by theoretical means.
However, it is of course still possible to check its correctness via computer. The reason for
this inconvenience is that we do not dispose of an index formula for the quasiblocks
(cf. S 1.1.3). Because of its preliminary nature and because of its length, the section on
these quasiblocks is presented as an appendix (A F).

2.1 7S,

2.1.1 Description of ZS;

Definition 2.1.1 A tie is a congruence of matriz entries.

This notion is used in the context of embeddings of suborders of a product of integral
matrix rings, where a set of ties describes the suborder as an abelian subgroup. l.e. writing
the set of ties as a linear map to a torsion module, the suborder is given as the kernel of
this map.

The index of ZS; in I' :=[[(Z)n, is

2424

_ 03493
1111393924 2738

cf. (1.1.4).
We claim that ZS,; can be embedded into

I'=ZXxZx(Z);x(Z); x(Z)y

17
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such that the image allows the following description. The respective lower right
number indicates the position of the factor in the product of matrix rings, counted from
left to right.

a bja b
c
a bja b
c
e e
f 1 d c 3 b b
g 3
b b
e a bla b f 5
g 9 c
a bla b
c
4 e
d c 4
a 2 =, ot
b a4zt = 22°
C .TS =9 .’174
d 2 =g a2t
e i—12 = 22—-2"=,0
f .’El =3 335
g 2?2 =5 2°

This is to be read as the subset of the product of the matrix rings, consisting of elements
satisfying the ties a to g as given in the table as well as the one-entry-ties as given by
number in the picture, indicating the entry to be divisible by this number. The ties given
in the table have to be read parallel for the matrix entries, so that e.g. the tie labelled
by a reads as, xfj being the entry in the i-th row and the j-th column of the quasiblock k,

S 4

.’1711 =4 33[]1_1
3 —

.’1712 =4 .’L'i2
35

Tor =4 T9
- 4

Tog =4 Ty

The embedding is given by

1 2 3 4 )
~11-24 2 100 s
2) — -tk () < (90) < ()
26 57 2 —210 415
(1234) — -1 x 1 x (_141 _284_%) X (_289 x (129)

For this map to give a morphism we check the modified Coxeter relations (S 1.2).

The correspondence of the quasiblocks to the partitions (cf. 4.1.1) is given by, the dash
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indicating transposition,

1 (1,1,1,1)
2 . (1,1,1,1)
3 : (2,1,1)
4 (2,1,1)
5 (2,2),

as we check using a character table. This comparison also shows that rationally we have
obtained all simple modules and that therefore the morphism ZS; — [[\(Z),, as given
above is injective.

For a non dashed partition X of this list we use the Specht lattice S* (4.1.1), for its transpose
M we use the lattice S»~ ~ SA* (cf. 6.2.5) for our embedding.

Denote by A the abelian subgroup A described by the ties given above inside I'.

At this stage we do not know yet that A equals the subring A generated by the images of
(12) and (1234), being an isomorphic copy of ZS;. We proceed in three steps.

(i) Let Ay be the kernel of the map from I' to (I'/A) ), p prime. A equals A iff Ay,
equals the naive localization A, (D.2.10) for each prime p dividing 4!, as follows
by intersection.

(ii) We show that Ap, is in fact a subring, from which we conclude that Ay C Ap,
after having checked that the ties are satisfied by the images of the generators
(12) and (1234).

(iii) We show that the index of Ay, in ' equals the index of Ay, in T, viz. 234 for p = 2
and 3% for p = 3. By (ii) we may now conclude that Ap = Ap.

To carry out (i-iii), we exhibit a Pierce decomposition Ap) = @;; €;Ape;, €; and e; being
idempotents of I contained in Ap,. We shouldn’t call them ‘idempotents of A" until we
know that Ap, is a ring, but such a direct sum decomposition exists regardless whether Ap,
is a subring or not. Then we exhibit Z-linear bases for the Pierce components e; Ay,e;, so
that we are reduced to showing that the products of basis elements of Pierce components
which multiply nontrivially are contained in Ap,, which is a calculation.

Moreover, for (ii) we may regard the candidate ring direct factors of A separately. Le. in
case the projection of A, to a product of a subset of the factors of I' is contained in A,
we may consider such projections instead of Ap,.

Furthermore, in case the ties describing Ay, are ordered blockwise in a parallel manner,
we may as well choose parallel bases for the Pierce components. Therefore, concerning
the question whether Ay, is a subring we may shrink these blocks to the size of 1 x 1 -
which then becomes Morita reduction for the homogenus ring Ap, (D.1.1) as soon as (ii)
is proven.

Choosing the basis elements of the Pierce components e; Ae; a priori in an upper triangular
manner allows to check (iii) easily. Note that the Morita multiplicities enter when mul-
tiplying the separate indices of the Pierce components of the Morita reduction together
again.
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The case p = 3.

Instead of A3 we consider its projection A’ to the product of the factors 1, 2, and 5 of I'.
For the idempotents
1 5

2
e = 1 x 0 X 8(1)
f =0 x 1 x (40

we exhibit bases of the corresponding Pierce components

eAdle = Zie = 1 x 0 x (99),
x 0 x 0 x Eggg)
eA'f = Z(g = 0 x 0 x (33))
fA'e = Z{(h = 0 x 0 X Eggg)
fAf = 2 = 0 x 1 x (53),
y = 0 x 0 x (38))

Thus Ay is a subring of I' with index 33 so A = Ap).

For A to be homogenus (D.1.1) it suffices to show that (eA’e)/3 and (fA'f)/3 are
indecomposable as left modules over themselves, since Ae and Af lie in different genera

because of different annihilators (D.1.5, D.2.21). But now both rings are isomorphic to
the local ring F3[X]/X2.

The case p = 2.

We shrink Ay blockwise to obtain the following abelian subgroup B in I" := Z x Z x
(Z)2 X (Z)2 X 7.

a b
C
e 4 e
1 d ¢ 3
b
5
e a b
9 C
4 e
d
< 4
a 2 =
b a2*+z* = 27°
c = zt
d 2 = zt
e zt—123 = 22-21=,0

We choose the idempotents
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and exhibit bases for the corresponding Pierce components

eBe = Z{e = 0 x 0 x (p9) x ((1)8) x 1,
z =0 x 0 x (23) x (‘028) x 0,
y = 0 x 0 x (99) x (38) x 0 )
eBf = Z{(g = 0 x 0 x (03) x (85) x 0,
h =0 x 0 x égg; X ég%g x 0 )
fBe = Z{(i := 0 x 0 X (28) X (,048) x 0,
J 0 x 0 x (90) x (88) x 0 )
fo=Z<f=1><1><§8?;><§8?x0,
u 0 x 0 x (82) X (8_04) x 0,
v 0 x 2 x (88) X (83) x 0,
w:0><0><(88)><(33)><0>.

Hence, checking products of these basis elements, B is a subring in I"". Therefore also Ap
is a subring of I'. Moreover Ap has index 2(44F21425+16) — 934 in T the Morita factors
taken into account. Thus Ay = Ap.

For Apy to be homogenus (D.1.1) it suffices to show that (eBe)/2 and (fBf)/2 are local
rings, since Be and Bf lie in different genera because of different annihilators (D.1.5,
D.2.21) and since parallel ties yield isomorphic corresponding indecomposable projectives.

But, for a, 8, € Z/2 the equation
ae + Bx + vy = (ae + Br + vy)? = o’e + [y

has only trivial solutions.

And also, for «, 8,7, € Z/2 the equation
af + Bu+yv+ dw = (af + Bu+yv + dw)? = °f

has only trivial solutions.

Altogether, A equals A, which is isomorphic to ZS84. Ajp) and A3 are homogenus.

2.1.2 F,S8, as path algebra modulo relations

We shall write, up to Morita equivalence, Z Sy and, derived from this, F2Sy, as path algebra modulo
relations. This is of course possible in a trivial manner - take one point and one arrow for each element
of a generating subset of the group, modulo the relations defining the group (as a semigroup). Therefore,
we require the points to correspond to primitive idempotents.

Maintain the notation from (S 2.1.1). Consider the quiver

E__ G | F
== X . . Vv
-
T
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A ring morphism
Z=—1B

is defined by sending the capital to the small letter elements (1.3.3). Since

y = —gui
h = gv

] = —vi
U = g

w = —igv,

this morphism is surjective. In order to calculate its kernel, we regard the multiplication trees of Z,
consisting of concatenable words in the arrows. We shall give ideal generators which on the one hand
lie in the kernel and which on the other hand allow to express the nonunderlined elements as linear
combinations of the underlined ones modulo this ideal. This shows that this ideal coincides with the
kernel, since the rank of ZZ modulo this ideal is less or equal than the rank of B.

/TN PN PN /N

X2 XGa GI GV Ix /ﬁ \ V2 / VI \
GVI Qv? IGV IGI VIX VIG
GVIX GQVIG 1Gv? QvI
The kernel is generated as an ideal by
X2 — (2X —-GVI)
XG@ - (2G-2GV)
GI - 2X
V: — 2v
IX — (2I-2VvI)
VIG - IGV.

The kernel K of F3E — B/2 now is generated as an ideal by

X2 - QVI
XG
GI
V2
IX
VIG - IGY,

thus giving a Morita equivalence between FoZ/K and F2S;. In K. ERDMANN’s notation [Er 90, Tables,
p. 295] the algebra FoE/K is called D(2B)g=1,c=0,s=2. It differs from the algebra given in [GR 92, p. 74]
already by the sizes of the Pierce components (1).

M. KAUER provided the reference.
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2.2 7ZS;

2.2.1 Setup

The index of ZS; in I' := [[(Z)n, is

120120 13094235
\/1111416416525525636 =237,

cf. (1.1.4).

A complete set of integrally realized ordinary irreducible representations gives an embed-
ding

7S5 — Z x 7 x (Z)4 x (Z)4
(Z)s x  (Z)s
x (Z)e
-1 0 0-1 100 1
0-1 0 1 010-1
(12) — -1 x 1 x [0011] X 001 1]
0 0 0 1 Lo o0 0-1
“1 0 1 0-1 r10-10 1
0-1-1 0 0 01 10 0
X 0 01 00 X 00-10 0
0 0 0-1-1 00 01 1
0 0 0 0 1 Loo 00-1
F—1 0 1 0 1 0
0-1-1 0 0 1
% 00100 0
0 0 0-1-1-1
0000 1 0
L oo oo o0 1
SRR SRR
(12345) 1 x 1 x [0‘1’ o 1] X .98 1]
0 0-1-1 L 0 0-1-1
00-1-1-1 F00—1-1-1
00 0 1 0 00 0 1 0
X 00 0-1-1 X 00 0-1-1
10-1-1 0 10-1-1 0
01 1 1 1 Lo1 1 1 1
F00 10 00
00 00 1 0
00 00 0 1
X 10-10-1 0>
01 10 0-1
Loo o1 1 1

as we check via the modified Coxeter relations (S 1.2) and via a comparison of characters,
yielding the correspondence of the quasiblocks to the partitions of 5 as

1 : (1,1,1,1,1)
2 : (1,1,1,1,1)
3¢ (2,1,1,1)

4+ (2,1,1,1)
5 10 (2,2,1)

6 : (2,2,1)

71 (3,1,1),

where we have numbered the factors of I' from left to right.

We conjugate this embedding separately at the primes 2, 3 and 5 via tuples of SL-elements.
Since

SL,,,(Z) — SL,, (Z/8) x SLy,(Z/3) x SL,,(Z/5)
is surjective (A.2.1), we may map the conjugators C, needed at a prime divisor p of 5! to
SL,, (Z/p*™)) and choose an inverse image C of this tuple in SL,, (Z). Conjugation with

the C yields the same ties at p as conjugation with C,, since the matrices C,C™' map to
1 € SLy, (Z/p*™)), having no effect on the ties (1.1.2). Hence we obtain an embedding

7S5 —~~ (ZS5)[2} N (ZS5)[3} N (Z85)[5] Ccr,
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where the occurring naive localizations are realized as subrings of I' by the ties given
below (S 2.2.2, S 2.2.3, S 2.2.4).

The proof of (A.2.1) is constructive in the case of the SL,,(Z), but applied to our present
argument this construction would yield absolutely large matrix entries not carrying any

extra information, so it does not make sense to compute them.

Moreover, we use the language of Morita multiplicities. At each prime we first claim
the naive localization (D.2.10) to be homogenus (D.1.1). Then the associated Morita
equivalent basic ring is displayed, together with the multiplicities of the indecomposable
projective left lattices in the naive localization, displayed on top of each involved qua-
siblock column, where the sets of isomorphism classes of indecomposable projectives of
both rings are identified via Morita equivalence.

E.g. to describe Apy) in the case p = 2 of (S 2.1.1) in terms of the picture describing B, we
would place the Morita multiplicity 2 on top of the left columns of the quasiblocks 3 and
4 and on top of the quasiblock 5, and the Morita multiplicity 1 on top of the remaining
columns.

2.2.2  (ZSs)

We claim that (ZS;)[5 is homogenus and takes the following form.

3 1 3 3 1
[¢ [¢ d
1 1 5 5
a 5 a 5 d 5 b b
1 3 7 4 2 5

a ' =5 a8
b 2?2 =5 z*
c 3 = 27
d $4 =5 CU7

First proof (theoretical). (4.2.8).

Second proof (pedestrian). Needed to illustrate the results of (S 4.2).
We conjugate the embedding given in (S 2.2.1) from the left with the [, SL,, (Z)-element

00 10 0 0 10
1 x 1 x [ 10 00] X 0-1 00]
“11-11 -1 1-11
10000 r10000
01000 01000
X 00100 X 00100
00010 00010
00001 Looo01
rl 00-110
0 10-101
1-11 000
X 0 00 111
0 00 121
Lo 00 112
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to obtain the embedding

7S5

72BN K 1¢)
L= 8
p— o
SEES
+~
223
S =g
o E ~
- —— 255 8
O —H N wo oo < O 2 D
_ . 11 oS T
L L e e L L A s=Z% ¢ -
1114. _K_un,uOQ_uA_’J.lllAﬂlllllOn_uOwa W m B m —_ % ~ o~~~ ~ S S
COO=o | imwoooams | || e o0 5 ) o o o =
112411100 I |—oo==Mm—=—O n > ool +2 X X X X X X X
o L HNYOOO o | e [y L o5 X X X X <
O oo | |lococo- o 5 ¢ 3 m
b 621151000041%000112%00010%41_. o < m.w..o o
NN I ] + . AN
Z Z Z L ___ iL 1 L Um ° b n.la. S A \lOl/ m VA VA VA VA VA VA VA
= S_— nw m oo co —Ho oo m
X N
e oo = e e
~ . L s —O 100 OO
— 1 — === X X X X 2, — N ——
ey ey TeTen TEB - &
— 1
11_:|_A400010 | [N [} .nhb % ) \00/\00,m1)00 m X X X X X X X
— O | 211:_0_ 11 % P Co mo o oo =
\|4/\w | I ——_ Y | —_O O — = [<b} o = .
NN ~aeo | T ! = = B > e e
NN 'l o-ooco e Oo00— A = m ie) o o1 OO 1W NN MN
1T meoes [Teoee s £= XX XX 5 S=Sssasecess
— | I | . = .m < lﬂﬂb aVb
— ) ) e
= madt o 0o oo oo 50 X X X X X X X
X X m o0 o o g co —o co oo
X X X ] <L o S - e ~—— m —— —_
— = 5 n = — O N
— L ® = O @ ~ N N N
N - £ 2 e X X X X @ N
X o0 .n.m n n [\ w __ __
X X = .52 & == 1l
2 S o< g
) =
— — < - 2, L =
N _ = ) 1% 2 LA L | g naDV mm M MBJ M
= = m m o o] Y] VS u S~
S L3 =" SRS S
H H o] M Q .m — <)
T 2252 -
g v 39 “@ %
—~ N w0 ) — fhic) o=
0 ~ [ Tev) o V @] q QO n Dl.
%) S\ = (&)
N = ) S O L o T 2 o
N n = g S 5 £
= ) 2 m + © a, +
= w
nw o o 2 QS o S8
g2 gET g = n
+~ -
. BE=~F S 3
= o B R=ea
H = BBEE
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gBf = Z{ x x (8§) x X )
gBg = Z{ x x (o) x (00) x ,

SO ol T
gBh = Z{ x x X (8(1)) x )
hBg = Z{ x x X (gg) x )
hBh = Z{ x X x (99) x 1,

X X N Eggg x 0)

Thus the index of A in " is

51-1+3-1+3-0+9-1—|—9-0+9-1—|—9-1+3-0+3-1+1-1 — 535

This idempotent decomposition remains primitive modulo 5, since eBe/5, fBf /5, gBg/5
and hBh/5 are isomorphic to F5[X]/X?%. The indecomposable projectives Be, Bf, Bg
and Bh lie in different genera because of different annihilators (D.1.5, D.2.21). Thus A is
homogenus.

2.2.3  (ZS5)3

We claim that (ZS5)[3 is homogenus and takes the following form.

1 4 1 4
f e
1 4 1 6
f 3 g g e 3 h h
2 5 3 1 6 4 7
e ' =3 28
f .’E2 =3 .T5
g o3 =3 a°
h 3}'4 =3 .T6

We conjugate the embedding given in (S 2.2.1) from the left with the [T, SL,,, (Z)-element

098 e
1 x 1 x [0010] X 0010]
0001 0001
010 0 0 0 10 0 0
-1 12 0-3 -1 12 0-3
X 1 00 1-1 % 1 00 1-1
0-20-1 3 0-20-1 3
0 01 0-1 0 01 0-1
100000
010000
% 001000
000100
000010
L000001
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to obtain the embedding

ZS5 — Z x Z x (Z)4 X (Z)4
(Z)s x (Z)s
x (Z)e

-1 01 (6901

(12) — -1 x 1 x 0 0—1—1] X 001 1]

0 0 0 1 L0 0 0-1
—2-1-1-1 "1 201 1°1-1
-3-4-3-3 8 3 4 3 3-8

% —3-3-4-3 7 X 3 3 4 3-7

9 9 8-16 ~—9-9-9-8 16

0 0 00 1 L 0 0 0 0—1
f—1 0 1 0 1-0
0-1-1 0 0 1
001000
X 0 0 0-1-1-1
000 0 1 0
L 0o o000 1

ERE EERE

(12345) 1 x 1 x [0(1] 8 1] X 07(1) 8 1]

0 0-1-1 L 0 0-1-1
1 3 3 2 -6 - 1 3 37 2 —6
—12 -15-15 —-12 28 —12-15-15-12 28

X ~9-16 —15 —12 29 X ~9-16—15 —12 29
12 15 14 12 -26 12 15 14 12-26
-6 —9 —9 -7 17 | 6 —9 -9 —7 17

00 10 0 0

00 00 1 0

00 00 0 1

X 10-10-1 0

01 10 0-1

Loo 01 1 1

The ties are satisfied by these generators.

For Pierce decompositions of the ring direct factors in spe, viz. 2, 5, 3 and 1, 6, 4, see
Case p = 3 of (S 2.1.1). The index of the subring described by these ties in T is

32(L14+4-14+4-04+16-1) _ 342

2.2.4 (ZS5)[2]

We claim that (ZS;)[y is homogenus and takes the following form.

1 4
n r |2 ]
1 t 1 4 1 4
P n j 2 j |2 n i
t t
1 5 3
k|j k|2 n
1 1 4 4
p s n s |2 j s r i
t t t
2 ° 7 4
n k |j k
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i Is =9 3','4

j 2+ 28 =5 227

k 28 = 2’

n -2 =, 27

0 8 =, 227

p 2t =, 22

r 2 = 2’

S 2?2 —28 =, 227

t o4+ a?+ad+ab =g 22], + 225, =40

We conjugate the embedding given in (S 2.2.1) from the left with the [T, SL,, (Z)-element

0100 0100
1 x 1 x [0010] X [0010]
0001 0001
1-1-1211 1-1-1211
010 00 0 1-2 00
X 0 0 1 00 X 0 2-5 00
0 0 0 10 2 2.2 50
-1 0 0 00 1 0-2-20
3-5-3-3-5 "1
0 1-2-2 0 9
2 0 5-2-4-11
X 0-2 4 5 0-21
-1 0-2 0 2 7
0-1 0 0 0 4
to obtain the embedding
78, — Z x 7 x (Z)4 x (Z)4
(Z)s x (Z)s
x (Z)e
-1 0 0-1 100 1
0-1 0 1 010-1
(12) — -1 x 1 x [0011] X 001 1
0 0 0 1 Loo00-1
3 4 2 4-4 F—3—64 42 —12 —28
0-1-1 0 0 0 11 —5 0
X 0 01 0 0| x 0 24-11 0 O
1-1-1-2 1 3 6741 10 21
110 1-2 | -1-11 8 -3 —6
F—5 —1850 —294 —860 —600 —110
2 1025 161 476 328 64
—4 —1680 —265 —780 —540 —100
X —5 —2627 —413 —1220 —841 —164
3 1419 221 659 456 86
0 134 21 62 42 9
0 881 Y £33
(12345) 1 x 1 x [01 0 1] X 0-1 o0 1
0 0-1-1 L 0 0-1-1
34 6 6-2 -3 60 —38 1022
000 1 0 2 40 —28 920
X 1-1-1-2 1 X 5 99 —69 2249
0 0-1-1-1 1104 —73 2355
11 2 2-1 | 1 9 -6 2 3
F 73540 560 —1644 —1138 —212
8 4408 698 2049 1422 270
% —13 —6987 —1103 —3246 —2243 —426
—18 —9984 1581 — 4641 — 3221 —612
7 3861 610 1794 1241 236
3 1668 263 775 535 103

The ties are satisfied by these generators.

In order to prove that the abelian subgroup A described by the ties given above coin-
cides with the image of the embedding given above, we shrink A to the overall Morita
multiplicity 1, drop the quasiblocks 3 and 4 and call the resulting subgroup B (cf. 2.1.1).
Writing the factors ordered 1, 2, 5, 6, 7, we obtain a Pierce decomposition of B

e::lxlx(})g)x(ég)x

f::0><0><(8‘1’)><(8‘f)><

OO OO

OO OO+
OO0 HOO
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into idempotents.

Bases for the Pierce components are given by

10
eBe = Z{e = 1 x 1 x (§8) x (69) x 000,
20
— 00 20
a = 0 X 2 X 00 X 00 X 88 s
2
b == 0 x 0 x (23) x (33) x (o ),

(oY) [eRen] (=Y [e>Ren] [l

[l [e>Ren] (=) [eRen] [l

[l [eRen] (el [eRen] O ON

[e)e) [e>Ren] [l [eRen] ()]

OO0 OO RPOO NOCDO OO OO OCON OO

OO0 OO OO OO OO0

ON

S N N e N e W =T T-) N N g g - T-T-) e 'Y

co co oo
oo co owN
oo co oo
oo ok o
-~ \/

o [l
o [l
~—

~—

—=o [N el [eRen] oo [eRen] [l
—o (e el [eRen] oo [e>Ren] ()]

FBf = Z{f = 0 x 0 x

NS
X

&
—
I
S
I
e}
X
S
X
AN TN N N N N N N N N N N N N N S T TN
M e N N N N N '
X
AN TN N N N N N N N N N N N N TN S T T

S e e e e e e e T T S S N S N N N N
X X X X X
I A I T e e e L L R

COC OO0 OO OO ONO OOC OHO OO COC OO0 OO NOOC OO0 OO0 OON OON |

OO ONO OHO OO0 OCO OO0 OO NOOD COR OON |
OO0 OO OO OO OO ONO OO0 OO OO0 OO0 +—

(=Y [eRen] [l [eRen] [eRen] (=Y

(=Y [eRen] [l [eRen] [eRen] NO

(=) [eRen]

N—

t = 0 x 0 x

ey

X

ey
[l
SN——

X

~

For to see that e (resp. f) is primitive, we check that eBe/2 (resp. fBf/2) does not
contain nontrivial idempotents. Regard

(ee+aa+ b+ (c+dd+vg+I9h+ 1) = e?e+ (g
(of +os+T1t)?> = Q>°f +0°t.

The indecomposable projectives Be and Bf lie in different genera because of different
annihilators (D.1.5, D.2.21). Thus A is homogenus. The index of A in I is calculated to

be
2(1.10+4-6+4-4+16-4)+16-1 — 2130

Remark 2.2.1 (sketch) Since Krull-Schmidt holds in Z)Ss-lat (C.2.15), each lattice has a vertex, i.e.
a S,-conjugacy class of subgroups of Dg = ((12),(1324)) < S5 minimal w.r.t. the lattice being projective
relative to it. By abuse of notation in the sequel we talk about subgroups representing conjugacy classes
as vertices.
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One may define relative projectivity in the following manner. A Z)Ss-lattice X is projective relative to

H < Dy iff there exists a Zy)-linear endomorphism X —f> X such that

) [H]=Xyes, Uf
(i) [H| | Xpen "f,

where 9f(z) := gf(g~'z). This is the same as to require the multiplication map Z»)Ss @y X — X be
split.

The lattice X is called quasiprojective iff there exists an idempotent e € QS5 such that X ~ Z ) Sse.

S . . . . !
For a natural number a we call X a-projective iff there exists a Z,)-linear endomorphism X — X

such that
> f=a
9€Ss

i.e. if we can satisfy (i) for a instead of |[H|. Thus an H-projective Z,)Ss-lattice is |H|-projective.

f . . .
X is a-projective iff every pure epimorphism Y — X of Zy)Ss-lattices with has a coretraction g up to
the scalar factor a, i.e. such that gf = a-1x. A quasiprojective Z)Sy-lattice Z)Sse with rational
idempotent e therefore is a-projective iff ae € Z(2)Ss.

Now taking
0

eo: =11 X 1a X ((1)0)5 X ((1)8)6 € B
and e a corresponding idempotent in Z)Ss, a direct computer calculation (?) has shown the vertex of
Z(5)Sse to be Vy = ((12)(34), (13)(24)), whereas 2e € Z(5)Ss, i.e. 2¢0 € B. Le. not every a-projective
quasiprojective lattice is H-projective for some H < Dg with |H| = a.

Note that calculations are simplified by the following observation [D 70]. Let G be a finite group, let R
be a discrete valuation ring, let H be a subgroup of G. The RG-lattice X is projective relative to H iff

! .
the module X/|G| is projective relative to H. This hinges on the fact that an epimorphism ¥ — X is

split iff Y/|G| Tox /|G| is split. In fact, consider the corresponding short exact sequence as an element

of HY(G, g(X, Z)), where Z is the kernel of f. The exact sequence

H'(G, o(X, Z)) = H'(G, WX, Z)) —= H'(G, HX/IG|, Z/|G])

contains a monomorphism on the right hand side.

I don’t know whether it is possible to formalize the impression that glueing lattices reduces the vertex
in some other way (cf. S 5.3). I do not know how the vertices of the three terms of a pure short exact
sequences of lattices are related, except for an estimate which follows from the long exact relative Ext-
sequence. Note that in the short exact sequence arising from the inclusion of the sublattice into Z)Sse
which is given by intersection with the product of the quasiblocks 5 and 6 all terms have vertex V4. I do
not know how the relative Ext-groups for varying subgroups relate.

2.2.5 FsS;5 as path algebra modulo relations

Maintain the notation from (S 2.2.4). Consider the quiver

E__J | F
E:: A [ [ ]
-+
N

2for which J. KUNZER wrote an essential part of the program



7.Ss 31

We have a ring morphism

7= —B
by sending the capital to the small letter elements (1.3.3). Since
e = e
a = a
b = jn
c = ajn
d = jna-—ajn+ jnajn+ ajna — jnajna
g = —jnajna+ 2jnajin + 2ajna — 4ajn
h = ajna—2ajn
i = —jnajn+ 2ajn
Jo=1
k = aj
I = —ajnaj+ 4aj
m = —jnaj+ 2aj
n = n
p = —najn—na-+najna
q = 2na+najn—najna
r = najna— 2najn
=17
s = naj
t = 4naj —najnaj,
this morphism is surjective. We claim that its kernel is generated as an ideal by
A2 — 24
NJ - 2F
(AJN)? — (JNA)? — 2(AJN — JNA).

Regard the multiplication trees of ZE (cf. S 2.1.2).

E F
TN |
J A N
| NG VRN
JN AJ A? NJ NA
VRN | |\
JNJ JNA AJN NAJ NA2
RN | T |
JNAJ JNAZ AJNJ AJNA NAJN
| VAN /N
JNAJN AJNAJ AJN A? NAJNJ NAJNA
VRN | /N
JNAJNA JNAJNJ AJNAJN NAJNAJ NAJNA?
VRN |
JNAJNAJ  JNAJNA? NAJNAJN

The kernel K of Fo=Z — B/2 now is generated an an ideal by

A2
NJ
(AJN)?2 — (JNA)?,

thus giving a Morita equivalence between F2=/K x F3[X]/X? and F2S5. In K. ERDMANN’s notation
[Er 90, Tables, p. 294] this algebra F»=/K is called D(2A);—1 [Er 90, Tables, p. 294].

Question 2.2.2 Is there a concept of graph orders analoguous to the concept of graph
algebras, sufficient, say, to describe blocks of dihedral defect of group rings over Z? Cf.
[Ka 98, prop. 4.1].
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2.3 ZSs

2.3.1 Setup

H)\(Z)HA is

The index of ZSg in I :

282835585210

720720
1111525525981981525525101001010016256

/

A complete set of rationally irreducible integral representations gives an embedding

e I e
AN AN NN

N N NN

~— N

H X X X X

ZS¢

—
I

(12)

I 1
ocHOOOOHOOOOHOHOH
| |
00000000000 o
©000000000000H00
cooCO-HO00COHHOOO
| |
©0000000000N0000
ono-oo-oono0000
HOOOOHOOHHOOOOOO
| |
0000000000000
coHOO~O—O— |
— | lcoococor~—00c0o00000
O-HOO—HOO— ™ OHOO-O OO |
I , | | coocococo-ococococooooo
coocoocoo~0O coocococoo~00 I

400041400 100041AOOOOOOOO&OOOOOOOOOO

coocococ~oo0o 00000100004004100000000000
| — |
111110000100001001400001000000001000000000000
| | | |

H=E—-—O0O0O0O HH=HOOOOOO

OO

co—~ococococoo co~ocococOoO0OoO

cee—ee [ OHOOOO0OoCOOOO00
oHOCOOHOCOO0O000o~oooo—oooooooo |

100001000000001000010000000004000000000000000

X X X X X

00%0010401

0100400%1 0400100410
000000040 0000000400
10001%100 AOOOlAlOOO
000004000 0000040000
111110000%0000100110000400000
0%0“0414100000%00%0&1%1000000
001%0004000000111%000%0000000
OIMOOOAOOOOOOOOk0000400000000
A%OOO%OOOOOOOO%%0004000000000
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7S5

!

(123456)

1
HHAOHHO O
| | |
e e e e e e
[ | [

O—-HOO—HO O

— | |
N ooco0o0c0c0o~CCPCCTHoocoooocoo—~HO

| —HOOO—A—=—HOO

coco~o |

7 [=lejelelalallele)

COoO—-HOO

COO0O0OHOOO

—

coco—Hoo—O—HH
| |

co-ooHO—HOH

| |
cocoococococooH

O-HOOHOO-H—O

Cooo~CO00000—C 0o COC0000—HOO

—HOOO—~—H—=OOO

| |

COO0OO0O0OHOOO

.I__Alo.l_.ll.ﬂooo.ﬂl.l_.oo.l_‘
0100004‘0004‘00001
0101_40017‘010%101_‘01
1000040011_‘0001_‘10
00100117‘00001001_:1
0100004000010%01
[elelolololelelolelelelelole o]

1000017.00000004‘10
[=l=lolololelelolelelelelolol o)
[=l=lelolelelelelelelelele oo lo)
000001,.11_A0001_A1000

0000017.000001_‘1000

| COCOOHOOO00COO0C0O000OHOOO
CHOOCCcooorooooT TP CPcoco~0000000CO000CO0000OHOOOD

ocoOo—~O

11_A0.|_A10101_A
l.l_Al.l_Al.l_All.l_A
000000001_‘

COO0OoOOoOoOOoO-O

|
—
HAAAA OO0 A OO0 OO0 A~ OO0

co—~oco |

X

Seomoonon
0010017.0101_4
OOOOOOOOO.I_A
01001_.0011_.0
OOOOOOOO.I_AO
OCOOO0O0OO0O-OO

COO0OHOOOOOO-HOOHHHHHOOOOOO—0O0O

COO00O0—O0O0O0HOHOHOPOOOO—HOOOO

COOCOHOOOO OO OoO-HOOOOO
— o—ooo | —— OO

as we check via the modified Coxeter relations (S 1.2) and via a comparison of characters.

The correspondence of the quasiblocks to the partitions of 5 parametrizing the irreducible

characters is given by

N /N

— -

-~ e TN TN

— = - -

-~ s e e NN N /N
— o= o= = o = - .

-~ -~ -~ -~ ~ ~ N N - -~~~
—nHH AN NN N AN
AT NN NNNN MM

S N N N N N N N N N N

— AN <O O 00O
—

where we number the factors of I' from left to right.

We shall make use of the possibility to give separate embeddings at the prime divisors of

n!, yielding a global embedding

ZSs = (ZS6) 121 N (ZS6) 31 N (ZS6)5) C T,

in a constructive, but not explicitely given manner (cf. S 2.2.1).

Furthermore, we employ the language of Morita multiplicities (cf. S 2.2.1).

Moreover, in writing down bases for the Pierce components of the naive localizations resp.

for their appropriately reduced versions we drop the redundant information of the position

of the matrix entries, already being encoded in the idempotents.
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2.3.2 (ZSG)[5]

We claim that (ZSs)[5 is homogenus and takes the following form.

1 1
a b
1 2
5 5
3 4
1 8 1 8
a 5 b 5
¢ d
5 6
5 5
7 8
10 10
9 10
8 8
[¢ 5
d

11

ot

11

S Ot N

10
[SEe

11

oo T
8 8 8 &
8 8 8 8

ot
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7S5

in (S 2.3.1) from the left with the [Ty SLy, (Z)-element

ing given

We conjugate the embedd

r 1
NOFANO—~FOOOCOOOOH
| | [

1
CO0O—HNOOOINOIOOOO-HOOOO—OOO00OO

[=lelelole] COoOOoOHOCPOO—HOOOOOoO

NooOmOoWwoo
|

NOOMOO OO

404000505
NANOCOCCOWINS
| |

|
NOCWOWIHO

co-oo |
o-ooo

MNMOOIOONOO
NOOOOCOMOO

(el =lelej]
1L I

——
MW%N%%%Q% NOOLONINOOOOOOCOO—HO
FHIBS | B | Q [ ~
— [ I NOONOCOOOCOOO—HOO
00 00 00 Y €O < OV 00 b= I =
%%%%4M%ZM 20204%0%00001000
[
DO O 30N NNOHOIINOOOO—HOOOO
=003 DM | | |
2A A _4 | 2442445200100000
QIARRRBRER COOON—HOMNO—HOOOOOD
< 0o 0 | N [ |
— | [ | COONOHMO-OO0O00O
3R3RNIRAE o
—
IR SR 00000000010040000300000000
A
I COoO00000~COoNOOOOCMOOCO00000D
NYN0OOWOD I
coocococoo-oO
m&m%%m%%% NOCOOCOMOOOCCOo00O
— R cococooco=0o0oo |
LooEnomno comcoconconaCCOOHHOHOO000000
—
b= < %4_44,0000100001000000001041000000000
CCOHOXWRHOIICINCOC—A0CCO—~0000000O0-0000—0000000D
ZRERENES- |
co~ococococooo
co—ooT I cee—ee o-oocOoOo-HOOOCO00000
OHOCCwooICoIooP—000O— 00000000 |
— — —
rocooa™ 4 _ rcoocomcooco0000 0000,0000000000
1L 1L ! I | 1
X X X
1
Nooocomnoo
7 — | E——— |

[elelelolololelelel ]
[slejlelelelelelelole]
COO0OoCOO0CO—HOO
COO0OoO0OHOOO
[elelelolelleloloYo)

1

COOOOOHOO000OO
OHOOOO—O0000000

—OOOO-HOOOOOoOoOoOOoOo
1L 1

to obtain the embedding

!

(12)

|

o
n
o
[
=
-
|
000000 —D
DAFONOHOD
OIONDNON IS
NRON NN P
IO NNDDH 15
BN
[
OO OIINIDYINID
SH N D r 1
SHANDIORHH CIVOWOINOOOO—O—O
BIARO=INO B T |
L WOOOOIOOOOOOO—H—O
COOW = TINIID |
EoRONNNND
SOOI CO00O0O0000000O~O0
SHOWBMNIO T |
GO 00 1 b e i
N 14,_4_, NOOOOO00C0O—=—O00
|
c00O—H0000 ,
FRFO D FB CO00O000000O~O0O0
©OWF DRI |
253223558
BOOWOOOO—HOHOOOOO
07N e = S8°T
| |
QOO
BIKIBRR3] %OOOONOOAIOOOOOO
OHHNND O
RSB RGINS ———————— 0000000000000 00
N — COHOOHOHOH |
[ | | CO00OHHHOOO0O0000
O 10101101010 CHOCHOOH~O I
WW%MM&%MU | | cococococo~ococococococooo
PONOORNF- coocococoo-oo |
Sl coococomoo00000000
HOOOHHHOOO |
BRI es P HOOHHMOOOO000000
%mwnm%%%%1lllJ0000010000, |
111112484258131001400001000000004000000000000
[ =
coomo | 000101A140000001110000000000000
88LL88888 - roo |
001002623M5561_ | OOOOOOOCC, _soocooooo000000
OOON-NOOD
oroocoRRBRERBERo~coco~00000000 |
- —HOOOO000O0000000
10000,__ HOOOO—OOOOOOOO0O
L gL L 7 L ]L 1
X X X X X
1
[oteteletatatTor
aANDON a0
7 _ -
|
coococooo—~O
| —
o000 H0O CO~OO—HO—OM
SANS ~ wdn | |
1 (. OHOOHOOHHO
88287-£13 | |
12,, oI coocoo0o—H0O
| [ |
[slelelelilelelele] —HOOOH=OOO
| | |
SOORHOOIID coocoo~0000
ROOSH VDS |
| e [=n] _1 — -
A | | 100110000&00000
I 1 cw-oocoowso ! |
CoOmOBALDL PHBooomO————O00000
Rt N o
| |
co~oocooo00
0040001000000014100 |
|
- - o—~00000000
0_0009000005550_000 |
o0 NN
rococooN| H  HArH L cococonO000000000
| [ |
L al I ) L 1
X X X X
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(123456) —
—1
0000 1
1000-1
X 0100 1
001 0-1
Loo00 1 1
49 375 275 —65—495 —365 20 150
—54 131 —136 72 —173 180 —22 52
—30 —75 —95 40 99 125 —12 —30
—125 -5 -5 165 6 6 —50 —2
X 75 314 0 —99 —414 0 30 125
—75-200 —86 99 264 114 —30 —80
—535 —950 —700 707 1252 927 —215 —380
385 715 340 —510 —942 —450 155 285
| —175 —475 —45 230 627 62 —70 —190
- 1-1-1-10
-1 1 00
X 0-1-1 00
1 0-1-10
L o 1 1 11
-0 0 0 1 00 0000
00 00 O0O0 1000
00 0 0O0O0O0O0T1O0
00 0 00O0UO0O0O0 1
-1 0 0-1 0 0—-1 0 0 0
X 0-1 01 0 0 0 0-1 0
0 0-1-1 0 0 0 0 0-1
00 0 0-1 01 0 1 0
00 0 0 0-1—-1 0 0 1
L 6o o0 o0 0 0-1-1-1

A Pierce decomposition, bases of the Pierce components,

Guiding examples

—724240
34

705

—13869
108951

1
r 0 0 0 0-1
-1 0 0 0 1
0-1 0 0-1
0 0-1 0 1
L 0 0 0-1-1
[ — 540114 788575 205415 —1118145 1762115 748590 495365 —940900
13315 —36990 —15490 27605 —90004 —44415 —12279 56345
—201455 296135 77785 —417065 662544 282339 184785 —354690 —272380
356405 —520345 — 135540 737830 —1162735 —493955 —326876 62084
—9352 25210 10432 —19385 61182 30070 8618 —38137
134061 —197131 —51776 277546 —441042 —187947 —122975 236110
216096 —315479 —82173 447361 —704948 —299475 —198190 376406
—5409 14796 6186 —11208 35983 17743 4978 —22507
| 180{5571—1118439 —31114 166776 —265010 —112935 —73894 141876
1 0-1 0 O
0 1 1 0 0
-1 0 1 1 0
L 0—-1-1-1-1
-0 00-100 00 O O
000 00O0O-10 0 O
000 00O OO-1 0
000 00O OO O0-1
100 100 10 0 O
010-100 0O 1 O
001 100 00 O 1
000 010-10-1 0
000 0OO0O1 10 0-1
- 000 0OO0OO O1 1 1
r—4 4 17 2-5-2 2 11 10 15 5 5 15 —10 0 —157
0 0 0-6 0-—-2 O 2 —-10 15 0 10 0 15 —5 15
0 0 0O 6 6 0—-2 -2 10 10 25 -10-10 15 15 -5
-1 0 1 1 0 0 O 0 0 -5 -5 0 —-10 0-10
0 -1 -1-1-1 0 O 0 0 0 - 5 5 0 10
10 -10-33 -3 7 5-5-20-20-25-15 —-5-20 25 -5 45
-5 0 5 8 0 0 O 0 15 —-20 0 —15 0-35 10-30
0 -5 5—-8—-8 0 O 0—-20—-20-40 15 15 —-20—20 20
0 0 0O 0 0 0 O 0 0 0 0 1 0 1 0 0
0 0 0O 0 0 0 O 0 0 0 0 -1 -1 0 0 0
0 0 0O 0 0 0 O 0 0 0 0 0 0 -1 -1 -1
3 0 31 0 2 0 —2 0 -3 0 -3 0 3 -2 1
0 3 3-1-1 0 2 2 4 4 1 3 3 0 0 -3
1 0 -1 1 0 1 0 -1 1 -3 1 -3 0 0 1 -2
0 1 1-1-1 0 1 1 1 1 -3 3 3 -2 =2 1
| O 0 0O 0 0 0 O 0 1 1 1 0 0 1 1 1
the irreducibility of the chosen

idempotents and the homogenity of the ring described by the the ties given above is

deduced as in (S 2.2.2).

The index in I' of the subring described by the ties given above is calculated to be, walking

along a, c, d, b,

51+8+64+64+64+8+1 — 5210
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2.3.3 (ZS(;)[3]

We claim that (ZSg)[3 is homogenus and takes the following form.

1 1
f
= 1 & 1y
4 1 1 4
3
a P f v
d no3 i rs4
9 9
5 6
4 1 1 4
a h n o |u
3
f
e 7 q r s g
4 6 6 4
3
a b |l j k|t
3
< J 9 T 10
4 1 6 1 4
3 3 9
a b |h 1 p
3 3 3
e f g v
3 3 3
¢ j k t
3 3 3
d n u
i m |q r

11
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28 — pll =

in (S 2.3.1) from the left with the ]y SL,, (Z)-element

ing given

We conjugate the embedd

38

———
T 1
%BMWMW42MM HOOHHNHOOOHNOOO
| QO < S0 1 11
o | |
I HOHOHYOOOHOMOO~O
WL NANNND [N [
segzEemIag
18283 |8 arogomco~ocooomoo
— | | [ | —
| HONONHOHOOOMHOOO
IO DHNOOO Al I I N |
— =000 N |
| OO~ )
QT ﬂBONOlﬂOOOOSOOOO
DONRONOODI-
SBBIBDN-  FO NN HOO00OHTOO00
| SN D ] |
D10 O | |
-
| I I ©QPOHOC0OoHoVo000
MDD HOONNO Lo
| T HeHA © O0O0000O0OHOOWOOOD
IS - S
| HOOOOHOOO—~CO0O
NONPDAHFNNO N |
— TNIEES 178 :
| FHOWOOHOOOONOOOO
cococococococo~ N N
IRRIT onono—ovo
coococooo~o  TRTT FNNDER |~ NQOPOHOO0000—OO00
— [ R a | |
e~ cocoooo~00 49m34 ,4 - PRHOHOO0000MO000
|
N & ocoococo—ooo |
N — 40%”%40101 CooWOOOOOoCoONOCOO
A OO0o~oooo TQOom —-
© N coomocoooo | __ VDNOLNOO b |
P hal AEARY 17T ao-ococococococo~ocooo
© ™ WD N 183 | I
o co~OoO0C00 |- | | |
| | HOOTOOOO00ONOOOO
219 omooocococoo “Yoomo ONNOMO—OOM [
! —~0000C000 e | | Ll lelalolalolalolalob oltl=)
coo I
f L 1 L ) L 1 L I
X X X X
————
COHHOOOOO~
|
o-NoOoOOO~O
|
———— 387§ ononooco-oo
cococoocococo~ —h0 [
| —~oHOOOHOOO
CO00000~O goomm
coocoo-Hoo AM_ NOOHOHOOOO
| |
ocoocoo-oo0 %W%OO oo ocoono
[=l=tlatilatolat) 4 I
COOHO0000  _gung COTOOO9000
moa |
co~oocooo0 | =© coo~oooo00
o-oo00C00 : oHO0000000
NO=HOO
—O00OoC000 1%% —O0000OoCR
L 1 L f L 1
X X X
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to obtain the embedding

ZSe —*
Z X Z
x (Z)s X (Z)s
X (Z)9 % (Z)9
x (Z)s x(Z)s
X (Z)10 X (Z)10
X(Z)16
(12) —
-1 x 1
~—1 0 1 0 0 r10 387 —36 —873
0-1-1 0 0 01 0 0 0
x|l 00 1 0 0 x| 0 0-4342 404 9797
0 0 1-1 0 0 0 258 —23 —582
L 06 0-3 o0-1 L 0 0-1935 180 4366
r—1 0 0-1 0 0 1 0 07 ri100 100-10 0
0-1 0 1 0 0 0 0 1 010-100 00-1
0 0—-1-1 0 0 0 0 0 001 100 00 0
00010000 0 000-100 00 0
x| 0 0 0 0-1 0 1 0-1 x| 0600 010-10 1
0 0 0 0 0-1—-1 0 0 000 001 10 0
000 00010 0 000 000-10 0
000 0 0 0 0-1-1 000 000 01 1
| 0 60 00 0 0 0 1] Looo0o 000 00-1
=1 —252 —56 —594 —132- - 143 29 30 2 -33
0 1277 284 2646 588 —351 —71 —75 —6 84
x| 0 -5742 —1277 —11907 —2646 x| =360 =75 =79 —10 95
0 18 161 36 414 81 78 —5-69
0 —81 -—18 —720 —161 L "9 "0 -3 —6 13
1 0 1 0 0 0-3 0-3-37 ~ 12005 —2934 41878 —9333 186670 —41985 5863 —12258
0-1-1 0 0 0 0 0 0 3 —3852 836 —11980 3231  —53397 14455  —1635 3591
0 01 00 0O0O0O0 0 —2256534 507078 —7201241 1523745 —32492268 6872733 —1014543 2137674
0 0 1-1 0 0 0 0 0-3 764271 —174132 2487141 —535456 11085623 —2411983 348744 — 728133
0 00 0-1 01 0 1 0 515196 — 115767 1664658 —347778  7A18278 — 1568646 231624 — 488055
X 0 0 0 0 0-1-1 0 0 1]|X| —170154 38781 —553806 119340 —2468421 537553 —77670 162141
000 00 O0T1GO0TU0 0 857  —180 2349  —594 10485  —2664 370 —723
0 0 0 0 0 0 0—1-1-1 —324 9 ~648  —396 —2835  —1692 ~12 152
000 000G 0O 10 —22311 5049 —72477 15093 —323010 68067 —10116 21144
L 0 0 0 0 0 0 0 0 o 14 L _372645 83628 —1203525 249300 —5363145 1124874 —167355 352959
r—1 0-2 03 0 0 6 0 6 6 0 9 0 0 —97
0-1-4 048 0 0 36 0 90 —6 0 63 0 99 —72
0 01 0000 00 0 0000 0 0
0 022-127 0 0-18 0108 —57 0 54 0126 126
0 00 01 00 00 0 0000 0 0
0 00 00-1 0 1 0 1 0 0-3 0 -6 —3
0 00 00 0-1 -1 0 0 1 0 0 0 0 —3
0 00 0000 1 0 0 0000 0 0
X[ 000 00 0 0 0-1-1-1 000 0 0
0 00 0000 0O 1 0000 0 0
0 00 0000 00 O 1000 0 0
0 0 5 012 0 0 0 0 39-12—1 24 0 42 27
0 00 00O0O0 OO 0 0010 0 0
0 00 0000 00 0 00 0-1-1 —1
0 00 0000 0O O 0000 1 0
L oo6o0oo0oo0o0O06 000 00O0O0 0 1]
(123456) —>
—1 X 1
-1 2-1 1-1 -2 —12 375 —30 —846
10-1 0 0 1 14 320 -30 —722
x| 00 1-1 0 x| 183 2881 47891 —4576 —108059
01 1 0 0 37752 1487 —137 —3355
L3 3-3 3-1 L 811275 21170 —2023 —47767
-0 0 0-1 0 0 0 1 1 000 100 0-1-1
0 0 0 0 0 0—1-1-1 000 000 1 1 1
000 0000 1 0 000 000 0-1 0
000 0 0 0 0-1-1 000 000 0 1 1
x[-1 0 0-1 0 0 1 1 1 x| 100 100-1-1-1
0-1 0 1 0 0 0—1 0 010-100 0 1 0
0 0-1-1 0 0 0 1 1 001 100 0-1-1
0 0 0 0—1 0 1 1 0 000 010-1-1 0
| 00 0 0 0-1-1-1-1 | 000 001 1 1 1
- —3554 61433 13829 3328 7507 r 35 93 92 155 —384
15073 — 260682 —58681 —13902 —3132 | [ —60 —232 —229 —396 976
x| —67872 1173813 264232 62612 14106 |x| —78 —230 —226 —385 952
660 —11363 —2558 —810 —183 186 277 278 436 —1096
L —2041 50636 11399 3603 s14d L 45 "9 "11 2 ~13
1 2-1 1 3 3 3 6 6 3 _ 35048 —10688 136443 —42852 610078 —190645 21924
1 0-1 0 3 3 3 00 0 —13510 3915 —51083 _ 15397 —228384 68542  —8013
0 0 1-1 0-3-3-3-3-3 — 5368761 1665179 —20782828 7019050 —92071526 31173684 — 3420408
01 10 3 0-3 3 0 0 1966814 —596088 7522390 —2447901 33641731 —10881765 1223465
o|-1 01 0-1-2-3 0-2-1 «| 1224738 —379054 4741539 —1602000 21211317 —7114895 780461 —
0-1-1 0-1 0 1-2 0 1 438093 132750 —1675413 545048 —7492789 2422943 — 272466
0 0 1-1 0-1-1-2-2-3 —765 84 —2013 321 8907 1323 160
0 00 0—1 01 0 1 0 570 —27 1284 531 5649 2259 43
000 0 0-1-1 0 0 1 —57735 17490 —220569 71739 —986409 318921  —35900
L 0 0 0 0 0 0 0-1-1-1 L _864477 270036 —3357666 1147350 —15021672 5094372 —554799
- 323 —37 —40 —173 -6 75 75 75 —3 —129 —411 618 —36
—4457 —510 —577 —2391 —162 1038 993 975 —216 —2151 —5652 8550 —639
—102 —12 -—17 —55 - 27 24 24 —12 —75 —129 198 —18
—1527 —176 —155 —828 —12 354 288 249 —15 —558 —1944 2952 —135
—268 —31 —37 —144 —8 66 63 63 —9 —132 —333 516 —30
—341 -39 —43 —183 -9 77 73 72 —15 —152 —427 654 —45
90 10 10 48 3 —19-18-17 7 36 112 —17 9
—183 —21 -25 -98 —6 45 44 44 -8 —89 —228 351 —18
X 78 9 9 42 0 -19-18-17 0 28 99-150 3
-78 -9 -9 -—42 0 18 17 17 0 —27 —98 150 —6
0 0 0 0 0 0 0 0 -1 -1 -1 _0 o0
—827 —95 —94 —446 —15 192 171 159 —18 —336 —1053 1592 —90
121 14 17 65 4 -30-20-20 4 61 150 —233 14
—52 -6 -6 -28 0 13 12 11 0 —19 —66 100 —2
52 6 6 28 0-12-11-11 0 18  65-100 4
| 0 0 0 0 o0 o0 o0 o 1 1 0

—3025 5197
1188 —1472
448791 —897015
—166491 308172
—102381 204789
37155 —68631
—222 309
—361 ~25
4507 —8949
72372 — 147902
—40557 —19869
14890 7029
6237274 3388927
—2250181 — 1156666
1423097 —7736
501148 257500
491 —41i7
—277 512
66068 33856
1009316 557354
—18 —54 —367
—459 —1161 —711
—36 —54 —bd
18 —72 108
—30 —57 —45
—36 —81 —48
6 18 —3
—21 -39 —27
3 3 0
-3 —6 -3
-3 -3 -3
—30 —111 —27
14 27 22
-1 1 1
2 4 2
2 2 2|

—476812
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The ties are satisfied by these generators.

In order to prove that the abelian subgroup A described by the ties given above coincides
with the image of this embedding, we shrink A to the overall Morita multiplicity 1, drop
the quasiblocks 5 and 6 and call the resulting subgroup B (cf. 2.1.1). Writing the factors
ordered 1, 2, 3,4, 7, 8, 9, 10, 11, we obtain a Pierce decomposition of B via

10000
00000

cim 0% 0 x (38) x (B8) x (38) x (88) x (58) x (88) x (ggggg)
00000
01000

e o1 (88) x (8) x (31) x (89) x (88) x (39) (ggggg)
00000
00000
00 00 00 00 00 10 90009

g:=0x0 x (00) X (00) X (00) X (00) X (01) X (00) X (88388)
00000
00000
00 00 00 10 00 00 90099

ho:=1x0 x (o7) x (00) x (00) x (00) x (00) x (00) X (888?8)
00000
00000
00 00 00 00 00 00 90008

i =0 x 0 x (00) X (01) X (00) X (01) X (00) X (01) X (88888)
00001

In the sequel, by index we mean the index of A in I'. The indices on the entries indicate the quasiblocks
they belong to. As announced, we only denote the relevant matrix entries, their position ensueing from
the idempotents.

eBe has the following Z-basis.

e = ].3 X 17X19 X 111
j =0 x 3 x 3 x0
k=0 x 0 x 3 x =3
Il =0 x 0 x 0 x9

The Morita factor 16 taken under consideration, its contribution to the index is 3164
fBe has the following Z-basis.
a' = ].7 X ].11
0 x 3
The Morita factor 4 taken under consideration, its contribution to the index is 3*!.

gBe has the following Z-basis.
b = —].g X 111
0 x 3

The Morita factor 24 taken under consideration, its contribution to the index is 3241.
hBe has the following Z-basis.
cd = 33 X 111
0 x 3
The Morita factor 4 taken under consideration, its contribution to the index is 3%2.
iBe has the following Z-basis.

14

It does not contribute to the index.

eBf has the following Z-basis.
a = 37 X 311
0 x9

The Morita factor 4 taken under consideration, its contribution to the index is 3%2.
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fBf has the following Z-basis.

f:12X].4X].7X111
0x 3 x -=-3x20
0x 0 x 3 x3
0x 0 x 0 x9

The Morita factor 1 taken under consideration, its contribution to the index is 3'%.

9B f has the following Z-basis.
311

The Morita factor 6 taken under consideration, its contribution to the index is 35'1.

hBf has the following Z-basis.
311

The Morita factor 1 taken under consideration, its contribution to the index is 3%'.
iB f has the following Z-basis.
T = ].4 X 111
0 x 3

The Morita factor 4 taken under consideration, its contribution to the index is 3*!.

eBg has the following Z-basis.
b:= 39 X 311
0 x9

The Morita factor 24 taken under consideration, its contribution to the index is
fBg has the following Z-basis.

311
The Morita factor 6 taken under consideration, its contribution to the index is 35'1.

gBg has the following Z-basis.
g = lg X 139 X 1p3
m:= 0 x 3 x =3
n:=0x 0 x9

The Morita factor 36 taken under consideration, its contribution to the index is 336-3.

hBg has the following Z-basis.
311
The Morita factor 6 taken under consideration, its contribution to the index is 3%!.

iBg has the following Z-basis.
Yy = 310 X ].11
0 x 3
The Morita factor 24 taken under consideration, its contribution to the index is

eBh has the following Z-basis.
C:= 13 X 311

0 x9
The Morita factor 4 taken under consideration, its contribution to the index is 3%2.
fBh has the following Z-basis.

311
The Morita factor 1 taken under consideration, its contribution to the index is 3.
9Bh has the following Z-basis.

311
The Morita factor 6 taken under consideration, its contribution to the index is 35'1.
hBh has the following Z-basis.

h:11X13X18X111
0x 3 x 0 x 3
0x 0 x 3 x3
0x 0 x 0 x9

324-3

324~2

41
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The Morita factor 1 taken under consideration, its contribution to the index is 3'%.
iBh has the following Z-basis.
z = 38 X ].11
0 x 3

The Morita factor 4 taken under consideration, its contribution to the index is 3%2.
eBi has the following Z-basis.

9
The Morita factor 16 taken under consideration, its contribution to the index is 3162,

fBi has the following Z-basis.
' = 34 X 311
0 x9

The Morita factor 4 taken under consideration, its contribution to the index is 342.

gBi has the following Z-basis.
"'=—11 X 311

0x9

Y
The Morita factor 24 taken under consideration, its contribution to the index is 3242,
hBi has the following Z-basis.
ZI = 18 X 311
0 x 9
The Morita factor 4 taken under consideration, its contribution to the index is 3%2.

iBi has the following Z-basis.

1=14 X 1lg X 119 X 111
0x 3 x 0 x 3
0x 0 x 3 x =3
0x 0 x 0 x9

The Morita factor 16 taken under consideration, its contribution to the index is 3164,

Altogether, the index of A in T is
3558

For to see that eBe/3 and thus eBe do not contain nontrivial idempotents, we regard, for
aaﬁa7a6 6 Z/3’

ae+ B) +vk+ 0l = (ae+ Bj + vk + 61)?
= o’e + 2a8j + 2avk + (272 + 2ad + 287)1,

yielding o = 0, 1. In both cases we obtain 8 = 0 and v = 0, whence, in both cases, § = 0.
Now eBe, fBf, hBh and iBi are isomorphic to
{axbxexd|la—d=gc—ba=3b=3c=3d} CZxZXZXZ.

For to see that gBg/3 and thus gBg do not contain nontrivial idempotents, we regard,
for o, 8,7 € Z/3,

ag+pm+an = (ag+ pm+n)?
= a’g+ 2apm + (2ay + 28%)n,
yielding o = 0, 1. In both cases we obtain g = 0, whence, in both cases, v = 0.

The indecomposable projectives Be, Bf, Bg, Bh, Bi lie in different genera because of
different annihilators (D.1.5, D.2.21). Thus A is homogenus.

For an equivalent description of the quasiblock 11, i.e. of ng’l), cf. [P 80/1, (II1.9)].
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2.3.4 F3S6 as path algebra modulo relations

We maintain the notation of (2.3.3). Consider the quiver

x!

=
= E
2=

We have a ring morphism

&
X

H

Y
I
YI
Z
ZI

=E—B

by sending the capital to the small letter elements (1.3.3), which we shall list again. NB their matrix
positions are determined by the chosen idempotents.

QA TR >R
I I I
w = —
£ -3 =

SEESEESRE S )
I
[$]
&
o

<
|

—
®

X X X X X X X X X X X X X X X X X

17

14

110
13

1s

311
111
311
111
311
11
11
311
111
311

1y
311

X X X X X

19 X 111
17 X 111
111

18 X 111
lio x 1ig

This morphism is surjective, as to be seen by direct verification.

We claim that its kernel is generated as an ideal by

A'B
A'C
B'A
B'C
C'A
C'B
XA
AX'

XY
X'Z
Y'X
Y'Z
Z'X
zZ'Y
YB
BY'

zc'
cz'
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AA'A = 34

A'AA" = 34

BB'B = -3B+2BY'Y
B'BB' = -3B'+2Y'Y B’
cc'c = 3C

c'cc’ = 3¢

XX'X = 3X
X'XX"' = 3X'

YY'Y = -3Y +2YB'B
Y'YY' = -3Y'+2B'BY’
7Z7'Z = 3Z

72'27" = 37’

AA'-BB'+CC' = 3E
XX'-YY'+27Z' = 31
B'B+Y'Y +3G = B'BY'Y.

In order to check that modulo the ideal generated by these elements the nonunderlined elements in the
trees below are in fact Z-linear combinations of the underlined ones, it is convenient to note that modulo
these elements we obtain

B'BY'Z
B'AX'Z
= B'AA'C
Y'XA'C
Y'YB'C
= Y'YY'Z,

B'BB'C

as well as

B'BB'C = -3B'C +2Y'YB'C,

which implies

B'BB'C = 3B'C,

also to be read modulo these elements.
Regard the multiplication trees of = (cf. S 2.1.2).

It suffices by the symmetries A <—— X etc. and A <— C etc. - expressable a posteriori as automorphisms,
cf. the generators for the claimed kernel below - to draw trees for E, F' and G. NB there are several
possible equivalent ways to end the underlined part of the tree.

/\

C

N RN 5N

E

AA’ AX’ BB’ BY' cc’ cz'
AA'A AA'B AA'C AX'X AX'Y AX'Z BB'A BB'B BB'C

— /1 I\

AX'XA" AX'XX' AX'YB' AX'YY' AX'ZC' AX'ZZ'

/N T—

AX'XA'A AX'XA'B AX'XA'C
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A’/E\’
T /TN

A'A A'B A'C X'x Xy Xx'z
ATAX" A'AA A'BB'" A'BY’ A'ccC’ A'cZ’ X'XA" X'XXx'

SNT— N T

A'AX'X A'AX'Y A'AX'Z A'BB'A A'BB'B A'BB'C
A'AX'X X' AAX' X A

/Q\

B’ Y’
B'A B'B B'C Y'X Y'Y Y'Z
B'AA’ B'AX' B'BB' B'BY' B'CC' B'CZ' Y'YB' Y'YY'

SN T

B'AA'A B'AA'B B'AA'C B'AX'X B'AX'Y B'AX'Z

The kernel K of F3Z — B/3 now is generated by

A'B = X'Y
AC = X'Z
B'A =Y'X
B'C =Y'Z
C'A =272'X
C'B =2'Y

XA =YB = zC'
AX' = BY' = CcZ'

AA'A =
A'AA" =
BB'B+ BY'Y =
B'BB' +Y'YB' =
cc'c =
c'ece =
XX'X =
X'XX' =
YY'Y +YB'B =
Y'YY'+ B'BY' =
ZZ'7Z =
Z'77' =

[even B en B e B e Be M e M e o M o o i )

AA'—BB'+CC' =0
XX'-YY'+2Z 0
B'B+Y'Y = B'BY'Y,

thus giving a Morita equivalence between F3Z/K x F3 x F3 and F3Ss.

K. ERDMANN and S. MARTIN also give a complete description, up to the determination of four parame-
ters, in terms of a quiver with relations [EM 94, Th. 7.1]. We couldn’t establish full accordance between

both presentations. ().

3Cf. also G. NEBE, The principal block of Z,Ss,, available under
http://www.mathematik.uni-ulm.de/ReineM/nebe/pl.html.
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2.3.5 (ZSG)[Q]

Again, we change the notation slightly. We drop the - too many - letters parametrizing the
ties and endow our variables with extra lower indices instead, which indicate their position
in case it is not uniquely determined by the position of the Pierce component. These Pierce
components have to be read cum grano salis: actually, they furnish a decomposition of
the Morita reduced ring which we blow up again via the Morita multiplicities, placed on
top of the columns. The idempotents e, f, g, h then are the obvious ones on the main
diagonals, at this stage used only for grouping and placing the ties.

We claim that (ZSg)[2 is homogenus and takes the following form.

eAe eAe
1 2
1 4 1 4
eAe |eAf eAe |eAf
fAe|fAf fAe| fAf
3 4
4 1 4 4 1 4
fAf|fAe| fAg fAf|fAe| fAg
eAf |eAe |eAg eAf |eAe |eAg
gAf|gAe | gAg gAf|gAe|gAg
5 6
1 4 1 4
eAe |eAg eAe |eAg
gAe | gAyg gAe | gAyg
7 8
4 1 4 1 4 1 4 1
FAf|fAe| fAg|fAe fAf|fAe| fAg|fAe
eAf |ede |eAg |eAe eAf |eAe |eAg |eAe
gAf|gAe |gAg|gAe gAf|gAe |gAg|gAe
eAf |eAe |eAg |eAe eAf|eAe |eAg |eAe
9 10
16
hAh

11



AT
eAe
28—t =, 2t —22=,0
10 — .6
.1'32 =9 .’1310
Loy =4 Ty
9 9 — .10 10 —
Ty — Tyy =4 Typ — Ty =2 0
2+ 27 + 1), = 2%+ 2% + 219
T + oy Za wpi + 2t 27 =5 0
10 — .6 4
x’ =4 2% — 2df
3 7 9 9 _— 4 8 10 10
20— 3x" — x5y + 2Ty =g T° — 3T° — Tyy + 2Ty
1 3 5 7 9 9 9 9 10
=3z + :E4 —a° —x' + 2x59 — 275, — 2339 + 2Ty, + 2745
=15 =322 + 2t — 2% — 28 + 2239 — 2239 — 229 + 2219 + 223, =5 0
eAf
5 6 — .9 10 —
T° —2° =4 Th — Ta =20
10 — .6
Ty =2 T
9 —_ .10
Ty =2 Ty
23+ 22° — 429, =16 2t + 225 — 429 =5 0
eAg 9 — .10 —
2l —2% = ¥ —26=,0
9 5 — 10 6 —
2° —x° — 2w5 =15 32" —1° — 2255 =5 0
fAe
9 — 10 —
10 — .6
28 =, 224
5 6 — 9 10 —
20—’ =g iy — T4 =40
x5 — 223 + 229, =15 2 — 22% + 2210 = 0
A
FAf B =, ot
379 =9 $10
23+ 25 —22° =5 2t + 2% — 2210 =0
22 —ad = 2t —2%=,0
A
[Ag 2 =5 25=,0
l'5 — Ql‘g =16 $6 — 2$10 =3 0
gAe 9 — 10 —
.’1334 =4 .’Eg4 =9 0
; T390 =2 T
8 9 10 —
T —12° =4 T35 — T39 =2 0
¥+ 3 +2° = —32" + 30 +2°=,0
A
94t z? =y 2%
2 =2 =4 25 —29=,0
A
g94g 2 = 1°

2 4+ 28 — 2210 =

9 10 —
=4

r —x

16 10+ 17—22% =0
T —28 =50

47
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(123456) —~
—1 x 1
-1 2-2-2 0 1-2 14 2 0
-1 1-1-1 0 1 5-29 1-6
x| 0-1 0 0 1 x| 0 1 =6 0-1
0 0 1 0-1 0 0 -1 0 1
L oo 0 1 1 0 0 0-1-1
- 21 7 59-4 58 36 12 40 36 - —15 —37 —43 6 —602 —692108 —10429284 —10437152 —1294188
30 8 1 8 '8 4 "8 -3 Z6 —8 -1 —256 —250056 —3885396 —3888564 —482160
4 1 12-1 12 4 0 4 4 -1 -9 —12 1 —116 —142628 —2154408 —2155964 —267340
00 1 1 0 4 4 4 4 0 0 —1 — —144 —133596 —1996188 —1997916 — 247724
x| —11-3-31 2-31-16-4-16-16 | x 5599 12313 17415 1354 380075 400210268 6011423128 6016209728 745983308
-1-1 23 1 Z3 -1 0 -3 -1 239 525 743 57 15835 16721019 251188548 251388189 31171043
0 0 —1-1 0 —-1-1 -2 -2 —61044 —134176 — 189859 —14721 —4109328 —4331108847 —65059934017 —65111705416 —8073564576
-1 0 -3 0 -3 -1 0 0 -1 —62971 —138410 —195849 — 15180 —4237319 —4466312209 —67089627504 —67143012380 —8325437793
| 00 00 0 -1-1 —1 —1 | 999634 2197204 3109034 241020 67279022 70913243353 1065205133003 1066052756095 132185845337
rosil -1 2720 9 1o [ 5232876266333 2361986060 9811644192372 2241747831376 370239044628
x| —96 -3 511 0 0 x| —277996627456520 12548051107 52124360436031 119092815308918 1966894949646
511 —69 —2720 — 1056 —5609 —476947504285 21528179 89427644680 204322698292 3374521647
L “96 13 511 199 1057 —13163176494 594171 2468095251 5639060383 93132743
_—21 —69 —19 —26 —18 —30 —26 —68 —54 —22_ _ 11 15 11 16 402 98 70 288 138 14
5 16 4 5 4 8 6 14 1 4 15 -6 4 -3-181 -52-30-102 48 —4
10 29 10 7 10 22 8 30 22 8 —10 -9 —10 —7 —430 —126 —68 —210 —98 —8
12 36 13 13 12 26 14 38 26 12 T19 39 19 f 822 138 085 T340 1% 15
5 17 7 6 5 10 8 16 10 6 -5 -7 -7 —6-241 —66—40-112 —314 —¢
Xl 1 3 1 3 1 1 32 5 3 2|X| 1 5 3 -1 55 13 10 i1 2
—4-12 -5 -5 —4 -9 —-5-12 -8 —4 32 36 4l 43 1528 425 281 74 343 38
-1 -2 -1 0 -1 -3 0 -2 -1 0 5 4 175 49 28 110 51 4
2 6 2 2 2 3 1 7 5 2 ~15 10 —15 —10 —418 —115 — &7 — 389 —158 —10
L _23 70 —24 —23 —23 —48 —26 —74 —52 —23d L 13 20 12 -3 389 102 64 306 142 1i
roo o 0 000 10 0 0 1 1 0 0-11
0000000 00 1 0 0 0 1 1 1
00 0 0000 00 0 1 0 0 00 O
00 00 000 00 0 0 0 0—-1 0—1
00 0 0 000 00 0 0 0 0 0 0 1
00-1-1-100-10 0 1—-1-1 0 0 1
00 0 1 000 00-1—-1 0 0—1—-1-1
00 0-1-100 00 0 0 0 0 0 0 O
X'oo 0 0o 000 00 001 0 1 0 0
00 0 0 000 00 0 0-1—-1 0 0 0
00 0 0 000 00 0 0 0 0—1—-1-1
10-1-1 000 00 1 1 0 0 1 0 1
01 1 1100 00 0 00 0 0 0-1
00 0 0 010-10-1 0-1 0-1 0 0
0000 001 10 0-1 11 0 0 0
Loo 0 0 6000 01 1 1 0 0 1 1 1]

The ties are satisfied by these generators.

In order to prove that the abelian subgroup A described by the ties given above coincides
with the image of this embedding, we shrink A to the overall Morita multiplicity 1, drop
the quasiblock 11 and call the resulting subgroup B (cf. 2.1.1). Writing the factors ordered
1,2,3,4,5,6,7, 8,9, 10, we obtain a Pierce decomposition of B via

10 10 000 000 10 10 0900 0900
e:=1x1x (00) X (00) X <8(1)8) X (8(1]8) X (00) X (00) X loo0o] X (o000
0001 0001
00 00 100 100 00 00 3000 3000
f=0x0 x (01) X (01) X <888) X (888) X (00) X (00) X loo000] X (o000
0000 0000
0000 0000
000 000
_ 00 00 00 00 0000 0000
9 =0 x0x (gg) x (00) x (88?) X (88‘1’) x (01) % (01) x (33(1)3> X (3868)'

In the sequel, by index we mean the index of A in I'. The indices on the entries indicate the quasiblocks
they belong to. We only denote the relevant matrix entries, their position ensueing from the idempotents.

To give a basis for a Pierce component now becomes a problem of integral linear algebra by its sheer
size. In order to solve it, we write the ties as a matrix to be annihilated from the right modulo
16, i.e. we display the ties as rows. Assume the first s — 1 basis elements of the Pierce compo-
nent to be found in a lower triangular manner. We drop the first s — 1 columns of this matrix and
perform an elementary divisor simplification on the remaining matrix R to obtain a main diagonal
matrix D. In the SL-element acting from the right on R we pick the k-th column with minimal
value of va(top entry) — wvo(k-th main diagonal entry of the D). We multiply this k-th column with
16/(k-th main diagonal entry of the D) and then, regarding it in Z/16, with an element in (Z/16)* such
that the top entry becomes a power of 2, which we also choose as inverse image in Z again. The resulting
column annihilates R modulo 16 and, furthermore, can be used to kill the top entry of an arbitrary col-
umn annihilating R modulo 16. Hence iteration of this process furnishes a basis of our Pierce component
in a lower triangular manner.

We have chosen a different order on the quasiblocks to display the factors, viz. 1,2,3,4,7,8, 5,6,9, 10.
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eBe has the following Z-basis.

a0

= —_ o~

A~~~ —HH N~~~ ———
OHOONNOO _~OOoONNOOONFOOOOIFOIFNOOOO®

~ococoococoo” loo | lcomcooconocovoocoovoo
NEAGAGAG NG NG NN A

X X X X X X X X X X X X X X X X

~ \:\:\:\:\:\:]f)
omon | | - N NNTONTOOOOFOOOOO0O

| ©
rocnoocococo Y I®C |~ | nocooconococooococoooo
N2 NN NN N2 i A

X XXX X X X X X X X X X XX

O NONO FOODOO OO OO
X X

X 2 X 2
x 0 x 2
x 0 x 4 x
X 2 X 2 X
X 4 x 4 x
x 0 x 4 x
x 0 x 8 X
x 0 x 0 x
x 0 x 0 x
x 0 x 0 x
x 0 x 0 x
x 0 x 0 x
x 0 x 0 x
x 0 x 0 x
x 0 x 0 x

x 0
x 0
x 0
X 2
x 0
x 0
x 0
x 0
x 0
x 0
x 0
x 0
x 0
x 0
x 0

x 0
X 2
x 0
x 0
x 0
x 0
x 0
x 0
x 0
x 0
x 0
x 0
x 0
x 0
x 0

X 2 X 2
x 0 x 2
x 0 x 4
x 0 x 0
x 0 x 0
x 0 x 0
x 0 x 0
x 0 x 0
x 0 x 0
x 0 x 0
x 0 x 0
x 0 x 0
x 0 x 0
x 0 x 0

= 11 X 12 X 13 X 14 X 17 X 18 X 15 X 16 X
x 0 x 0

=0
=0
0
=0
0
0
0
0
0
0
0
0
0
0
0

e
T

Y
Ty
z
Tz
yz
TYz

The Morita factor 1 taken under consideration, its contribution to the index is 2128,

eB f has the following Z-basis.

[=}
—

AN AN ATN AN AN AN NN
—SFHOOO—HOONOHFOONOH
N N e e e e

X X X X X X X X

(=]
A~~~
Juln_onéA_levné))))
NOOOONOO
e e e e e e e

X X X X X X X X
©
— O N O OO oo
X X X X X X X X
0
— NN O O OO
X X X X X X X X
<t
N O OO OO oo
X X X X X X X X
g
AN OO OO OO
o
-

8

The Morita factor 4 taken under consideration, its contribution to the index is 2412,

eBg has the following Z-basis.

o

—
AN AN AN AN AN TSN SN N
O OONNOOIFOVOONO
e e e e e e e e

X X X X X X X X

=3 —~
—~ A~

x 4 x 4
x 0 x 4
x 0 x 8
x 0 x 0
x 0 x 0
x 0 x 0
x 0 x 0

0
0
0
0
0
0

b

zb

yb
zyb = 0

The Morita factor 4 taken under consideration, its contribution to the index is 2416,

fBe has the following Z-basis.

—
o R
iy I
NN
N O N o o o W ©
o o | o« o o o
NN AN NN N

X X X X X X X X

A~ A~~~

. < 00
N ¥ N o o W O
oo I I v o o o

0 x0 x 0
0 x0 x 0
0 x0 x 0
0 x0 x 0

The Morita factor 4 taken under consideration, its contribution to the index is 2416,
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fBf has the following Z-basis.

f:— 13X14X15X16X19X110
u:=2 X0 x2 x0 x2 x20
aza = 0 x0 x4 x4 x 2 x —6
arzza = 0 x0 x8 x0 x4 x 0
0 x0 x0 x0 x4 x4
0 x0 x0 x0 x0 x8
The Morita factor 16 taken under consideration, its contribution to the index is 21611,
fBg has the following Z-basis.
a'b = 45 X 46 X 29 X 219
ath =8 x 0 x4 x 0
0 x0 x4 x4
0 x0 x0 x 8
The Morita factor 16 taken under consideration, its contribution to the index is 21610,
gBe has the following Z-basis.
b =17 x 1g x 15 x 1g x (-1-2)y x (-12);,
bz =0 x 2 x 2 x 0 x (-2-4) x (00)
by =0 x 0 x 2 x 2 x (02) x (02)
bzy = 0 x 0 x4 x 0 x (04) x (00)
0 x0 x0 x 0 x (20) x (20)
0 x0 x0 x 0 x (00) x (40)
0 x0 x0 x 0 x (04) x (04)
0 x0 x0 x 0 x (00) x (08)
The Morita factor 4 taken under consideration, its contribution to the index is 2412,

9B f has the following Z-basis.

ba =15 X 16 X 19 X 110
Vra = 2 x 0 x 2 x 0
0 x0 x 2 x 2
0 x0 x0 x 4

The Morita factor 16 taken under consideration, its contribution to the index is 2164
9Bg has the following Z-basis.

-
ot

X X X X X X
©

g = 10
v o=
b'yb
bzyb =
¢ =
d =

OO O OO
X X X X X X
OO OO N =
X X X X X X
O O 0ok N~
O OO kO
X X X X X X
OO =
X X X X X X
O = O NN

The Morita factor 16 taken under consideration, its contribution to the index is 21611,

In particular, gBg and fBf are isomorphic as R-orders via the quasiblock bijection 3,4,5,6,9,10 — 7,8,6,5,9, 10.

Since the obvious symmetric form one would like to obtain for the generators is hurt at
several places, I am not quite content with the description just given. I suspect that there
is a conjugation by (1) from the left missing on the e Be-part of quasiblock 9. It shouldn’t
be too difficult to insert it still.

Altogether, the index of A in T is

21-28—|—4-12—|—4-16—|—4-16—|— 16-11+16-10+4-12+16-4+16-11 _ 2828

For to see that e is primitive, we anticipate a description of eBe/2 which ensues from
(2.3.6), viz.

eBe ~ Fo(X,Y, 2)/(X2, XY —YX,XZ — ZX, X2, Y%, Z2,(YZ)® — (ZY)?).
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Lemma 2.3.1 Let k be a field. Let L = @, L; be a graded finite dimensional k-algebra
such that k = Lo as rings. Its radical is obtained as

tL = @LZ,

i>1

in particular, L is local.

@;>1 L; is the maximal nilpotent ideal in L (E.1.8).

Guiding examples

For to see that g is primitive we note that we have for o, 3,7, 9d,¢,( € Fy

(g + Bv + yW'yb + 6bzyb + ec + (d)* = g + 7’c.

Now fBf ~ gBg shows that also f is primitive.

The indecomposable projectives Be, B f and By lie in different genera because of different

annihilators (D.1.5, D.2.21). Thus A is homogenus.

2.3.6 FySs as path algebra modulo relations

We maintain the notation of (2.3.5). Consider the quiver

Y
o
XQX

o

whose arrow B is not to be confused with the ring of the same name.

[1]

We have a ring morphism

by sending the capital to the small letter elements (1.3.3), which we shall list again resp. define now.

6211X12X13
."L'=01)<22X23

T = 01 X 22 X 23
[ = 13
g =

a = 23

a = ].3
b =

o=

u = 23
v =

We abbreviate

NN

I X X X X X

14
04
04
14

24
14

04

AA
BB’

X X X X

X X

17
07
07
17
27

17

07

E—B

X
X
X

1s
2g
28

13

X
X
X

X X X X

X X X X X X X X X X X

1g
Os

X X X X X X X X X X X

YZY + ZYZ -YZYZ - 7ZY +Y Z

X X X X X X X X X X X
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and note that Y maps to y and Z maps to z.

For to see that this morphism is surjective we consider in particular the following elements in its image.
Non mentioned entries are to be read as zero.

Elements in eBe. Let the twiddle denote right conjugation by ((1) ‘11)
ye—zy = (T33), x (733),,
yzy —2yz = (20)g % (20)0
Yz —2zy = (_028)9~ X (_028)10
zyzy—dzy = (§%), x (62%),
Elements in eBf. Let the twiddle denote left multiplication by (1) -
(yz — zy)a = ((2))9: X (§)10
(yzy — zyz)a = (3)9 X (2)10
Elements in eBg. Let the twiddle denote left multiplication by (§ ‘11)_1
we—zmb = (3, % (D
(yzy —2zy2)b = (5)y x (0)y
Elements in fBe. Let the twiddle denote right multiplication by ((1) ‘11)
a'(yz - Zy) = (744)9~~ X (744)10
a'(yzy — 2yz) = (40)9 X (40)10
Elements in gBe. Let the twiddle denote right multiplication by (§1).

b(yz —zy) = (-20)y" x (=20),
V(yzy —2yz) = (4-4)g" x (4-4)

An element in fBf.
a'(yzy — zyz)a = 49 X 4y

An element in fByg.
a'(yz —zy)b = 49 x 4y

An element in gBf.

b(yz —zy)a = —29 X —2j9
An element in gByg.
b (yzy —zyz)b = —4g x —4yq
We claim that its kernel is generated as an ideal by
A'A = 2F
B'B = 2G
(YZ2)2—(ZY)? = 2(YZ - ZY)
X? = 2X
XY =YX
XZ = ZX
X? = 2X
XYy =YX
X7Z = zX

X-X =P-XP

U2 = 2U
UA = A'X
AU = XA
VZ = 2V
VB = B'X

BV = XB
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We note that P2 = 2P modulo these relations except for the X — X-relation, as we check by a direct
calculation.

We claim that these relations are symmetric in the sense that
F — G
v — V
A — B
Al — B
X — X
induces an automorphism of ZZ modulo these relations. First we remark that

YZY +ZYZ -YZYZ - ZY +YZ = YZY + ZYZ - ZYZY - 2YZ +2ZY - ZY +Y Z
= ZYZ+YZY - ZYZY -YZ + ZY.

modulo these relations except for the X — X-relation, which means that P is invariant under the auto-
morphism induced on ZZ modulo this smaller ideal. Now

X-X = —-P+XP

= P+ XP- P2
P—(XP+ P> - XP?
= P-XP

modulo the whole ideal, so that the automorphism exists modulo this whole ideal, too.

Note moreover that we have
YZ—-2Y) = YZYZ~-YZZY - ZYYZ + ZYZY
=YZYZ -2YZY —-2ZYZ+YZYZ - 2YZ +27ZY
= 2P,

being a more natural expression, but unfortunately only for 2P.

Regard the multiplication trees of Z. We drop the branches which end non underlined because of X2,
U2, V2, A'A or B'B in it, possibly after commuting factors according to the relations. Also we drop the
branches with X X in it, which we can do, since we may rewrite WX X, W being a word - commute X
to the right - by the (X — X)-relation above as a linear combination

WXX=-WXP+2WX

all summands of which however in fact can be written as linear combination of underlined elements by
the part of the tree which we do not drop. By symmetry we may disregard the multiplication tree for G.

_— E
—
x X A B
_— | |

XA XB Y z

| | /N | T~
XY XZ YX YB zZX ZA

| | | |
XYB XZA Yz zZY

| | ] _—]
XYZz XZY Yzx YzA ZY X ZYB

| | | |
XYZA XZYB YZY ZYZ
XYZY XZY Z YZYX YZYB ZY ZX ZYZA

| | | |
XYZYB XZYZA YZYZ ZYZY

| | ]
XYZYZ XZYZY ZYZY X ZYZYB

XZYZYB
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A'XZYB

A'XZYZ

A'XZYZA

A'XZYZY

The kernel K of Fo= — B/2 now is generated by

A'A
B'B
Y z)?

X2
XY
X7

X2
Xy

XZ =

X-X

U2
UA
AU

V? o=

VB
BV

= XB

A'B
|
A'Z
|
A'ZX A'ZA
|
A'ZY
/
A'ZY X A'ZYB
|
A'ZYZ
|
A'ZYZX A'ZYZA
|
A'ZYZY

P-XP
0

A'X
XA

0 ~
B'X

)

thus giving a Morita equivalence between F3=/K x Fy and FySg.

95



26

Guiding examples



Chapter 3

Ties arising from modular
morphisms

Our approach to a description of ZS,, is based on the philosophy that ties are given by
modular morphisms, and, possibly, by inclusions of simple lattices (in case the simple lattices
we end up with are not the ones used for the embedding). Since the technicalities arising
from that philosophy which are necessary to establish (5.3.15) are contained in (5.3.13), this
chapter may be regarded as a digression, intended to motivate (C 4, C 5). The presentation
here deviates slightly from that in (5.3.13).

Conventions for (S 3.1,S 3.2).

Let R be a Dedekind domain (to which we refer as ‘integral’) with field of fractions K (to
which we refer as ‘rational’). Let A be a full (i.e. rationally equal) R-suborder of a direct
product of matrix rings over R, A CT':=[[;c 4(R)m;- Let a C R be the annihilator of I'/A.

By a module we understand a left module, except if stated otherwise. A A-lattice is a
A-module which is finitely generated projective over R. We abbreviate K ® g — by K(—). A
simple lattice is a lattice X such that KX is a simple KA-module. A pure monomorphism
of A-lattices has a torsionfree quotient, a full monomorphism has a torsion quotient, a pure

epimorphism is surjective.

3.1 Omne-step filtrations

Suppose given an extension of A-lattices X and Y. Since it is split as an extension of R-lattices, we
may write it in the following form, where X 1Y stands for the direct sum of R-lattices, equipped with a
certain A-operation.
0
(10) (1)

0— X —XJY —Y —0.

Let &) be the operation of A € A on X, written as R-linear endomorphism of X. Let 7, be the operation
of A on Y. The operation of A on XY therefore is given by a matrix of the form (g* 0 ) such that

PNN/DN
6,L,\ = 6,\§N + ’l’})\a”.
ILe.

A= HY, X)

o6



One-step filtrations

o7

is a Hochschild 1-cocycle over R with values in the A ® g A°>-module gV, X), written

9 € Zp(A, RY, X)).

Two such extensions are equivalent iff there exists a diagram of A-lattices

0
0 - x (29, xqy Gy - 0
10
(1)
0
0 x (9, xq'y G,y 0,
i.e. iff there exist f € r(Y,X) such that
O\ — 0\ = f&x—mf
for all A € A, i.e. iff
0— 0" € BL(A, g(Y, X))
is a coboundary.
Thus we have identified, as sets,
Ext} (Y, X) = HL(A, r(Y, X)),
an identification which is also seen to be R-linear.
Since a annihilates Ext} (Y, X) (B.2.3), the pullback
0
0 x (9, xey Q) y 0
(sa) : a
ga
0
0 x 09, xqy () Y 0,

(G5 GO =062 (Ra)
whence
O =a " (mg —g&)

for all A € A. This, however, is just a restatement of the annihilator property just used in view of the

identification H! = Ext! above.

In other words, we have explicitely constructed an inverse image of our extension under the connector of

the long exact sequence

HOA, (Y, X[a)) —> H'(A, (Y, X)) e H'(A, (Y, X))

g — (A—a (mg—g8))
induced by the short exact sequence
0— X —+ X — X/a—0.

This can also be expressed by the diagram
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0
0 x (9, yoy (1) Y 0
]
@ (—ag(l))
0
0 - x (9, xqy (), Y - 0,

(% 9) being A-linear since
(£51) (5a) = (82) -

Suppose given v € I'. We say - acts on a A-lattice X if its operation &, on KX restricts to X.

Lemma 3.1.1 Suppose vy €T acts on X and Y. v acts on XY iff v respects Y 2+ X modulo a, this
is, iff
9 =a 9&y-

Thus the ezistence of the extension XY imposes a necessary condition on an element v € T for to be
in A.

vyactson X @Y. v acts on XJY iff

yields an integral map
0y = ffl(fhg - 9&y)-

10
Remark 3.1.2 Note that (_ag) is a A-linear retraction to the inclusion X (—2 XY of the extension
up to the scalar a.

3.2 Filtrations

Suppose given a finite binary tree of A-lattices

T/ \T
/0\ /1\

Too To1 T1o Tn

/N /N /N /N

Tooo Too1 To10 To11 T100 Ti01 Ti10 Ti11

A WANWANWANAWAWAWA

Ty
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ending at possibly different stages, such that the ends carry I'-lattices, and such that there exists a short

exact sequence

€0, el”
0 ? TeO ? Te > Tel ? 0;

for each non-end [1, h) = {0,1}, h > 0, where €0 resp. el denote concatenation with 0 resp. 1.

Let

Ge
Tel > TeO

be an R-linear map giving a A-linear map

Tel L TeO/ae
asin (3.1). Let 7., denote the operation of v € I" on KT,. Note that, for e not being an end,

T — . Te0,y 0
€7 T \as (Tel,yge—geTeo,y) Tely ) °

Lemma 3.2.1 v acts on Ty iff
Tel,y9e =a. 9eTe0,y

for all non-ends e.

This follows from (3.1.1).

Remark 3.2.2 Pulling back along the pure epimorphisms of that tree, one obtains a filtration of Tj by
I-lattices. Conversely, it is always possible to filter T by simple A-lattices, which, however, need not be
I-lattices. In that case, one obtains the same assertion as in (3.2.1), except that one has to add that ~
should act on those simple lattices as well.

Remark 3.2.3 v €T acts on A iff it is contained in A.

Consider 1 € A.

Remark 3.2.4 Let X and Y be isomorphic A-lattices. v acts on X iff it acts on Y.

Thus we may summarize to the

Observation 3.2.5 In case Ty is isomorphic to A as A-lattices, v € T is contained in A iff
Tel,n9e =a. JeTe0,y
for all non-ends e. For short, ties are given by modular morphisms.

This follows from (3.2.1, 3.2.3, 3.2.4).
Remark 3.2.6 Let X and Y be A-lattices. v €T acts on X and on'Y iff it acts on X @Y.

Remark 3.2.7 Let

A=EPPr
iel
be a decomposition into projective A-lattices, I being some indexing set. Let J C I be a subset such that
for each i € I thereis a j € J with P, ~ P;. v € I' is in A iff it acts on P; for each j.

This ensues from (3.2.3, 3.2.6, 3.2.4). Therefore we could as well use Ty’s isomorphic to the P;’s, j € J.
However, since we do not know of a nontrivial decomposition of Z,)S, into projectives given in combi-
natorial terms, we won’t make use of such a reduction.
Question 3.2.8 (speculative) Is it possible to use a chain of full inclusions of R-orders
A=A C---CACA1 C---CAp =T

for which the indecomposable projective A;-lattices are either projective over A;11 or exten-
sions of two indecomposable projective A;1-lattices to ‘iterate the theory of cyclic defect’?
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3.3 Cocycles

We shall have a look at the matrices giving the operation on a filtered A-lattice in terms
of the operation on the graduation plus some extra information and encode this extra
information in a ‘generalized Ext-set’, which is neither (known to be) a group nor a functor,
except in case of a one-step-filtration. We proceed using cocycles, for lack of a proper
formalism.

The aim should be to encode all ties as something like ‘modular morphisms between several
simple lattices’. Whereas the analogue of Ext! for two lattices is easy to see, we don’t have
an idea what the analogue of the connector from the modular Hom-group to it should be
(cf. S 3.1).

Let R be an integral domain of characteristic 0 with field of fractions K, let G be a finite
group. Let X = (Xy,...,X,,) be a tuple of right RG-lattices, let §; ; denote the operation of
g € G on X;.

Definition 3.3.1 A cocycle 9 of G over R with coefficients in X is a tuple O of R-linear maps

ij
(G — R(Xi, Xj))ijel,m), i<

such that for g,h € G, we have

Bij(gh) = €905 (h) + 0i5(D&n+ Y Oin(9)0k;(h)

ke[i"‘lv]‘*l]

for all i < j. The set of cocycles is denoted by Z (G, X).

Example 3.3.2 Let

fij
(KX; —> KX;); je(1,m], i<j

Bij
be a tuple of K-linear maps. Fori < j, let X; ;(g)Xj be defined by

1 €m,g
fm—l,m 1 gm—l,g
fm—2,m fm—2,m—1 1 5m—2,g

| fi,m fi,m—1 < fi2 1 &9

L - 1
6mfl,m(g) é-mfl,g fmfl,m 1

= 6m72,m(g) 8m72,m71(g) §m72,g fm72,m fm72,m71 1
| O1,m(9) O1,m-1(9) O12(9) &9 fim fim—1 e fie

Assume that each 0;; factors over

Bij

by slight abuse of notation. Then 0 is a cocycle of G over R with coefficients in X.
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From
_gm,g gm,h
am—l,m(g) fm—l,g am—l,m(h) gm—l,h
am—2,m(g) am—Q,m—l(g) é.m—Z,g am—Q,m(h) am—Z,m—l(h) fm—2,h
| O1m(9)  Orm—1(g) -+ O12(9) &g [ O,m(h)  Orm—1(h) - Ora(h) & n
-fm,gh

8m—l,m(gh) £m—1,gh
= 8m—2,m(gh) 6m—2,m—1(gh) 5m—2,gh

| O1,m(gh) O1,m—1(gh) O12(gh) &,gh

we take the required functional equation (3.3.1).

Definition 3.3.3 The set of cocycles arising from an integral tuple (fij); jeq1,m], i<j in the way de-
scribed in (3.3.2) is denoted by B(G,X). An element of B(G, X) is called o coboundary. Via matriz
multiplication of the corresponding unipotent lower triangular matrices

1
fm—l,m 1
fm—2,m fm—2,m—1 1

fim fi,m—1 o fin 1

B(G, X) becomes a group which acts via conjugation on Z(G,X), a cocycle written as an operating matriz
as above. The quotient set is denoted by H(G,X) := Z(G,X)/B(G, X).

In case m = 2 we recover H(G, X) to be the first Hochschild cohomology group H! (G, g(X1, X)) with
coefficients in the bimodule g(Xi, X32).

Remark 3.3.4 There is an operation of R on the set Z(G,X) given by
(rd)ij (9) := 7~ 83(g)

forr € R, 0 € Z(G,X). We have
G12(G, X) € B(G, X).

Let
|G| fij =Y, Bii(9)-
rre;
We obtain
1.
2onec 0i(gh)&n-1 = Ypeg 0ii(9h)€j (gn)—1&ig
= |G| fi&j.q
2.
= Yhec (&,gé‘z’j(h) +0i5(9n+ D 6ik(g)akj(h)> &1
k€li+1,5—1]
= GiglGlfi +1G105(9) + Y, 0w(9)IG|frs
keli+1,5—1]
whence

0ij(9) = fibig — Giofis— D Ou(9)frss
k€fi+1,j—1]
which, one the one hand, shows by induction on j —i that f determines 0 and which, on the other hand,
holds in the first matrix equation of (3.3.2). Thus 9 arises from f in the way described in (3.3.2).

Hence |G|d corresponds to (|G~ fi;)i je[1,m], i<j> which is integral by construction.
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Ties arising from modular morphisms

Example 3.3.5 Since also the rational (f;;)’s carry a group structure given by matrix
multiplication of the corresponding unipotent matrices, one might be tempted to believe
that it carries over to the cocycles via the correspondence described in (3.3.2, 3.3.4). In

particular, this works in case m

operations
&1,(12) [:?254] &1,(1234)
100
§2,(12) = [(1) o %] &2,(1234)
_ e
§3,12) = [0 ] :1] &3,(1234)

The ‘unipotent f-matrix’

| o=

===
S~
[e2)

—
~
N

| ocoro
-
S~
Ny

-

~

v

/2

co| coroo
or~ocorooco
~oorooco

==
~
N

S~
)

2. However, let G := S4, R := Z and consider the

_ [4-15

= [i 4]
—210

= —-302
—201
26 57 8

= [—11—24—4]
-1 -2 -1

OCOrROOOOO
OO0 0OO00O
HOOOoOO0OO

conjugates the direct sum operation to the operation displayed as the ‘operating d-matrices’

-1 —-24 8 00 0
5 11 -400 0

0 0 -100 O

_ |3 6 -210 0
Nazy=| -1 -3 2 1 -1 2
0 0o 1 00 1

0 -9 1 3 -12 0

1 0 o0 1 -3 1

0 0 26 57 8 0 0000

0 0 —11 —24 -4 0 00 0 O

0 0 -1 -2 —-10 0000

0 0 _ | -7 -14a —2 —2 1000

0 0 s T(234) = | 2 6 2 —-30200 )
0 0 0o 1 1 20100

—5 24 2 11 1 -3 80 4 —15
-1 5 -2 —2 0 —-2211 —4

wheras the square of that lower triangular f-matrix conjugates the direct sum operation

to
—11 —-24 8 00 0
5 11 —4 0 0 0
0 0 -1 00 0
_ 12 410 0
Cazy=| 22 =6 4 1 -1 2
0 2 00 1
9/4 —-18 1 6 —24 0
7/4 —9/4 3/2 2 —6 2

0 0 26 57 8 0 0 000
0 0 ~11 —24 —4 0 0 00 0
0 0 -1 -2 —-1.0 0 000
0 0 _ | -14 28 —4 —21 000
0 0 |, Cu2se= |4 12 4 -30 200
0 0 0 2 2 20 100
-5 24 -1/4 17 1 —6 16 0 4 —15
-1 5 —7/2 —1/2 3/2 —4 4 2 1 —4

Definition 3.3.6 Let Extrg(X) be the set of diagrams of RG-lattices of the following shape (e.g. m = 4)

0

X

A

Xy

with horizontal pure monomorphisms, vertical pure epimorphisms and all squares exact, modulo isomor-
phisms of diagrams carrying the identity at X;, i € [1,m].

For X = (X3, Xs) we recover Extgpg(X)

= Exthg (X1, Xa).
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Lemma 3.3.7 In case G =1, Extrg(X) consists of one element.

Given a diagram (X /;); jefo,m], i<j With X;/;_1 = Xmy1_; for j € [1,m], we exhibit a diagram morphism
constant on the Xs onto it, starting from the split diagram (@ke[i’ﬂ Xk /k—1)i,jefo,m], i<j» equipped with
the canonical inclusions and projections.
Choose coretractions
(Xj/j—1 = X0 = Xj/-1) =1
for j € [1,m]. Let
@ Xijp—1 — X4
keli,j]
have the composition
KXish—1 — Xppo — Xj/s
as its component at k.
Let i' < j' be given with ¢ < ', j < j'. Let k € [i, j]. First going through the morphism, then through
the diagram yields
Xk/k—l - Xk/O - Xj/z' — A/

as its component at k. First going through the diagram, then through the morphism yields

Xijh—1 == Xpp—1 —> Xpjo —> Xjrjor for k >’
0 for k < i’

as its component at k.

Lemma 3.3.8 There is a bijection

H(G, X) = Extpg(X).

We give a surjection

Z(G, X) — EXth(X)
with fibers being the orbits under the operation of B(G, X). A cocycle 9 corresponds to an operation of
G on the R-linear direct sum €;c(; ,,,) Xi, given by

Em,g
6m71,m(g) §m71,g
6m72,m(g) 6m72,m71(g) £m72,g

é1,m(g) él,m—l (9 - 012(9) &,

Since the subcocycle (95;)i,jelr,y, i<j for k,1 € [1,m], k < I, is a cocycle of G over R with coefficients
in (Xg,..., X)), it corresponds to an operation on @ie[k’l] X;. These RG-lattices, together with their
canonical inclusions and projections form a diagram as in (3.3.6), to which we map 0.

We claim this map to be surjective. Given a diagram of RG-lattices as in (3.3.6), we may replace it by
an isomorphism of diagrams constant on each X; by a diagram which consists of R-linear direct sums of
type @ie[k’l] X;, equipped with the canonical inclusions and projections (3.3.7). This yields an operation
matrix on the lower right object which is of lower triangular shape and which contains the desired cocycle.

If two diagrams consisting of R-linear direct sums are isomorphic, constant on each X;, then the operation
matrices on the lower right objects are conjugate by an integral matrix of the form

1
fmfl,m 1
fm—2,m fm—2,m—1 1

fim fim—1 s fiz 1

containing the components of that isomorphism. And conversely.
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Ties arising from modular morphisms

Remark 3.3.9 Consider the case m = 3, X = (X1, X2, X3). Extre(Xi1, X2, X3) surjects
onto

{a x B € Extpg(X1, X2) x Extrg(X2,X3) |a-8 =0 (Yoneda)}
via projection onto the respective parts of the diagram (3.3.6).
Each fiber is in bijection with the cokernel of the map ra(X2,X3) — Extra (X1, X3) in-
duced by the respective o € Extpa (X1, Xs).

Suppose given elements o € DY(RG)(X1,X»[1]) and B € D*(RG)(Xa2, X3[1]) such that
af[1] = 0. Consider the cones on a and

where the thick arrows display graded morphisms. Since af[1] = 0, there is a C, L x 3[1]
such that o'y = 3, the cone of which is also in the canonical heart, forming a short exact
sequence

0— X5 —>C, —>Co—0

there. The octahedron

furnishes the required diagram when dropping all graded morphisms.

Conversely, given a diagram representing an element of Extgrg (X1, X2, X3), we obtain such
an octahedron, forcing af[1] = 0.

Suppose given a and B with af8[1] = 0. The corresponding fiber is in bijection with the set
of morphisms C, 1, X3[1] such that o'y = 3, which is, since nonempty, in bijection with

the set of morphisms C, SN X3[1] such that o'y = 0. Consider the exact sequence

(X, X3[1]) 2 (Car, Xa[1)) 22X, X (1)) S (X [1], X5 [1]).



Chapter 4

Generic modular morphisms

We shall search for modular morphisms between Specht lattices, i.e. for ZS,-linear maps
S* —» S* /m for some m > 2. Some easy and some exceptional cases are given in (S 4.2).
In (S 4.3) a formula for a one-box-shift morphism is derived. As an example, we treat the
consequences for ZSg at 3 in (S 4.4).

The morphisms we found are generic in the sense that their formulas depend (at most)
polynomially on combinatorial data (cf. S 4.5).

A Specht lattice has a presentation as a regular lattice on a Z-linear tableaux basis mod-
ulo the Garnir relations, roughly speaking. The structure and the sheer amount of these
relations cause lenghty case-by-case analyses (cf. 4.3.9, 5.2.7).

A Specht lattice also has a Z-linear basis given by standard polytabloids. However, since
standard polytabloids are not stable under the occurring combinatorial operations, it is
hardly possible to work with this basis (thus avoiding Garnir relations), except for the case
of hooks. In particular, we are not able to write down matrices for the resulting morphisms
in a combinatorial way. Even the question whether the morphism (4.3.31) is nonzero is not
clear a priori, and has to be dealt with by standard polytabloid methods. A formula for
the rank of that modular morphism remains to be found, its behaviour under composition
is unknown in general (cf. 4.2.4), and, moreover, we were not able to dualize it (cf. 6.2.6).

A more conceptual way to derive (4.3.31, 5.2.25) would be desirable, since our ad hoc
method does not explain the structure of the resulting formulas.

Let n be a natural number, let A € A,, be a partition of n, i.e. [1,n] 2, [1,n],
YA =n, \; > Nyq for ¢ € [1,n — 1]. Let ) denote the transpose of ), i.e.
j < A<= i<\ for 4, j € [1,n]. In this chapter, lattices are right lattices, since
we write the composition in the S, on the right. ¢, denotes the signature of a
permutation ¢ € S,.

We think of a partition as being a diagram of type

X X X X

5,2,1,1)= &~

X X X X

In particular, we talk of rows and columns. We also denote (5,2,1,1) =: (5,2, 1%)
etc.

65
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4.1 Garnir relations

We recall a part of the basic machinery from [J 78].

Definition 4.1.1 A )-tableau is a tuple

[a] = (aij)icq1,nljen,n = (@ij)jen,nlien, )

such that
.. . a
{(g) € La] x [Lu] |5 <A} — (L]
(1,7) — ay
is a bijection. i being the row index, j being the column index, we think of a tableau [a] as of a distribution

of the set [1,n] onto the diagram associated to the partition A. The brackets [] are used only to distinguish
a tableau from a tabloid resp. from a polytabloid and may be dropped.

The S,, operates from the right on the set of A\-tableaux via composition of bijections. The ZS,,-module
having as Z-basis the A-tableaux is denoted by F. Tt is isomorphic to ZS,, as a right lattice.

Let a.; denote the j-th column of [a], let a;« denote the i-th row of [a].

Denote by R, the Young subgroup of S, stabilizing the rows of a, i.e.
R, := {0 € Sy | aijo € a; for all i,5}.

Denote by C, the Young subgroup of S,, stabilizing the columns of a, i.e.
Co :={0 € S, | a;jo € a,; for all i, j}.

Note that Ryr = (Ry)", Cor = (Cy)".

On the set of A-tableaux we define an equivalence relation by

[a] ~ [b] :<= there is a 0 € R, such that [a]o = [b].

Note that [a] ~ [b] implies R, = Ry, so that this in fact is an equivalence relation. The equivalence class
represented by the A-tableau [a] is called a A-tabloid and is denoted by {a}. Informally, it is a ‘tableau
with unordered rows’.

This equivalence relation is compatible with the action of the S,,, for, given a A-tableau [a] and elements
o0 € R, and p € S, we have [a]op = [ap]o® ~ [ap]. This operation turns the free Z-module on the set of
A-tabloids into a ZS,-lattice, denoted by M?.

Let the polytabloid (a) attached to the A-tableau [a] (NB not to the A-tabloid {a}) be defined as

(a) == Z e,{a}o € M*

oeCq
Note that for p € S,, we obtain
(@p = Yoec, ealatop
= Yoec,, fot{apto’
= (ap)

so that the abelian subgroup of M* generated by the A-polytabloids is a ZS,,-sublattice of M?*, called
the Specht lattice S*. In particular, we have a ZS,-morphism

P — s
[a] — (a).
We denote ny := rk S*.

The rational Specht modules QS*, obtained by tensoring the Specht lattices with Q over Z, form a
complete set of absolutely simple QS,-modules, where A runs over the set of partitions of n [J 78, 4.12].
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A X-tableau [a] is called standard if a;; < ayj provided ¢ < i’ and j < j'. A A-polytabloid (a) is called
standard if there exists a standard A-tableau [a'] such that {a) = (a').

The standard polytabloids form a basis of S* [J 78, 8.4] (cf. 4.3.2).
Let A be a partition of n. Let the hook length at the position (4, ) of A, i < X}, be given by

hij == (A —§) + (Nj —4) + 1.
The rank of S* is given by the hook formula [J 78, 20.1]

n!

ny=—=——.
Hig,\;. hij

Lemma 4.1.2 Let [a] be a A-tableau, let p € C,. Then

(a)p = Yoec, eolatop
= Za'ec*a eoreplato’
= gy(a).

Definition 4.1.3 Let Fy be the quotient of F* modulo signed column permutations. Le. use the ZS, -
sublattice
F} := Z([a] + [a](st) | [a] a tableau, s,t in the same column of [a])

to define
R = FMFY,

which is a lattice since it has the set of tableaux with ordered columns as a basis over Z.
Note that by (4.1.2) the canonical map F* — S* factors as

FX — R} — S
[a] — [a] — (a).

Proposition 4.1.4 (Garnir relations, [G 50, p. 56], cf. [J 78, 7.2]) Let [a] be a A-tableau. Let a.;
denote the j-th column of [a], viewed as a tuple. Let j < k. Let £ C a.; and n C a., such that

#+#E> N+ 1
For a subset ¢ C [1,n], let S¢ denote the subgroup of S, which moves only ¢, i.e. S¢c := Cs, ([1,n]\().

The element 1

—_— gylalp € Fy
#&14n! pg;w’ ? 0

is well defined and goes to zero under
R —
[a] — (a).

Welldefinedness follows from (4.1.2) and from taking right cosets with respect to S¢ x S, < Seuy. To
prove vanishing under Fg* — S* we may drop the scalar factor.

2o pesenn €p{0P = Lpese, 2sec, Spfolatop
> occ, Eo ZPESfUn eplatop.

1 1

Assume that the m-th row of the tableau a intersects £~ and no~' nontrivially, i.e. assume that
L= (a0)mj = amjo € € and &k := (a0)mr = amro € 1. Such an m exists by the assumption on the sum
of the sizes of £ and 7. Note that the transposition (¢ ) is in S¢uy. We continue to treat the inner sum.

S pesenn EATYP = T pesinn, ipenp (2010030 + £ ) lac}(c m)p)

= ZpéSgun, p<Kp (Ep{aa}p + 0 n)p{aa}p)
= 0.
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4.2 Hooks

The case of hook partitions, corresponding to the easiest nontrivial Specht lattices, plays
the role of a test case, in which, however, it is still possible to work by direct standard-
polytabloid-methods.

Let \* := (n —k+1,1%!) be a hook, k € [1,n].

Note that a A¥-polytabloid is determined by its first column (4.1.4). Since the standard
AE-polytabloids, which form a Z-basis of S*, have an entry a;; = 1 in the (upper left)
corner, we restrict to the consideration of polytabloids with a;; = 1, arbitrary otherwise,
being standard polytabloids up to sign.

By abuse of notation, we denote for a tuple b = (by,...,b,,) with pairwise
different entries out of [2,n] by (b) the \-polytabloid determined by a;; = 1
and by a; = b; for i € [2,k]. L.e. the tuple b is the first column except for the
corner. Writing down a M\f-polytabloid (b) in this section implies that b is a
tuple of the form just mentioned.

For a tuple ¢, x € ¢, y & ¢, we let ¢®¥ denote the tuple arising from c¢ by
substitution of + by y. We denote the tuple concatenated from ¢ and the
single element y by (c,y). We abbreviate ((b,y)) =: (b, y).

4.2.1 A long exact sequence

Lemma 4.2.1 Let k € [1,n — 1]. The rank of S s given by
Lemma 4.2.2 Let k € [1,n — 1]. Let (b) be a \e-polytabloid, let u € [2,n]\b. We have

(B) (1 w) = (b) = D_(b"").

teh

The Garnir relation (4.1.4) reads

1
0= E ZPESqu 6P<b>10

= () = () (1 u) = Ty (B™).

This allows to permute the 1 back to the corner at the cost of some other summands with
the 1 in the corner.

The following proposition is a special case of (4.3.31).

Proposition 4.2.3 (the box shift morphism for hooks) Let

S)\k ﬁ» S)\Ic+1
<b> - ZsE[Q,n]\b<ba8>'
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This is a well defined Z-linear map, which induces a ZS,,-linear map
S /n s, S .

Welldefinedness merely means that for an arbitrary polytabloid (b), its image as given
above and its image as derived from its presentation as a linear combination of standard
polytabloids coincide. But the necessary permutation of the entries of b yields the same
sign on both sides.

We claim that for u € [2,n] we have

(b)Y (1 u)) fo — ((B) fi) (1 u) € nSN™.

Case u € b.

(BT u)fie — (B k)X u) = =0 fi — Lsepnoll, s)(1 u)
(; Yseiznolbs 8) + Xsepzno(bs )

Case u € [2,n]\b.

(B W) fi — (1) fe) (1 1) U2 ((B) = o B™)) fie — (Soczmpo(ts 5)) (1 )

C22 (3B 9)) = (Cies Coepom (87 5)
= SCaetmmiyoum (b 5) — SapB%, 8) — (b,u))) + (b, u)
= (Soenmolb $)) — (e Socpni o (0 5) — (Seen(b™, 1)
e o (b 5) = Srea 5%, 55 (b, u$)) + (b, )
= (Tecinnolbs ) + (Cren(bs u))
—(Z ez oy ({Bs 8) — (B, u))) + (b, u)
e Samesh)
(S e (b)) + (14 (k= 1) + (n— 1) — £)){b, )
- (1< >( )+ ((n—1) = k)) (b, u)

Proposition 4.2.4 (long exact hook sequence, cf. [P 71, Lemma 2])
The sequence of maps

0N g3 P2 Inpoa

18 exract.

We claim that fi fyo1 = 0 for k € [1,n — 2]. Let (b) € S*.

O) feferr = (Zsepznpolbs 8)) frt
= Ysel2n\b Ltel2n)\(bus)(Ds 5, 1)
= Zs,tE[Z,n]\b, s#t(b’ 8,

= Es,te[Z,n]\b, s>t(<ba 5, t> + <b7 t, 8>)

We claim that the image of fi is a pure submodule of SAFY of rank (Z:f) More precisely,
we claim that the set of polytabloids (b) with b being a strictly increasing tuple with
entries only in [2,n — 1] is sent to a basis of the image.
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For to see that the image of this set generates the image we consider a tuple ¢ =
(co,--.,cr_1) with entries taken from [2,n — 1] and use the equation already shown in

the last step, viz.
>, (e s)fe) =

s€[2,n]\c
For to see that the image of this set is linearly independent and spans a pure sublattice
we write the image of such a polytabloid (b) as

Ofe= by + X (b s).

s€[2,n]\(bUn)

Now the rank of the image of fj, (Z:%), equals the rank of the kernel of fy 1, (";1) — (";2)
(4.2.1).

In particular, the rank of the image of fi, (”_2) equals the rank of S*" and the rank of
the image of f,_1, (n 2) equals the rank of S*".

Remark 4.2.5 1 do not know whether there is there a ‘homological reason’ for the occur-
rence of the long exact sequence in (4.2.4). Cf. also [J 78, 24.1].

Corollary 4.2.6 The subring
A={p| " fr =0 fip™" forkeLn—1]} CI[(Z)n, =
A

described by the generic modular morphism exhibited in (4.2.8) has index
n—1
ID/A| = V% 2keni ) (k 1)

as abelian groups and contains the image of the embedding of ZS,, into ' via the operations

on the Specht lattices.

Writing down a Z-linear basis for A respecting the kernels of the long exact hook sequence
(4.2.4) shows that the index of the quasiblock of A which is contained in (Z)y,, is

2(28) (i9),

Moreover, the contribution to the index caused by ties between the quasiblock of A in
(Z)n,, and the quasiblock of A in (Z) is

Myk+1
W)

We calculate the exponent of n for the index of A in I" to be

ket ([2) (n 2) + Lke[tin1] (2:%)2 = Lkelin] (n}) (n 2) + 2kelin] (Z:%)Q

= 1/2Ek61n (n ; <n 2)+1/22k6[1n ( 2)2
)+1/22k61n ( :2)

1) (i77)
) (73))

/\
l\'Jl\D
l\JN}
N ,\/\/

[l V]

A~ TN T —~
=3 ar:/'\-l- =3
»—u—t»—\wl I’ \,_.
N—— N

== l\Jl\J »—H—A t\Dl\.’J
[\

N N N N
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Ct. (S 2.2.2).

Lemma 4.2.7 Forn =: p prime, we obtain

_J 1 if Xis a hook
(n)p = {p else.

This follows by the hook formula (4.1.1).

Corollary 4.2.8 (an easy case) Keep the notation of (4.2.6). Let p be a prime. Then
(ZSy)p) = A

Since A is a (p)-order (D.2.8), it suffices to show that the indices coincide. The index of
(ZSp)[p] inI'is

pp!
- 2
H)\ nonhook pnA

p1/2 Zke[l,n] ”?\k
1/2 n—1 2
D / zke[l,n] k—1

(1.1.4,4.2.1,4.2.7), cf. (4.2.6).

Remark 4.2.9 (4.2.8) implies in particular the well known fact that the principal block of
the F,,S, is a Brauer tree algebra whose Brauer tree is a line.

Example 4.2.10 Consider (ZSy)[5;- Keep the notation of (S 2.1.1, 4.2.6). Note that we
worked with right lattices, i.e. with rows in I'. Choosing bases such that the long exact
sequence of fi’s reads, shrunk blockwise, as

ooy B O

0 —_— 5(4) 5(1,1,1,1) - > 0’
we obtain the following description of A.
2 1
a 4
1
f f
2
1 3
1 2 1
5
e a
2
4 e

e 22 =, 2t
a zt =4 28
f 3;'3 =4 Z‘l

This is not quite in accordance with (S 2.1.1) since we used rationally isomorphic lattices
instead of the Specht modules there. To remedy, one could conjugate the quasiblock 3 here
with, shrunk blockwise, (1 4) from the right. For full accordance one should check that the
morphisms implicitely appearing there conincide with the morphisms used here, which we
omit, since this would require an examination of the representing matrices in our guiding
examples.
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4.2.2 At the prime 2

The propositions in this subsection are not special cases of (4.3.31). The technical reason
why they work only at the prime 2 is the Garnir relation (4.2.2), used to evaluate (b)(1 u) =
+(b) — > _pep (™) in case u € b in contrast to (b)(1 u) = —(b) in case u € b, cases which
may be collected together again modulo 2.

The recipe to find these somehow exceptional morphisms is to ‘genericalize’ examples. I
doubt that there is a uniform method, let alone a single generic morphism covering all the
series exhibited at the prime 2 so far.

‘Exceptional’ refers to the fact that for p > 3 prime, a nonzero morphism from S*/p to
SH [p implies that A dominates y, i.e. 37,y 4 Ai > Doep 4 e for all j € [1,n] [J 78, 13.17].
This does not hold for ‘one half’ of the specializations of the following generic morphisms.

Proposition 4.2.11 (the constant sum morphism) Let k,l € [1,n] such that n — I
and k — 1 are even. Let the following Z-linear map of rank 1 be defined on the standard
polytabloids (b).

S)\k S SAI
<b> - E(c) standard <C>

This map factors over a ZS,,-linear morphism
Mgt 5N o,

Note that modulo 2 the formula for the image (b)s holds for all admissible tuples b.
We claim that for u € [2,n] and for (b) standard we have

({(B)(1 w))s — ((b)s)(1 u) € 2™
Case u € b.

((OY(1Tu))s — ((B)s)(Lu) = =i sh (0 = (X st. (€))(1w)
= =Ygt (O T X0 st ueel® = Xio) sty ez ({€) — Ziec(c™))
=2 Z( st., u€[2 \czt€c< )

The number of times a standard polytabloid with an entry u in the first column appears
in this sum (coefficient +1) equals the number of possible replaced entries, which is given
by the even number n — [.

Case u € [2,n]\b.

((0) (L u))s — ((b)s) (L u) = ({b) — e (b""))s — Loy st. () (1 )
=2 (1 - ( - 1)) Z(c st. <C> + Z(c) st., uea<c>
- E( ) st., u€[2,n] \c(<c> EtEc<Ct,u>)
=2 (k - 1) Z st. <C> E(c) st., u€[2,n]\c EtEc<Ct’u>7

which vanishes modulo 2 since k — 1 as well as n — [ are even (cf. the case u € b).

Example 4.2.12 Forn = 5 we may let k = 3 and | = 3in (4.2.11). This leads to z7; =» z1,
implied by tie t in (S 2.2.4) as well as to the single quasiblock ties modulo 2 in quasiblock

00
7, since, shrunken blockwise, we may write the constant sum morphism as (0 0 0) Cf. also

(S 0.6). This example, calculated directly by computer first, convinced me of the relevance
of modular morphisms.
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Proposition 4.2.13 (the transposition morphism) Let k € [1,n]| be even. Let the
following Z-linear map of rank 1 be defined on the standard polytabloids (b), where we
denote c to be the increasingly ordered tuple in the first row of (b), corner excepted, i.e.
c =1[2,n]\b as sets.

S)‘k _Z> S(}\k)/
() — Ysee Xten(c™)-

This map factors over a ZS,,-linear morphism
Mg ZL g g,

Note that modulo 2 the formula for the image (b)z holds for all polytabloids consisting of
a 1 in the corner, remaining first column b and remaining first row ¢, regardless whether
b or c is ordered increasingly.

We claim that for u € [2, n] and for (b) standard we have

((B) (1 w)z — ((b)2)(1 u) € 2™,
Case u € b.

() (L w)z = ((B)2)(Lu) = —(Esee Lies{c™)) = (Esee Leen{c™) (1))

= _25602t6b<cs,t>
— Yoee Zrena () = (Tueas{(€)78) = ((c)))
+Zsec<cs’u>

=) Tece Sietu ((zm\s« SOOI ER(CRY

= (Tswee v Senna{(€)P™) + (k — 2)(Toee(c*™))

= (Savee soo Sren (((€D)75) + (()29) + (k — 2)(Taeelc™™))

= (k= 2)(Zsec(c™))-

Case u € c.

((b) — Xoes (b)) 2 — (Zsec Lien(c™) (1 u))
ZSEC Zt€b<cs’t>

- Zveb ZSEC“’U ZtEb“’" <(Cu,1})s,t>

+ ZsEc\u Et€b<cs’t>

— Tren (1) = (Suearul(@))) = ()

((0) (1 w))z — ({b)2) (1 u)

i

=2 Yueb Lsecnn Lepon{(€)>")
+ Ziep(Zvearu(c™) + (0)
= Zveb Zséc\u Eteb\v <(cu,v)s,t>
+ 2 veb Eteb\v((cu’v)v’t
+ Eveb ZsEc\u« u,v)s,u>
+ Zoen ("))
+ Eteb E’UEC\U <C ’ )
+(k — 1){c)
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= Ev,téb,v#t EsEc\u«cu’U)s’t)
+ Ev,teb,v;ét <Cu’t>
- Zueb ZsEc\u<CS’U>
+(k —1){c)
+ Zteb szc\u<cv’t>
+(k —1){c)
=2 Z’u,teb,v>t ZsEc\u(«cu’v)s’t) + <(cu,t)s,v))
+(k = 2) Xpep(c™)
= (k= 2) Ziep{c™).

Proposition 4.2.14 (the two box shift morphism) Let k € [1,n — 2]. Assume n to
be odd. Let the following Z-linear map be defined on the standard polytabloids (b).

S)\k _g» S)‘k+2
<b> - Zs,tE[Q,n]\b,s<t<b7 87t>'

This map induces a morphism
SN 2 L g2 o)

Note that the formula for the image (b)g holds for all for all admissible tuples b.
We claim that for u € [2,n] and for (b) standard we have

() (1 u))g — ((b)g) (1 u) € 25N,
Case u € b.

(O u))g—((b)g)(1u) = — Zs,te[Z,n]\b,s<t<ba s,t) + Zs,tE[Q,n]\b,s<t<b7 5,1)
= 0.

Case u ¢ b.

(B (L u))g— (D)) (L u) = X tenss<t(b; s, 1)
- Eweb Zs,tE[Z,n]\bw’“,s<t<bw’ua S, t)
- Zs,tE[2,n]\(qu),s<t(<b’ S, t) - (zveb<bv’u’ S, t>) - <b’ U, t) - <b’ S, u))
+ Xtefur1,n\6{0s us 1)
+ ZsE[2,ufl]\b<ba 85 u)
=2 Dweb Do te[2,n]\be e, st (0, 8,1)
+ Zs,te[Q,n]\(qu),s<t((zv€b<bv’ua S, t>) + <b’ u, t) + <ba 85 U’>)
= Yweb Ls e\ (buu), s<t (0" 8, 1)
+ Yweb Ltefuw-t1n)\ (buw) O W, T)
+ Xweb Lse2w—1]\(buw) (O, 8, W)
+ Zs,tG[Z,n]\(qu),s<t ZUEb(bv’u’ 5, t>
+ e puw) F (2,1 = 1\ (0 Uw)) (b, u, )
+ Ysepzn\euw) F([5 + 1, n]\ (b U u))(b, 5, u)
=0 Yweb Ls e\ (buu), s<t (0 8, )
+ Pweb 2tefuw-t1,n)\ (buw) (0 Us T)
+ web Lse2w—1)\(bun) (s S5 1)
+ Zveb Zs,tE[Q,n]\(qu),s<t<bv’u’ 5, t>
+ Zieppnn ooy (F#([2,8 = 1\ (b Uw)) + #([t + 1, n]\(b U u))){b, u,?)
= (k— 1) Ziepn)\uu) (0 4, 1)
+ Xtenpuw (P — 2 = k) {b, u, 1)
= (n—3) Ziepzn)\uw) (b u, 1)
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Proposition 4.2.15 (the two box cancellation morphism) Let k € [3,n]. Let the
following Z-linear map be defined on the standard polytabloids (b).

k h k—2
SA — SA

<b> - Es,teb,s<t<b\{8: t}),
where the latter expression is to be read as e.g. (2,3,4,5)\{2,4} = (3,5).

This map induces a morphism .
SX g L 9N g,

Note that the formula for the image (b)g holds modulo 2 for all admissible tuples b.
We claim that for u € [2,n] and for (b) standard we have

((b)(1 w))h — ((BYh)(1 u) € 252",

Case u € b.

(DA u))h = ((B)R)(Lu) = —Xssep,s<i(b\{s,1})
+ Zs,teb\u, s<t<b\{87 t}>
+ Ysepzaon (M5 13 = Toen (s (O\{5, 1))
+ Leeurmins (O 1) = Toen gury (B\{u, 1)) )
=2 EsE[Z,u—l]ﬂb Eveb\{s,u} <(b\{8ﬂ u})v,u)
+ X tefut1,n)nb e fuyy O\ {w, 1))
=2 EsG[2,u—1]ﬂb Zveb\{s,u} <b\{87 ’U}>
+ Zte[u+1,n]ﬂb Zveb\{u,t} <b\{1), t}>
= Es,veb\u,s¢v<b\{sﬁv}>
= 2 Zs,veb\u,s<v <b\{8’ IU}>

Case u ¢ b.

() (L u))h — ((BYA)(L w) = 3 sep,s<i{b\{5,1})
- Eveb Es,teb”’“,s<t<bvyu\{8’ t}>
— D5 teb, s<t ((b\{s, t}) — Eweb\{s,t}<(b\{8’ t})wu>)
= - Eveb Es,teb”’“,s<t<bvyu\{8’ t}>
+ Es,teb,s<t Eweb\{s,t} <(b\{8’ t})w,u)
= Zveb Es ;teb\v, s<t<b \{S t}>
Zveb Zse ([2,u—1]\v) ﬂb<b \{S u}>
Zveb Zte [u+1,n]\v)N < \{U’ t}>
+ Es,teb,s<t Zweb\{s t} <b \{8 t}>
= - Zs,teb, s<t Eveb\{s t}< \{S t}>
- Eveb EsE([Z,u—l]\v ﬂb(b\{sa U}>
— Yoveb Lte(ut1apw)nsON{v; 1})
+ Zs,teb,s<t Zweb\{s,t} <bw,u\{sa t}>
= = Zveb Zseb\va)\{sﬂ U})
= =2 Zv,seb,v<s<b\{51 U}>

Remark 4.2.16 In the notation of (4.2.11, 4.2.13, 4.2.14, 4.2.15), neither the constant

sum morphism S*" /2 — g /2 nor the transposition morphism S** /2 . SO /2 nor
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the two box shift morphism S**/2 — $***/2 nor the two box cancellation morphism

h -
S /2—S AR /2 vanish, since in each case there exists an element in the image with a
nonvanishing coefficient when displayed as linear combination of standard polytabloids.

In the following examples (4.2.17, 4.2.18, 4.2.19) we regard some ties resulting from special-
izations of the generic morphisms exhibited so far.

Example 4.2.17 (the Kronecker quiver appears) Let n = 6. We have the box shift
morphism (4.2.3)

S /9 J, SGLLY /9

@ — (D+0)+@)

given by the matrix

1110000000
1001100000
0101010000
0010110000
1000001100
0100001010
0010000110
0001001001
0000100101
0000010011

with entries in F'5, where the standard polytabloids are ordered by their first column lexico-
graphically and the matrix operates on the right on the row vectors representing elements
of the Specht modules.

We dispose of the constant sum morphism (4.2.11)

Sthhb/2 - 5(23,1’1’1)42 2 2 2 2 3 3 3 4
Gy — () +(E) () )OO+ (E)+ ()

given by the matrix

1111111111
1111111111
1111111111
1111111111
1111111111
1111111111
1111111111
1111111111
1111111111
1111111111

Searching simultaneous bases amounts to search for a normal form for the corresponding
module over the Kronecker quiver. Whereas the situation generalizes to a generic one, I do
not know the generic answer.

In the other direction, we dispose of the transposition morphism (4.2.13)

§@LLY /9 Zo gL /9
2

() — O+@OHOH+E D)

given by the matrix

0011011110
0101101101
0110110011
1001110011
1010101101
1100011110
1110001011
1101010101
1011100110
0111111000

Denote X := S(411 /2 and YV := §G:1:11) /2. We note that

— X —Y —-> X —Y — ...

is a periodic exact sequence. Let

X'=F((1),(3),(6),(5) . (s) - (6)) € X
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i.e. let X' correspond to the last six rows of the matrix of f given above. X' is a complement
to the kernel of f. Let Y’ be a complement of X'f in Y. We obtain, identifying X' and
X'f via f and Y' and the kernel of f via z, the block matrices

00
f 01
x-Ly) = vex Sy ex)
5 0%
(X —=Y) = VaX —Y &X'
10

z 00
Y-X) = VoX —Y aX).

Note that in the chosen basis for X’ above and the image of this chosen basis - the last six
rows of the matrix for f given above - § has the matrix

it

1
1
1
1
1
1

el

1
1
1
1
1
1

i
el

Conjugation by

e e
=HOOO~O
—HOOHROO
—HO~ROOO
[l ==Y =Y=]
=OOOOO

from the left turns this matrix into

000001
000000
000000
000000
000000
000000

Thus, shrinking blockwise and using the basis for X’ corresponding to this conjugation, we
obtain

F=

z =

|
T 1T 1
[=l=lelHeloleleleloloY=]
[elelelelelolelelelel Y]

[olelelelelolelelel oY)
COO0O0O0O+HOROOO

in which the blocks have sizes 4, 1, 4 and 1 from left to right resp. from top to bottom. We
choose a corresponding integral basis of the Specht lattices (A.2.1). Hence f, 5 and Z yield
the two-quasiblock-ties, where, as in (S 2.3.5), the quasiblock number 9 resp. 10 belongs to
(3,1,1,1) resp. (4,1,1), and which we give in the redundant manner in which they result
from the morphisms,

4 1 4 1 4 1 4 1
C [ 2 2 2
2 a a a a b |a a
2 a a a a 2 |a a
2 a 2 |la 2 |a b a 2 |a a
9 10
a =9 z10
b z° =5 z!°
c 29 =y 29,

7
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which one may compare to (S 2.3.5). NB this shows the possibility of the existence of
quasiblock ties that involve more than one entry and that are not induced by a modular
endomorphism of the corresponding Specht lattice — we check directly via a computer
calculation that there are no nontrivial endomorphisms modulo 2.

A generic extension of this example is unknown so far.

Example 4.2.18 We use matrices as in (4.2.17).

In case n = 2k — 1, we regard the transposition endomorphism
SXe 2 SN /2

of (4.2.13).

For k = 3, n = 5, we obtain 1 = Z 4 5, so that the arising quasiblock ties are known from §
already (4.2.12).

For k=4, n =7, welet X := S&L11 /2 7 has as matrix

OCOO0O0O0O0ORRFOOORRRFEFEFEO
OO ORFFEFEFOOOOOOROOHM
OFROFHHOFHRFOFROOOOHROORO
OFRFOHFOORFOOOHOOROO
HOORFRHOOHRRFOOFOOOORHO
HOFROFROFRFROFOFROOOORORO
HFEOOORRFEFEFOROOOOORFOO
HEEOOOHORROOHOR=EOOOO
HFEOROROFROROROROROOOO
HORRROORFROROORRFROOOOO
o»—u—n—n—u—u—ﬂOOOb—n—H—‘OOOOOOOI

COO0OO—RHOOFROFRFOORFFROM
COOOOFOFROFROROROROM -
COO0OOHRFOFROORFOFROOORRF~
OO ROOOOORORRFFEOOOR=
ORO~ROOOOROFRORFORORO =
ORFOOOOROORFHFOORRFOOR
—HOOHROOFROOORFOORFORRFO
HOFROOROOOOFRORFORRFEORO
HEOOFROOOOOORHFERFORFOO

We obtain z2 = 1, thus (1 + z)2 = 0. Let K be the kernel of (1 + z), which has dimension
14, let I be its image, which thus has dimension 6 and is contained in K. Let C be a
complement of K in X, let D be a complement of I in K, so that, identifying C' with I via
(1+ %), we obtain

[ =]=]
[=)eje]
(=)=l

X5 X)=(CeDacC

CeDaC).

Cf. (S F.7).

A generic extension of this example is unknown so far.

Example 4.2.19 (a decomposition) We use matrices as in (4.2.17).

Let n = 7. We have the constant sum morphisms (4.2.11)

5(3,1,1,1,1)/2 . 5(5,171)/2
SGLLLD /9
5(3’171’171)/2

S(Salvl)/27

SGLY) /2 —
S(Sylvl’lvl)/z —
5(5’171)/2 —

all of them given by matrices whose entries all equal 1. In particular, 5,5, = 83, 5251 = 54.

We dispose of the two box cancellation morphism (4.2.15)

SG:L1L.1) /9 R SG:L1) /2

() — @@+ @ @@

T W N
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given by the matrix

~111001100100000-
110101010010000
110011001001000
101100110000100
101010101000010
100110011000001
011100000110100
011010000101010
010110000011001
001110000000111
000001110110100
000001101101010
000001011011001
000000111000111
1000000000111111-
We dispose of the two box shift morphism (4.2.14)

§G:1.1) /2 9, SBLLL) /9
2 2 2 2 2 2
(3) — <i>+<2>+<i>+<§>+<§>+<2>
5 6 7 6 7 7

given by the transpose of the matrix of h.

Denote X := SGLLL /2and Y := §(4>11) /2. 53 is an idempotent of X, 54 is an idempotent
of Y. We decompose X = I3 @ K3 into the the image I3 and kernel K3 of 33 = (§0) and
Y = I, ® K, into the image I, and the kernel Ky of 54 = (§9).

Note that
h 00
(X — Y) = .[3 @K3 JE—ZL> I4@K4
g 0

Y — X) = l41oK, I; & K3)

since 53h =0, hs, = 0, 5,9 = 0 and g53 = 0. Now hg = 1 — 55 and gh = 1 — 54 yield a3 =1

and fa = 1.

Moreover,
X 2 y) = ok, —80 . eKy
(Y‘E’X)Z(A®K4 b5 I; & K3)

since (]. — §3).§1 =0, 51(1 — 54) =0, (]. — §4)§2 =0 and 52(1 — 53) = 0. Now 5139 = 33 and
5251 = 54 yield v = 1 and évy = 1.

Identifying K3 and K4 via a and identifying I3 and I via v we therefore obtain the ties

1 14 1 14
a 2 a 2
2 b 2 b
X Y
a Tr =2 Y
b z = vy,

the notation being selfexplanatory.

Cf. [J 78, 23.10.iii], (S F.4). A generic extension of this example is unknown so far.
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4.3 The one-box-shift morphism

We exhibit a generic modular morphism between Specht lattices attached to a combina-
torially related pair of partitions (4.3.31). More specifically, the second partition arises
from the first by a downwards shift of one box. The formula for the map is given by a
linear combination of polytabloids with coefficients polynomial in the combinatorial data,
the occurring polytabloids arising from the one which is to be mapped by shifting an entry
stepwise from the column of the first box position to the second.

The reader might wish to regard the ‘sufficiently large’ example in (S 4.3.5) beforehand.

4.3.1 Preparation

Notation 4.3.1 Let A be a partition of the natural number n. Let z := A. Let g,k €
[1,2], g <k, such that (¢ =1 or X{_; > X)) and (N, > A;,»), in particular, k +1 < 2.
In other words, we require

A+1 for i=gyg
=% Ni—1 for i=k+1
Al else

to define a partition p. Pictorially, we move a box from the bottom of the (k + 1)-th
column to the bottom of the g-th column in order to pass from A to p (1).

Note that the free ZS,-module on one generator can be realized as having as basis the
A-tableaux, equipped with the natural operation, thus called F* (cf. 4.1.1). We will define
ZS,-morphisms from F* to S* as follows. Let

(a1 ... a, )

denote the u-polytabloid generated by the tableau

[a1 ... a, |,

where the a; denote p-tuples giving the columns of the p-tableau a. The entry in the i-th
column and the j-th row is thus denoted by a; ;. Note that this is a change of notation
compared to (4.1.1), necessary in order to handle columns.

Let e denote a function
lg+ 1,k — {0,1}
_j —_— €j.
For example, in case ¢ = 2, k = 5 we write e = 101 for e3 = 1,e4 = 0,e5 = 1. Let,
accordingly, 7 denote the strictly monotone function

such that [ = #e71(1), j € if,) <= e; = 1, i.e. such that e is the characteristic function
of 7. Note that [ may be zero. Let iy := g, 441 := k + 1, and, consequently, e, := 1,

'C. RINGEL suggested to generalize from X}, =1 to A}, arbitrary, as presented here.
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ex+1 := 1. Furthermore, let e; = 0 for j & [g, k + 1]. To continue our example, we obtain
e1=0,ea=1,e3=1,e4=0,e5=1,e6=1and e; =0 for j > 7.

Occasionally, we allow ourselves to treat single elements and tuples of elements as sets,
as long as the notation remains unambiguous.

Recall that we write ¢! for the tuple ¢ with its entry s replaced by ¢. Denote by ¢* the
tuple ¢ with its entry s removed and the following entries shifted by one to close the gap.
(This shift ‘causes’ the sign in the formula below.) Let, for the tableau a and for z € a,
more precisely, ¢ € a;, () be its position in a; minus one, i.e. @;x(z)+1 = -

Let f, be the ZS,-morphism defined by

FA ﬁ, SH
T1,T2 T2,T3 T1sTi41 Zi41,
e Qg ... .. e a; )
[a1 .. az] — Z (—1)7F(Iz+1) < xg i1 ia i k+1 >
.'ElEail,..., wH_lEaiH_l 1
We also write z; € a;; as short for z; € a;,..., %141 € a;,, in such formulas to indicate

this multiple sum. F* e, S* in fact is a well defined ZS,,-linear map since its defining
operations on the tableau entries depend only on their positions.

For a A-tableau a, we denote

d(ar...a; )oe,=:(a ... a, ) o

G'ESC

where ¢ C a, and where S, denotes the symmetric group on the elements of (, i.e.
S¢ == Cs,([1,n]\¢). ‘o’ is to be read ‘moved in’. Analoguously for tableaux, the sum
being formed inside F*.

For a tuple (s1, $,...), we denote
(Sla- <3 Sigy o5 Sigy - ) = (815' <3 8i1—1y Sig+1y - - o5 Sig—15 Sig+15 - - )

In this section, the variable p is used as an index, which is not a prime number in general.

Lemma 4.3.2 The kernel of

F* — SA
[a1 ... a,] — (a1 ... ay)

is generated over ZS, by the one-step Garnir relations and by the signed column
transpositions.

One-step Garnir relations are elements of the form

Ga,ﬁ,n = Z [a1 cee G5 Qjy1 .. CLZ] O&y,
O'ES§ XST]\SEUW

where j € [1,k], £ C a;, n C aj41, E+n=H#a; + 1.

Signed column transpositions are elements of the form

a1 ... aj ... a] + [a1 ... aj ... a;](s 1),
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where 5,1 € aj,s # 1.

Modulo signed column transpositions a one-step Garnir relation can be written more con-
veniently as

1

Ga,m:M[al R ¢ 7 7 S az] O(fU’I]).

The usual proof - usually phrased in terms of S* - that the standard tableaux generate
Z-linearly the module (F* modulo one-step Garnir relations and modulo signed column
transpositions) suffices to prove the lemma, since therefore (F* modulo these relations),
mapping onto S* (4.1.4), has the same rank over Z. We will give this usual proof, working
already in Fj := (F* modulo signed column transpositions, i.e. modulo signed column
permutations).

We order the tableaux such that for two tableaux the largest entry which lies in different
columns decides their ordering in such a way that in the smaller tableau this element lies
in a larger numbered column, i.e. further to the right. This leaves us with a total order in
the canonical Z-basis of F, over which we perform an induction. The smallest tableau
is standard (up to column permutation).

Assume, after ordering the columns of the tableau a increasingly from top to bottom, that
a is not standard because the entry c in the j-th column a; is larger than the entry d in the
(4 + 1)-th column a;11, where both ¢ and d lie in the t-th row. Let & := (aj4, ... aj,x)

let 1 := (aj11,1,. .-, a5414). Note ajpry < v < ajpp =d < c=aj < - < ajy.
All summands occurring in G, ¢, not equal to ¢ modulo column permutation are smaller
than a, since the largest entry being moved out of its column is moved to the right, for it
cannot be a member of 1. a itself occurs in G, ¢, with coefficient 1.

Lemma 4.3.3 The signed column transpositions vanish under fo (4.3.1).
Let s,t € ap,s #t. We have to consider the case e, =1 only.

Case p € [g+ 1,k], i.e. p =iy, u € [1,]] (the calculation is valid also for u = 1).

Ty—1,Ty Ly, Lu+1
Z (_1)W(wl+l) < ag aiu_l U/iu > (S t)

zjea,-j T1

— 1\ (Z14+1 LTu—1,Tu LTy, Lu+1
= E ( 1)(+)<...aiu_1’ ceeap” >

Tj€a; i SHETy, tFTuy

+ Z ( 1)”(“+1)<... af:_‘ll’t (ajfuﬂ)t,s

Zj€ai;, J

+ Y (—1)w(wz+1><_._ N (T LR

Ti€ai;, jFu

—_ = _ T(Ti41 Ty—1,Tu Ty, Tu+1
= S (e (e e )

Tj€i;, SFLu, tF Ty

- Z (—1)ﬂ(zl+1)< af:_‘ll’t aif““ >

zjea‘ij , J#u

— Z (=1)"(@41) < caTht eyt >

Ti€ai;, jFu

Ty—1,Ty Ly Tu+t1
_Z 7T(-’El+1)< . ag ...aiu_l a,iu >

T Ea, z1
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Case p = k + 1 =4;4; (the calculation is valid also for | = 0).

T1,T141 Ti41,
Z (_l)ﬂ'(wl+1) < - a/g .. a/il - ail+1 .- > (St)

:L'anij 1

- - 3 O T

Tj€ai;, SETI41, tETI41

D DR G ViCK UL (NS LER

j€ai;, jAI+1

> YO (e () )

z; Eaij , JAH1

= - > (—1yer) (L ageme g )

Tj€ai;, SET 141, tETI41

D (RO (gt gl )

i G141
zj€ai;, j#l+1

S DN C VORISR CLE R QUL

Tj€ai;, JFI+1

T1,T141 Ti+1,
_ —Z(—l)”(wl+1)< (lg ail "'a’il+1 >

Zjeaij 1

Case p = g. Nothing to do.

If the moved subset is too small for Garnir by one box, we still have the

Lemma 4.3.4 Consider the p-polytabloid

< a ... Qg )

Let £ Cap, 0 #n C ag, p < q, such that #& + #n = #a,. Choosing © € a,\& and y €  we obtain

(...oap ... aqg ... ) o(EUn)

#1 (cooad¥ ..oal® o..) o(EUn).

T Her1

The Garnir relations in S* (4.1.4) give

0= (...ap ... ap ... ) o(§UzUn)

Z z (...ap ...aq ... YO &g

wEEUzUN 0ESeuaun, Wo=T

:Z Z (...ap ... aq ... YO &g

wWEE 0E€ESeyuaun, WO=T

(i ap .. ay ...
+ Z Z (.c.ap ... ag ... YO &s

weN\y 0ES¢uaun, WO=T
+ E (...ap ... aqg ... YO &g

TESguzun, Yo=T
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weE o' ESeuny
(...ap ... ag ... yo(EUn)

_|_

+ Z Z (...ap ... ag ...

wen\y o' €S¢uaun, yo'=c

+ Z (...ap ... ag ... YO &g

0EStuaun;s YO=T

= (#+1)( ...ap ... ap ... ) o(EUn)
+ #n Z (...oap ...ag ... YO &s

0ES¢urun; YO=T

= (#+1)( ...ap ... ap ... ) o(EUn)
— #n Z (cooal¥ ..oad® .. ) o'y

O"ESfun

Blowing this up a bit, we obtain the

Lemma 4.3.5 Consider the p-polytabloid

(a1 ... a; ).

Z Z (cooap ... ag ... )0 gg

Generic modular morphisms

(via ¢’ = (wz)o)

(via o' = (wy)o)

(via o' = (zy)o)

Let £ Cap, n Caq, p<gq, such that #& + #n = #a,. Denote £:= ap\§. Then

(..
=#&#n (.. ab ...

.Gy ... ag ... ) o(EUn)

where the tuple substition in the latter expression is to be understood as having fizxed a bijection &€ =1
responsible for both substitutions. We will use this notation whenever using this lemma directly or indi-

rectly.

(.c.ap ... ag ... ) o(EUn)

UID _#moazv L ape ... ) o(EUD)
) (ag,z)y’,x’ ... ) o(&Un)

an T
434) (o) e
= @@y (- @)
(43.4)

(4:3.4) ##E o afm agf ...y o(&un)

#ap!
= e (...oab" oalt ).

So that in case the moved subset would be large enough for Garnir, but is deformed by one box, we

obtain the

Lemma 4.3.6 Consider the p-polytabloid

< a ... Qg )

Letw € a,, £ Cay, nCay, r <p<q, such that #& + #n = #a,. Denote £ := a,\¢. Then

(coiapr oap ...

#ap) " - B
:(#é") <...a7. .._af)a”l ___ag,g

.y e(wuéun)
) o(wU&Un).



The one-box-shift morphism

(...ar ...ap ... ag ... ) o(wU&UnN)
= (...a ...ap ... ap ... yo(EUn)
- Z(...a;"’w a2 ag ... ) o (wU(§\z)Un)

— Z( ceaPtooap ..oa? o) o(wU&U(n\y))

= #f!#n!(( R K ag’g_ )

= #{!#n!(( cee Gy ... a8 ... ag’g_ cee )

T€EE
= > (amy (@ apf L))
= l%eég!#n! & n& o(wU E,n)
= #a,) (ovap cooaxy™ oapt L) o(wUay

In case we augment this subset by one box, Garnir applies again, so that we dispose of the

Lemma 4.3.7 Consider the p-polytabloid
(a1 ... ay ).
Letw € ar, £ Cap, n Cay, 7 <p<gq, such that #& + #n = #a, + 1. Denote £:= ap\§. Then

(.coar oo ap ... ag ... Yy o(wU&Un) =0.

(oG .coap ... ag ... ) o(wUE&UDN)
(.o @p ccoap ... ag ... ) o(EUn)
- Z(...a}ﬂ”’z s @@ ag ... ) o(wU(E\z)Un)

FASIS
- Z(...a},”’y...ap...ag’w o) o(wUEU(n\y))
Garnie, (11.4) ©
arnir, (4.1.4
z 0->0-)0.
zet yen

Finally, a reindexing of a signed sum yields the

Remark 4.3.8 Consider the p-polytabloid

< a ... ay )

Let ( Ca, 0 €S;. Then
(...ap ... aqg ... ) 0C
=& ...ap ... ag ... Yo o (.

We will make use of this fact in composition with column permutations not necessarily within (.



86 Generic modular morphisms

4.3.2 Strategy

Orientation 4.3.9
Our aim is to find a linear combination of the maps f,. as defined in (4.3.1)

f::Ze Ue fe
F/\

Sk,
ue € Z, e running over the maps [g + 1, k| . {0, 1}, which factors as

Fr—L . gu

SA ——— SH/m,
where m denotes the length of the path covered by the shifted box, i.e.

m:=14(k+1-=g)+ A, = A1)

This integer m, unfortunately, comes out of the calculation only, a priori there is no reason
for it to occur.

Suppose given some f, (4.3.1) and some one-step Garnir relation G,¢, for a
A-tableau a and for £ C ay, n C apy1, p € [1,2 — 1], #E + #n = #a, + 1 (4.3.2).

We denote
#].Z{Aé = #a;  forj#g
No+1 = Fa;+1 forj=g.

We have to calculate the images of the one-step Garnir relations under f, (4.3.1) in case-
by-case analysis, i.e. we have to evaluate the expression

1

Ga, s fe = T au
o #5!#77!%%

Z1,T2 Z1,T141 Zi41,
<...ag...a .. a e

71 1]
T

Yotcun)

in order to be able to exhibit coefficients u, such that 3=, u.Gyenfe € mS* (4.3.2).

We have to distinguish eleven cases.

(I) e, =1, epy1 = 1. Let 4, := p.

(i) v=0#1

(ja) v=0=1lie.g=14p,9+1=k+1=14.
(i) v € [1,1—1].

(i) v =1 0.

(I) e, =1, ep41 = 0. Let i, :=p.
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(i) v=0.
(i) v € [1,1].
(iii) v =1 +1.

(IIT) e, =0, epr1 = 1. Let i, :=p+ 1.

(i) g>2,v=0.
(i) v € [1,1].
(iii) » =1 +1.

(IV) e, =0, ep1 = 0.
We continue to denote & = a,\&, 7 = a,.1\7-

Notation 4.3.10
Suppose given £ C ag, n C ag1, y € 0, such that #& + #n = #,, and a strictly increasingly ordered
tuple of ¢ elements (s1,...,5:) C [g + 2, k], possibly empty. Let s¢y1 := k+ 1. Let

Z (_1)77($t+1) < . a‘g’n\y (a‘Z_\:{l’g)y7ml . agll’z2 PN agfill’ PN > )

Alsn, .50,
Y

n =
zj€as;, JE[1,6+1]

Alternatively, we admit, with [g + 1, k] = {0,1} such that e; =1 <= j € s[1 4, i.e. with e being the
characteristic function of s, the notation
Ag,ﬁ,n = A(Sl, ey St)gﬂ]'

Furthermore, we let

Emy o m\y.€
" .. qa (a W
A = (1) < o > (% A0,

Notation 4.3.11
Suppose given £ C ap, 7 C apy1, p € [9+ 1,k], y € n, such that #& + #n = #, + 1.

First, assume p € [g + 1,k — 1]. Suppose given a strictly increasingly ordered tuple of ¢ elements
(s1,---,5t) € g+ 1,k]\{p,p+ 1}, possibly empty. Let s;y+1 : =k + 1. Let

Y
17"'7St)£’7]

B(s
. #ip! Z (_1)7r($z+1)

Tu—1,Y En\y ( M\y.€\y,z Ty, Tutl Tiqn
<...ag...a5u_1’ ceeap N (ap )T L asy cas
z;j€as;, JE[1,t+1]

T

>°(§Un)-

Second, assume p = k. Suppose given a strictly increasingly ordered tuple of ¢ elements (s1,...,s:) C
[g + 1,k — 1], possibly empty. Let

BI(Sl,...,St)g,n B B
EM\y  n\y,§

1 caQg...agh®? o aitY . a (a ) EAI
=Y (—1)n(y)< g k ki >o Eun).
(1.2]

k'zjeas].,je T1

Alternatively, we admit, with [g + 1, k] S, {0,1} such that e; =1 <= j € s[1 4, i.e. with e being the
characteristic function of s, the notation

Bg,g,n = B(sl,...,st)g’n
!
e:l,li,n = B’(sl,...,st)gm.

Remark 4.3.12 The expressions in (4.3.10, 4.3.11) are in fact independent of the choice
of y € n. However, this will not play a role.



88 Generic modular morphisms

4.3.3 Calculations

We keep all previous notation, e.g. £ = a,\¢, 7= api1\n.
Calculation 4.3.13 We treat the case (Li), i.e. £ C ag = ajy, 1 C agy1 = aiy, | # 0, #E+ #n = #,.
Choose y € . We claim that

Ga,E,nfe = (1 + #g - #g+1)A(i2a cee ail)g,n'

In order to evaluate
1 cooag @t oL
G, £ nfe = Z (_1)7r(zl+1) < s > o(§Un)
18 ] !
#e!,
we distinguish two subcases for the occurring summands.

Subcase z; € 1.

z< ag az-ll’ 2 '”>0(§Un)

z1EM

— y’$2
(4.3.8),0’5(z1 yz2) Z < ... Qg azl > o (é‘U’I])
T1€EN Yy ~ _
o ag,n\y (aig;w)n\yé . >

Y

(4.3:5)

(#E+ D0 — 140 <

Subcase z; € 7.

Z< ag afll’“ -”>°(§U77)

z1€7 Z1

“E gy < ™Y (@ >

e1E7 Y .
&n\y Y22 \n\y,E
... a (a2 )ymuts .
= ey < Pt >

T1EN Yy _ B
ag’"\y (afl’“)"\y*g >

=~ (#a — #e +H#E) < y

Altogether, we obtain

I > (—1)w(wz+1)< g @ >o(£un)

zj€ai; 71
En\Y [ y.m2\n\y,E
...a (@ 2)ymuvs
= (Lt —#i) (—1)”<$'+l>< oo >
: D )

Tj eaij , J#1

(L +#g — #i)AG2, -, i),

(4.3.10)

Calculation 4.3.14 We treat the case (Lia), i.e. ¢ = k, £ C ayg = as,, 1 C Gg41 = G, = gy,
#E+ #n = 4. Choose y € n. We claim that

Gagnfe= 1+ #q — #g+1)Agn-

In order to evaluate

1 e oo
Gaemle = W#n‘ Z (_l)w(zl) < ag a;, > o (€un)

T1€ai, 1



The one-box-shift morphism 89

we distinguish two subcases for the occurring summands.

Subcase z; € 7.

Z(_l)w(m1)<... ag afllv "->0(§Un)

T1EN n
y7
(4.3.8), a-(my) Z 7r(y)< - g Gy e >0(§U77)
T1EM y

En\y ( 9,\n\y,E
U ()T e+ 1)l - 1)!#n< et T >
)
Subcase z; € 7.

Z(_l)w(w1)<-.. agy aill’ '-'>0(£U77)

T1€E7M 1
429 e 3 (1)) < ™ (@) >
z1€7 y
- _#f'#n‘z 7r(y)< . Clg’n\y (al)m\v€ >
2167 y

\ N\YE
= (D)W (s —#g+#e)<“' 4™ (at)os >
Y

Altogether, we obtain

..a afll’
#51#77! Z DR < ! > o (§Un)

T1€EQiy 1

- (1+#g—#il)<—1)w<y><--- a5 (af)w >

Y
(4.3.10)

(L+#, — #i) A,

Calculation 4.3.15 We treat the case (Lii), i.e. £ C ap = a3, N C Gpy1 = a4, v € [1,1 — 1],
#E+#n =5, +1. Choose x € €, y € 5. We claim that

Ga,E,nfe = —(]_ + #p — #p+1)B(i1, .. ,%,,,i,,“, . 7il)g,17'

In order to evaluate

Ty—1,Ty Ty, Tudl  Totl1,Tut2
,£7Uf€ = 6'#77' Z ﬂ(zl+1) e aiy_l e a/,i” aiu+1 e ) o (é- U T’)

zEa

we distinguish four subcases for the occurring summands.

The subcases z, € £, 7,1 € 1 as well as z,, € £, 2,41 € 7 yield zero summands by the Garnir relations
(4.1.4).

Subcase z, € £, 2,41 € 17.

SOOS (Al el gy o(eUn)

T,EE Tu4+1EM

(4.3.8),0 = (zv41 Y Tvi2)(2v 2 Y) Ty 1,2 T
r2 v— Yy YsZTv 42
= E E (ooa " oapt e ) o (£Un)

T,EE Tu+1€EM

4.3.6 o\l _ 3 . 3
(4.3.6) #EH#n (##g) (.ooapmht o (afljy)f;“,n\y (azﬁlw)n\y,g ... Yy o(€un),
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where the (4.3.8)-step remains true, mutatis mutandis, for z, = x or x,41 = y or both. Similarly further
down, without being explicitely mentioned.

Subcase z, € {, z, 1 €.

S0 (AT et ag T ) o (§Un)

T, EE Tv+1€ET

(4.3.8), 0 =(zy T T0v41) 1, . 1T
= Z Z (oot et afu:fz“ ... ) o(Eun)

wy€§ Tu4+1€7

4.3. 3 F
U0 (Jen) T X T Ceal T (e (@ e ) o (€ Un)

T, E€E Ty41€7 L
= — e (##?jl) (... afuu__ll,w e (afljy)ﬁm\y (aifiijﬂ)n\y,ﬁ ... )Y o(Eun)

Altogether, we obtain thus

Ga’&?nfe
— —71#;;7% Z (=1)7(@+1) (... Gfu"__f’z ... (a z;y)ﬁ \Y (g yf;ﬂ)n\y £ )y o(Eun)

Tj€ai;, Jj#v,v+1
(4.3.8),0=(zy) _ 1+#i, —#iy4a Z (1)) (T G\ (@) ) o (EUn)

#i,! Gy—1 " iy Tyt
wjeaij y JFv v+l

(4.3.11) . A4 .
= —(1+#, —#iH_l)B(zl,...,1,,,1,,_‘_1,...,“)2”

Calculation 4.3.16 We treat the case (Liii), i.e. £ C ax = asy, 7 C ary1 = a4, L £ 0, #E+#n =
#r+ 1. Choose x € £, y € n. We claim that

Ga,f,r,fe = —(1 —+ #k — #]H_]_)BI(’L.]_, - 77;1*1)2,7]'

In order to evaluate

7r(a:1+1) < o aﬂ_vl—hmt a?t,$t+1 a1.01+1, o ) ° (g Un)

-1 ot 2] 1141

Gagnfe= #5!#77! Z

Z'Ea

we distinguish four subcases for the occurring summands.

The subcases z; € &, 2741 € 5 as well as x; € £, ;41 € 7 yield zero summands by the Garnir relations
(4.1.4).

Subcase z; € £, 2141 € 7.

Z Z e (T L et ai'tl ) o (EUn)

€L T14+1€EM

(4.3.8),0 = (z1r19)(m12y) Z Z (_1)7r(y)< azz__ll,z afl,y a%/l:q ... ) o(Eun)

T1€E T14+1€EN
4.3.6 o\~ DUNE =
= (1) @pegen (1) (oo a7 @MEW (af,)™WE ) o (€U

Subcase z; € £, 2141 € 7.

S X ) () (U

€L T14+1€7]
(4.3.8), J_(zlzzl ) 1 i 7
. Z Z D@y ¢ afl’_:z aimlz”r1 afl':ll ... )y o(Eun)
szE Ti141€7
O )TN Y (e (L alin (@l e (@) o (Un)

T1€EE T1+1€E7
7(y) #y ) T1-1,T TNEN\Y (oY \1\¥:€
= (-1 #E#ﬁ<#£ll) (... a; 7 (az.l )6 (az’z+1) S0 ) o(EUn)
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Altogether, we obtain thus

Ga,E,T/fe

. %ﬁén Z (—l)ﬂ(y) (.. az:l,m o (az,y)ﬁ,n\y (ai-’l;l)"\y’g ...)o(EUn)
zjeaij,jfl_l

a8 (g YyNwE Y o (EUN)

(4.3.8), 0=(z y) I+# —F#i (y) Ti—1,Y
= 2 Z (_1) <"'aiz—1 -Gy i
Tj€ai;, j<I—1
4.3.11 . .
( = ) —(1—|—#“ —#iH_l)BI(Zl,...,’Ll_l)g’n.

Calculation 4.3.17 We treat the case (ILi), i.e. £ Cag = aiy, 1 C ag41, €g+1 = 0, #E + #n = #4

Choose y € . We claim that
Goenfe=All,..., z'l)é’ﬂ7

ee. G @ Loaivtro o
< ) g+1 71 >0(£UT})

Z1

w2 (~1Te)

zj€ai;
EmMy  M\v.d\y,z z1,z2
L Z (_l)ﬂ(w1+1) < T agy (a9+1 L @iy e >

zj€ai;

4.3.10 : :
(4:2.10) Ain, - i)g,-

Calculation 4.3.18 We treat the case (ILii), i.e. £ C ap = a;,, v € [L,I], n C apt1, €pt1 = 0
#E+#n =+, + 1. Choose y € n. We claim that

,E,ﬂfe = (/Lla J/ZVJ .. 7il)g,n
Fetmr 2 (DT T el ™ g ) 0 (EUN)
ijai.
Garnir, (4.1.4) 2 ity
= geEm D 2 (FDTE) (it ™ gy L) 0 (EU)

mJEa, , JFV X, EE
(4.3.6) i v—1,Ty vrTu+1NE, "3
= @ (##é_"l) Z Z ﬂ(zl“ . .afu_ll L ((afu z +1)€,n\y)zu+1,y (az)}ig)yazvﬂ-l .. )o (EUn)
zJEalj , JFV xy EE
(4.3.8), 0=(, ¥) . . p
= _#5;&1-,,! Z Z ) ¢ afy_ll v ai”\y (GZ_\,’_ylg)y’m‘H'l ... Yo(Eun)
Tj Eal , J#V T, EE ) .
= —g D, (FDTEe) (gt aE T (@S yween ) e (EU)
-’Ejeaij,j;ﬁll

(4.3.11) ) A \y
= =B(i1, - stys- -5 01)E

Calculation 4.3.19 We treat the case (ILiii), i.e. £ C ap = a;,,, = Ght1, N C Apy1 = g2, F#E+F#0 =

#r4r1 + 1. Choose y € n. We claim that

Ga,ﬁ,ﬂfe = 0'
m Z (_1)7r(-’m+1)< azz,wl+1 airlz:ll, app1 ... ) o (EUD)
:chai‘
Garnir, (4.1.4) , ’
= FoE D Yo (FDmEe) (et et gy ) 0 (EU)

Tj€ai;, JEI+L T141€¢

“3n -y,
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Calculation 4.3.20 We treat the case (IILi), i.e. £ Cag_1, 1 C ag, #&+ #n = F#4-1 + 1, to obtain

Garnir, (4.1.4)

Gagnle 0.

Calculation 4.3.21 We treat the case (IILii), i.e. £ Cap, e, =0, C apy1 = a;,, v € [L1], #E+#n =
#p+ 1. Choose y € ). We claim that

Gagmfe = Blit, ... i, .. i),

g D (FUTE) (et gy el L) 0 (EU)

szai.
Garnir, (4.1.4) oty Y
= gaEn D D (CUTEw (L apth™ L ay e ™ L) 0 (EU)
Tj€ai; , JFV TyEN
(4.3.8),0=(zp y Tu41) 1, o
=TT DL D (G Ll gy el L) 0 (€U
TjEa; , jJFV TLEN
(4.3.6) -1 o - . B
= —#5!1#77!#7’ (ﬁz) Z (_1)7r(wz+1) ( o afu_ll,y . af),ﬂ\y (az./l:cc +1)7,\y,g N ) o (£ U 77)
$J'€aij , JFV
= #Lp! Z (_1)71’(;E1+1) ( . afu’/_—llﬂy . a}ﬁ)m\y (aty;zu+1)n\y,5 o ) ° (é— U 77)
Zanij, J#v
(4.3.11) T .

B(i1, .. ytvs ey it)g -

Calculation 4.3.22 We treat the case (IILiii), i.e. £ C ag, ex, = 0,1 C apy1 = G4y, #FEHH#0 = #1+1.
Choose y € . We claim that

Ga,E,nfe = Bl(ila s Jil)g,n'

m Z (—1)”($1+1)( afl”z’“ c..oag afl’:’ ... )y o(Eun)
sza,,-.
Garnir, (4.1.4)
= e DY Do (=N (et g et L) o (EUn)
ija,J,];él—i-l Ti141€N
(4.3.8), 0=(z141 )
=" #5!1#7,! Z Z ”(y) afl”y ... ag aﬁ;l ... )y o(EUn)
Tj€ai;, JEIH1 T141€N
(4.3.6) -1 : _
= —#Ell#n!#" (ﬁg) Z (_1)7r(y)<___azz,y___ai,n\y( “,H)n\y,g yo(eun)

acha,-j, JAH+1
_ # Z (=)@ (. a;h ... ai’"\y (a¥> )"\wE ) o (EUn)

P41
zj€ai;,jFI+1

(4.3.11) . :
= B'(i1,. .. i1)¢ -

Calculation 4.3.23 We treat the case (IV), i.e. ep =0, ep11 = 0, to obtain

Garnir, (4.1.4)

Ga,ﬁ,nfe 0'
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4.3.4 Polynomial coefficients

Example 4.3.24
Let g =1 and k = 4. We list the images of G, ¢, fe (cf. 4.3.9).

Case { C a1, 7 C as.

e Case Factor A B

11 (L) (L+#—#2) AB,9Y,
011 (ILi) 1 A3,4)7,
101 (Li)  (+4—#2) A4,
001 (ILi) 1 A(4)g,"
110 (Li) (A +#—#2) AQ),
010 (ILi) 1 AB)Y,
100 (Li)  (Q+#—#2) AL,
000 (ILi) 1 A07,

Case { C az, 7 C as.

e Case  Factor A, B
11 (Lii) —(14+#2—#s3) B@)Y,
011 (ILi) 1 B(4)¢,,
101 (ILi) -1 B(4)¢,,
001 (IV) 0
110 (Li) —(1+#2—#s) B(L,
010 (IILi) 1 B()¢ ,
100 (ILi) -1 B()¢,
000 (IV) 0

Case £ Cas, n C aq4.
e Case  Factor A B
111 (Lii) —(1+4#3—#4) B(2){,
011 (Li)  —(1+#s—#4) B(L,
101 (IILi) 1 B(2)¢ ,
001 (IILi) 1 B()¢,,
110 (ILi) -1 B(2)¢ ,
010 (ILi) -1 B()¢ ,
100 (IV) 0
000 (IV) 0

Case £ Cay,n Cas.
e Case Factor A, B
111 (Liii) (L+#4—#s5) B'(2,3){,
011 (Lili) —(1+#4—#s5) BB,
101 (L)  —(1+#s—#s5) B'(2)!,
001 (Liil) —(1+#4—#s5) B'0L,
110 (IILiii) 1 B'(2,3)¢,
010 (IILii) 1 B'(3)¢,
100 (IILii) 1 B'(2){,
000 (TILiii) 1 B'()¢,

Thus we want to (but not necesarily have to) find a column vector containing the coefficients
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ue, ordered according to the e’s as in the tables above, which annihilates

[ 1+ #1 — #o
0
0
0

—(1 4 #2 — #3)
0
—(1+ #3 — #4)
0
—(1+ #4 — #s5)
0

0
0

+1

0

0

0

+1

0

0

—(1 4 #3 — #4)
0

—(1+ #4— #s5)
0

0

0

14 #1 — #2
0

0

-1

0

“+1

0

0

0

—(1 4 #4 — #5)
0

cocjLo0c00co0L o

=

[y

—(1+ #4 — #s5)

0 0
0 0
1+ #1 — #2 +1
0 0
0 0
—(1+#2—#3) +1
-1 0
0 -1
+1 0
0 +1
0 0
0 0

[y

+ o000 oo o L 000

—

from the right modulo the path length m = (k+1—g) + (#4 — #r41) =4+ #1 — #5. We

substitute
Xj=0—F#s+#;—1J
I+#4a—#5 = X4
T+#;—#in = X;-Xjn
m = X17
yielding
[ X1 — X9 +1 0 0 0 0 0 0 7
0 0 X1—Xs 41 0 0 0 0
0 0 0 0 X1—X9 41 0 0
0 0 0 0 0 0 X1 — X2 +1
X9 — X3 —1 —+1 0 0 0 0 0
0 0 0 0 X9 — X3 —1 +1 0
Xs—Xg O —1 0 +1 0 0 0
0 X3 —X4 0 -1 0 +1 0 0
X4 0 0 0 -1 0 0 0
0 X4 0 0 0 -1 0 0
0 0 X4 0 0 0 -1 0
L 0 0 0 X4 0 0 0 -1 i
We choose the coefficient vector u to be
1 -
Xs
X3
X5 X3
X4 ’
Xo X,
X3X4
| XoX3Xy |

thus annihilating this matrix from the right modulo m, and obtain

f = fiurr + Xaforr + Xsfror + XoXs foor + Xafiio + XoXaforo + X3 Xafroo + X2X3X4 fooo-

Notation 4.3.25 ) . o

Let J C [g+1,k]. Let [g+ 1, k]\J —= {0, 1}, J -~ {0,1}. Denote by [g+ 1,k " {0,1}
the ‘concatenated’ map defined by [e"e']|[g114\7 = € and [e"¢'][; = €”. Similarly multi-
concatenations.

Furthermore, we make use of multiindices in the sense that for a map [¢g + 1,k] D
J—+{0,1} we denote
xte =T x; %
: i

jeJ
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We give a precursor of the result (4.3.31), the first subcase occurring in its proof we shall
also need later on.

Proposition 4.3.26 Keep the situation from (4.3.9). Let

Xj=k+1—HFpp1+#,—J

for j € g, k]. In particular, m = X,. Let

= S XUef
fo+1,K] —> (0,1}
For a A-tableau a, forp € [1,z—1] and for £ C ay, n C apy1 such that #E+#n = #a,+1,

we have
Ga7§7nf0 e mS.

Hence f° induces a morphism of Z.S,-modules from S*/m to S*/m (4.8.2, 4.8.8, 4.3.9).
Choose y € n.
Case g < k.

Subcase p = g, i.e. (I.i) or (ILi). Let [g + 2, k] < {0,1} be given. From (4.3.13, 4.3.17)
we take

Gaen(X 1 fro) + X109 floe)) = (1- (1 + #4 — #441) +Xg+1 1)X1=¢ Al
(X Xg+1 + Xg+1)X1_ A[Oe’ 1€

— 1—€' AY
= mX T Ao

Subcase p € [g+1, k—1], i.e. (Lii), (ILii), (IILii) or (IV). Let [g+1, k]\{p, p+1} <, {0,1}
be given. From (4.3.15, 4.3.18, 4.3.21, 4.3.23) we take

G (XTI i1y + X700 f00n + X0 o) o + le[ooe’]f[oo 1)

= (1- ( (1+ #p — #p+1)) + Xpt1- (-1) + Xp 14+ XpXpia - O)X ¢ B{%Oe']
( X +Xp+1 Xp-H"“X)*X1 eB[%Oe]

= 0.

131/

Subcase p = k, i.e. (Liii) or (IILiii). Let [g + 1,k — 1] < {0,1} be given. From (4.3.16,
4.3.22) we take

Gagn (X0 iy + X0 fion) = (1- (=(1 + #4 — #541)) + Xi - VX9 BE,
(() X+ Xp) X1 erge,]

Subcase p & [g, k], ie. (ILiii), (IILi) or (IV). Let [g + 1,k] —» {0,1} be given. From
(4.3.19, 4.3.20, 4.3.23) we take
Ga:ﬁﬂ)‘fe = 0
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Case g =k = p.

The sum furnishing f° has only one summand associated to the index () . {0,1} so that
f% = f.. Hence, by (L.ia) (4.3.14) we obtain

Ga,ﬁ,nfo = (1 "7 #g - #g+1)Algn
_ Y
= mAgm.

We shall detect a redundant scalar factor in this provisional version.

Lemma 4.3.27 For g+ 1 < a < <k we have

>, xt= ]I (X5+1).
e ]E[a,ﬂ]
[@,8] — {0,1}

The induction step is given by

Yoo X' =(Xa+1) > ooooX'e

o8] —> 0,1} foct1,8) —> (0,1}
Lemma 4.3.28 Consider an element p € [g+ 1,k — 1] with #, = #p,+1. Furthermore,
let [g+1,p—1] N {0,1}, [p+ 2, k] Z. {0,1} be given. Then
f[elOe’] = f[elle’]-

Similarly, forp € [g+2,k—1], eg11 =0, & Cay, 1 C agy1, y € 1 such that #E+H#n = #4,
we assert that

y — AY
A[eIOe’Lﬁm - A[elle’],ﬁ,n'
Moreover, in case p = g+ 1 we have
y — 7Y
A[OOe’Lﬁm - A[Ole’],ﬁm'
The Garnir relation (4.1.4) gives
(... az”’““apﬂ )= Z (... a;"’za;f{“ c).
ZE€ap+1

Mutatis mutandis in case p = ¢ + 1 for A%}ooa],g,n-

Lemma 4.3.29 Let

ri= Hie[g+1,k*1], #i=Fip1 Xi

where the empty product equals 1.
Suppose given & C ag, N C agi1, Yy € 1 such that #& + #n = #4. The elements

[a]f® = > X'~¢[a]fe
[g+1,K] —> {0,1}
m_lGaafanfO = Z Xl_eAf/Oe]yf"’]

[9+2,K] —> {0,1}
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of S* are divisible by r.

Suppose given g +1 < o < f < k such that #; = #; for i,j € [, §]. For 7 € [, B + 1],
we denote
o, 8] — {0,1}
T 0 forié€ [a,7—1]
‘ € 1 forielrpf].

i

We fix maps [g + 1, o — 1] - {0,1} and [B + 1, k] Lk {0,1} and obtain

Z Xl_ef[e’ee"] (4:3:27,.2:328) Z f[e’e"'e” ( H X) ( H (Xj—l—l))
€[

TE€a,f+1] j€[a,7—1] JE[T+1,8]

= ( > f[e'efe"]> ( II Xj)
relaf] jefaf1]

+ f[e’eﬁ‘*'le”] H Xj
Jj€la,f]

[
[a,f] — {0,1}

Similarly for A. In case g+2 < a, we fix maps [g+2, a—1] < {0,1}, [B+1, k] <, {0,1}
and get

Z X' A [0€’ee"],&,n (4.3.27,:4.3.28) Z AOe’eTe” ( H X) ( H (X]+1)>
[

T€[a,f+1] J€la,7—1] JElT+1,8]

- (= A[])( II Xj)
TE[O(,,B] je[azﬂ_l]

+ AOeeB+1 ",€,m H X
a,f]

[o,8] = {0,1}

In case g + 1 = «, we fix a map [5 + 1, k] “. {0,1} to obtain

e (4.3. 27 4.3.28)
Z Xl AyOee &n A?eg‘”e"] &m ( H (XJ + 1))
J

[g+2aﬂ] - {051}

= Aﬁfg“e"],ﬁ,n ( H Xj) :
J

j€lg+1,8-1]

Lemma 4.3.30 f can be written as a matriz with at least one entry equal to £1.

Let [a] be the standard A-tableau for which ¢ < ¢ implies @;; < Gy j, i.e. the smallest

one in the sense of the proof of (4.3.2). Suppose given [g + 1, k] — {0,1} such that for
p,q € [g+1,k], p < g and #, = #, we have e, < ¢,. The summands of

pt % T1, < T2, « T, T T
[alfe= > (_1)ﬂ(mz+1)<---ag...af11 a” ’“...ak’jf’...>

:E]Edij 1

are standard A-polytabloids up to sign. Since we may write the image of [@] under f as
an integral linear combination of such elements (4.3.28), and since the occurring standard
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polytabloids are pairwise different because of different fillings of the columns, we are
reduced to consider a chosen such e and to regard the corresponding summand

S | =

( 3 X”’) [a]f.,

e'cE(e)
where
E(e) = {[g+1, k] < {0,1} | Vi€ [g+1,k] (e = e; V Tj € [g+1,i—1] (F#; = #: Nej = ¢; = 1)) }.

However, for e = 11...1 we obtain

Z yi-¢ (4.3.27) H (X, + 1) (4.3.29) ’
e'cE(e) i€[g+2,k], #i-1=#:

We summarize to the

Theorem 4.3.31 Keep the notation of (4.5.1, 4.8.25, 4.3.26, 4.3.29). The ZS,-linear
map

1
=2 X X s

[g+1,K] — {0,1}

=1

r

factors over .
(S*/m L+ S#/m) # 0.
More precisely, f can be written as a matriz with at least one entry equal to +1.

From the proof of (4.3.26) it follows that (4.3.29) suffices to prove the factorization. The
second assertion follows from (4.3.30).

Remark 4.3.32 Based on [CL 74], CARTER and PAYNE [CP 80] have obtained a closely
related non-vanishing result (*). It asserts in particular that for A and p as above we
have

Homgs, (K ®z S)‘,K ®z S*) #0,

K being an infinite field of characteristic dividing m. This particular case of their result
now also ensues from (4.3.31).

For the application to integral representation theory, we need such a morphism in the
concrete form as given in (4.3.31) for the following two reasons. First, we need to calculate
modulo prime powers, not merely modulo primes (cf. 3.2.1 or e.g. 4.2.10). Second, we
need to know the elementary divisors as well as the behaviour under composition of the
of the various specializations (cf. e.g. 4.2.4, 4.2.8, S 4.4.2).

The result of [CP 80] also comprises the case of a simultaneous shift of several boxes from
a column to a column further to the left. A first step in the direction of a concretization of
this result is undertaken in (4.4.3). Some further examples have been calculated directly
but are not yet understood (cf. 4.4.5).

Cf. also [J 78, 24.6 (ii), 24.10].

2as G. JAMES pointed out to me
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Remark 4.3.33 For n < 7 the following assertions hold (cf. S 4.3.5).

(i) Let ma denote the 2'-part of m, i.e. mar := m/2%2(™). f (4.3.31) generates
Homys, (S* /mar, S* [mar).
(ii) Let m' be a natural number divisible by m. The map
Homgs, (S*/m, S* /m) — Homgs, (S*/m', S /m'),
induced by multiplication by m'/m, is an isomorphism.
A. KLESHCHEV [Kles 98] has given an argument for the dimension of the Hom-space treated
by CARTER and PAYNE (4.3.32) to be one-dimensional in case of a one-box-shift over a field

of characteristic # 2. Note that in case of characteristic 2, the partitions A = (4,1,1),
u=(3,1,1,1) furnish an example in which this Hom-space is two-dimensional (S 4.3.5).

Remark 4.3.34 In case \ and p are hooks, f coincides with the map given in (4.2.3).
We have g =1, k= A; — 1 and m = n. Moreover, X; =k+1—ifori € [2,k],r = (k—1)..
The proof of (4.3.29) yields

f = Z .fe"'a

TE[g+1,k+1]

using the notation introduced there.

We record a composition property of certain specializations of our morphism (which origi-
nally has been a failed attempt to prove their nonvanishing).

Lemma 4.3.35 Let v > 2 be a natural number. Let the partition p be such that the
binomial condition at v is satisfied which says that

(“%}Ll) =, 0 for all w € [1, i, 4] for all i € [1,2].
Fiz o p-tableau [a]. The alternating augmentation

st e (zfv)
(as) — &5

is a well defined nonzero ZS,-morphism, where s € S,,, and where (Z/v)~ denotes the
alternating module structure on Z/v. NB the sign of d depends on the choice of [a].

We construct d as the factorization of

Fr — (Z/v)™
[as] — &5

over F* — S*. Signed column transpositions (4.3.2) vanish under this map. It remains
to be shown that the same holds for one-step-Garnir relations (4.3.2). But

1
Gas,{,n = M[as] 0 (5 Uy 77) € FO)\

where j € [1,2 — 1], £ Caj, 0 #n C ajq1, £ +n = p; + 1, is mapped to (”:%1), which is
divisible by v by the binomial condition at v for u.

99
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Lemma 4.3.36 Keep the situation of (4.3.35). Moreover, assume that m =, 0 and that
r = 1. Then the composition

S m e 0 fm e ()

(4.3.31) vanishes, except in case v =2, g+ 1 =k, k =5 g, consisting of hooks, in which it
18 monzero.

(The case r # 1 remains to be investigated.)

Case i, > 1. We claim that the image of [b]f. under the alternating augmentation
(4.3.35), [b] being a A-tableau, is given by

t(pa+1) [ M= @+ [ D
i€[g+1,k], ei=1 i€g+1,k], ei=1

NB in case pj o # 0 we are already done with the whole case.

Replacement of ;41 by 7, in the summand occurring in the expression for the image of a
under f, (4.3.1) amounts to an operation of (z;41 xj,) followed by an operation of a cycle
of length |m(z141) — m(27,,)| — 1. Replacement of x; by 2} in this expression, j € [1,1],
amounts to an operation of (z;41 z; z}). Therefore all summands of this expression are
sent to +1 or all summands are sent to —1.

To determine the sign more precisely, we note that the summand of this expression with
each z; being the top entry of its column, changes by an operation (z; x;41) if we drop the
column 4; for some j € [1,{]. Thus the image of [b]f. under the alternating augmentation
is given by

(g + D)= T (=) = 2y, +1),
ie[g+1,k], e;=1

where the sign + now is independent of e.
Note that by our assumption we have 0 =, m =k —pp . +py —9g = k—g— 34 — 1,
whence X; =, g —i for i € [g+ 1, k] since u} =, —1. Thus the composition fd maps [b] to
_, (4.3.27)
:t(:u’;c—i-l +1) Ee X'-e = :*:(N;c-u +1) Hie[g+1,k] (Xi+1)
=, 0
because of the factor Xy41 +1=, 0.

Case ., =0, g <k—1, r = 1. Note that still u > 1. As in the first case, the image of
[b]fe under the alternating augmentation is given by

D ictorin ;_ (—1)p;, forep=1
+(—1)4iclotim H W =v £ 1 for e = 0
i€[g+1,k], es=1

The composition fd maps [b] to

+ > X' | (- (=)} + Xi - 1) = 0.

[g-+1k—1] — {01}

Example 4.3.37 Let A = (4,1), u = (3,2), v = 3. f has rank 4, so that f and d cause ties
just as those numbered e and h in (S 2.2.3). As usual, for accordance one should compare
this morphism with the one implicitely given there.
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4.3.5 Illustration

We perform some direct computer calculations in order to see to what extent our generic result (4.3.31)
is relevant when specialized to small cases. To a large extent, these specializations do not look exciting,
but we are as well interested in an illustration as in an exhaustive list for n < 7.

We drop the brackets indicating polytabloids in our notation. Furthermore, by generate we mean that
the respective maps generate Homgzs, (S*, S#/m) Z-linearly and that for m | m' the map induced by
multiplication by m'/m

Homgs, (S*, S* /m) —= Homgs, (S*, S* /m/)
is an isomorphism. Cf. (4.3.33).
To begin with, we give a ‘sufficiently large’ example.

Let n = 9, A = (4,3,2), u = (3,3,2,1), sothat m =6,9g =1,k =3, Xo =k+3—-2=4and
X3 =k + 2 — 3 = 2. The specialization takes the form

La7o 179 149 149 187 147 147
I oyo| 258,278 258 259 289 2509
328 XXl g6 Tse Tsr Tsg tisg Tig
4 5 6 4 5 6
149 147
2 2
txpxg| 2284209
7 8
197 147 147
258 298 258
+X3X3i 36 t3g T3
4 5 6
147
+XLX! ggg
9
Case n = 2.
A:(2)7I'LZ(]'7]')7T,’L=27-g:]'Jk;z]"
ool
12 )
generates Homgs, (S, S(1:1) /2).
Case n = 3.
A:(3)7l’tz(271)7,’(’1:37-9:]'7k:=27‘X2:]"
Fo13 12
123 5+ 3

generates Homgs, (S®), S(21)/3).
A:(27]')7I'L:(]'7]‘71)7/rrl=37ug:]'7k=]"

l\hl
W N =

generates Homgg, (S(31), S(1L11) /3),
Case n = 4.
A=A, p=03,1),m=4,9g=1,k=3,X2=2,X5=1,r=2.

f 1314 124 123
1234—>2 +3 +4

generates Homgg, (S, S0 /4).



102 Generic modular morphisms

A=03,1),p=1(2,2),m=2,9=2,k=2.
134 713
2 2 4"
generates Homgs, (S, §(2:2) /2).
A=31),p=(2,1,1),m=4,9g=1,k=2,Xy=1.

~ 14 13
ERREAS R
3 4
generates Homgg, (S, §-1.1) /4).
A=(2,2),u=(21,1),m=2g=1k=1.
13 7 13 14
o4 — 2 -2
4 3
generates Homgg, (S(3:2), §(:1.1) /).
A=2,1,1), p=1,1,1,1),m=4,g=1,k=1.
1
R
2 —
3 3
4

generates Homgg, (S0, S(LLL1) /4),

Case n = 5.
A=0B),u=41),m=5,9g=1,k=4,X2=3,X35=2,X4,=1,r=6.

Foo134 124 12 1234
T 1345 5, 35 3

12345 9 3 4 5

generates Homgs, (S(®), (41 /5).
A=(4,1), p=3,2),m=3,9g=2 k=3, X =1.

1345 _f_
2

N =
-~ W
N =

generates Homgs, (S(41), §(3:2) /3).
A=4,1),0=03,1,1),m=5,9g=1,k=3,Xo=2,X3=1,r=2.

. 145 135 134
;345—f»2 +2 42
3 4 5

generates Homgg, (S(41), SG:1.1) /5.
A=(3,2), u=1(2,2,1),m=4,9g=1, k=2, Xo =2.

[ QY]

5
4+

N =
=W
W N =
=N =
+
N
Ul DN =
et

generates Homgg, (S(2), §(2:2.1) /4).
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A=(3,2),p=03,1L1),m=2,9=1,k=1

135 7 135 145
9 4 — 2 -2
4 3
generates Homgzs, (S(32), SG:1.1) /2).
)\:(35171)5/J’:(25271)5m:2ﬂg:27k:2‘
145 7 14
2 — 25
3 3
generates Homgg, (S0, §(2:2.1) /9).
A=(3,1,1), u=21,1,1),m=5g=1k=2 Xo=1.
15 14
A I
3 3 3
4 5
generates Homgg, (SG1D, SGLLD /5) A = (2,2,1), p= (2,1,1,1),m=3,9g=1,k = 1.
14 . 14 15
25 L. 2 _2
3 3 3
5 4
generates Homgg, (S22, §(21.1,1) /3),
A:(2’171’1)7u:(171’1’1’1)’m:5,g:1’k:1'
5
7,

FENVUR O
U W N =

generates Homgg, (S(3101) S(LLLLL) /5

Case n = 6.
)\Z(G),M:(5,1),m=6,g:1,k’=5,X2=4,X3=3,X4:2,X5=1,T=24.

;7 13456 12456 12356
9 T3 Ty
12346 12345
*s t6

123456

generates Homgs, (S(®), 551 /6).
A=0(B,1),p=04,2),m=4,9g=2, k=4, X35=2, X4=1,7r=2.

13456_1113564_1346 1
2 2 4 25 2

generates Homggs, (S(>1), §(4:2) /4).
A=05,1),0=04,1,1),m=6,9g=1, k=4, X=3,X3=2, X, =1,r=6.

. 1456 1356 1346 1345
P20 Ly + 2 + 2 + 2
3 4 5 6

generates Homgg, (S(®1), S(41.1) /6).
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A=(4,2),1=(3,3),m=2,9g=3,k=3.

N =
]
N =
]
S Ot

generates Homgs, (S(42), §(3:3) /2).
A=(4,2),u=(321),m=59g=1,k=3 X =3, X3 = 1.

=
PN VL)
S8
(@]
|~
N

generates Homgg, (S(42), §(3:21) /5).
A=(4,2),p=04,1,1),m=2,9g=1,k=1.

1356
2 4
generates Homgs, (S(*?), S(*1:1) /2).
A=(4,1,1), p=3,2,1),m=3,9g=2 k=3, X3 = 1.

1456 7 146 4
2 — 25 +26
3 3

W N

generates Homgg, (S(411) ) §(3:2:1) /3),
A=(4,1,1),p=(3,1,1,1),m=6,9=1,k=3, X, =2, X3=1,r=2.

156 146 145
"R A R B
; 3 3 3
4 5 6
and
1456 Zl**
1
2 e B

2
2<41<i2<43<6 .
13

generate Homzg, (411, G111 /6). Cf. (4.2.11, 4.2.17).
A=(3,3),p=(3,21),m=3g=1k=2 X, = 1.

135 7 165 135 156 136 135 136
946 24 +26 -—-24 -—-25 +124 —24
3 4 3 4 6 5
generates Homgs, (S(33), §(3:2:1) /3).
/\:(33271)3l‘l’:(25232)5m:33g:2’k:2'
146 7 114
25 — 25
3 36

generates Homgg, (S(21), §(2:2:2) /3).
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A=(3,2,1), p=(2,2,1,1),m=5,9g=1k=2 X, =2.

16 14 14
146 =
f 25 26 25
; 5 — 3 + 3 +2- 3
4 ) 6
generates Homgg, (S0, §(2:2.1.1) /5),
)\:(35271)5/J’:(35171)1)7m:3ﬂg:15k:]"
146 ; ; 46 ; 5 6
25 T3 T3
3 5 4
generates Homggs, (S(321), §(:1.1.1) /3)
A:(3717171)7l'L:(2727]‘71)7TrL:Q?ag:Q?k::2'
156 15
2 F.o 26
3 3
4 4
generates Homgg, (SG101) §(2:2.1.1) /9y,
A= (3717171)711’: (271717171)7m=67g= ]-7 k=27 X2 =1
156 ; 6 ; 5
: o5 43
4 4 4
) 6
generates Homgg, (S(®1-11) §(21LLL1) /6),
A=(272,2)7N=(2727171)7m=279=17k=1'
15 114 114
55 J. 26,26 25
36 3 3 3
4 5 6
generates Homgg, (S(222), §(2:2:1.1) /9),
)\:(2,2,1,1)7114:(271,1,1,1),m=4,g:1,k=1.
TR
26 f
20 - -3 43
4 4 4
5 6

generates Homgg, (S(3%11) §(2LLLL) /4),

A=(21,1,1L1),p=(1111,11),m=6g=1k=1
6

f
—

(S NVURE
DU W N

generates Homgg, (S(>1111) §(LLLLLL) /6),

Case n=1.
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A=(7),np=(6,1),m=7,g=1k=6,Xo=5, Xs=4, X4 =3, Xs =2, Xg =1, r = 120.

F 134567 124567 123567
9 T3 Ty
123467 123457 123456
ts t6 tr

1234567

generates Homgs, (S(®), 851 /7).
)\:(6,1)7H:(572)7m:57g:2,k-:57X3:37X4=2,X5:1,7'=6-

134567 7 13756, 13476 13457 13456
2 2 4 Tos 2 6 27

generates Homgs, (S(6:1), §(5:2) /5).
/\:(631),M:(531,1)3m:7,g:1,k:5,X2:45 X3:37X4:23 X5:1’7‘:24'

; 17456 13756 13476
;34567_1”»2 L9 L9
3 4 5
13457 13456
+2 + 2
6 7

generates Homgg, (S(61), SG-1.1) /7).
A=(5,2),u=(4,3),m=3,9g=3, k=4, X3 =1.

R

13567
2 4
generates Homgg, (S(52), §(4:3) /3).
A=(5,2),u=(4,21),m=6,g=1,k=4,Xo=4, X3=2,X4=1,r=2.

- 1576 1376 1657 1357
52567 Lol24 425 124 s26
3 4 3 4
1756 1356
+ 24 + 27
3 4
1376 1357 1356
+4-1 214 + 24 + 2 4
5 6 7
generates Homgs, (S(>2), §(4:2:.1) /6).
A=(52),p=0511),m=2,9g=1k=1
13567 7 14567 13567
9 4 —_— — 2 + 2

3 4
generates Homgzs, (S(>2), S(-1:1) /2).
A=05,1L1),u=(4,2,1),m=4,9=2,k=4,X3=2, X4,=1,r=2.
14567 7 1
2 — 2
3 3

476 457 456
5 +26 7

W N =

1
+ 2
3

generates Homgg, (S(511) | §(4:2:1) /4),
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A=06,1,1),p=04,1,1,1),m=T7T,9g=1, k=4, X>=3,X3=2, X4,=1,r=6.

14567 ; ;756 ;476 ;457 ;456
2 — + + +
3 3 3 3 3
4 5 6 7
generates Homgg, (S350 S(4L1L1) /7).
A= (43), p=(331), m=5g=1,k=3 X, =3, X3 =2, 1 = 3.
1357 7 175 135 137 135 135
24 6 — 246 +276+246+247+2- 246
3 4 5 6 7
generates Homgg, (S(43), §(3:3:1) /5).
A=(4,3), p=(4,21),m=39g=1,k=2, X, = 1.
. 1567 1657 1367 1357
R e Y N E T
3 3 4 4
1367 1357
+24 - 24
5 6
generates Homgg, (S(43), §(4:2.1) /3).
A:(47271)7l‘LZ(37371)7,,7”/:2792:37]i::3'
1467 7 146
25 — 257
3 3
generates Homggs, (S(421) §(3:3:1) /9).
A=(4,2,1),pu=(3,2,2), m=4,9g=2,k=3,X5=1
1467 7 147 146
25 — 25 +25
3 36 37
generates Homgg, (S(421) §(3:2:2) /4).
A=(4,2,1), u=3,21,1),m=6,g=1,k=3, X =3, X3 = L.
1467 167 147 176 146 147 146
f 25 26 25 27 25 25
g 5 — 37 45 +3 g 43|37 +3
4 b) 4 5 6 7
generates Homgg, (S(421) §(3:2:1.1) /6),
A=(4,2,1), p=(4,1,1,1),m=3,g=1,k=1.
1467 ; ; 567 ; 467
25 — 3 3
3 4 5
generates Homgs, (S(421) §(41.1.1) /3),
A=(4,1,1,1), 0= (3,2,1,1),m=3,g=2 k=3, X3 = L.
1567 157 156
2 7 2 6 27
3 3 t3
4 4 4

generates Homgg, (S(4101) §(3:2,1,1) /3y,
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A=(4,1,1,1), 0= (3,1,1,1,1),m="7,9g=1,k=3,Xs=2, Xs=1,r = 2.

1567 ) ; 7 6 ; 57 ; 56
g 3 + 3 + 3
4 4 4 4
5 6 7
generates Homggs, (S(41-10  §GLLLL /7).,
)\:(35371)5/‘l’:(35272)5m:2ﬂg:27k:2‘
146 7 147 146
257 — 25 - 25
3 36 37
generates Homgg, (S(331) §(3:2:2) /2),
)‘:(37371)7/1’2(3727171)7m:4ag:17k=27 X =1
146 167 147 176 146 147 146
7 25 26 25 27 25 25
g 5T — -3 —3 *t3 Ft3 3 t3
4 b) 4 5 6 7
generates Homgg, (S(31), §G3:2.1.1) /4).
)‘:(35272)5/J’:(2527231)7m:5ag:lak:2a X2 =3.
17 14 14 114
147 .
f 25 27 25 25
2y T 3sTaetartiag
4 ) 6 7
generates Homgg, (S(322), §(2:2:2.1) /5),
A=(322),p=021L1),m=2,9g=1,k=1
157 147 147
V47 5 96 26 25
25— 3 T3  tj
36 4 5 6
generates Homgg, (S(322) §(3:2:1.1) /9),
A:(3’27151)’u:(272’2,1)’m:3’g:2’k:2'
157 15
26 7 26
3 37
4 4
generates Homgg, (S0, §(2:2:2.1) /3)
A=(3,21,1), p=(221,1,1),m=6g=1, k=2, Xo = 2.
17 15 15
; 2 7 7 26 27 26
3 — 3 +3 +2-3
4 4 4 4
b} 6 7

generates Homgg, (S(3%11) §(2:2,1,L.1) /6)
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)\:(3527151)7I‘L:(371317151)7m:47g:15k:1'

=W N =
S Ot

generates Homgg, (S(3%11) §@LLLL) /4y,

A= @441, p=(2,2,1,1,1),m=2g=2 k=2

67

~N

f
—

(SR N GURE R
[SAE NN

generates Homgs, (S(31111) §(2:2.L,11) /9

)‘:(3517151a1)5/~l/:(271517151a1)5m:7;g:1ak:2;X2:1-

e 1T
2 _
f 3 3
Z T4 Ty
5 b) 5
6 7
generates Homgg, (S(G1111) §.1LLLLL) /7y,
A=(2,2,2,1), 4= (221,11, m=3g=1,k=1.
16 15 15
; 2 7 27 27 26
37 T~ 3 -3 +3
4 4 4 4
5 6 7
generates Homgg, (S(2%21) §(2:2,1,1,1) /3),
A:(272717171)7/L:(27171717171)7/,7/,/257ug:]‘7l€=1'
7 6

6
7

7
Ea—

U W N =
UL LN
~ U W N =

generates Homgg, (S(32111) §2.1LLLL1) /5y

A=(2,1,1,1,1,1), p = (1,1,1,1,1,1,1),m =7, g=1, k= 1.

R

UL W N
N O Utk W N

generates Homzs7 (S(2,1,1,1,1,1), S(1$171a111a1’1)/7)_
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4.4 Approximating (ZSs)3

We investigate in (S 4.4.2) the intermediate order between (ZSg)[3) and the direct prod-
uct of integral matrix rings described by specializations of the generic morphism (4.3.31)
and, moreover, by two morphisms which are not covered by this generic morphism. We
undertake the first two steps into the direction of a generic morphism in the situation of the
simultaneous shift of several boxes in (S 4.4.1) so that, in particular, these two morphisms
are obtained as specializations thereof.

4.4.1 Two-box-shift, easy cases

First we exhibit a generic morphism for a horizontal simultaneous two-box-shift in case there
are essentially only two rows (4.4.1). Then we exhibit a generic morphism for a vertical si-
multaneous two-box-shift in case there are only two columns (4.4.3). These morphisms then
cover the cases of the nonzero morphisms §¢1) /3 — §3:3) /3 and §(3:2:2) /3 — §(2:1,1,1.1) /3
needed for the approximation of (ZSs)(3) in (S 4.4.2).

Proposition 4.4.1 (a fixed point, cf. [J 78, 24.4]) Let n > 0, let g,1 € [0,n] such that g +2 < [.
Let X\ be a partition of n with Ay =1+ 2 and A2 = g. Let p be the partition of n defined by

l fori=1
=14 g+2 fori=2
i else.

In other words, p arises from X by a simultaneous shift of the rightmost two boxes from the first into the
second row.

In the sequel we shall restrict ourselves to the consideration of the case
9=0,

in which X is just a row of length | + 2 = n. The formula in case g = 0 generalizes to the case of g > 0
by letting the polytabloid entries in columns [1,g] constant under the map, and by performing the place
operations on the remaining entries just as in case g = 0, only shifted by g columns to the right. The
modulus in the general case is obtained by replacement of | byl — g.

We denote a p-polytabloid by recording only the first two columns, i.e. in the form <ﬁ:§ > This s to say,
we drop the [3,1]-part of the first row without loss of information. The ZS,-linear map

F» s gn
2.0 — 3 (3= 3 (k-2
4,j€[3,n], i<j kel4,n]
induces a ZS,,-linear map
SA Jy — S¥ [,

where v stands for l + 1 in case l + 1 is odd, and for (1 +1)/2 in case l + 1 is even.

We justify the reduction to the case ¢ = 0. The Garnir relations involving pairs of subsequent columns
in the range [1, g] will map to the according Garnir relations in the target lattice, and thus vanish under
the map extended by constant columns. The Garnir relation involving the columns g and g + 1 also will
do so, because, as the formula shows, the entry in the upper left corner is kept fix in the reduced case.

The remaining Garnir relation express, translated to the reduced case g = 0, that the image is a fixpoint
modulo v under the operation of the S,.

We need to show that the right hand side element is invariant modulo v under the operation of the S,,.
So we claim that for d € [2,n] we have

S0 - S k-2)38) ) (@ -1) evsn.

i,5€[3,n],i<j kel4,n]
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Case d = 2.

Case d = 3.

( > - (k—2)<;z>) (12)—1)
i,7€[3,n], i<

ke[4,n]
Zzg€[3n] z<] <l;> _< ?>)
— Yrem k= 2(1%) — (2%))
2116[477,] z<f <%g> <é§>)

- 216[4 n] \2j

+ 2 kepa,n 20k — 2)(2%)
Pkefan(—(k—4) + (
+ Zke[4 (28 =5) (3%)
Zke4n]( ) 13>

k€[4,n]
Zz ,JE[4,n], Z<](<32> - <13>)
+Z]€[4n](<?1> <é?>)
— 2kefa,n (K 2)(§§llc> —(24))

<l
i,7€[4,n], z<] 3

( > GH- Z(k—2)<%2>>((13)—1)
i,j€[3,n],i<j

J€[4,n] 31

+ Ek€[4,n] (k - 2)

Case d € [4,n].

(,_ IR

Zke 4 n]\d
—(d-2)((4

]e[d+1 n) <
14
2d

+Ez€3d 1] <

2

i
+Ez€ [d+1,n] <d1

(%f

- Zz ]E[S n]\d, i< ]

(37)
~ Ve —2)(33)
+ ke (= 2) (3%)
0.

—2)(n—-1)/2-(d-2)(d-1)/2)) +

(d-2))

111
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= ((20) = (3a)(n = 2)(n - 1)/2.

Now we set out to exhibit a somehow ‘dual version’ (?, cf. 6.2.6) of (4.4.1) by different means. Throughout
this enterprise we freely use the language of (S 4.3).

Lemma 4.4.2 Let n be a natural number, let p be a partition of n and let {a) be a p-polytabloid. Let
€ Cap, 0 #nCay, p<gq, such that #& + #n = #ap, — 1. We obtain

(coiap oooag ... ) o(fUn)z#f!#n!Z( af;\w’" ag’é\w o)

zeé

First we do a single step. Choose z € £.

(...ap ... aq ... ) o(EUzUn)
O e A A

2o proofof (30 e L 1) (o ap oon @y ... ) 0 (EUD)
—#n{ .. ap¥ ...al® ... ) o(EUn)

Iterating this step we obtain, choosing a sequence , z',...resp. y,y’,... of pairwise different elements of
& resp. of 1) such that z¢ € £ is not contained in the former,
( ap ... ag ... ) o(€Un)

= ## ( aSV ag’g_\w c)

+#le< @BV . a¥T .. ) o(€Un)

= #&4n! ( .. ag\w ag’é\m )

#fL((#sH)!(#n—l)!( e aTT el

+

-1 ' '
+i’€7+2< (@)Y L (e ) o(gun)>

= ##nl Y (Lad O Ll )

zef\zo

_#nlarel £\ao, B\ o
+(#§+#77)!<“-7ap n ...7aZ ... )y o(Eun)

= #f!#n!Z( af,\gc’" ag’g\gc )

33

Proposition 4.4.3 (two columns, two boxes) Let n be a natural number. Let k € [0,n/2 — 2]. Let
A be the partition of n having Xy =n —k — 2, A, = k+ 2. Let u be the partition of n with pj =n —k,
py = k.

In other words, p arises from X by the simultaneous shift of two bozxes from the second column.

We denote the first column of a \-tableau by a, the second by b. For elements i # j in b we denote
Eij = (_I)FH_‘"ja

where i denotes the tuple position of i in b (from top to bottom). €;; is not to be confused with the
signature of a permutation. Given a tuple b and two elements i, j in b, we denote by b*>> the tuple b with
i and j dropped and the remaining part shifted accordingly.

The Z.S,,-linear map
FA _w, Sw

a b
[a b] - Z Eij < ) >

,jEb, Ti<w] i
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factors over
SA v = SH /v,

where v stands for n — 2k — 1 in case n is even, and for (n — 2k — 1)/2 in case n is odd.

Note that we might still attach further columns to the left of A in such a way that p becomes a partition
and extend our morphism accordingly since such columns do not affect the following calculations.

Step 1. We claim that the signed column transpositions (4.3.2) vanish under w. It suffices to consider
transpositions in b. So, let s,t € b, s < wt. Let the symbol {u < v} take the value +1 in case u < v and

the value —1 in case u > v.

a b a b
Z €ij <z >+<2 >(st)
i,jeb, mi<nj j j
a b a b
= Zi,jeb\{s,t},wi<7rj Eij < i' > - < i_ >>
i J
a b5 a
+Ej€b\t, Ts<Ty Esj (< S > + < t_
i J
a
< ;
J
a
i
t

t
J
a
< 7: .
S
a bit, a (bit,)s,t
+Ei€b\s,7r’i<7rt Eit < i > + < i >
t S

a bst, a bst,
+Est < S > + < t >

t ]

a b*P a bt
= Zjeb\t,ws<7rj Esj < S > - {Trt < 7Tj}6]'t < t >
J J

a bt a b%s
+Ej€b, nt<mj | €ti < t > —Esj < 8 >
J J
a
< :
S

pis a bt
+Ei€b, Ti<TS Eis ' > —E&it < ) >
t

a bita a bis,
i > — {mi < ws}eis < i >
t s
a bsj’ a btj1
J J
a b*% a bzt,
+ Eieb,ﬂs<7ri<7rt Eis ( > + €t < ) >
s t

= 0.

It is helpful to draw the modifications of the column b as little diagrams. E.g. for the first step the
(abbreviated) equation (b*)%* = —{nt < mj}es:b"> can be deduced using the diagram
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7%
i/

We leave it to the reader to sketch the necessary diagrams for the various steps, here and below.

Step 2. We claim that the one-step Garnir relations G, 4),¢, (4.3.2) such that £ is the (numerically)
upper interval of a and 7 the (numerically) lower interval of b, and such that a and b are ordered
increasingly from top to bottom, vanish under w modulo ». In particular, we may drop the 7’s from the
formula giving their image of w. Recall that #& 4+ #n = #a + 1. Pictorially, £ and n are situated as
follows.

Bl

An inspection of the proof of (4.3.2) shows that this claim suffices to prove the proposition. We have to
calculate the expression

1 a b
G[ab],s,nwzm Z 6ij<i > o (§Umn).

i,j€b, i<j J
Case #n > 2.
Let y < y' be the largest two elements of 7, i.e. those sitting at the bottom of 1. Note &,,» = —1. Let
= n\y
n = n\(y,y")-

All occurring bijections in the tuple substitutions are meant to respect the order of the elements they set
in correspondence and are thus determined uniquely once given two sets of numbers.

Step 2a. We calculate the following partial sum.

1 a b
F#n! Z 5ij<i. > o (§Un)

i, €b\n, i<] \ J AN N o o, _ o
(4.4.2) af\m ()T AN ) (9) a® ((bid:)1E)y i afﬂ? ((bid:)18)Y' i
= Z €ij Z Y + n

i y
i,jEB\, i< veé \ Y’ . Ny i \J i
af\en' (pyy'syn'\x ab (b’ )iE ab (by'3)i:€
= Z Eyy Z<.’U > +5iy’<i >_5y’j<y' >
i,j €\, i< EAY ) y' ) J
e’ (v’ 0’ £\ ab (piv')E
b “ ;
scé \ Y i€b\n y'

1 a b
M Z Ez’j<i. > o(§uUn)

i€n, jEb\n
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Z a (b)Y
(4.3.8), (i v') #g!l#n! ( ) (—sij)<3{' >) o(£Un)

i€n, jeb\n J

a b
- 5'#77' ( gngw < ! >> °(Eun)

aé\en ((pv'd)n' E\e Y. ab (pY'3)iE
U2 @) Y ey ((Z < % >> + < % >

F€b\n eef \ Y J

|

aé\en' (puy's ) E\e a&f (by'5)7:
= (#£+1#b\nz< >—(#€+1)25y’j<1 >
scé \ Y j€b\n y'

Step 2c. We calculate the following partial sum.

1 ( Z < a b >)
TN € ¢ o(£Un)
#EHD\ o \ ,
4.3.8), (y )(y' j 1 a b
( )g)(yj) <#2n>5yy’<y o(Eun)

#E ! )
Qzn’ (pyy' ' E\z
a2 (#er2) g at it (br)
= 9 , y,
reg \ Y
Writing
a\en' (puv'syn'E\a
ve€ VY i
a&l (biv')E
B = ZEW < >
i€b\7n y'

we obtain, remarking that #€ =n —k — 1 — #n and #b =k + 2,

e ( > E<] " >) oeun = 4 (= () + e - (#477))

i,J€b, i<J
+B (#b\n —1— (#{+1))
= —(n_22k_1>A—(n—2k—1)B

Case 1 = (y') consists of a single element. In particular, ¢ = a and £ = (). This case is only formally
distinct from the former for the lack of y.

Step 2a’. We calculate the following partial sum.

. a bi
#—E'( Z 5ij<7" >)°(§U7))
1,JEb\N, <] ] L .
a (bidy'i a (b
= 5l
i,jEb\n, i<j y' J
a b a b7
= > (Eiy' < i > — &y < y' >)
i,jEb\, i<] y' J

a biv:
= (#b-2 st< >

i€b\n y'
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Step 2b’. We calculate the following partial sum.

. a bV a bv'
= Zey,,-<y' > o(§Un)=<#§+1)Zeyfj<y' >
. jEbL\n ] JEbL\n .7

Note that
(#b—2) - (#+1) =—(n—2k-1).

Remark 4.4.4 The specializations of the generic morphisms obtained in (4.4.1) and (4.4.3)
are nonzero, as can be seen by regarding standard tableaux.

Remark 4.4.5 There exist the following two-box-shift morphisms, which are predicted
by the result of CARTER and PAYNE [CP 80] and which have been calculated directly by
computer (3). We drop the brackets.

§632) /5 — g22211 /5

16 15 14 15 14
147 2 7 2 7 2 7 2 6 2 6
258 —> —38+4+38 — 38438 — 338
36 4 4 5 4 5

5 6 6 7 7
1 4 1 1 4 1 4 1 4
2 5 2 2 6 2 5 2 5
+38 —374+37—37+2-3%6
6 4 5 6 7
7 8 8 8 8
5(3,3,1,1)/3 . 5(2,2,1,1,1,1)/3
17 16 15 16 15 15
157 2 8 2 8 2 8 2 7 2 7 2 6
2 8 3 3 3 3 3 3
- s + _ _ + _
3 4 4 4 4 4 4
4 5 5 6 5 6 7
6 7 7 8 8 8
5(4,4)/5 _ S(3,3,1,1)/5
15 7 147 137 1 137
1357 2 6 8 2 6 8 2 6 8 2 2 5 8
— 2. - + + -
2 46 8 3 3 4 3 4
4 5 5 6 6
137 146 136 1 6 145
2 4 8 2 5 8 2 5 8 2 8 2 6 8
) + — — —
5 3 4 5 3
6 7 7 7 7
135 1 5 1 13 1 6
2 6 8 2 8 2 2 5 2 7
+ + - + +
4 6 3 4 5
7 7 8 8 8
1 1 3 5 1 1
2 2 6 7 2 2
+ — — -2
3 4 6 7
8 8 8 8

3CT. http://xxx.lanl.gov/abs/math.RT/0003083.
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4.4.2 Approximating (ZSs)}3 via specializations

We shall investigate to what extent the specializations of the generic morphisms already
exhibited give the ties describing (ZSe)[3) (cf. S 2.3.3). This may be considered as the failure
of an attempt to describe the quasiblock 11 via specializations of generic morphisms, say,
up to the 9-tie, in a similar manner to the examples given in (S 4.2.2). We replace direct
matrix calculations by usage of elementary properties of the morphisms, viz. their ranks
and various commutativities.

Consider the following diagram of morphisms modulo 3, in which we abbreviate S* := $*/3. The number
in brackets indicates the dimension of the respective Specht module over F3.

0 ——» S(@\K
/

S'(‘r<)§[5]
51 569 @11 pyg
[16 5(372a1) b
9 \
5] 5(2:2:2) /5(3,1,1,1) [10]
J

0 B ——— 5(1,1,1,1,1,1) [1]

a, ¢, f, j and k form the long exact hook sequence (4.2.4), taken modulo 3. e, h, d and g are further
specializations of the generic morphism in (4.3.31). b is the specialization of the generic morphism in
(4.4.1), 7 is the negative of the specialization of the generic morphism in (4.4.3). We have

ab =0
bd = ce
eh = f
dg =0
dh = 0
eg =0
gi = hj
ik =0

as can be checked on a single polytabloid generating the Specht module (cf. S 4.3.5). It would be desirable
to have general statements of this kind.

The ranks of the linear maps are calculated resp. known (proof of 4.2.4) to be

rka =1
rkb = 4
rke = 4
rkd = 5
rke = 10
tkf =6
tkg = 5
rkh = 10
rki = 4
rtkj =4
rkk =1
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Lemma 4.4.6 (of linear algebra type) Suppose given a commutative triangle in an abelian category
of the form

BaC

where e is a split monomorphism and h is a split epimorphism. Then X can be replaced isomorphically
by A® B® C & K for some object K such that the morphisms become

[99]
A®B » BaC
00
%%;?\\\ ///E;]
00
AdBaCoK.

Using that e is a split monomorphism and that the triangle commutes we may substitute X isomorphically
to obtain

—
QO

AeBaY.

Writing down a coretraction retracted by the substitute of h yields § to be a split epimorphism. Substi-
tuting Y isomorphically then gives
10]

A®B [
[é?%k /[

ADBeCOK.

BeC

0
0
1
0

Isomorphic substitution by

o= o0

=N ==]
| IS

Q\Q =]

1
[=N=Nel

yields the result.

Using the commutativities stated above and applying (4.4.6) to eh = f we may substitute our initial
diagram isomorphically by the following diagram of vector spaces over Fj.
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X1 \w
X10X>
IR
XopU Xo@ X3

LI

VX, 00 X3d X,y
[% »/[(1)3]
X1 X5
0
X55 [1]

119

in which however the morphisms are Sg-linear - the respective module structure given by ‘transport de
structure’ -, only the direct sum decompositions are not.

Now ranks and dg = 0 yield ¢’ and ¢’ to constitute a short exact sequence. Isomorphic substitution

according to this short exact sequence as well as via [57] and [} 9] yields the diagram

—
O

[efe)
[efe)
—o
[=fe)
[
—
or
[l =]
[}
[}
[}
[t

2
(&)
i
(&)
=
(&)
<
(&)
<
=2
S

===}
oO~OO

<
<
=

<

Now choosing integral inverse image decompositions (A.2.1) we obtain the following ties caused by these
morphisms - i.e. resulting from the diagram expressing the linear map to be Sg-linear modulo 3 - and
denoted by the same letter, except for the single ties. f is redundant since f = gh. The numbering of the
quasiblocks is that of (S 2.3.1), but we have also recorded the respective partition, and similarly, we have
recorded not only the Morita multiplicities but also the names of the corresponding linear summands.



1, X5

k

120
1, X1 1, X1 4, X2 4, Xo 4, X4 4, X4 1, X5
a a 3 c e 3 j i |3
21
(6) c b e j k
h
4, Xy 1, U 4, X 4, X4 4, X4
d b |3 d e 3 3
d d d 3 g
e 3
3
g
h

]
= = O

e = 5700 - ® &0 T ®
M 101 e
HHHHHH&&&H&%

= oW W © N ©

)
(2,1,1,1,1)

Generic modular morphisms

17
(1,1,1,1,1,1)

As usual, for accordance with (2.3.3) one should check that the morphisms appearing there implicitely

conincide with the morphisms used here. The precise statement of what we have just obtained is that

there exist integral bases of the Specht lattices such that the image of the corresponding embedding of

(ZSs)(3) into a product of integral matrix rings I' is contained in the ring just described. Which has index
3397 in ', whereas the index of that embedding is 3°%® (S 2.3.1).
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4.5 Table of morphisms

121

For ease of reading, we list and describe in an informal manner the generic modular morphisms between
Specht lattices exhibited so far.

combinatorial situation

| type of formula

| modulus

| reference

the target partition arises
from the start by the shift
of an arbitrary box on the
edge to an arbitrary edge
position further down to
the left (provided the re-
sulting figure represents a
partition)

push through the entry on
the withdrawn box posi-
tion to the new position
stepwise and form a linear
combination in the pos-
sibilities of doing so the
coefficients of which are
polynomial in the combi-
natorial data

the path length covered by
the moved box

(4.3.31), in case of
hooks, alternatively
(4.2.3)

tween hooks

entries in the column ap-
pended to the row

from the single row to | asum over two entry shifts | the row length minus one, | (4.4.1)
the partition with two | minus a sum over one en- | divided by two if possible,
boxes shifted into the sec- | try shifts involving this | mutatis mutandis in case
ond row, and mutatis mu- | entry as coefficient of attached columns
tandis with columns ar-
bitrarily attached to the
left (provided the result-
ing figure represents a
partition)
from a partition consist- | a signed sum over two or- | n — 2k — 1, divided by | (4.4.3)
ing of two columns to the | dered entries from the sec- | two if possible, where k
partition arising from it | ond column appended to | is the length of the sec-
by shifting two boxes from | the first column ond column in the target
the second to the first partition
column (provided the re-
sulting figure represents a
partition)
between hooks with cer- | the sum of the standard | 2 (4.2.11)
tain parameters required | polytabloids in the target
to be even
from a sum over one-entry- | 2 (4.2.13)
a hook with even column | replacements in the trans-
length to its transpose posed polytabloid
two-box-shift downwards | the sum over two ordered | 2 (4.2.14)
between hooks, n odd entries in the row ap-
pended to the column
two-box-shift upwards be- | the sum over two ordered | 2 (4.2.15)
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Chapter 5

The truss

We shall construct the truss (German: Gebalk), which is a certain combinatorially given
lattice over an integral path algebra the quiver of which can be depicted as a binary double
tree with some vertices identified, whence its name. The truss gives a complete set of ties
for the inclusion ZS, C— [],(Z)n, via (5.3.15). Thus the (non precisely posed) problem
of finding a normal form for the truss turns out to be equivalent to our initial (and likewise
non precisely posed) problem of finding a satisfactory embedding in the sense of (S 0.1.2).

Let it be remarked that the top part of the truss of ZS,, arises from the truss of ZS,,—; via
induction (cf. 5.3.3, 5.3.5, 5.3.6, 5.3.7, 5.3.8).

JAMES has discovered short exact sequences of ZS,-lattices, the James extensions [J 78,
17.13], which in particular may be used to filter ZS,, by Specht lattices. Such a filtration a
priori suffices to give a complete set of ties, provided the extensions involved in this filtration
are sufficiently well known (cf. C 3).

More precisely, it is possible to write M(1™) as iterated extension, starting with Specht
lattices, and using only James extensions, which then yields such a filtration via pullbacks.
That procedure of unscrewing gives rise to the binary tree mentioned above. The infor-
mation needed of an occurring James extension in order to be able to read off the ties is
a retraction of its inclusion up to a nonzero integral scalar factor, which is divided by the
order of the element in Ext' represented by such an extension. This can be done in a
combinatorial manner along the lines of the construction of the box shift morphism (S 4.3).
Thus this chapter may be viewed as a corollary to JAMES’ discovery and, as we present it,
to the proof of (4.3.31). However, the latter dependence is merely due to the order in which
we proceed, in view of the overlap of arguments. This overlap consists of parts of (S 4.3.3)
and of the overall idea of (S 4.3). We shall need to recall slightly modified methods and

assertions from there.

Let n be a natural number.

5.1 The James extension

Since we need the integral version (5.1.18) of the James extension [J 78, 17.13], we review
the according part of [J 78]. We derive it from the combinatorial result [J 78, 15.14] by an
application of JAMES’ arguments to our slightly modified assumption.

122
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Definition 5.1.1 A prepartition v of n s a map

N 4 N

’L'—>1/Z'

such that > ;en vs = n. Replacing X by v, (4.1.1) carries over verbatim until the definition
of the ZS, -lattice M", which as a Z-module is free on the set of v-tabloids.

Let v be a prepartition of n, let A be a partition of some natural number < n
such that
Ai <y

for all 7 € N. For short, we write A C v for such a situation.

Definition 5.1.2 Let [a] be a v-tableau. Let C, be the column stabilizer of [a] which
moves only entries inside A, i.e.

Cop:={0 € S, | ajjo € a,j for alli,j, a;jo = a;; for j > N}
We define a A C v-semitabloid to be an element of M" of the form

(a)r = > {a}oe,

O'ECQ,)\

Let the James lattice S*S” be the sublattice of M* generated over Z by the A C v-
semitabloids.

Note that for p € S,, we have C,, » = (Cy2)” and thus ((a)x)p = (ap)a-

The notion of a James lattice is a common generalization both of the ZS,-lattice M"
(A = 0) and of the Specht lattice S* (A = v).
Remark 5.1.3 Let 5\1 = vy, 5\1 = \; fori>2. Then

SAQV — S:\gu
as ZS,,-sublattices of M".

As a corollary to the Garnir relations for the A-polytabloids in the Specht lattice S* (4.1.4)
we obtain the

Corollary 5.1.4 (Garnir relations for A C v-semitabloids) Let [a] be a v-tableau.
Fiz j < k. Let § C {ay | 1 < N} resp. n C {aw | i < N} be a subset of the col-
umn j resp. k inside A such that

#E+#n > X

For a subset ¢ C [1,n] we denote by S¢ the subgroup of S, fixing the elements outside (,
i.e. S¢ :=Cs, ([1,n]\(). We obtain

> {a)roe, =0.

O'ES§ X8y \S§U77
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As a variant, we dispose of the following Garnir relation for a A-column and a single
v-element, not necessarily inside .

Corollary 5.1.5 Let [a] be a v-tableau. Fiz j < k. Let § := {ay | 1 < Nj}, let y == ay,
for some | € [1,X;]. Then
> (@@ y) = ()

€L

Instead of modifying the argument for the ordinary Garnir relation (4.1.4), we prefer to
argue directly, so, in particular, we reprove the case [ < A;. Let z := ;.

dlaga(zy) = > > {a}os,(zy)

Tl z€€ 0€C,, )

= > 2 Afdos(zy)

z€€ 0€C, ), 20=x

+ Z Z {a}oe,(z y)

€€ 0€Cqy x, 20>

+ > > Aa}oes(zy)

z€f 0€C, ), 20<T

= o Y {a}oe,

z€§ 0€C,y ), 20=T

+ Z z {a}oey(z y)

z,u€, u>z 0€C, ), z0=u

+ Y > Aa}oes(uy)(zy)

z,u€g, u<z 0€C, », z0=u
o' =o(z u)
= ()

+ X > Aaloss(zy)

z,u€, u>x 0€C, », zo=u

- X >, Aalo'ea(uy)

zu€l, x>u 0'€Cy y, 20'=x

= <CL>)\.

Assume given z > 2 such that A\, < \,_; =v,_; and such that )\, < v,.

Notation 5.1.6 Let
ANi+1 fori=2z

(AAe)i = { i for i # z

define a partition AA, of some number < n, A for ‘add’. Let

Uy 1+ (W, —A\,) fori=z-1
(VR,)i =1 A, fori==z
v; fori#2—-1,2

define a prepartition vR, of n, R for ‘raise’. For a v-tableau [a] we let the vR,-tableau
[aR,] be defined by

(aR,)i; = aij; for j < min(y;, (VR,);)
(aRz)z,l,yz_lﬂ- = az,)\zﬂ- fOI‘ ] € [1, vV, — )\z],
i.e. by ‘shifting the v\vR,-part of [a] one row up while retaining the order’.

The possibility of ¥R, not being a partition even in case v is a partition forces us to work
with prepartitions.
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Remark 5.1.7 We have an embedding of ZS,,-sublattices of M"

S/\Az Cv C S)\gu

For a v-tableau [a] we may write

(@, = > {a}oe,

0€Cq, A,

= Z ( Z {a}Ter)oe,

O'ECa,)\\Ca,/\Az TECa,/\

= > {ayroz,.

Ueca,)\\ca,/\Az

Example 5.1.8 Let n=9,2=3,v=(3,3,3), A =(3,3,1),

IS

Il
~N &~ =
o Ot N
O W

Then AA; = (3,3,2), vR; = (3,5,1),

3
aRs = 689

N TN
(G230 W)

We need some combinatorial notation in order to generalize the notion of a standard
polytabloid. It is not as straightforward as one may hope (cf. 5.1.15).

Definition 5.1.9 ([J 78, 15.2]) A sequence of type v is a map

such that #s7'(j) = vj. The subset G5 C [1,n] of good terms of the sequence s is
constructively determined by the conditions

(i) s7(1) € G,
(i) in case s; > 2, 1 is in Gy iff

# (s (si—DNGN[Li—1]) > # (s (s:) NG N [Li = 1]) .

Let seq(A C v) be the set of sequences s of type v such that, for all j >0,
S_l(j) N Gs 2 )\j.

More specifically, the prepartition u of some number < n given by p; := #(Gs N s7(4))
is called the subtype of s. (In fact, p is a partition).
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Example 5.1.10 Let n =5, 2 = 3, v = (2,2,1), A = (2,2), A3 = (2,2,1), vR3 = (2,3).
We list the sequences of type v together with their subtypes. In the sequences in

seq(A € v)\seq(Ad. C v)

we replace the values s; = z for i ¢ G, by s; = z — 1 and list the resulting sequence s’ in
the third column. L.e. we replace the value 3 by 2 in case the sequence has subtype (2, 2).

sequence s subtype replaced sequence s’
11223
11232
11322
12123
12132
12213
12231
12312
12321
13122
13212
13221
21123
21132

(

(2,2,

(2,2) 11222

(

(

(

(

(

(

(

(

(

(

(
21213 (

(

(

(

(

(

(

(

(

(

(

(

(

(

(

12122
12212

21231
21312
21321
22113
22131
22311
23112
23121
23211
31122
31212
31221
32112
32121
32211 (2)

We list the sequences of type vR, together with their subtypes

21122
21212

sequence subtype

11222 (2,2)
12122 (2.2)
12212 (2,2)
12221 (2,1)
21122 (2,2)
21212 (2,2)
21221 (2,1)
22112 (2,1)
22121 (2,1)
22211 (2)

and recognize that in this example there is a bijection from seq(A C v)\seq(A4, C v) to
seq(A C vR,) given by the replacement described above. This is in fact true in general, as
has been discovered by JAMES [J 78, 15.14] (cf. 5.1.11).

The following combinatorial result of JAMES is the key to the James extension [J 78,
17.13] as well as, independently, to the Littlewood-Richardson rule [J 78, 16.4]. We cite
it without proof.
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Theorem 5.1.11 (JamESs, [J 78, 15.14])
#seq(A C v) = #seq(AA, Cv) + #seq(A C VR,).

Lemma 5.1.12 ([J 78, 17.6, 17.9]) Let s € seq(A C v). Let [as] be a v-tableau con-
structed in the following manner. The j-th row of [as] is filled with s='(j) such that
s Y(j) N Gy appears increasingly from the left and such that s~1(j)\Gs appears increas-
ingly from the right. Then

({as) | s € seq(A C v)) C S

is a Z-linear independent tuple, in particular, s — {as)x is injective. Moreover, its Z-
linear span is a pure Z-sublattice of M".

In fact, it will turn out to be a Z-linear basis of SA<” (cf. 5.1.18).

We claim that for s € seq(A C v), a, is standard inside A, i.e. that (i) [as)i—1,; < [as]” for
i € [2,\] and that (i) [as]ij—1 < [as]i; for j € [2,\;]. Assume x = [as];i1; > [as]i; =
for some i € [2, ], so that s, =i — 1, s, = 1. Since x and y are in G, we would obtam

j—1=4#("(—-1)NG N[,z —1])
> #(s7 (i - 1)NG,N[Ly—1])
> #(0)n Gy N Ly 1)
:] 1.

Consider the total order on the v-tabloids in which the largest entry x in different rows
decides the order of two tabloids {a} and {b} as follows. If z is higher in {a} than in {b},
then {a} is smaller than {b}. Let a be a tableau satistying a;_1; < a;; for 7 € [2,\]]. In

the defining sum
> {a}oe,

a€Cy
{a} is the largest occurring summand. Since the map s — {a,} is injective, for different
sequences yield different distributions over the rows, the matrix representing the elements
(a)y, in terms of the tabloid basis ordered as just described, can be written in a lower
triangular manner with entries € {—1,0,1}.

Remark 5.1.13 The equations

v) = rk M”
A) = 1k S

hold.

The first equation results from the bijection from seq((0) C v) to the set of v-tabloids as
given in (5.1.12).

The second equation, which we won’t use but reprove further down, results from the
bijection from seq(A C A) to the set of standard A-polytabloids as given in (5.1.12). In
fact, surjectivity follows, in the notation used there, by assuming [a] to be standard and,
using induction on y, by considering

# (s (@) N[y —1]) (s'@—1)N[lz—1])

#
# (57 (1 — 1) N L, 2])
#
Gs =

IN A

(s =1 N[y —1])

in order to prove y € G4, so that eventually [1, n] results.
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Example 5.1.14 Let v = (3,3), A = (3,2). We list seq(A C v) together with the according

v-tableaux.
111222 ;23
112122 124
112212 133
112221 338
121122 334
121212 133
121221 338
122112 1488
122121 338
211122 231
211212 33%
211221 53¢
212112 24%
212121 239,

Example 5.1.15 (dangerous bend) It is possible that a tableau which is standard inside
A does not occur as a; for some s € seq(A C v). Let v = (2,2), A = (2,1). Welist seq(\ C v)
together with the according v-tableaux,

1122 132
1212 13
1221 14
2112 %3
2121 21,

and notice that }% does not occur. Note that s — {a,} couldn’t be injective if it did.

Proposition 5.1.16 ([J 78, 17.10, 17.12]) There is a ZS,-linear epimorphism
S)\gll . S)\EVRZ
(@) —= (aR:)x

which annihilates SM=<Y (cf. 5.1.7).

Given a v-tableau [al, let

€ = {ay | j €L, A]} = {(aR.).; | j € [1, (VR,):]}
n = {az;|j €+ 1]} {(aR;),-15 | § € Vo1 + 1, (VR,) 1]}

Consider the ZS,-morphism

Fu - MI/RZ
[a] - ZG’ES§ XS’{]\S&U/H {a/RZ}O-
(cf. 4.1.1, 5.1.6) which factors over
Mu _¢> MuRz
{a} — ZUESgXSn\Sgun{aRZ}O-'
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since a,, = &Un.

We evaluate

(@ = > ({a}e)pe,

pECa,/\

= Z (20'685 X Sp\Seun {aR,}o)pe,

peca,)\

and claim that for (S¢ x S))o # (S¢ X S,) the summand

> {aR.}ope,

peca,)\

vanishes. In fact, let © € § such that z € no, and, writing z =: a,;, let y := a,_; ;. We
calculate

Y {aRops, = Y ({aRope, — {aR}o(w y)pz,)

PEC A PEC, \, TP>Yp

- Z ({aR.}ope, — {aR }xo™" y)ope,)

pPEC, > TP>Yp

= > o

PECq N, TP>YP

Thus
() = > {aR,}pe,

peca,)\

= Z {aR}pe,

PECaR, 2

= <U,Rz>)\.

It remains to be seen that (a)y4,% = 0. We modify the argument just given by remarking
that now for any o there is an z := a,; with j € [1, A, + 1] such that z € no.

Lemma 5.1.17 Let X -1~V be a morphism of Z-lattices. If dimg, Im (X/p—f>Y/p) is
independent of the prime p, then Im f is a pure sublattice of Y.

Write f in elementary divisor form (A.1.1).

Theorem 5.1.18 (JAMES, [J 78, 17.13]) The sequence of ZS,-lattices

0 S)\Azgu S)\gu SAQ/RZ O,

(a)ra. — (a)ra.
(a)n  — (aR,)x

called the James extension, is short exact. Moreover, rk S*" = #tseq(\ C v), and the
tuple
({as)ls € sea(A C v))

forms a basis of S*<" (cf. 5.1.12).

In order to apply a rank argument, we need to know the left hand side inclusion to be
pure. So we first reduce modulo a prime p, using the analogous definition of the James
module Sﬁ%“ over F,S, as being generated by the A C v-semitabloids inside M"/p. NB
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we do not know yet that S*<"/p = 5’1’-}%” but only a surjection of the former onto the
latter.

The above sequence also exists for the James modules over F,, as can be seen by the
construction used in (5.1.16), moreover, composition is zero, the left hand side morphism
is an inclusion and the right hand side morphism is surjective.

The elements listed in (5.1.12) are linearly independent over Z and span a pure sublattice
of M". Hence their images in S;‘.pg” C MY /p are linearly independent over F,,.

Since every pair A C v, A\; = vy, can be turned into a pair of type (u1) C p, p being
a prepartition, by a sequence of inverse R¢-operations followed by a sequence of inverse
Ac-operations for various ¢ > 1 while taking care of the (A_; = v_1)-condition, we
may assume by induction and by (5.1.13) the equality dim Si\‘%” = #seq(A C v) to
hold in order to prove that the inequalities dim Sﬁ“f"g” > #seq(AA, C v) as well as
dim SQ%”R" > #seq(A C vR,) are equalities.

#seq(A Cv) dim S,’_}%"
dim Sp7*” + dim Sp=""
#seq(AA, Cv) + #seq(A C VR,)

(LD #seq(A Cv).

=1V IV

Actually, we use only #seq(AA, C v) + #seq(A C vR,) > #seq(A C v), i.e. welldefinedness
and injectivity of a map seq(A C v)\seq(AA, C v) —seq(A C vR,).

Applying (5.1.17) to the map
v — MY
[a] — {a)xa.

etc. we see that the inclusions S*:<¥ C §*<¥ C MY are pure. Therefore, S’ /p = Sﬁ%“,
so that rk S*<” = #seq(\ C v). A comparison of ranks shows the James extension to be
short exact.

Remark 5.1.19 There are further sublattices of MV, given by summing up alternatingly
over place permutation actions for an arbitrary subdivision of v into parts of columns (to
make it nonzero), and inclusions between them by fusing vertically such parts. I do not
know in which cases the cokernel of such an inclusion is again of such a form.
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5.2 Retracting the James extension up to an integer,
simple case

We keep the notation of (S 5.1), but specialize to the case that v is a partition
and that there is a z > 2 such that

\ = v,—1 fori=2z
Uy for i # 2.

Let k£ := V1.

The James extension (5.1.18)
(0 — 8" —> S — GAVE: () € Extyg (SCVF, 5Y)
represents an element of finite order in Ext! (cf. A.3.3), whence it allows a retraction up to
m = (Su _ ngu _ SV)7

where m is a nonzero integer divisible by this order. In our particularly simple situation we
shall exhibit such a retraction in a combinatorial manner. Curiously, its formula is similar
to that of the morphism exhibited in (4.3.31). I tend to consider (5.2.9) to be the reason
for the sums of type f. to occur (cf. 5.2.1), being ‘potential retractions up to an integer’.

The reader might wish to have seen some illustration in advance (S 5.2.5).

5.2.1 Preparation

Notation 5.2.1 Let

[a] = [a; ... ak]
be a v-tableau, where a; denotes its i-th column and a; ; the entry in the 7-th column and
the j-th row. Note that this means a change of notation compared to (S 5.1), which is
convenient to handle columns. Let g := v,,

Y =Gy, 2,
so that y is the ‘element in v but not in X’, situated in column ¢ and in row z.

Let e be a function

let .
[1,1] — [g+1,k]
J i
be the strictly monotone function of which e is the characteristic function, i.e. [ :=
#e (1), j € ipy <= e; = 1. Extend e to e, := 1 and, accordingly, i to ip := g.
Finally, extend e to [1, k] by zero.

Let

e o

[a] — > (aTaptT el ).

ija,-j

Without further specification, ‘z; € a;,” means ‘z; € a;;, j € [1,1]".



132 The truss

Lemma 5.2.2 The kernel of
Fv S,\gu

[a] — (a)a
s generated over ZS, by the signed column transpositions inside A\, by the Garnir

relations for y of the form G ,, and by the one-step Garnir relations inside ),
denoted G zg.q-

Signed column transpositions inside \ are elements of the form
[al...aj...ak]—i— [al...aj...ak](s t)

where s = a;,, t = a;4 for some p,q € [L,X}], p # q.

Garnir relations for y are elements of the form

;,)\’j =[..05...04...] — Z[...a}”’y...ag’w...]
TEQ;

where j < g. In case g =1 we set G, := 0.

Letj € [1,k—1]. Let § C{aj; | i < N}, n C{ajp1a | i < Ny} be given such that

HE+#n > X,

A one-step Garnir relation inside )\ is an element of the form

Gapen = Z [a]oe,.

O'ES;E ><S,7\S§Un

The elements of these three kinds in fact lie in that kernel (5.1.4, 5.1.5), so that (F* modulo
the submodule generated by them)=: F” surjects onto S’\g‘i . Therefore, by (5.1.18), it
would suffice to show that ([as]|s € seq(A C v)) generates F”. We proceed in different
way.

It suffices to exhibit a tuple in £ which remains linearly independent in S*<” and which
generates F” Z-linearly. For then the same argument applies, i.e. the induced surjection
from F¥ to S*<¥ maps a Z-generating tuple to a Z-linearly independent tuple, hence a
Z-basis to a Z-basis.

[a] is (provisonally) called z-A-standard if

Qi < Qi j fOl"j >1 and i,il € [1, )\j], 1<
a;; < a;y fori>1and j,j €[1,N]\{z}, 1</
ai; < a;, forie[l,A,]and je[l,N]\{z}.

This is, we ‘think of the zth row as of the last one’. Accordingly, we introduce a total
order on the v-tabloids by declaring {a} to be smaller than {b} if the largest entry z
which is in different rows decides their ordering as follows. If its row position in {a} (resp.
{b}) is z, then {b} is smaller than {a} (resp. {a} is smaller than {b}). If the row position
of x neither in {a} nor in {b} is 2, then {a} is smaller than {b} iff x is higher in {a} than
in {b}.

Consider the row equivalence classes of the set of z-A-standard v-tableaux, i.e. the orbits
under the respective row stabilizer, and let [a] represent such a class. Assume y' to be the
minimal element of the z-th row. Replacing y by 4’ and ordering the first g — 1 entries
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of the z-th row increasingly yields a z-A-standard v-tableau again. Choose from the row
equivalence class this v-tableau and consider the tuple 7" formed by them.

Letting [a] be such a chosen tableau, we observe that {a} is the maximal occurring element
in the defining sum of {(a),. Moreover, the tabloids corresponding to the chosen tableaux
differ pairwise by construction. Therefore, the tuple formed by the chosen tableaux is
linearly independent when regarded in S*<”.

We claim that the tuple T (of y-minimal z-\-standard tableaux) generates F” Z-linearly.
Using signed column transpositions inside A and one-step Garnir relations to standardize
the A-area by the method described in (4.3.2), we see that the z-A-standard tableaux
generate FV. Moreover, we see that it is possible in F” to write an arbitrary tableau as
a linear combination of z-A-standard tableaux of the same y-value.

We perform an induction over y.
Start of the induction, y = 1.

Step of the induction. Given a z-A-standard tableau a. Assume y not to be minimal in
the z-th row and let ' = a;, < y the minimal element of the z-th row, whence g > 2.
The Garnir relation for y given by G ,, has as its negative summands tableaux with
smaller y-value than [a].

Example 5.2.3 Let v = (2,2), let A = (2,1). The tuple T appearing in the proof of (5.2.2) consists of

the elements
4 23 24
2 1, 31

-

12 13 14 2
43> 425 32> 4 ’
which differ from those chosen via sequences in (5.1.15).

Remark 5.2.4 T do not know whether the relations exibited above mutatis mutandis suffice to generate
the kernel of F¥ —» SASY for a general pair A C v.

Lemma 5.2.5 The signed column transpositions inside A vanish under f..

This is the same calculation as in (4.3.3, ‘Case p € [g + 1, k]).

Lemma 5.2.6 The Garnir relation for y given by Ga . j, j < g, vanishes under f,.
This follows by (5.1.5).

5.2.2 Strategy

Orientation 5.2.7 We shall exhibit a Z-linear combination

v = vl gv

of the maps f, (5.2.1), where e runs over the maps [g + 1, k] — {0, 1}, which allows a
commutative diagram

Sv f Fv
[a]
(a)x
SV S)\gu

(@) —— (a)
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for some integer m that depends on the combinatorial data and which will result from
the calculation. Using (5.2.2, 5.2.5, 5.2.6), it remains to evaluate the expressions

1

Garenfe=——— 3 (..a™ ... a2 . a0 (EUD)
renle = e o (o )

(7
j €ai;

and combine them Z-linearly over e to yield zero, where the coefficients may not depend
on ¢ and 7.

Suppose given a v-tableau a. Let p € [1,k — 1], let £ C ap, 1 C apyy such that
y & &, y¢&n and such that

#E+#n = F#N, + 1,

We have to distinguish seven cases.

(D) e, =1, ep41 =1.

(i) p=g=io,p+1=g+1=1.
(il) p=is, p+ 1 =i541, s € [1,1 —1].

(I) e, =1, €41 = 0.

(1) pP=g9g= io, €g+1 = 0.
(ii) p=1is, s € [1,1], ept1 = 0.
(III) e, =0, ep41 = 1.
()g=>2,p=g-Lptl=ig=g.
(i) e, =0,p+1 =1, s€[1,1]
(IV) e, =0, ep41 = 0.

Let af, := a4\y. For a subset ¢ C a,, let £ := q,\{ in case p # g, let £ := a}\¢ in
case p = g. Note that in the latter case we stipulate & C afq.

We start by recalling a particular Garnir relation (4.1.4).
Lemma 5.2.8 Given a v-tableau [a], p,q € [1,k], p < g, ¢ € a4, d € ap, we have

Yhea, (-rapoiat) = (iap..iag..).
Ebe%\d<... g’c...ag’b..) = (...ap...aq...)—<...ag*c...a2’d...>.

Lemma 5.2.9 (potential retractions) Suppose given an integral linear combination
Jo f::Ze Ue fe v
factorizing as in (5.2.7). Then

(8" S o5 = Y,

[9-+1,K] —> {0,1}
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where, as in (5.2.1), i, = max{e~(1)}, including e, = 1, and where v is the inclusion of the James
extension (5.1.18).

We calculate using the language of (4.3.1).

(@) — (@)

= Z {a}oe,

oceCq

= Z {a}oe,

oc€Cq, yo=y

+ Z Z {a}oe,

zo€ay o0€C,y, yo==xgo

o'=(z0 y)o Z {a}oe,

O'ECa,)\

- > Y Ad(=oyodes

woe% U’Eca(mo ) A

_ - Y < (a'gzzo,y >A

7
zo€ay

§ Ue fe
e Y,T1 Z1,T2 Zi,Y
— E Ue< E <...az.0 ...ail ...az.l >

e zjea,-j,je[l,l]

! \Zo,Y T1,Z2 Z1,T0
B Z s (@) L ag ceeag
z1

zoeago, z;j€ai;, JEL]

— Y,Z1 T1,T2 Z1,Y
= E Ue( E (cooal™ . oaih™ el L)

e ijaij,jE[l,l]

_ ) < (ab)?ov ... @S L. (afiY)weo >>
Z1

zo€aj , zj€aij, JE[L,]

(5.2.8) Y,T1 T1,T2 T,y
= E Ue E <...ai0 A >

e z;€ai , JEL]

! Z1,T2 Y
_ Z ...aio ...ail ail
Ty

wjeaij ) jE[l,l]

! Z1,T2 T1, %1
+ Z ...aio ...ail ail
Y

CL‘an,’j , JE[L,1]

— ) Z1,T2 Z1,%1
= Eue< E <...a,0 T P >>

€ ;Eanij,jE[l,l]

(5.2.8) 2,23 T1,T2
= E Ue E (oon @iy oo @™ LA™
e

T j Eaija ]6[211]

(5'58)75 Zue< Z < Qiy - -- afl”z’ >>

T1€aq;

(Zueuz’-l) {a).

Notation 5.2.10 Suppose given £ € a’g, 17 € ag41 such that #& 4+ #n = 1/;, w € 7, and a strictly

increasingly ordered tuple (ug,...,us) C [g + 2, k], possibly empty, with characteristic function

[g+1,k] — {0, 1}.
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Denote

AV = Al =Y < (af)erNe (@\TEeen g L ag >

T EQu;, JE[1,t]

So in particular, in case t = 0 we obtain

407 = < L (@)Ene @\ >

&m w

Notation 5.2.11 Suppose given { C ap, n C apy1, p € [g+ 1,k — 1], such that #{ + #n = v, + 1,
w € 7, and a strictly increasingly ordered tuple (u1,...,us) C [g + 1, k]\{p,p+ 1}, possibly empty, with

characteristic function [g + 1, k] — {0,1} (so ep = ept1 = 0). Denote

By, = Bui,...,u)g, =

1 z 3 3
z q—1,W 57)\111 ’I}\’UJ£ w,T Tq>Tq+1 x
i E <...ag*1...auq_1 ceeap (@ 7)Yy coagh¥o)o(§Un).

P zj€an;, jE[1 L]

So in particular, in case ¢ = 0 we obtain

w 1 w £ w a_ w
BOg, = =7 (- ab . af ™ (@) . ).
i

5.2.3 Calculations

We shall refer to the calculations in (S 4.3.3) in case this is possible after an obvious modification.

Calculation 5.2.12 We treat the case (L), i.e. £ C ay = aj, 1 C ag41 = aiy, #E+ #n = v,. Choose
w € 1. We obtain

3. \én\w Nw,E\w,z T2,T3 z1,Y
Gaenfe (4.3.13) (1+v— v ,) Z < (ag) (az," *)"® ... ay ceeag >
(2.1]

. w
szaij, JjE

5.2.10 . .
R C N V(S

Calculation 5.2.13 We treat the case (Lii), i.e. £ C ap = a;,, 7 C apy1 = a4,,,, s € [1,1 —1],
#E+#n = v + 1. Choose w € 1. We obtain

Gaxenle
(4.3.15) 14wy vy go—tw  En\w n\w, Toy2,w
— _ Y,T1 s ) ) S\W,Ts42 s+2,Ls+4+3 T,y
= 7a Z ap® .4t ay (ais+1 ) cay capt? Yo (EUn)
Tj Eaij,j;és,s+1
(5.2.11) ’ , . Aa CNw
= —(1+1/p—Vp+1)B(zl,...,zs,zs+1,...,zl)g,n.

Calculation 5.2.14 We treat the case (ILi), i.e. £ C ay = aj, 1 C agt1, eg11 = 0, #E+ #n = v,.
Choose w € 1. We obtain

Ga,)\,ﬁ,nfe (4.3=.17) Z < . (a’g)ﬁvﬂ\w (a;I_\:ll)y&)w,wl . a;clly-TQ o a;Ull,y o >

zj€ai;

(5.2.10) A(ins 5 )g

Calculation 5.2.15 We treat the case (ILii), i.e. £ Cap = a;,, s € [L,1], 7 C apy1, epy1 =0, #E+#n =
v;, + 1. Choose w € . We obtain

Ga A fe
A6
(4.3.18) 1 z Too1,w Em\w, mMw,&\w,z Ts41,Ts+2 T,y
= E ceap® e (a gy )T e ceaptt o) o (EUn)
zj€ai;, j#s

(5.2.11) . 4 )
= =B(it,- -0y 0)E -
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Calculation 5.2.16 We treat the case (IILi), i.e. £ C ag—1, n C ay, #§+#n=v,_; + 1, to obtain

Garnir, (4.1.4)
Gay)\a£77lfe = 0'

Calculation 5.2.17 We treat the case (IILii), i.e. £ C ap, ep =0, n C apy1 = a4,, s € [1,1], #E+#n =
v, +1. Choose w € . We obtain

Gangnfe

(4.3.21) Tam1,w Emw n\w,€ Tat1,®
iy Y, T1 s—1, > MW,s\w,T 541 s+1,Ts42 Z1,Y
=" -5 E ceaToa T ey (e, )T e cap? o (EUn)

P
Tj€ai;, jF#5
(5.2.11) . 4 .
= B(it,---ybs---50),

Calculation 5.2.18 We treat the case (IV), i.e. £ Cap, n C apr1, ep =0, epr1 =0, FE+Hn =v, +1,

to obtain ( )
Garnir, (4.1.4
Gaa)\a€7"7fe = O'

5.2.4 Polynomial Coefficients

We use the notation introduced in (4.3.25).

Proposition 5.2.19 Let

for j € [g,kl], so Yy =0. Let
= Y Yieg
[o+1.4] —> {0,1)

For a v-tableau a, for p € [1,k — 1] and for £ C a,, n C apq1 Such that y € &, y € n and
such that #& + #n = A, +1 we have

Gapgnf’ = 0.
Hence f° induces a morphism of ZS,-lattices
S)\gu ﬂ Sv

such that the composition with the inclusion of the James extension (5.1.18) turns out to
be
£0
(Sl/ _ S)\gu i’ SU) — Z Ylfeyz{l
[g+1,6] — (0.1}
where, as in (5.2.1), i, = max{e~ (1)}, including e, =1 (5.2.7, 5.2.9).
Choose w € n.

Case p = g, i.e. (Ii) or (ILi). Let [g + 2, k] <, {0,1} be given. From (5.2.12, 5.2.14) we
take
Gapen(V 1 frien + V170 fgon)
= (1- (A +yy —vpyq) + Vg - DY 7CAR ’
I+ vy = vga) = (G = 9) + (v — (9+ DY Afgen e

= (
=0
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Case p € [g+ 1,k — 1], i.e. (Lii), (ILii), (IILii) or (IV). Let [g+ 1, k]\{p,p+ 1} < {0,1}
be given. From (5.2.13, 5.2.15, 5.2.17, 5.2.18) we take

Ga,)\,f,’r](Yl_[llel]f[llel] + Yl—[l()e’]f[loe’] + Yl_[()lel]f[olel] + Y [00€'] )
= (1 (L4 —vp) + Yo - (F1) + Y, - 1+ Y, Y00 - 0)Y' Bfgoa] €

A+ =)+ Wy —9) = W — P+ 1) = (vy—9) + (4, — )Y
= 0.

OOe’ 15¢,m

Case p € [1,g — 1], i.e. (IILi) or (IV). Let [g + 1,k] — {0,1} be given. From (5.2.16,
5.2.18) we take
GaaAagﬂnfe = O

We shall simplify the formula for the composition of the inclusion of the James extension with f° (5.2.19)
which we obtain by (5.2.9).

Remark 5.2.20 For j € [g+ 1,k] we have

Vit Wy —g+i-1DY; =+ )(v, —g+(G+1)-1).

Lemma 5.2.21 Let k € [g+ 1,k + 1]. We obtain

DR 74 —( 11 Yj)z(vﬁk—g) II @+0.

e JE[K—1,k] JE[K,K]
[k,k] — {0,1}

whereij:=k—1 fore=0o0re=10 (i.e. k =k+1).

We sort the left hand side sum according to the occurring term 1/5, J € [k—1, k], which has as its coefficient

3 yl-e I vl=| I] x+v II v
e i€[j+1,k] i€[k,j—1] i€[j+1,k]

[Knj*l] - {0:1}

and rewrite it as

—Ijern—1,0 Y5 + 2jei—1,1 (Hie[n,j—l] Yi + 1)) - (Hie[j+1,k] Yz)
= (V; —g+K-1Y Hje[n—i-l,k] Y;
+vy, Hje[n-i—l,k
+ 2 ekl (Hiemu‘—ll(y" + 1)) vy (HiE[jH,k] Y’)
(Yo + 1)(”; —g+(k+1)-1)Yop Hje[n-i-z,k] Y;
+(Ye + Dvga [iepegon Yi
2 jeln i) (Hie[w—l] (¥ + 1)) g (Hieml,k] Y’)
(Yo + D) (Y1 + D(vy —g+ (K +2) = )Y,y Hje[n+3,k] Y;
+(Ye + 1) (Y1 + Vg [igpian Vi

+ 2 jelnt3.4] (Hie[n,j—l] (Y + 1)) 5 (HiE[j-‘rl,k] Y,)
(5.2.20)

(5.2.20)

(5.2.20)

C220 Y+ 1) (Yegs +1) -+ (Vs + 1)} — g+ k— )Yy
(Ve + Va1 + 1) - Vi1 + Dy
(Mg 5 + 1) 7 = g+ K).

(5.2.20)
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We shall exhibit a redundant factor.

Lemma 5.2.22 Given p € [g+ 1,k], [g+ 1, k\{p,p+ 1} — {0,1} such that v, =V,
we have

Jroen = fiiten-

We apply a Garnir relation (4.1.4), cf. (4.3.28).

Lemma 5.2.23 Let

r:=1I; —y Y
H]e[g+1,k—1],u;_u§+1 J

0
Then S* L ¥ is divisible by r. Let f:= f%/r. Note that we may also write

r= II (Y;+1).

je[g+25k]a V§_1 = V‘;'

In the part of the proof of (4.3.29) concerning ‘f’, we replace ‘X’ by ‘Y’ and ‘(4.3.28)’ by
“(5.2.22)".

Lemma 5.2.24 f is indivisible.

Let [a] be the v-tableau which has y = n as its maximal entry, which is ordered increasingly
down columns and for which ¢ < ¢, a; ; # y and a; j # y implies @; ; < d; ;. In particular,
[@] corresponds to a sequence in seq(A C v) (5.1.12). Suppose given [g + 1, k] — {0,1}
such that for p,q € [g +1,k], p < g and v, = v, we have e, < ¢,. The summands of

> > L1,22

; VC.E2,$C3 V{Elay
[alfe= > <"'zi“-azl c @y >

T Edij

are standard v-polytabloids up to sign. Note that, after ordering columns, ‘the new place
of y is a proper corner’. Since we may write the image of [@] under f as an integral linear
combination of such elements (5.2.22), and since the occurring standard polytabloids are
pairwise different because of different fillings of the columns, we are reduced to consider
a chosen such e and to prove indivisibility for the corresponding summand

1 i\ L
_ ( Z Yl—e) [a]fe;
r e'cE(e)

where

E(e) :=={[g+1, k] < {0,1} | Vi€ [g+1,k] (e, =e; VvV Tj € [g+1,i—1] (V; =v; A e = e; = 1))}

However, for e = 11...1 we obtain

Z yi-¢ (4.3.27) H (Vi +1) (5.2.23) ’

e'cE(e) i€[g+2,k], v]_ =V
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We summarize to the

Theorem 5.2.25 Keep the notation from (5.2.1, 5.2.19, 5.2.23). The ZS,-linear map

1
r

f= S YRS Y

e
lg+1,k] — {0,1}

factors over )
S/\gu f SU,

which is indivisible, i.e. f #, 0 for s > 2, and which composes to

(SV . SAQ/ _f> Su)

(vy+k—9) II (Y;+1) = m*&”
jelo+Lk], vi_ >}
with the inclusion of the James extension (5.1.18).

This follows from (5.2.19, 5.2.23, 5.2.24, 5.2.21 for Kk = g + 1).

Corollary 5.2.26 The James extension (5.1.18)

J = (0—= §” —» SV —» SV s ) € Extlg, (S*SVR2, 5)

has order m := |m*<"|.

Let m' be the order of J, so that m' divides m (5.2.25). Note that Homzg_ (S*<"E= 5¥) =0
since S*SVF- has a filtration of Specht lattices to partitions strictly dominating v (5.1.18,
[J 78, 3.2]). The exact sequence

0—> Homgs, (S*"1%, 8" fm') — Exths, (S*S", 8¥) <o Bixtls, (P, 57)

yields a (unique) morphism S*S*f: —» §¥ /m’ which pulls back

m' ,
0—>5" 2§ e S —0
. . .. . f! .
to J, so in particular it yields a retraction SAS¥ —— SASVE: of J up to m'. Since the
morphism SASVE: —» §¥ /m which pulls back

0—> 5" > 8" — S /m—0

to J is likewise unique, we obtain

m
f =m 7 Ia
m
thus
f =m/m' 07

whence m = m’ by indivisibility of f (5.2.25).

Remark 5.2.27 Assume vR, to be a partition. The composition
SI/RZ S)\QVRZ f Su/m)\gu

of the inclusion of the James extension (5.1.18) with the morphism induced on the cokernels
by the morphism constructed in (5.2.25), again denoted by f by abuse of notation, coincides
with the morphism constructed in (4.3.31) up to sign and in the direct limit (this is, we
adjust the modulus).
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Let k := v,_1. We exclude the case k = k, z = 2, in which the assertion holds true, and
fe
assume £ < k in the sequel. We shall pretend SASVE: —+ §¥/mASY to be well defined,

[g+1,k] = {0,1}, which becomes correct as soon as we sum up as in (5.2.25). We do so
in order not to carry this sum through the calculation. Moreover, we denote the map called

f (resp. fe) in (4.3.31) (resp. (4.3.1)) by ¢ (resp. @e).
We send a vR,-polytabloid (aR,), which we may assume to take this shape, first to

SuRz . S/\QVRZ
(aR,) — (aR))

_ < ay ... Qg >
Y

! z,Y
_ Z ag an_,_l )
x

TEAK+1

Case 1. K+ 1 < ;.

Subcase 1.1. e, = 0, in particular, K+ 1 < ;. We send the element (aR.) via f. further
to the following element of S¥/m*<V.

! z1,T2 Z1,Y
Z ...ag ...ail cee Qg1 ...ail
I

T; Ea,'j

! T1,T2 z,y Zr,x
. Z Z ...ag ...ail ...aﬂ+1 ...ail
I

TEAK+1 TjEai;

Garnir, (4.1.4) 0

Subcase 1.2. e;11 =1, K+ 1 < 4. Let i5 := k + 1. We send the element {(aR,) via f,
further to the following element of S”/mA<”.

! TssTs+1 z1,Y
Z ...ag ...ais ...ail
z1

zj€ai;

1] -.W’y Ts,Ts+1 -Tff'laz
Grea) = 5 S (g G AT

T5,8€ai,, TATs T;€ai;, JFS

al .o.ooalemvY L gDt L gfetnTetr | gint
Te = ) _ ) 1s—1 1s Ts4+1 (2}
(xs =y

T1

T€ai, wi€ai;, j#S

: ! TsyTs+1 Z1,Y
2 Garnir, (4.1.4) Z c.al .oag) .oag >
I
mjellij
! Ls,Ts41 Z1,Y
_Z <...ag i ...ail >
z1
Tj€ai;
! Ts,Y Ts+1,Ts4+2 T1HTs+1
(‘.’L'—.Z' ,) + ...ag ...ais s Gy ...ail
— Lsg+1 z
zj€ai; !
1 Ts—1,Y ) Ts+1,Ts+2 T1,Ts+1
_ Z ...ng "'a’is—l cee Qg ...ais+1 ...ail
. T
Zjeaijyﬁés

(5.2.8) , oalh oakv oL
= E v - g 1s
(23 55'1

szaij ) je[las]

! Ts—1,Y .
_ Z 1/’.- ...ag ...ais_l B ¢ 7 S
(2] 'Tl

zj€ai;, JjE[1,5—1]

’
= (_1)V~+1+1Vz{l . (aRz)(pe‘[g+1”c]7

where the sum involving ‘j € [1,s — 1]’ is to be read as a single summand in case s = 1.

Subcase 1.3. e,y1 = 1, k+1 = i;. We send the element (aR,) via f. further to the
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following element of S” /mAS".

oal L dtevY L (dBYyrer
@=y) -y 3 < h e G e (0 >

z€ai; zj€aij, jA

! Z,Y
_ Z Cbg ail
Z1

zj€ai; oy
! 1>
... a ... a;
SOEETD Dl Gl B A
T
Ti€a;,;
y ! Ti-1,Y .
—VI. . Z ag az-l_l cee Qg e
2
) I
$j€aij,J;£l

’
= (_1)Vn+1+1yz(l . <aRZ>(pe|[g+l,n]'

Case 2. £+ 1 > i;. We send the element (aR,) via f, further to the following element of
Sv /mAEr.

T,y

Z ...ag ...an e Qg1 -
sl
! 1,2 T,y
_ Z Z ...CLg "'aiz ...CLE+1
Z1

T€an+1 Tj€ai;

= —(=1)"=+ "+ aR;)p

lg+1,x]"

Therefore {(aR.) is sent via SA<VH= iy /m*<¥ to the following sum, up to sign. For
e'=0weleti:=k+1.

; > > Y=Y ="yl (aR.)pe

! "
e

[g+1,6] — {0,1} [rk+2,k] — {0,1}

o Z y'- (Hje[n-i-l,k] YJ) (aR;)per

7

[g+1.1] — {01}

1

= r Z yi-e Z yi-e Ul{t - Hje[n+1,k]yj (aR.)per
i eII

[g-+1,4] — {01} [5+2,k] —> {0,1}

(5.2.21,6<k) 1 1—e
= = yl-e
DS

(v +k = 9) [jepnpon ¥ +1) [(aRz)pe

1
e

lg+1,6] —> {0,1}
JElR+2,k], Vi _ | £ (Y;+1) Z
HJ'E[9+2,n+1], vi_ = Y; +1) ¥
lg+1,6] — {0,1}

= (vyg +k—g) yl-¢ (aR:)per .
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Adjusting the modulus, i.e. replacing m*<” by m' := [l;c(41 11, o (Y5 1), we
obtain the according image of (aR.) to be

1 e
Y Z Yl <aRZ ) Pe’

HjE[g+1,n], 1/; = I/}+1 J o

lg+1,x] — {0,1}

welldefinedness of the adjustment to be seen below. Note that for j € [g + 1, k] we have
Y; = —(vy—9)+(vy,—1-j) = g—j—1, and that Y 11 = —(v;—g)+(v;—2—(k+1)) = g—K—3.
Hence m' = (g — (9 +1))(9 — K — 2) = & — g + 2 and the image of (aR,) becomes

1
Y YR = VelaR)pen - Y (aRe)per
Hje[g-i-l,n—l] Y; 7€lotLorl

[g+1.8] —> {01}

in the notation and using the argument of the proof of (4.3.29), which is to be compared to
the image

1
Y X' YaR)ge = XlaR)pen + Y. (aR)per
[Licigs1,n-1] X e TElg+1,x]

[g+1,k] —> {0,1}

!

under the morphism from (4.3.31). However, X, - Y, =1—-(g—k—1) =m'.

5.2.5 Illustration

We give an example in order to illustrate what the summands of the image of a semitabloid under f look
like. Let A :=(3,2,1), v =(3,2,1,1), i.e.

XXX
XX

Wefindg=1,k=3,v; =4, v, =2, v =1. ThusYo = —-(4-1)+(2-2)=-3, Y5 =—(4-1)+(1-3) =
—5, and therefore

f=15-foo =3 for =5 fio+1- fi1.
This is, we map, dropping the brackets,

§(3:2,1)C(3,2,1,1) RN g§(3.2,1,1)

157 157 154 147 157 174 154
2 6 2 6 2 6 2 6 2 4 2 6 2 7
3 — 15 g =3y 75 g * 3 13 * 3 )
4 4 7 5 6 5 6

giving a retraction to the inclusion §3:211) —» §(3:21)CB:2,1.1) of the James extension up to
mGHVEE2L) - (vyg +k—g)(Ya+1)(Yz +1) =48,

which is best possible, since being its order in Ext!.
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5.3 Construction of the truss

We consider a filtration of the regular lattice M(1") built up of James extensions in the
following sense. First, consider a James extension with middle term M (*"). Second, consider
two James extensions with middle terms the kernel and the cokernel of the James extension
of the first step. Third, consider four James extensions with middle terms the kernels and
the cokernels of the James extensions of the second step. And so on. In case an end term of
an occurring James extension is a Specht lattice, we let the resulting tree end at this point.
This yields a finite tree, in which each Specht lattice S* occurs with multiplicity rk S* as
an end point, as to be seen rationally. We obtain a filtration of the regular lattice by Specht
lattice quotients by pulling back an inclusion of an occurring James extension to a filtration
step of the regular lattice. Whereas we shall not make use of that filtration explicitely, but
only of these James extensions, the possibility of having such a filtration at our disposal in
principle has been our starting point.

Having constructed the system of occurring James extensions together with retractions up
to the Ext'-order, we need to find a tuple of bases for the occurring James lattices such that
the system of morphisms is of ‘simplest possible shape’. I.e. we have to identify the points
of our tree belonging to the same James lattice and to solve the ‘normal form problem’
for the module over this tree quotient which is given by that system of morphisms. This
module is called the truss of ZS,,, according to the geometric shape of its underlying quiver
as a quotient of a binary tree (with double edges) (cf. S 5.4). Strictly speaking, we do not
deal with a normal form problem, i.e. with a classification of indecomposables, which would
hardly be possible, but with a (non well defined) normalization problem for a single module.
Given a tuple of bases for the occurring James lattices, we can read off a complete set of
ties describing the embedding

ZSn — [[(Z)n,
A

from the truss, using its system of morphisms (5.3.15). Therefore, our original problem of
finding a satisfactory embedding (S 0.1.2) is converted into a normal form problem for a
single module over a path algebra, i.e. to a problem of ‘simultaneous linear algebra’, similar
to, but more intricate than (S 4.4.2).

Suppose given \ C v.

Lemma 5.3.1 (row switch) Let s be such that A\, = A\;11. Define U by setting v; =
Vis s+1) for i > 1, analogously X, analogously the v-tableau a, given a v-tableau a. There
1$ an isomorphism

S)\glj o~ Sj\gﬂ

(a)x — (@)x
This isomorphism is defined already on the level M” =~ M?” and restricts to the James
lattices in both directions.

Remark 5.3.2 (vertical box shift) Given A C v, z as in (S 5.2), we may use (5.5.1)
to substitute SA<VB: isomorphically by a James lattice to X C , U being a partition, not
merely a prepartition, by shifting the rightmost box in the (z — 1)-st row upwards as far
as possible.

The following lemma is the reason for the top part of the truss of ZS, to arise from the
truss of ZS,_1 (cf. S 5.4).
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Lemma 5.3.3 (lengthening the first column) Suppose given A C v, z as in (S 5.2).
Let n <n, let

P { v; forie€[1,v]

Ul 1 fori€ vy +1,vy+ 0 —n

for some vy > vi. The James extension

0 GAA:CP GACH GACPR: 0

arises up to an isomorphism of exact sequences from the James extension

00— S¥ —» S/\gu . S/\Q/Rz —0
by induction from S,, considered as the centralizer of [n + 1, 7] inside S;, to S;. Conse-
quently, the retraction up to m*<” of the inclusion of the sequence to A C v, z, induced up
from S, to S;, yields a retraction up to m*<” of the inclusion of the sequence to A C 1,
z.

For a v-tableau a, let the D-tableau a be defined by filling up the first column, i.e. by

A~

&” L a’ij fOI' 7, € [1,1/”
9T\ a— 0 —d) forie[V, +1,0], j=1.

There is an epimorphism

SASY ®zs, LSy — SACY
(a)y ® o — {(a), o,

given by the restriction of M” — M?|s, to the James lattices. For to prove injectivity it
suffices to show equality of ranks, so that we may assume by induction that » =n+1. In
a sequence in s(A C 7) (cf. 5.1.9) we may move the entry 2] arbitrarily without leaving
s(A C »). Therefore #s(A C o) = (n+1) - #s(A C v), so that we may apply (5.1.18).

Now this isomorphism is applicable to the terms and compatible with the maps of the
James extension attached to A C v, z (5.1.18).

Proposition 5.3.4 A pair A C v for which X\ is a partition and v is a partition of n, for
which A\ = vy, for which v; <1 for i > X, and for which

#e L] | <y} <1

holds, is called an occurring pair. For any occurring pair either we have A = v or the
corresponding James lattice can be written as the middle term of a James extension with
outer terms being attached to occurring pairs, up to (5.3.2, 5.1.83). (5.2.25, 5.3.3) give
a retraction up to a nonzero integer to this James extension. Moreover, starting with
M) = SWEA™) " the binary tree arising from this process is finite. The set of occurring
pairs in this tree coincides with the set of occurring pairs.

Let z be minimal with A\; < v;. The kernel of the corresponding James extension is
attached to an occurring pair without changes. The pair to which the cokernel is attached
possibly needs vertical shifting of the rightmost box in the (z — 1)-st row via (5.3.2) and
rewriting via (5.1.3).
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Example 5.3.5 (n = 3) The following diagram depicts a way how to unscrew M ) yia
James extensions. The respective A-region is indicated via x’s, the v-region via x’s and
y’s. Starting from such a pair, the James lattice attached to it can be written as a middle
term of a James extension with kernel attached to the pair to the left and down, and with
cokernel attached to the pair to the right and down.

]
"
"
"
"
"

Example 5.3.6 (n =4) The following diagram depicts a way how to unscrew M ") via
James extensions.

X
y
Yy
x /7N
X X X
A AN
X X X XX
y y y
A VAN N
X X §§ X XXX
X X
RN
XX XXX
XX X

Example 5.3.7 (n = 5) The following diagram depicts a way how to unscrew M (1) yia
James extensions.

)
/\

LMK MK

O
y
/
X
/ "
\



MM XM XN

N\
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James extensions.

R ]

MoK XM X A
| /\
LMK MK

Al Sl N R

\<\\

]
ol

AVA

ISl
<M
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Example 5.3.8 (n = 6) The following diagram depicts a way how to unscrew M 1% via
X
y
y
y
x y
X Yy XX
y y
y y
y y
y X X y
X XXX
y y
y y \
XX Yy y
X X X
X Xy XX XX
N\ 3 )
y X X X X y \ y \
Xy X X X X X
XN y X XX XXX
y y y \ y
G I :
XX XXX
X X X XXX XXXXXX
X \/x \\ Xy
y y y \
— XXX
XXX X X XXX X X XXXX
b'd X X Xy y b'd
X Xy X y
S/ / \/ \/ h
XXXX
\ / / e
X X XXX XX XX XXX \
X X X X X XXy
X X X X / \ XX XXX
X
XXX XXXX
XXX X X

Notation 5.3.9 (the binary tree) Let E be the set of pairs

(h,[1,h] —{0,1}),

where h > 0. We drop the h in the notation and refer to such a pair as e, and to its
datum h as h.. To the value of e at i € [1, he| we refer as e;. For the unique map e in case
h = 0 we write [1,0] N {0,1}. For h > 1 we write e.g. 010 for the map e with h, = 3,
61:0, 62:1, 63:0.

Given [1, he] — {0,1}, we let

[, he+1] = {0,1}
[1,h.+1] = {0,1}

be defined by €0|;14.) := €l|pn,) := €, €0p.41 := 0, €lp, 41 := 1. In particular, we have
heO = hel = he + 1.

A binary double tree X with support in a subset ' C F and with values in a category C
is defined to be a diagram whose objects are indexed as X, e € E’, and whose morphisms

run as follows.

€0y
 —

el
R —

e0*
—

el*
e

provided the respective indices are both in E'.
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Example 5.3.10 For example, the ‘two upper layers’ of a binary double tree as in (5.3.9),
for E' = E say, yield a diagram that can be depicted as follows.

N

o
Xo Xo1 X X1

In the sequel, we shall define our el, out of e0,, e0*, e1* by the following

Lemma 5.3.11 Letm > 1, let

0 - X —" o+ X ~ X/m — 0

be a morphism of short eract sequences of ZS,-lattices. Then there exists a unique ZS,-morphism

ZLY such that . o
(b:)(a*b*) = (7(T)lm)
(a*b")(g‘:) = m.

Uniqueness of the rational inverse together with a comparison of ranks shows that it suffices to find a
Z.S,-linear map b, which satisfies the first equation. Let Z’ be the kernel of a*. The restriction of b*
maps Z' injectively into Z, this inclusion being the kernel of Z — X/m, so that we obtain mZ C Z'b*.

b
Let Z — Y be defined by sending z to
mzemZ C 2 —— 7' C Y.

Then b.a™ = 0 as well as b,.b* = m.

Definition 5.3.12 (the truss, yet unglued) Let n > 1. Define inductively a subset
E, C E, a subset 0F, C F,, a surjective map

E, — { occurring pairs }
e — A Cv¢
(cf. 5.3.4) as well as a binary double tree T" with support in E,, as follows.
Let § C By, let A? := (1), let 1% := (1), let Ty := SM<".
Suppose given e € F,, such that \* C v° has been defined.

Case \° = v°. Let any map e’ restricting to e0 or el be excluded from FE,,, let e belong
to the boundary OF,.

In order to prolong 7' (artificially) to the whole of E, suppose given e’ with h, < he such
that €'|j 5] = €.
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In case 1 € e 41,n,), i-€. in case ‘there is a 1 in (e'\e)’, let To := 0. Otherwise, let
Ty :=T,, and, moreover, let
’O*
(Telo e—> Tel) =1

e'0*

(Tel —_— e’O) = 1.

Case \° # v°. Let e0 and el be contained in E,,. Let z be minimal such that A\ < v¢, so
in particular z > 2. Provisionally, let

ed . e
A = \A,
v = e
j\el — )¢
7 = VR,

—  QAOCye0
Ty := SV =
-~ yel el
Tel = S)‘ = y

let . (e1°y =
()_’Tyeﬂik’free_> e1—0

be the James extension for A\¢ C v¢, z (5.1.18). Let e0* be the retraction to €0, up to
m** S given in (5.2.25), let (el,)” be as constructed in (5.3.11).

In case ¢! is not a partition, we replace it via (5.3.2) by a partition and accordingly

substitute the James extension isomorphically, keeping the notation by abuse.

In case we obtain \¢' < ¢!, we replace \¢! by #¢' by (5.1.3), keeping the notation by
abuse.

Now we remove all twiddles.

Remark 5.3.13 We note that E,, is finite and that E, | C E, for n > 2 (cf. 5.3.5, 5.3.6,
5.3.7, 5.3.8). Furthermore, we note that by construction we have

el mA°Cve 0
(el::) (eO* el*) = ( 0 mASCre

(1) () = A<,

whenever e, e0,el € E,, and that

€0y el*
0 > TeO > Te > Tel -0

is short exact. We have a filtration

MY =Ty .y Ty@T) v Too®Tp®T10®T1 v - v P T.ow P T.C
e€E, he=h e€E, he=h+1

given by
Te (e0* el™)

TeO @ Tel .

This filtration stabilizes at a finite stage h = H at a direct sum of Specht lattices,
isomorphic to [Ty EndyS?.

We do some general gymnastics on filtrations of lattices.
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Remark 5.3.14 Suppose given a full embedding of Z-orders A C I". Note that there is at most one way
to extend the operation of A on a A-lattice X to an operation of I', since A C— T is an epimorphism of
Z-orders. For I'-lattices X and Y, the restriction

F(Xa Y) - A(Xll\a YlA)
is bijective. The morphisms in the following are meant to be A-linear.

Let g € T, let A[g] be the smallest suborder of I' containing A and g. Let X be a A-lattice, let Y be a
Alg]-lattice, let
X, VY

be a full inclusion. g is said to respect this inclusion if ¢X C X, or, in other words, if the rational
conjugation of g by X C Y remains integral. In this case, X is a A[g]-lattice.

In case X ~ A and Y ~ T" we obtain a factorization
X, YV) =X TX O, Y),
the first step of which is isomorphic to
(X O TX) ~ (A®pX C s T@xX)~ (A 1)
(cf. B.1.11). TX C, Y is in fact I-linear. Hence g € T respects X C» Y iff g respects A C T.
But this is the case if and only if g is already contained in A, since, in particular, g - 15 € A ensues.

Let
Xo o X0, .., Xy

be a finite filtration of A-lattices, consisting of full inclusions, let Xg ~ A, Xy ~ I'. We claim that ¢
is in A iff it respects each stage of the filtration, where the latter assertion is well defined when starting
from the right.

In case g is in A, it respects each stage of the filtration. In case g respects each stage X; C—» X;11 of
the filtration, starting from the right, it eventually respects Xo C—+ Xy, thus g is contained in A by
what we have remarked above.

Theorem 5.3.15 Let A be the image of the embedding of ZS, into [1, EndzS* =: T,
sending a group element to the tuple of its operations. Let g = (¢*)x € I'. Define
inductively operations of g on QT for e € E, as follows.

For e € OF,, we define

For e € E,\OE,, we may assume the operations gey 1esp. ger on QT resp. QT to be

defined. Let
1

= (e0* el* Ge 0 e0x
Je = e (e07 1) ( & gel) (61*) '
g € I' is contained in A iff g, is integral for all e € E,,.

Consider the filtration appearing in (5.3.13). By (5.3.14), g is contained in A iff it respects
each step of that filtration, i.e. each summand

(e0* el*)

T.

TeO @ Tel

of each step. In case e & E,\OFE,, this inclusion is just the identity, by construction. In
case e € FE,\OE,, the operation of g induced on QT, by this inclusion is given by

_ 1
(eO* el*) (960 981) (eO* el*) L W (eO* el*) <960 gS1) (2(1):) = Ge-
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Remark 5.3.16 Consider, for e € E,\0E,, the corresponding summand of a filtration
step of the filtration appearing in (5.3.13)

(e0* e1™)

Te TeO D Tel .

We write T, as TeoJTe1, €0, as (10), el* as (7) (cf. S 3.1). By €0.e0* = m* <" =:m we
obtain €0* = (7') for some Z-linear map

f
Ter — Teo

which gives the ZS,-linear map induced on the cokernels

f
Ty — TeO/m-

The condition on (950 ggl), supposed integral, to respect the inclusion above is equivalent

to the condition that

be integral, i.e. to
fgeO =m Jel f

This is, we may as well express the integrality condition in (5.3.15) as a congruence given
by some modular morphism.

Remark 5.3.17 The product

H (mkegye)rk SAEOQ"EO
e€E\OFE

is divisible by the total index

The quotient contains the ‘amount of redundant ties’ given by our system of modular mor-
phisms.
Note that we may factor
Ty CTTy C @ Te.
e€OE,

The index of the left hand side inclusion is just the total index (1.1.4). The index of the
composition is given by the product of the indices of the inclusions

T, (e0* e1™)

TeO > Tel,

e running over E,\OE,. But the cokernel of such an inclusion is given by T.o/m*"<¥" (cf.
5.3.11).

For example, consider the case n = 4, of total index 23433 (S 2.1.1). We have
E4\OE; = {0;0;1;00;01,10; 11;011, 101}
(cf. 5.3.6). Accordingly, the factors of the product of the Ext'-orders are given by
912, 34 38. 41, 82:3. 43. 922
whence the quotient of this product by the total index is

(242312)/(23433) — 2839.
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Since it is desirable that the maps e0,, e0*, el,, el*, e € E,\0F,, take a simple form,
we collect them to a module over a path algebra in such a way that an isomorphism of
this module to another one corresponds to a tuple of integral base changes in the lattices
SASY for occurring pairs A C v.

Definition 5.3.18 (The truss) Let Q, be the quiver arising from E,, equipped with
arrows
el Loy e
el ey e
e 60—(*») e0
e ﬂ: el
for e € E;\OE,, by identification of vertices e and €' iff e = Aer and ve = ver. Then the
lattices T, and the morphisms €0, e0*, el,, el*, e € E,\OE,, given as in (5.3.12), form
a module over the integral path algebra ZQ,, by attaching e to T,, €0 to €0, el to el,,
e0™ to e0* and el® to el*. This module is called the truss of ZS,. It is again denoted

by T.

For the shape of @, for n = 3, 4, 5, 6, we may replace in (5.3.5, 5.3.6, 5.3.7, 5.3.8) each
edge by one arrow upwards and one arrow downwards.

5.4 Small cases

We give normal forms for the trusses of ZS3 and of ZS, (almost). We ‘cheat’ in that we
use the satisfactory embedding of the ZS; obtained in (S 2.1.1), in order to get acquainted
to the problem and to adjust our expectations concerning a possible solution.

It might be possible to use a normal form for the truss over @),,—1 to facilitate the search
for a normal form for the truss over ), given that the top part of the latter is obtained
by induction of the former along S,_; < S,. But I do not know how to follow the ac-
cording suggestion to ‘simplify from top to bottom’. Moreover, I lack an appropriate naive
localization technique.

5.4.1 The truss of ZS;

With respect to the semitabloid bases, brackets dropped,

1 2 1 2 3
S(l,0,0)g(l,l,l) 21 3 1 3 2

3 3 2 11

11
S(l’lvo)g(lvl’l) 2 3 3

3 2 1

2,0)C(2,1 13 12 23

geoCE) 13 12 2

§1,1)C(,1,1)

§eNCEY 13

SB)C(3) 123
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the truss of ZS3 takes the following shape.

M A

sl

We use the following base change matrices, in which the new basis elements are recorded as row vectors
in terms of the bases given above,

1-1-1 11-1
0 0 1°11-1
1,0,00C(1,1,1 -11-—
S1.0,0c,1,1) 19 0 1-12-1
1 1 0-10-1
1 00 01-1
1-11
§(1,1,00€(1,1,1) [0 10]
0 11
01-1
§(2,0)€(2,1) [71 2 71]
01 0

SALDEMLY) [y]
seHEEY [ o1
S(3)C(3) 1,

to obtain the normal form

oo
[l ==
<X

/
(=)o

M N
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As m*&¥’s we have

Suppose given

1

Ty X

mL00CALY) — o
m(lal’o)g(lalal) = 3
m0C(21) — 3

2 2
(igi 232) x 3, € Z x ()3 x Z,

The truss

the factors ordered (1,1,1), (2,1), (3). According to (5.3.15), the operation on S(1OSMLY) g given by

qEtil|

1
z3; 0 O

1
T

100 11 0 9

0 z2, z2 [130] = | Yz, -z} 22, 22, | .
3 é2:| 003 5( ny 11)w%1wé2
21 T22

0 w5 oo

The operation on S(:05(2.1) i given by

3%21

113007 [#31232 0 ] 100 i e3a 0
= [8??] T3y Tap 0 [8 llg] = | 2.0 9|
3 0 0 a3, N %zm %($22_$11) T11
So, finally, the operation on S(1:0:00S(1:1.1) ig given by
1
2000007 [2,.41 ., 9 9 8 8 8 1 0 0000
1 [020000]| | stengan) o o 0 1 0000
002000 1T3 Ty T3y O 0 0 0 0 1000
a 2 2 -1 —
2 603030 0 00 e w0 7070 550
101001 0 0 0 25 m» 0 -1 0-1002
1 0 0 0 zzp E(ﬂ%z*wn)zu
zl, 0 0 0 0 0
2 1 2 2
%(wn*wn) T11 T12 0 0 0
_ 12 T51 Too 0 0 0
—_ 2 1 2 2
*%(111;4”11) 0 0 T11 T12 0
1 _llw213 102 1 20 3 lngI 1 2:”32 3 ?}
s(wy—ayy) 3e3; 5(w2—a1y) 3221 5(222—21) @1y
The ties known from (S 0.2) result.
5.4.2 The truss of ZS,
With respect to the semitabloid bases
12133212144214133442433?2
§(1,000C(1,1,1,1) 213123214124413143243423
= 3322114422113344113323244
444444333333222222111111
113114113443
1,1,0,00C(1,1,1,1) 23 2242434232
S(”’)—(”’)321421341324
4144333222111
12 1332 12 14 42 14 13 34 42 43 32
§(2,0,00€(2,1,1) 3 2 1 4 2 1 3 4 1 3 2 4
4 4 4 3 3 3 2 2 2 1 1 1
1114
S(lalvl’o)g(l’lvlyl) g i % g
1321
12 1312 14 14 13 42 43
§(2,1,0)C(2,1,1) 372 4 2 3 4 3 2
4 4 3 3 2 2 1 1

§(3,0)C(3,1)

SLLLC(L1,1,1)

§21,1)C(2,1,1)

§EDC(2.2)

SHC)

0 =

W=
N =
ST

W
NN
o=
Nt
DO =
Wik
N
oo
who
-

1234
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§22C(2:2)

3,1)C(3,1) 123 124 143
SEHCEL 123 1

the maps of the truss

d

X X
g v
Yy
cf 9]
XX

Ao S

L KRN

/

X
b X
X £ x j xXxX
y y y
be fi i1
ab ef : J
X
x X X . kj i
a3 e x i §§ gk I xxxx
X X
hi ik
ih ki
X X X X X
h xx k%

have the following shape. A block diagonal matrix carrying m times the block A will be denoted by A™.

ed = [1-1]"
de = [4]"
dg = H]lz
gd = [11]”
be = [1—1 —1]4
14
@ =[a
01
of = |14
fe = [%?‘11]4
fg = [6?21]4
9f = [—2131]
1—14—1
95 = [}]
jg = ]

[
ab = [1 —1-1 —1]

1
_ | -1
ba/ = |:_1:|
-1
0 70
be = [—1 00]
1-11
—-11-3"1
eb = [ 137171]
31 1 1
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| —
— NN
Il
N—HMOW
L — _
Orr
Il SRR
— O _
| N
oo _
| N
com Mmoo~ o—~o—o | Il —_— o
| A= OMmMO—— | MO~ — ) | —_—o
con | | lcomoom—— RS | cor—ir—|
10003140%44 I Towe®— | | [ —on—— T O OO No O
| cooc—~—HoOO [ = | o | 'l o
010303011210100010050011010344A1||J11011001110001101

I I lHoHooooo |
]l

—Hoo | " oo e o I locoronmo
L M Ral L h 17 s

Il Il Il Il Il Il [ Il Il Il
© ‘- . ~ ey s ‘-

Sy g = T2 % S & S g2

The following calculations use MAPLE, in particular, ISMITH. We perform base changes by the following

matrices, whose rows contain the new basis elements in terms of the ones listed above.

10001,‘001_A00011_4111_A010117.011
10000101_‘0100100101000000
B R I A R
11_:1100010210011111111111
.I,AI.I_:I_AIOOIIOOOI.I_:I,.IOIO.I_AIOOO
11_‘111,‘001_‘1_‘0001_‘010011117.010
11_‘11010000001_A111_A01_4011,.011
Rt A A AR
.I,A01000010111_:|_A1001011_A111_A0
101_4011_41_‘0010011_‘001_‘01_‘101_‘01_‘
110011_:|_:|_:|_4000100101011001_A
.I,:I_AOO.I,AIIIIOOO.I_AIOOI.I_A001102

—HHOOOHOOHOO OO~ =N
L l

11,:1100010210
.ﬂ.ﬂOOOOOlOOOO
.I_:I,AOO.I_AII.I.IOOO
410001001001_.

110110001_4011
04.0102100010
TESTTVTENTTC
411010000001
SIS
11,.1_:10211_‘001,‘1_‘
SN
OHO—HHOO—N—HO~
—H——HO—OOON—O ™

§(1,0,0,0C(1,1,1,1)

S(]‘YI’OYO)Q(1717171)

8(270’0)g(2’171)
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e —
—HHOOOHO
1 I
NH—ANOOO—
I |
oHOHON—HO

—
—HOON—HN—HO ——HNO
| [ co—o [

Y=Y=) —OOH—HN—H | comwN—
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This yields the following matrices for the maps of the truss, which we sort blockwise according to the

Specht lattices the James lattices are glued from, if necessary.

1
[=lelelolelelelololo o)
[=l=lelelelelelololo o)
[=l=lelelelelelololo o)
[=l=lelelelelelololo o)
[elelelolelelelolololo)e)
[elelelolelelelolololo)e)
[elelelolelelelolololo)e)
[elelelolelelelolololo)e)
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[=l=lelolelelelolo)o o)
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[=l=lelelelelelelolo o)
COO0O0O0O0O—-HOOOO
COO0O00CO—HOOOOO
COO0O0OHOOOOOO
COO0O—HOOOOOOO
COO-HOOOOOO0OO
COHOOOOOOOOO
OHOOOOOOOOOO
400000000000_

T 1
COOO0O0OO0OOCOONPOOLOLO—LOO -
[=lelolololelelelelel o] olole)] ole)] eolole)] olojo) o)
[=l=l=l=l=l=l=l=l=lal==] =l=l=] =l=] mi=i=] mi=l=) =)
CO0OCOOCOONCOoOopPrOoCoPL—HPooRPL—Or-
[=l=l=l=l=l=l=a=l=l=l=] ===l ml=] =i=l=] mi=l=) =)
[=lejelolelelylelololele] olelo] ele] elele] elely) o)
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CONCOOOOOCOoOOooPHOPHPOHORL—O P
CNOCOCOOOOOOOOHOOHOHOORLOO P
40000000000000110101 Lo— 0_

I
=
3

I
Q
=
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000000400400
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0000000000000 —00000 I | I cooo , cooooco000O~D | CO00OCO-HO OCOCCOMOOHOOP
o000 O00000OO0OOO—HOOO0O0 o-op—-pPp—-op—HoP cocoo comop-HoL—o—o cooococoooOo—HOO o-op—HPE—o coococo—oo cocoomoool—oH
0000000000000 00O—-O000O000 | Il | cooo | cocoocooOo—HO00 | , CO0OHOOO OOoOMOOoOoHOOK
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OCOO0COCOOOOOOO0OOHOOOOOOOOOO OoOoO-MHOMHO-RLO-HP oo NnNOooo o~ o o~ OO0 OOHOOOOOO OO -OM~O O—HOOOOOoOo MOOCOCOoOOCOoOOHOOR
OO0000000000=H00000000000 . 1 [ | , —ooo 1 coocoHOOoO0oOO [ ===ttt -Y-) |
L ) L ] L 1 L 1 L 1 L 1
I I I I I I I I
(=) = Q = Q
3 1S i < Iﬂﬁ - fw r.w
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Small cases
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In the language of (S 2.1.1), the occurring James extensions cause the follwing ties, with some redundan-
cies cut down already.

4 __ .5
Tir =2 11

4 —
Tip =2 T12

5(2.1)C(2,2) $§1 =2 $§1
Tap =2 T3
37%1 =9 0
IL'§2 =9 0
.Z’?3 =4 0

SALLOCHLLY g3 =,
233 =4 7y
SL'%I =4 0

§(3,00C(3,1) T3 =4 0
r33 =4 o7
7} = af
7fy =2 iy
ai3 =2 0
T3 =2 w3
T3y =2 3,
w55 =2 0

5

5@1)C(2.2) { 25,

1 —
§(1,1,0,00C(1,1,1,1) T11 =3 I13

5

=3 Ty

2 —_ .5

§(2,0,00C(2,1,1) T11 =3 37%2
0 =3 Iy

SA000CWLLY fgl 4 322 =g z3; + 373,

We may sort these ties to obtain the system

oh =2 28, = 2y,
Tl S2 T =2 T,
xy =2 13 =2 @
Ty =2 Ty =2 Thy
Ty =i 2y =2 Ty =4 0%

1 2 _— 3 4
Ti1 — 211 =8 T33 — T33
1 — .5
117%1 =3 Z'})l
ri1 =3 x§2

0 =3 x5

Note that we have employed the actual Speizht lattice SG+1) | whereas in (S 2.1.1) we used its dual S(%1:1)—,
Presumably, a base change on S via [ -1 1] would yield a slightly better presentation still.



Chapter 6

Gram matrices

Inclusions of simple lattices cause ties by the requirement that the conjugation with this
inclusion be integral. A prominent role amongst them is taken by the inclusion of the
Specht lattice into its dual, described, in terms of linear algebra, by the Gram matrix of
the invariant bilinear form on the Specht lattice. Suborders of matrix rings described by a
single embedding of simple lattices are called Gram orders. However, note that a quasiblock
cannot possibly be a Gram order in case the decomposition numbers of its Specht module
are not contained in {0, 1}, since then it has to have a nonsimple indecomposable projective
module (cf. S 0.3, E.1.24).

6.1 Gram orders

Let R be a discrete valuation ring of characteristic zero with maximal ideal
(), valuation v and field of fractions K.

Definition 6.1.1 Let m > 1, let G € (K),, such that det G # 0. Let
Ag ={A € (R)m|G'AG € (R)in} = (R)im N (R)m C (K)m-

A Gram order is an R-order isomorphic to an R-order of the form Ag.

Remark 6.1.2 Suppose given a Gram order Ag. We may assume G to be integral. Write
G = SDT,

where S, T are in SL(R) and D is a main diagonal matrix in elementary divisor form
(A.1). Then
A¢ = Ap
A — AS,
Hence we may restrict ourselves to the consideration of main diagonal matrices G in
elementary divisor form.

Definition 6.1.3 Let g := (g1, ..., 9m) be a tuple of integers, ordered increasingly, g; < g;
fori<j. Let G € (R),, be the main diagonal matriz with diagonal (w9, ... ,w9). Let

Ag = Ag ={(os) € (R)m | iy € (7979) fori> j}.

161
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An integer, when viewed as a tuple, stands for the constant tuple. Note that for ¢ € Z
the tuples g and g + c yield the same R-order, Ay = Ag.

Definition 6.1.4 There is a simple Ag-lattice N, for each increasingly ordered tuple
v := (7,...,7m) of integers such that

Vi — % < 95— G

for each pair i < j € [1,m], defined as R-linear span of {77 ey,..., 7", } inside a column
of (R)m, €; being the column having entries e; ; = 0;;.

In particular we dispose of the lattices Ny and N,.

We denote by [y] the residue class of an increasing tuple v modulo addition of constants,

and by I the set formed by these. There is a partial order on I, given by

MN<W=y—7<7—7foralli<j.

In this section, g resp. v will be used to denote a tuple of integers as in (6.1.3)
resp. as in (6.1.4).

Example 6.1.5 Let m =3, let g = (0,1,3). We obtain

R R R
Aj=|m R R|.
™ 7 R
We dispose e.g. of
R R R
No=Nwo0 = | B |:No1y= |7 |, Ng=Noag = |7
R m m

Remark 6.1.6 (intrinsic characterization) The full suborder A C (R),, is a Gram or-
der iff the indecomposable projective A-lattices are simple and there exist projective lattices
X and Y such that the inclusion Y C—~ X, which is existent and unique up to scalar, is
such that an element £ € EndrX D A restricts to Y iff it is contained in A.

Note that Krull-Schmidt holds for projective A-lattices (D.1.7, or, a bit oversized, C.2.15),
so that one merely has to consider the inclusions of the lattices given by the columns of A.
Cf. e.g. (6.1.29).

If A is a Gram order, say A ~ Ay, then take X = Ny and Y = N, or vice versa.

In case the conditions are satisfied, we conjugate rationally with ¥ — X.

Observation 6.1.7 Gram orders typically arise from invariant bilinear forms.
Let p be a prime. Consider the Specht lattice Sé‘n) over R := Z, to the partition A of n.

It comes equipped with a nondegenerate S,,-invariant bilinear form

A A (=)
S @ S — I

(p

which gives an embedding of RS,-lattices

A (53 on v
S(p) - (S(p))
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having as matrix the Gram matrix G* of the bilinear form [J 78, < 4.8], cf. [Se 77, 13.2].
Since multiplication by group elements on S(’}D) as well as on (Sé,))* is an integral operation,
we obtain an inclusion of the local quasiblock

A 1
Qp) — A

Remark 6.1.8 Conversely, consider the Gram order Ay, let G be the according main
diagonal matrix with diagonal (79',...,m9™). There is an antiinvolution

A¢ — Ag

A — A= (AG)

which may be used to define a structure as a left lattice over Ag on the R-linear dual N}

via

W)(Af) :==(A"y)f
fory € N,, f € Nj, A € Ay, giving an antiinvolution on Ag-lat, since multiplication on the
dual of the dual is given by

(f)(A-evay) = (A fleva,
= W(A™S)
((A7)"y)f

= (f )eva‘Aya

where f € NJ, A € Ay, and where eva, denotes the evaluation at y € N,.
There is some kind of an ‘invariant bilinear form’ on Ny, viz. the Ag-morphism

Ny — N}
r - $tGI(_)a

where G’ stands for the main diagonal matrix with diagonal (79m=91 ... 79m~9m) ie.
G' = w9 G~'. A,-linearity follows for A € A, and z,y € Ny from

(AiL')tGly — xtGI(AG)ty
More generally, there is an isomorphism

~ *
N’Y Ng—’Y—gm

z — 2'G'(-),

* ~Y
whence Nv ~ Ng_,

Remark 6.1.9 (coinciding antiinvolutions) We roughly follow [Se 77, 13.2]. Assume
RCC.

Let H be a finite group. Let x be a real valued ordinary irreducible character of H
such that the corresponding representation p can be realized over R. Let Q C (R),, the
quasiblock of RG belonging to this representation. The antiinvolution of the group ring,
induced by the inversion of the group elements, induces an antiinvolution a on ) since the
corresponding rational central primitive idempotent

m —
= g 20
h

is invariant under this antiinvolution.

Note that an invariant bilinear form on the column X of (R),, is unique up to scalar, since
it gives a morphism X — X*. There exists such a form given by, say, >, p(h)!p(h), which
is nondegenerate since positive definite. The condition on G € (R), to be the Gram matrix
of an invariant bilinear form is, z,y € X, h € H,

(p(h)z)'Gy = *G(p(h™")y),
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ie.

p(h)'G = Gp(h™).
By knowledge of Aut (K),, (D.2.2), the antiinvolution « is given by transposition followed
by conjugation by a matrix G € (K),,. The condition on G to furnish « in this manner is

thus .
(p(M)")E = p(h™1),

whence G and G differ by a scalar. Therefore, the antiinvolutions o and (4 — (A4%)%)
coincide. Note that o being an involution implies G~'G? to be a scalar, of value +1.

In particular, note that besides the implication A € Q = “A € (R),, we now also dispose
of the implication 4 € Q@ = (AY)Y € Q. Note that A € Q = (4)¢ € (R)m N (R)S
already holds by the former implication. It seems to be hard to use this newly found
implication.

In case of the quasiblock Q%I’l) of Z5)Ss, the Gram matrix, written in a basis such that

the quasiblock takes a form as in (2.2.4), cannot be in elementary divisor form (cf. 6.3).
This example also shows that it is possible that A € Q and (“A)! € @, whereas %4 ¢ Q,
in a case in which the Gram matrix is a scalar multiple of a SL,,(R)-element.

Remark 6.1.10 We shall calculate the outer automorphism group of Aoy = (ﬁe g) as

an order over R. Assume k > 1. Right conjugation by the matrix (‘Z Z) € GLy(K) yields
the following results (cf. D.2.2).

ab
(1 0) cd) _ 1 ( ad bd )

00 — ad—bec \ —ac —bc
ab

(0 1) cd) _ 1 cd  d?

00 ~ ad—bc \ —c? —cd
b

00 d) _ _x* —ab —b?

w*0 ~ ad-bec a? ab

The automorphism group of A(g ) is given, modulo scalars, by those matrices <“g) for

[+
23) to

which these results lie in A(g ). By multiplication with a scalar we may assume

~

lie in (R)2 and one of its entries to be equal to 1.

Case a = 1. Our results specialize to

1 d bd 1 cd d? a® (—b—b>
d—bc \ —c—=bc )rd—bc \ =c2—cd)7d—bc \ 1 b )

whence v(d — bc) = 0, so that v(c) > k ensues, i.e. the automorphism turns out to be inner.

Case d = 1. Our results specialize to

1 a b 1 <, 1 P —ab —b2
a—bc \ —ac—bc | s a—bc \ —c® —c ) * a—bc a® ab

whence v(a — bc) = 0, so that v(c) > k ensues, i.e. the automorphism turns out to be inner.

Case ¢ = 1. Our results specialize to

1 ad bd 1 d d? " —ab —b?
ad—b \ —a—b)>ad—b \ -1 —d ) » ad—b a® ab )

which would require v(ad — b) < —k, which is impossible.

Case b = 1. Our results specialize to

1 (ad d) 1 ed  d® m* (—a-1
ad—c \—ac—c/) s ad—c \ —c® —cd )’ ad—c \ a° a ’

whence v(ad — c) € [0, k].
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Subcase v(ad — ¢) = 0. 2v(c) > k yields v(a) = 0 because of v(ad — ¢) = 0. Now
v(a) + v(c) > k yields v(c) > k, whence the automorphism is inner.

Subcase 1 <wv(ad —c¢) =: A <k —1. From v(c) > A, v(d) > A and 2v(a) > A we deduce
v(c) = A, for otherwise v(ad — ¢) > A. But then 2A = 2v(c) > A + k shows that this
subcase cannot occur.

Subcase v(ad — ¢) = k. As before, from v(c) > k, v(d) > k and 2v(a) > k we deduce
v(c) = k, for otherwise v(ad — ¢) > k. Hence v(a) + v(c) > 2k gives v(a) > k. We dispose

of the automorphism given by right conjugation by ( :k (1)) Since (”_akc ”_lkd) is a unit in

(20) (7o) = (eh)

shows that these automorphisms all belong to the coset modulo inner automorphisms rep-

resented by (7:)1;: (1))

A(o,1), the product

The result therefore is Out A(g yy ~ C> for £ > 1 (and trivial in case k = 0).

Probably, a more conceptual way to argue is needed in order to deal with the outer auto-
morphism groups of general Gram orders, which are of interest because they induce autoe-
quivalences on the respective category of lattices. For instance, conjugation by ( fk (1)) yields

an autoequivalence on Ao ) which sends Ng ;) to N y_z), which however can’t coincide
with duality since it is covariant (cf. 6.1.8). I do not quite understand yet the composi-
tion of the duality followed by the autoequivalence just derived. E.g. for 0 <1 <m <k
it sends the inclusion N, € No,), up to isomorphic substitution, to the embedding

m—1
Noy C~ Nom)-

Remark 6.1.11 Using the ‘thickened main diagonal’ as generators we obtain

Ay
A (B
B,

Em> /(Asz =qadti7 9 E B;A; = 7Tgi+1*giEz'+1 | 1 € [l,m—l]),

whence the according reductions modulo powers of 7.

Proposition 6.1.12 (the sublattice lattice) The sublattices of the Agy-lattice Ny are
of the form N, such that [0] < [y] < [g].

NB not only up to isomorphism, but ‘physically’, i.e. as inclusions up to isomorphism over
Np.

This proposition should also follow from [P 80/1, (1.8)].

Given a sublattice X of Ny, we can, by choice of a basis of X, write its inclusion X ¢+ Nj
as a lower triangular matrix I = (a;;) € (R)m, ou; = 0 for i < j, ay # 0, v(ay;) < v(ov;)
or a; = 0 for 7 > j.

For i > j € [1,m], let MY € (R),, have entry M;/ = 7%79%, zero elsewhere. Let,
for i < j € [1,m], MY € (R),, have entry M;! = 1, zero elsewhere. Note that since
MY e Ay, I""M"1 is integral, giving the operation of A, on X.

We prove by diagonalwise induction that o;; = 0 if ¢ # j.
Start of the induction. We claim that a;; = 0 for ¢ — j = 1. The entry

-1 -1 -1 o
T = =05 0500 004

shows that (I *M%1);,1; = —aj] j1 1041, forcing o415 to be zero.
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Step of the induction. We claim that a;; = 0 for i — j = d, d > 2 and assume the
assertion known for s — j € [1,d — 1]. Now the entry
—1 —1 -1
Tiva; = =055 Qjiajya®vd,
shows that (I7" M), q; = =,y q®+a;, forcing a; q; to be zero.

For i < j we deduce from -
(I7'MY1)ij = o' oy

that U(Ozii) S ’U(ijj).

For 7 < j we deduce from
(I'M' 1) = ag; w9 % ay

that U(Otjj) - U(OAZ’Z‘) S 9; — 9;.
We shall investigate radical series of Gram orders. We restrict our attention to those

with Morita multiplicities 1. Assume g = (g1,-..,9m) to be a strictly increasingly
ordered tuple of integers with ¢g; = 0.

Remark 6.1.13 The columns of A, yield a decomposition into nonisomorphic indecom-
posable projectives since any morphism between them is a scalar.

Lemma 6.1.14 The radical of A, is given by
tAg = {(a’kl) € Ag g (R)m ‘ U(akk) Z 1 fO’f' ke [Lm]}

(6.1.13) taken under consideration, this follows from (E.1.20 iii).

Lemma 6.1.15 (periodicity) Assume R/ to be finite. Let A C (R),, be a full subor-
der. There are positive integers i, k and | such that

v HEA = rlefA.

A is a simple lattice over A ®y A°, of which the radical powers t*A are A ® g A°-sublattices,
whose isomorphism classes in turn form a finite set by (D.2.6). So at least two of them
must be isomorphic, whence their inclusion corresponds to a scalar multiplication (cf.
E.2.1).

Lemma 6.1.16 Assume g;+1 —g; > 2 for j € [1,m —1]. Leti > 0 and let

i | max(0,i+k —1) for k <l
Pt = max(0,i +1—k)+gx—aq fork>IL.

Then . .
vAg = {(an) € (R)m | v(ow) > @py for k.l € [1,m]}.

We proceed by induction, starting from the cases i = 0 and ¢ = 1 (6.1.14). Assuming
the radical power to be calculated by our formula for the exponent 7 > 1, we claim this
formula to hold in case 7 + 1, i.e.

. ; tog
min(py, + ¢4 | s € [1,m]) = ¢}
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We fix k£ and [ and evaluate the left hand side.
Case k <.

Assume s < k <[.

Qollcs—i_w?sl = gk—gs-l-max((),i—i-s—l)
> 24+ max(0,i+k—1—1)
> max(0,(t+1)+k—1).

Assume s =k < [. .
Ors T ©Y 1+ max(0,7+ k — )

> max(0,(t+1)+k—1).

Assume k < s < [. '
Prs + Pl = 0+ max(0,i+ s — 1),

which is minimal at s = k + 1, taking value max(0, (i + 1) + k — [).
Assume k<[ < s.

go,lcs-i—goil = 0+max(0,i+l—s)+gs—gl
> max(0,i+1—(I+1))+2
=i+1
> max(0,(z+1)+k—1).
Case k > |.
Assume s <[ < k.
1 P : _
Vs 04 = gk — gs + max(0,7+ s — 1)
> gk — gt
> max(0,(¢+1)+1—k)+ g9 — a.

Assume [ < s < k.

Ops + 0 = gr — gs + max(0,i +1 — 5) + g, — g,
which is minimal at s = k — 1, taking value max(0, (¢ + 1) +1 — k) + gr — -
Assume | < k = s.

hs T Py = 1+ max(0,i+1—k) + ¢ — g,
> max(0,(i +1)+1—k)+ gr — g1

Assume [ < k < s.

0+ max(0,i4+1—s) 4+ gs — gi
max(0,i+1— (k+1)+2+gx — g
max(0, (4 +1)+1—k) + gx — -

gpllcs + gpi‘l

AVAAVARI

Corollary 6.1.17 We keep the assumptions of (6.1.16) and obtain

m _ m—1
t A, =" TA.

For a matrix size of m < 4, we treat the remaining cases. We abbreviate [s,t] := min(s, ).



168 Gram matrices

Lemma 6.1.18 Let m = 2, let g = (0,1), i.e. Ay = [’;’ﬁ]. Then, by (6.1.14), tAy = [T 2] (6.1.14),
whence v Ay = TA,.

RRR

Lemma 6.1.19 Let m =3, let g = (0,1,2), i.e. Ay = [@Rg]' Then, by (6.1.14),
© RR 9 7|'2 m R 3 7r2 o

tAg: 731'2:1:,?1\92 :27:1'2: ,'CAQZ :3:2:2 =7TtAg.
) R RR

Lemma 6.1.20 Letm=3,a>2,g=(0,1,1+a), i.e. Ay = T ﬁﬁ , whence, by (6.1.14),
T Rg 9 A T R

tAy = Wa7r+17:z a vAy = 7rer+1 7ra7r+17|7,r2 :

By induction we see that for i > 1

0 zri ﬂ,l: ﬂ,i—'l
A = |2 A ;
ot pati p[2ii—14a]

whence t**A, = Tr2@2A,.

The case g = (0,a,a + 1) follows by transposition and conjugation.

Lemma 6.1.21 Let m =4, let g = (0,1,2,3), i.e.

Then, by (6.1.14),

R R RR

A = by R RR

g — w2 © R R

nt2 patl pa p

Then, by (6.1.14),

kg R RR m ™ R R
_ T m™ RR 2 _ m s m™ R
tAg - w2 x w R[>V AQ - w2 x? T
aa+2 gatl a o aat+2 patl atl 2

By induction we see that for i > 1
b P w1
) ST o
t%Ag = l 1211 ﬂ;r_:_l :: W;i ] )
potitl pati jati [2ia4i-1]
whence t** Ay = T2 A,

The case g = (0,a,a + 1,a + 2) follows by transposition and conjugation.

Lemma 6.1.23 Letm=4,a>2,9g=(0,1,a+1,a+ 2), i.e.

R R RR
m R RR

mtl 7 RR
x2t2 gatl o R

Ay =

Then, by (6.1.14),
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Lemma 6.1.24 Letm=4,a,b>2,9g=(0,1,a+1,a+b+1), ie.

R R RR

A = ™ R RR
g — mtl z® R R
gotbtl jatb b p

Then, by (6.1.14),

N

R 71'2 T R R
R 2 ™ T T R
R > T Ag = qetl patl 2 o .
by ks

7,I,a,+b+1 ﬂ,a+b 71,b+1
By induction we see that for i > 1

7|_1' i i—1 i—1

A T ™ ™
T I
g — ﬂ,a+1 ﬂ,a+1 7‘,[2'z,a.+z—1] 7r[2z—1,a+1—1] 9

patbti patbti—l bt[2i-lati—1] _[2i,at+bti—2]

whence t2@ 202\, = e2at20-4p

The case g = (0,b,a+ b,a + b+ 1) follows by transposition and conjugation.

Lemma 6.1.25 Letm =4, a,b>2,g= (0,a,a+1,a+b+1), ie.

Then, by (6.1.14),

7r_2*_1 ™ R
2 _ T T T
, U Ag = patl 2 L

7r[21',a+i'—1] al @il il
21 _ mati [ mit
T Ag = pati ol i i )
a+tbti bti _bti _[2i,b+i—1]

whence, letting ¢ := max(a, b), t?A, = Tt 72A,.

Question 6.1.26 Let A be a Gram order. Does there exist an s > 0 and o k € {1,2}
such that

TEA = TeSA?

Let A C (R),, be a full suborder. Does there exist an s > 0 and a k > 1 such that this
equation holds? Cf. (6.1.15, 6.1.27).

Let Qf‘p) be the quasiblock of ZS,, to the partition A, localized at the prime p. Assume its

indecomposable projectives to be simple lattices. Recall that Qf‘p) C Agry— (6.1.7). Does
there exist an integer m > 0 such that

th?p) = th(Gx)fl ?
Le. does a Gram order determine all but a finite part of the radical series? (1).

The assumption on the indecomposable projectives is not superfluous, as Qgil’l) shows
(6.1.27).

LA counterexample to the question for m = 1 fixed can be found on p. 116 f. of G. NEBE,
Orthogonale Darstellungen endlicher Gruppen und Gruppenringe, Verlag Mainz, Aachen, see also
http://www.mathematik.uni-ulm.de/ReineM/nebe/pl.html. (6.1.26) is an attempt to formalize the
question to which extent the Gram matrix determines the quasiblock.
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We shall discuss the sublattice lattices of the quasiblocks which are not Gram orders discovered so far.

Example 6.1.27
From (S 2.2.4) we take that Qgsl’l) is Morita equivalent to, R = Zs),

R 2 2
A= R R 2
R R R

with Morita multiplicities (1,4,1). Using (E.1.20 iii, E.1.30), the radical series of A is given by
244

222 9 224 3 4 444
cA:[R22] tA:[zzz] tA=[224] tA:[244]:2cA_
RR2]|’ R22]’ 222]° 224

The submodule lattices of S(311) and of its Morita correspondent

R
Y =|=R
R

are isomorphic via Morita equivalence.
Let I be the inclusion matrix of a sublattice X C Y, which we may assume to be of the form
11 0 0

I = Q91 Q22 0
Q31 032 Q33

where v(a;;) < v(ai;) or a;; = 0 for i > j. Writing (=)~ for (=)', we obtain

oy 0 0
I™ = | —apazan Qg2 0
Q1 Qpp X33 X32Q21 — (1 Ag3A31 —Qgp(iz30i3a (33

The necessary calculation, as in (6.1.12), amounts to check the condition of integrality for I~ M T for M
running over a basis of A.

100
First of all, M = (3 0 (1)) yields the integrality of
1 0 0
IT'MI = | apao 0 0
a2_2a§3a32a21 a§3a32 1

from which we take as; = 0 and ags = 0. Inserting these values we obtain the following list of implications.

000 .
M = (883) = (i) as3|2a:n
000 B
M = ((1)88) - (11) (122'0(11
000 e
M = (8(1)8) — (111) 0433'0622
002 )
M = (888) = (IV) a11|2a31
(V) 11033 | 20[%1
(Vi) a1 | 20433

Assume that az; # 0. Then (i) forces v(ags) = v(as1) + 1, for v(as1) < v(ass). But v(aszs) < wv(ai1) by
(ii) and (iii), and v(a11) < v(as1) + 1 = v(ass) by (iv), so, by (iii) and (ii), v(a11) = v(a22) = v(ass) =
v(ag1) + 1. Hence (v) reads 2v(ag1) + 2 < 2v(as1) + 1, which is a contradiction.



Gram orders 171

Therefore az; = 0. Thus, by (ii), (iii), (vi), the sublattices not contained in 2Y are given by the columns
of A, viz. by

R 2 2
R|,|R|,]2
R R R

Example 6.1.28
From (S 2.3.5) we take that Qgsl’l’l) is Morita equivalent to, R = Z(y),

2 2 2

R
R
A= R R R 2
R R R R

with Morita multiplicities (4,1, 4, 1), thus quite similar to (6.1.27). Let the inclusion of a sublattice given
by

a11 0 0 0

a1 029 0 0

az1 asy asz 0

Q41 Q42 (43 Q44

where v(a;;) < v(as) or a;; = 0 for i > j. The integrality condition on I~ M yields for M = (

)

that az1 = 0, aga = 0 and a43 = 0, then, inserting these values, ay1 = 0. Conjugating M = ( 00)
0000

[=leNolelele]
O ROOO

QO OO000O
[elejeReleloe)

we obtain ag; = 0. Using the arguments of (6.1.27) now, we see that ay2 = 0 and moreover, that
044 | a3 | @22 | @11 | 2a44. Therefore the sublattices of the column Y of (R)4 not contained in 2Y are
given by the columns of A.

Example 6.1.29

From (S 2.3.3) we take that Qg;z’l) is Morita equivalent to, R = Zg),

R 3 3 3 9
R R 3 3 3
R 3 R 3 3
R 3 3 R 3
R R R R R

with Morita multiplicities (4,1,6,1,4), quite similar to ng’l’l (S F.5). Since all main diagonal idem-

potents of (R), are contained in L, we obtain, as in (6.1.12), that we may assume the embedding of a
sublattice to be given by a main diagonal matrix with diagonal (a11, @22, 33,244, a55). As usual, we
obtain ass | a2z, 33,044 | 011 and aq1 | 3oz, 3ass, 344 | 9ass, whence the following list of sublattices
of the column Y of (R)5 which are not contained in 3Y".

’ )

ERERE N
‘;u‘;u“‘;u::“
';u';uu';u““
:n:uvw::w
mow oo oW
:uwv:aww
:uwvw::w
mwuwww
mwuwwco

3
3
3
R
R

In particular, ng’l) is not a Gram order, using that all embeddings of simple projective lattices are

given by main diagonal matrices (cf. 6.1.6).
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6.2 Duality

To begin with, we need to rewrite [J 78, 6.7] in our integral context, without claiming
originality. Then we use the duality/transposition/alternation game to obtain information
about the Gram matrix of the invariant bilinear form on a Specht lattice.

Let n be a natural number. Let A\ be a partition of n, let ¢t be a A-tableau.
Retain the notation from (4.1.1, S 6.1). Denote by S» := S0") ®, S* the
tensor product of S* with the alternating lattice S'") on which s € S, acts as
£s. There is a S,-invariant symmetric positive definite bilinear form (—,=) on
M?, given by ({a}, {b}) := O4},;}, Which restricts to the positive definite, thus
nondegenerate S,-invariant bilinear form attached to S*. We denote

Syt = {x e M| (z,5") =0},

Ky = Z €58,

seCy

Pt = ZS.

SERy

Lemma 6.2.1 (JAMES, [J 78, 4.8]) If U is a pure ZS,-sublattice of M*, then either
SAC U orU C SM.

For u € U we have uk; = o, (t) for some oo € Z [J 78, 4.6, 4.7].
In case o, = 0 for all u € U, we obtain
0 = (us, {t})
= (u, {t}r1)
= (u, (1)),
so U C SM* since (t) generates S* over ZS, and the form is S,-invariant.

In case there is a u € U with uk; = a,(t) # 0, we conclude from «,(t) € U and the
inclusion U C M* being pure that (t) € U, hence S* C U since (t) generates S* over
7S,.

Lemma 6.2.2 The epimorphism

FA — S§X-
1] — 1)

factors over

(S}

M = gNo—

M?* may be regarded as the quotient of F'* modulo unsigned row transpositions. Given a
row transposition (u v), i.e. u and v assumed to lie in the same column of ¢, we obtain

I {E)(uv) = ey ® ({t'(uv))
= 1® ().
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Lemma 6.2.3 The sublattices SV and Kern © of M?> coincide.

Since the inclusion Kern © C M* is pure, by (6.2.1) it suffices to show for Kern©® C SM+
that S*© #£ 0, i.e. that

(D esf{t}s)® = D e, @e,(t's)

sECy SERy
= 1® ()pr
# 0.
Since both Kern © and S™! are pure ZS,-sublattices in M* of the same rank (rk M* —

rk S*) this inclusion even suffices to prove the initial assertion.

But
({t'}, o) = ({t'}ov, (')
= Igai({t’},@’))

Lemma 6.2.4 The canonical morphism

M)\/S}\,J_ . S)\,*
{t} — ({t},-)
15 an tsomorphism of ZS, -lattices.

Injectivity ensues by definition of SML. For to see surjectivity we need the inclusion
S* C M* to be pure, thus inducing a surjection M™* — SM*.

But this follows from [J 78, 8.3], using the basis consisting of standard polytabloids.

Proposition 6.2.5 The map determined by
SN— . Ghx
1) — ({t},-)
1s a well defined isomorphism of ZS,,-lattices.

This ensues from (6.2.3, 6.2.4). Note that the sign of this map depends on the choice of
the A-tableau [t].

Question 6.2.6 (?) Given a ZS,-morphism
A 7
S*/m — S*/m

we may dualize Z/m-linearly and alternate to obtain

*,—

SA,*ﬁ/m <f_ Sk*~ Im,

which we may substitute isomorphically by virtue of (6.2.5) by

1

Sx/m<f—S“'/m,

which we take as the definition of the transpose f'.

2C. RINGEL asked for the behaviour of the morphism in (4.3.31) under dualization.
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Consider the situation of a one-box-shift downwards from X to p as in (4.3.31) and note
that X' arises from p' by a downwards shift of one bozx, too. Do the according specializations
of the generic morphism in (4.3.31) correspond, up to sign, under transposition? Moreover,
is the transpose of a specialization of the generic morphism given in (4.4.3) a specialization
of the generic morphism given in (4.4.1)¢ Cf. (4.3.33).

If so, the elementary divisors over Z/m would coincide and the composition properties would
dualize.

Lemma 6.2.7 ([J 78, 23.2 ii]) Let ny :=1k S*. Then
n!
{thripeke = —{t} .
i

By [J 78, 4.6, 4.7], {t}k.psk; is a scalar multiple of {t}k;, say {t}kipiks = - {t}k; where
a € Z.

Since by [J 78, > 4.13] we have

M)‘ — ptZSn
{t} — m

the assertion is equivalent to
n!
(Pt"ﬁt)2 = —(piks),
N

whereas we know that (pik)? = alpsky).

Following e.g. [Rog 74, 4.10], we calculate the trace of

Qs, 2 Qs,

twice. Since Cy N Ry = 1, the 1-coefficient of p;x; is 1, whence, using the canonical basis
of QS,, the trace equals n!. The isomorphism of M* with p,ZS, just cited restricts to
the isomorphism S* >~ p;x;ZS,. Writing QS, = p;x:QS, ® V as vectorspaces, pykii(—)
reads (—) (2‘8). Consequently, we obtain

trpyrs(—) = nl £ o -y,

Lemma 6.2.8 Let G* be the Gram matriz of the S,-invariant bilinear form attached
to S* written in the standard basis given by the standard polytabloids. Then there are
GLy, (Z)-elements A* such that

AN per = ™
LN

G* is the matrix of the morphism

S)\ . S)\,*
& — (t),-)

when using the standard basis and its dual, respectively.
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Consider the composition with the isomorphism from (6.2.5)
S’\ . S’\’* o S)\’,f
t) — (1@ (t)ke =1 (t')py.
The matrix of the inverse of S~ =~ $** with respect to the standard basis and its dual
denoted by A%, we obtain the matrix of this morphism to be A*G*.
Now composition yields
Sh S)\’,f —» SA
() — (1)~
1@ )  — (tp
(1 ® <tl>)’ft - <t)/0t'€t = {t}ﬁtpt'ft

whence the result by (6.2.7).

The nontriviality of A* corresponds to the ‘annoying’ phenomenon mentioned in [J 78, 8.1]
that ({a}, (b)) may be nonzero also for [a] and [b] being different standard tableaux.

Definition 6.2.9 Let M € (R),,, det M # 0. Let
dM

7

denote the elementary divisors of M, ordered increasingly, dM | dj-‘/[ fori <j.

Proposition 6.2.10 Retain the notation from (6.2.8). We obtain

' |
GN ;GA . n.
i’ dyy 1o = in_,\

for i € [1,n,].

This ensues from (6.2.8), using elementary divisors of the inverse.

6.3 List of elementary divisors

We list the local elementary divisors of the Gram matrices of the S,-invariant bilinear form on the
Specht module in the following form. E.g. at the prime p the tuple (1,0, 1, 3,2) translates into the local
elementary divisor tuple (p°, p2,p%,p?,p, p*,p*) ().

n =4.
partition divisors at 2 divisors at 3
(2,1,1) (0,1,0,2) (3)
(2,2) (0,2) (1,1)
n=>5
partition divisors at 2 divisors at 3 divisors at 5
(2,1,1,1) (0,4) (0,4) (1,3)
(2,2,1) (0,0,1,4) (4,1) (5)
(3,1,1) (0,6) (6) (3,3)

3A. MATHAS supplied me with an alternative routine for the elementary divisors, based on SPECHT
under GAP. Moreover, I used his routine SCHAPER to compare (*).
4Cf. A. MATHAS, Twahori-Hecke algebras and Schur algebras of the symmetric group, Appendix C.
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divisors at 2 divisors at 3 divisors at 5

(5)
(1,8)
(5)
(10)
(8,8)

divisors at 2 divisors at 3 divisors at 5 divisors at 7

(0,6)
(6,8)
(1,13)
(15)
(35)
(13,8)
(20)

(1,5)
(14)
(14)
(5,10)
(35)
(21)
(10,10)

divisors at 3 divisors at 5 divisors at 7

n = 6.
partition
(2,1,1,1,1) (0,0,0,1,4) (0,1,4)
(2,2,1,1) (0,0,4,1,4) (9)
(2,2,2) (0,0,1,4) (0,4,1)
(3,1,1,1) (0,4,6) (0,4,6)
(3,2,1) (16) (4,8,4)
n="7 o
partition
(2,1,1,1,1,1) (0,0,0,6) (0,6)
(2,2,1,1,1) (0,0,0,14) (0,1,13)
(2,2,2,1) (0,0,6,8) (0,13,1)
(3,1,1,1,1) (0,0,0,15) (0,15)
(3,2,1,1) (0,14,0,1,20)  (13,2,20)
(3,2,2) (0,0,1,20) (15,6)
(4,1,1,1) (0,20) (0,20)
n=2_8
partition divisors at 2
(2,1,1,1,1,1,1) (0,0,0,0,1,0,0,6) (0,0,7)
(2,2,1,1,1,1) (0,0,0,0,6,14)  (0,7,13)
(2,2,2,1,1) (0,0,0,14,6,8)  (0,0,28)
(2,2,2,2) (0,0,0,0,6,8) (0,13,1)
(3,1,1,1,1,1) (0,0,0,6,0,0,15) (0,21)
(3,2,1,1,1) (0,64) (0,29,35)
(3,2,2,1) (0,0,6,8,14,2,40) (28,35,7)
(3,3,1,1) (0,0,14,42) (13,8,35)
(3,3,2) (0,0,0,42) (21,21)
(4,1,1,1,1) (0,0,0,15,0,0,20) (0,35)
(4,2,1,1) (0,14,0,62,0,14) (90)
n=9
partition divisors at 2

(2,1,1,1,1,1,1,1)
(2,2,1,1,1,1,1)
(2,2,2,1,1,1)
(2,2,2,2,1)
(3,1,1,1,1,1,1)
(3,2,1,1,1,1)
(3,2,2,1,1)
(3,2,2,2)
(3,3,1,1,1)
(3,3,2,1)
(3,3,3)
(4,1,1,1,1,1)
(4,2,1,1,1)
(4,2,2,1)
(5,1,1,1,1)

Cf. [J 78, 23.8, 23.9].

(0,0,0,0,8)
(0,0,0,0,0,1,0,26)
(0,0,0,48)
(0,0,0,0,0,26,16)
(0,0,0,0,28)
(0,0,0,26,0,1,0,78)
(0,0,0,26,94,2,40)
(0,0,26,18,40)
(0,0,78,42)
(0,0,0,8,160)
(0,0,0,42)
(0,0,0,56)
(0,78,0,1,40,2,68)
(0,0,56,160)
(0,0,0,70)

(0,7)
(20)
(7,21)
(1,13)
(0,21)
(21,43)
(70)
(43,13)
(21,21)
(35)
(90)

(7
(1,19)
(28)
(14)
(21)
(19,45)
(70)
(56)
(42)
(35)
(45,45)

divisors at 3 divisors at 5 divisors at 7

(0,0,1,0,7)
(0,27)
(0,0,7,41)
(0,0,41,1)
(0,0,7,0,21)
(0,7,63,35)
(162)
(0,41,36,7)
(0,42,43,35)
(41,43,63,21)
(0,21,21)
(0,21,0,35)
(0,189)
(189,27)
(0,35,0,35)

(0,8)
(0,27)
(27,21)
(8,34)
(0,28)
(105)
(28,134)
(1,83)
(120)
(134,34)
(21,21)
(0,56)
(56,133)
(83,133)
(70)

(0,8)
(8,19)
(1,47)
(42)
(28)
(105)
(47,115)
(84)
(19,101)
(168)
(42)
(56)
(189)
(115,101)
(70)

Gram matrices



Appendix A

Elementary divisors

A.1 Elementary Divisor Theorem for principal ideal
domains

We recall a constructive proof of the Elementary Divisor Theorem for a principal ideal
domain - constructive under the assumption that the greatest common divisor is given
constructively - , since it it used for a considerable number of arguments in the text as well
as for almost all computer calculations needed in the progress of this work.

For the history of this theorem, due to S. SMITH, see [St 12, sec. 68].

It is not quite consequent not to presuppose any prerequisites on principal ideal domains,
but basic knowledge on Dedekind domains further down (S A.4).

Let R be a principal ideal domain.

A nonzero element a is called irreducible if a = bc implies (b) = (1) or (¢) = (1). Hence a is irreducible
iff (a) is maximal, for (a) C (b) C (1) implies (b) =1 or (a) = (b). In particular, irreducible elements are
prime, i.e. they generate a nonzero prime ideal. And conversely, prime elements are irreducible.

In order to see that each element of R allows a product decomposition into irreducible elements, we let
the ideal (a) # (0) be maximal with respect to the property that a does not allow such a decomposition,
under the assumption of the existence of a nonzero ideal of this kind. In particular, since a itself is not
irreducible there exists a factorization a = be with (b), (¢) D (a), which is a contradiction, for b and ¢
do have factorizations into irreducibles.

A decomposition into prime ideals is unique, since we may cancel and then use that the elements generate
prime ideals.

In order to avoid confusion, we also write (z1,...,2Zmn) =: R(x1,...,Zy) for the ideal of R generated by
the z;’s.

Proposition A.1.1 Let A = (aij)ic[1,u),je[1,v] be @ matriz in (R)uxv, u,v > 2. There exist matrices
S €SL,(R), T € SL,(R) such that SAT is a main diagonal matriz such that the entry at ii divides the
entry at jj for i < j. These entries are determined up to units in R and are called the elementary
divisors of A.

(i). Cleaning of the first column. We claim that we can multiply (a;;) from the left by a matrix
in SL,(R), such that (1) the result (a;;) has R(ai;) = R(ai1,...,a,1) and (2) aj; = 0 for j € [2,p]. If
(1) is satisfied, (2) can be achieved by a further multiplication with an SL,(R)-element. Moreover, by
construction we will be free to choose the ideal generator aj;.

Let  be a generator of R(ai1,...,au1). Write z = >°,.y 18;a;1 and note that R(s1,...,s,) = R(1)
since we may divide each summand by z. In order to prove our claim it suffices to show that we can
realize a tuple (s1,...,s,) which generates R(1) as a row of an element of SL,(R). This is true for p = 2
by

1 = s1b; + 82by = det (_852 if) .

177
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By associativity of the greatest common divisor - obtained using unique factorization into prime elements
- it suffices to apply the transpose of the assertion just shown, viz. the possible multiplication of a two
element row with an SLs(R)-element from the right such that the ged and a zero arise, to the last two
entries of our row (si,...,s,), and to apply induction.

(i’) Cleaning of the first row, transposed to (i).

(ii?. F(?r () =1y @)5P, let V(z) := 32, §p be the'total value of (z), where (p) runs over the nonzero
prime ideals. Cleaning of the first column either strictly decreases the value of the top left entry or it is
possible with the top left entry as pivot element, so that in particular the first row is not affected. Hence

the process of alternating the cleaning of the first column and the cleaning of the first row ends up with
a cleaned first row and a cleaned first column.

(iii). In case that now the top left entry does not divide every entry, we clean the column and the row the
entry which is not divided sits in, without affecting the first column or the first row, which are already
cleaned. Now we add that column to the first column, which now contains two nonzero elements whose
ged has a total value strictly smaller than the top left entry. Entering the (i, i’)-loop again at this stage
therefore yields a finite algorithm, resulting in a matrix with cleaned first row and column and top left
entry dividing all the others.

(iv). Tterating, i.e. applying (i-iii) to the respective remaining matrix to be diagonalized, we obtain a
diagonal matrix D = (d;;) = SAT, S € SL,(R), T € SL,(R) with diagonal entries dividing each other
consecutively, di; | dit1,i+1-

Uniqueness of the elementary divisors follows by regarding A as a morphism from R* to R”. We
write the nonzero (d;;)’s as (di;) = [[,)(p)**. Localizing at (p), the cokernel of A, is isomorphic

to (B, R/(p®r)) @ R*, k > 0. Both summands, and so in particular the rank k of the torsionfree sum-
mand, are independent of the chosen bases of R* and RY. Moreover, denoting the torsionfree summand
by Ty, we have for j > 1

dimpy(p) P~ Ty [0 Ty = #{i | i > 5},

so that the ap;’s are determined, which in turn determine the elementary divisors (d;;).

Consider the proof in the particular case of A € SL,(R). Note that our construction uses only SLa(R)-
operations, embedded in various canonical ways into SL,(R). Since

and since we have, for u € R*,

(5.5) = (ca D) 6D (ca D) 09

so that we are free to choose ideal generators for (d;;) for i € [1, u—1], the implication (SLz(R) is generated
by elementary matrices = SL,, (R) is generated by elementary matrices) follows. Its condition is met for
an euclidean domain, for we can use division with remainder to reduce the first row to (10) via column

operations. In particular, SL,(Z) is generated by elementary matrices.

A.2 Chinese Remainder Theorem, version SL
Let R be a Dedekind domain. By p,q we denote nonzero prime ideals of R.

Lemma A.2.1 (1) Let b be a nonzero ideal in R, let m > 1. Then the residue class morphism
SLym(R) — SLm (R/b)

18 surjective.

The problem is that we do not know whether SL,,(R/b) is generated by elementary matrices, i.e. by
matrices with main diagonal constant 1 and a single nonzero non main diagonal entry (cf. S A.1).

1S. KONIG helped to simplify the proof.
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Note that for a direct product of commutative rings A and B we have SL,,(Ax B) = SL,,,(A4) X SL,(B),
so that the target of our morphism may be replaced by [], SLy(R/ p?®) by the Chinese Remainder

Theorem, where b = Hp pPv p running over a finite set.

Suppose given M € SL,,(R/b). Choose entrywise an inverse image of M € SL(R/p®*) in GL,,(R,)
and write it by the Elementary Divisor Theorem (A.1.1) as a product of elementary matrices, and one
extra factor in between being a main diagonal matrix D having as entries 1’s except for a unit of R, in
the lower right corner. Changing the inverse image without changing its image in SL,,(R/p?*) we may
assume that these elementary matrices lie in SL,,, (R). Moreover, since det D =,y 1 we may assume D to
vanish. Furthermore, by the Chinese Remainder Theorem we may assume the non main diagonal entries
of the elementary matrices occurring in our product to vanish modulo g% for q # p. Hence the product
over p of our products of elementary matrices is in SL,,(R) and maps to M € SL,,(R/p?») for all p, and
therefore to M € SL,,(R/b).

A.3 Some Ext-preliminaries

Let R— S be a flat morphism of commutative noetherian rings. Denote S(—) := S ®p —.
Let A be a R-algebra, finitely generated as an R-module. Let X and Y be finitely generated
A-modules.

Lemma A.3.1 Leti > 0. Ext},(X,Y) is a finitely generated R-module.

Since R is noetherian, we may resolve X with projective modules which are finitely generated as R-
modules.
Lemma A.3.2 Leti > 0. The natural transformation

. S(— .
Extiy (X,Y) ~ Ext , (SX, SY).

induces a natural isomorphism
SExty(X,Y) > Exts,(SX,SY).

Using flatness of R — S we pass to the level of projective resolutions. Now
SHom 4 (P,Y) — Homg4(SP, SY)

is an isomorphism for P finitely generated projective, since the assertion is true for P = A and extends
by naturality and additivity to the required generality.

Corollary A.3.3 In case R is an integral domain with field of fractions K and KA is semisimple,
Ext4(X,Y) is a finitely generated torsion module over R fori > 1.

A.4 The Steinitz-Chevalley Elementary Divisor The-
orem for Dedekind domains

For us, this generalization of (A.1.1) is mainly of importance because the structure of finitely
generated torsion modules over Dedekind domains ensues. We follow CHEVALLEY’s artistic
proof [C 36, App. II, Th. 1], for whose understanding [CR 62] was helpful. CHEVALLEY’s
assertion is more general than STEINITZ’, the latter treating only the case of M being finitely
generated free over R [St 12, §41]. For further historical comments cf. [C 36].

Let R be a Dedekind domain with field of fractions K. By p,q we denote nonzero prime
ideals of R. Writing the expression z/y € K it is understood that z,y € R and y # 0. Let M
be a finitely generated torsion free R-module, let N C M be a submodule.
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The following basic facts on Dedekind domains will be used, cf. [S 68].
(A) A fractional ideal in K has a unique decomposition as a product of integral powers of prime ideals.

(B) R, is a discrete valuation ring.

Lemma A.4.1 Let X, Y be finitely generated R-modules.

(i) We have a natural isomorphism
( R(X, Y))P — Rp(Xp, Y;J)

(i) X =0 iff X, =0 for all p.

(#ii) A sequence is exact iff it is exact at all p.
(iv) X is projective iff X, is projective for all p.
(v) An ideal a C R is a projective R-module.

i). The reader might amuse himself in giving a direct proof, alternatively to (A.3.2).

ii). X, = 0 is equivalent to the annihilator of X being not contained in p.

iv). Use (A.3.2) or use (i) and (iii).

(
(
(iii). Regard the homology.
(
(v). ap is a principal ideal.

Definition A.4.2 The pure closure of N in M is defined to be

N :={m € M| there is a y € R\{0} such that ym € N}.

M/N is torsionfree, whence the name.

Lemma A.4.3 M is isomorphic to a direct sum of ideals of R. In particular, M is projective.

Let m € M be a nonzero element. Let
U := {u € M| there is a z/y € K such that yu = zm}

be the pure closure of the submodule generated by m.

By uniqueness of z/y for a given u € U and conversely, U is isomorphic to the fractional ideal
u:= {z/y € K| there is a u € U such that yu = zm},

which is a fractional ideal via this isomorphism, M being noetherian. A fractional ideal, however, is
isomorphic to, say, the ideal obtained by multiplying with a common denominator of its generators.

By induction on the rank of M and in view of (A.4.1 v) it remains to be remarked that M /U is torsionfree.
Corollary A.4.4 The pure closure of a submodule of M is a direct summand of M.

Lemma A.4.5 (principal ideal approximation) Suppose given a nonzero ideal a C R. Fiz a finite
set of nonzero prime ideals {p1,...,pr}. There is an element x € a with

Up; (z) = Up; (a)

forie[L,k].
In particular, choosing two elements in this manner, the set of primes for the first being the set of prime

ideal divisors of a, the set of primes for the second being the set prime ideal divisors of a united with the
set of prime ideal divisors of the first element, we see that each ideal of R is generated by two elements.

We may assume the prime divisors of a to be contained in {ps,...,pr}. Regard the diagram
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Rja —>— R/p™ s ... x Rjpir®
Rfap: - pi R/py O xRy

and choose elements z; € pv""(a)\p:”(a)—l—l for i € [1,k].

i
NB in case a is not a principal ideal, z has to have valuations > 0 away from this set, as long as it includes
the prime divisors of a.

Lemma A.4.6 Suppose given nonzero ideals a,b C R. Let © € a be an element having the same
valuations as a at all prime ideal divisors of b (A.4.5). We obtain an isomorphism

R/b = a/ab

1 — 2.

Localizing at a prime ideal not occurring in b, we obtain 0 — 0, localizing at a prime ideal p occurring
in b, we obtain the isomorphism, 7 € R denoting an element with v, (7) =1,

Rp/(va(b)) o~ (va(a))/(ﬁvp(a)ﬂp(b))

1 — ,ﬂ.’Up 0) ’U/p 5

up being a unit in R, so that the result follows from (A.4.1 iii).

Corollary A.4.7 Keep the notation from (A.4.6). We obtain

adb~ RO ab.

In particular, letting b = a~!(y) for some 0 # y € a, we see that each ideal of R is generated by two
elements.

The pushout (A.4.6)

ab —— a x

R 1

is also a pullback. Its short exact diagonal sequence splits by projectivity of a (A.4.1 v).

Theorem A.4.8 (Steinitz-Chevalley Elementary Divisor Theorem)

(i) There is an isomorphism
M = a1 D Day

which restricts to an isomorphism
N -">b10; B --- B bya,

for suitable ideals a;,b; C R, such that b; D bjy1 fori € [l,a—1].
(i) The ideals b;, called the elementary divisors of the inclusion N C M, are independent of the
choice of the isomorphism.

We may restrict ourselves to the case N = M by (A.4.4, A.4.3).

(i). Choose 0 # r € R such that rM C N C M. Let f, := Anng(N/rM), let ¢ := rf,!. Since r € f,, ¢ is
an ideal in R.
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(In case given M and N as in the result, we obtain e = b;.)
Note that
N CeM,
and that e is contained in any ideal with this property (showing ¢ to be independent of 7). In particular,
we have N € qeM for any q.

Decompose

(r)=JLp>"
p

into prime ideals. For a prime ideal p occurring in r, we choose
ny, € N\pelM.

By the Chinese Remainder Theorem, for p occurring in r we choose a v, € R such that for q occurring

in r we have valuations
0 for q=p

UFI(VP) = { 1 for q#p
Since vyny & peM (invert v, in R/p) whereas vyn, € qN C qeM for q # p, we obtain

n:= Z vpnyp € N\ U pelM.

p occ. in r p occ. in r

(In case given M and N as in the result, we find such an element n e.g. as an element of b;a; whose
valuations coincide with those of bya; at all prime ideals occurring in 7.)

The R-submodules of K

n
m

{z/y € K |zn € yN}
{z/y e K |zn € yM}

are fractional ideals, since there are injections n — N; C N and m — M; C M by uniqueness of, say,
m in zn = ym for a given z/y € K. We claim that

me =,

which then implies that
Mle = Nl.

m D ne~ ! follows by N C eM, for given zn = yem, z/y € K,n € N, m € M, e € ¢, and given u/v € K
with ue/v € R, we get (zu)n = yuem = (yv)(ue/v)m, hence (z/y)(u/v) € m.

Let ¢ := (me) 'n C R. Note that rM C N implies rm C n, so that
(r) Cam™" = ce,
therefore a prime ideal factor p of ¢ occurs in r, if existent. But in this case we had, since
1 € n = mec C mep,
ie.
1= (zi/y)epi,
where z;/y € K with z;n = ym; for some m; € M, e; € ¢, p; € p, that

yn = Z Ti€iPin = y(Z €iPimi),

thus
n= Zeipimi € epM,
which we have excluded however.

Since M is the pure closure in M of the submodule generated by n, it has, by (A.4.4), a complement

M = M, & M.
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We claim that
N =N, & (NN M,).

For to show that N; and N N M> generate N, we regard an element m; + mo € N, where m; € M; and
ma € My. Now my + mo € eM = eM; @ eM, implies my € eM; = N; (this equality being crucial), thus
also mg € N.

By induction on the rank of M we may assume given the decomposition

M2 =~ Ay B - Day
NNMy = boas®-- D b,a,,

the second isomorphism being the restriction of the first, with b; D b;4; for ¢ € [2,a — 1]. Letting by :=¢
it remains to be shown in case a > 2 that ¢ O by. But V C ¢M implies byas C eas.
(ii). In view of (A.4.6) we may write the quotient M/N as
M/N —=>R/b1®---® R/b,
and compare to
M/N =+~ R/b\ & ---@® R/bl,,

where b; D b;y; for i € [1,a — 1] and b} D bj,, for i € [1,&' —1]. Appending trivial quotients, we may
assume o = o'. We have to prove v, (b;) = v, (b}) for all prime ideals p. However, these valuations are
determined by, m € R denoting an element with v,(7) =1,

dimp, /() [1' (M/N)y /x(M/N)y] = #{j € [1,0] | vy(b5) > i}.
Corollary A.4.9 A finitely generated R-module X can be written as
XL’R/[M@'“@R/bS@Ch@"'@at,

where b; and a; are ideals of R.

Apply (A.4.8) to the inclusion of a kernel of a surjection from a direct sum of copies of R to X and
consider (A.4.6).

Corollary A.4.10 A finitely generated R-module has a decomposition

X=XoePX,
p

with Xo torsionfree, AnngX, = p¥, X, # 0 only for a finite number of p’s.

We call X, the p-part and @q# X, the p'-part of X.

. . . f
Moreover, the p-parts X, of X are uniquely determined as submodules. A morphism X —Y maps X,
into Yy. The torsionfree part Xo is determined up to isomorphism as the quotient of X by its torsion
part.

Existence of such a decomposition follows from (A.4.9) and the Chinese Remainder Theorem. Uniqueness
and preservation of the p-part by morphisms follow from the characterization

X, = {z € X | Anngz is a power of p}.

Corollary A.4.11 In case R is the ring of algebraic integers in a number field K, a finitely generated
R-module X with KX =0 is finite.

By (A.4.9) it suffices to show that R/b is finite for an ideal b C R, which follows by b N Z # 0 (consider
e.g. the constant term of a minimal polynomial over Z of an element in b).

Remark A.4.12

Let R be the ring of algebraic integers in a number field K, let S C R be a multiplicative
subset. Since ST'R/R is torsion, ST! R is not finitely generated over R as long as ST'R/R
is infinite (A.4.11). Hence in this case, S~'R is a fortiori not finitely generated. In par-
ticular, let z € R\p be a nonunit with, say, vq(z) > 1. The difference of two elements of
{z71,272,...} C R, has a negative valuation at q, thus R, /R is infinite and therefore R,
is not finitely generated over R. A fortiori, K is not finitely generated over R. Since given
p there exists a nonunit in R\p, also R, is not finitely generated over R.
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Remark A.4.13 We justify the name Elementary Divisor Theorem for (A.4.8) by deducing
the Elementary Divisor Theorem for principal ideal domains from (A.4.8).

Let R be a principal ideal domain. Let A € (R),x, be a matrix over R. Let M = RY,
regarded as a row, let N C M be its submodule generated by the rows of A. By (A.4.8) we
obtain isomorphisms, the latter being a restriction of the former,

M L g

N <= @)

Denote by ¢; the standard basis of R”. Let
(e)f =) &ijei
j=1
let Y-, &im&mj = 0. There is a matrix 7 = (n;;) € (R), such that for m € [1,v]

i
an’lalm = biim,
=1

whence

Y Niatm€mi = Y bibimEm; = bidis.
I,m m

We claim that 1 may be chosen to be invertible. 1 has to make the following diagram
commute, in which the downwards morphisms are split epimorphisms

R* n RM

€1

AN

213} a;
N.

1

0
Replacing the morphisms R* — N isomorphically by canonical projections N@®N' — N
(i.g. by different substitution isomorphisms) we obtain as substituted condition on the hor-
izontal morphism that it be of the form

whence the claim.

Example A.4.14 Given an ideal ¢ C R. We shall construct a matrix whose rows generate
a submodule of the free module on (10) and (01) having elementary divisors a and (y)a~!,
where y € a®. Note that a=*(y) C a. Let z € a='(y) such that vy(z) = vp(a~'y) for all

prime ideal divisors p of a (A.4.5). Choose s € a(y)~!, t € a such that

st+t=1,

1

-1

T
existent by surjectivity of a®a(y)~' — R, which can be seen locally. Letting matrices act

on the right,
ST

R®(y) —ada '(y)

is inverted by (4 ). Therefore the matrix

gives the required example.



Appendix B

Two tools

The lattice tensor product over an order is defined as the torsion free part of the tensor
product. Moreover, we introduce the Higman ideal, i.e. of the annihilator ideal of Ext'.

B.1 The lattice tensor product

Let R be a Dedekind domain with field of fractions K (to which we refer by ‘rational’). Let
A and A be orders over R, i.e. R-algebras which are finitely generated projective as modules
over R. By p,q we denote nonzero prime ideals of R. p denotes a prime element of R except
stated otherwise.

A A-lattice is a A-module which is finite projective over R. A A-A-bilattice over R is a
A ®p A°-lattice. We abbreviate K @ p — by K(—). A simple lattice is a lattice X such that
KX is a simple KA-module. A pure monomorphism of A-lattices has a torsionfree quotient,
a full monomorphism has a torsion quotient.

Example B.1.1 Let R=Z,let A={x xy |2z =2y} CZ xZ. Then
0#£t:=(0x1)®(1x0)€(ZxZ)®4(Z x0),
whereas 2¢t = 0. For to see this, we regard the A-bilinear map

(ZxZ) x (Zx0) — Z/2
(axb) x (ex0) — be

which sends ¢ to 1.

Lemma B.1.2 The inclusion
A-lat — A-mod

has a left adjoint, denoted by (=) and called lattification. Which is compatible with the forgetful functors
from A to R.

Note that for X in A-mod there exists a short exact sequence

' 5
0—X —X—X—0,

split over R (A.4.10), with X’ torsion over R and X torsionfree over R. It follows that this sequence is
functorial, that X —+ X is the unit and ¥ —— Y, Y € A-lat, is the counit of the required adjunction.

Definition B.1.3 Let, for X a left A-lattice and Y a right A-lattice,

X®4Y = (X®2Y)

185
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be their lattice tensor product, or just tensor product as long as no confusion may arise. Accord-
ingly, its elements are generated by elements of the form

Ry = (r ® y)e.

It ensues that the lattice tensor product is an addititve functor in both variables.

Lemma B.1.4 Let X a left A-lattice and Y a right A-lattice. Let U be an R-lattice. The A-bilinear
maps

@
XxY—U,
i.e. ® being R-linear in both variables and ®(z)\,y) = ®(z, \y), are in bijection to the R-linear maps

’

- %
X@p Y — U,

where ®' arises from ® via the restriction of the induced map on the ordinary tensor product.

Note that
RX @AY, U) = g X®,Y,U)

via restriction (B.1.2).
Lemma B.1.5 Let X be a A-A-bilattice over R, let Y be a left A-lattice. XRAY is a left A-lattice via
= A

X @Y —/——— X @Y
T ® y — (Az) & y.

Lemma B.1.6 Let X be a right A-lattice, let Y be a A-A-bilattice over R, let Z be a left A-lattice. Then
there is an isomorphism

(X &\ Y) &a Z > X & (Y @a 2)
z ® y © 2z — 6 @y © 2)
@ ®y © 2z ~— & @y © 2)

over R.
By (B.1.4, B.1.5), the first map is well defined. Dito the second.

Lemma B.1.7 Let X be a A-A-bilattice over R. Then

X,—
Acdat" A Jag

has a left adjoint i
A—latXEA:A—lat.

In particular, we see that X®@a— 1is right ezact.
For Y a left A-lattice and Z a left A-lattice we have the isomorphisms (B.1.2)

AY, AX,Z)) =+ AX ®a Y, Z) = A(XQAY, Z).

Lemma B.1.8 Let X be a right A-lattice, let Y be a left A-lattice, let S C R be a multiplicative subset.

Then - ~
S_I(X (XiA Y) &= ST1X ®S~—1A S~y
(/s)z ® y) — (z/s) ©® 'y

/() & y) ~— (=/s) & (y/t).
Lemma B.1.9 Let X be a right A-lattice, let Y — Z be a injective morphism of left A-lattices. Then
X@\Y — XQ@©Z

is injective. It preserves monomorphisms, pure epimorphisms and cokernels (taken in A-lat).
We regard the commutative diagram with vertical and upper injections (B.1.8)
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KX @y KY KX ®xaKZ
A
14 14
K(X®pY) K(X®AZ)
X®&\Y X&aZ

Example B.1.10 (dangerous bend) In general, X@&x— does not preserve short evact
sequences. In particular, it does not necessarily preserve pure monomorphisms.

Keep the notation of (B.1.1). The short exact sequence
0—2Zx0—A—>0%xZ—0
is mapped under I'®s — to
2Zx0—T—>0xZ—0.

Lemma B.1.11 Let X be a right A-sublattice of KA. Let Y be a left A-lattice. Let XY C KY be
additively generated by products of the form zy, x € X,y € Y. Then
X ® Y = XY

r ® y — xy.

We have to show that the map is injective. Regard the diagram with vertical and upper injections

KX ®gp KY

KA®ga KY

X®,\Y XYy
Lemma B.1.12 Let A C A be a full inclusion of R-orders, let X be a left A-lattice. Then
X — ApX
r — 1Qz
is a full inclusion of R-lattices.
Tensoring with K over R we may factor this map rationally as
KQrX “+»KRrA®y X ~>K®rAR) X —>K Qg (A, X).

Remark B.1.13 Let A C T be a full inclusion of lattices, let e be an idempotent of T
let X be a left lattice over A. Consider the R-linear submodule eX C I'X. We obtain an
isomorphism

eA R4 X = eX

ea ® T — eax

e ® T <« em,

which is in well defined in the direction <— since ex = 0 implies 7™ (e®z) = 1&@7™ex = 0,
m chosen large enough for 7™e € A.

B.2 The Higman ideal

Keep the assumptions from (S B.1).

Definition B.2.1 The Higman ideal of A, Higman(A) C R, is defined to be the annihilator in R of
the functor Extll\(—, =) from lattices over A to R-modules. In other words,

Higman(A) := {a € R | aExt} (X,Y) = 0 for all A-lattices X and Y}.
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Remark B.2.2 A A-lattice X is projective iff X, is projective over A, for all prime divisors p of
Higman(A). Any Ay-lattice is the localization at p of some A-lattice. In fact, choose a set of Ry-linear
generators of the Ay-lattice and consider its A-linear span inside, which is a lattice by (A.4.9, A.4.1 v).
Therefore, we obtain

Higman(A), = Higman(A;)

by (A.3.2), since, in general, for a finitely generated R-module M
(Anng M), = Anng, M,
(A.4.9).

Lemma B.2.3 Higman(A) contains a. In particular, the Higman ideal does not vanish.
We may assume R to be a discrete valuation ring with maximal ideal (7), a = (7°) (B.2.2). Suppose
given an extension

0—X—FE—Y —0.

of A-lattices.
We claim that it is annihilated by 7® as an element of Ext!, which can be expressed by saying that there

is a A-morphism Y s E with s f = m%, as can be seen by taking the pullback of this sequence along 7.
Writing shorthand A(—) for the tautological A®,— and (=) for T'®,— (B.1.3, cf. B.1.11), we obtain a
commutative diagram of A-lattices

Af

AE AY

re -2 . ry

Note that T'f is a pure and thus split epimorphism (B.1.9). Choose a splitting ¢(I'f) = 1. Regard 'Y as
a subset of KAY = KTY and consider the inclusions

AY CTY C 7 ®AY C KAY.

Let s be the restriction of t to Y = AY. Since the inclusion AY C 7~ *AY is isomorphic to the homothety

) Y, the result follows.

Example B.2.4

(a) Let G be a finite group, let R = Z. Higman(ZG) = (|G|), where D follows e.g. by (1.1.1,
B.2.3) and C follows by considering the augmentation sequence, noting that for the trivial
lattice Z we have Homzg(Z,ZG) ~ Z.

(b) Let R be a discrete valuation ring with maximal ideal ().

(i) The Higman ideal of A := (¥%) C (E%) =: T is zero since the simple lattices are
projective (6.1.12), although a = ().

(ii) Let @ > 1. We claim that the Higman ideal of A := (WI-}Q g) C (ﬁ 2) =:T" equals (7%),

whereas a = (72%). Since A is isomorphic to ( i 7}:), (B.2.3) yields (7%) to be contained

in the Higman ideal. On the other hand, we have

ek ((2). (4) = e

as can be taken from the first step of the projetive resolution

0— (&) ——=(E£)e®



Appendix C

Krull-Schmidt

C.1 Historical remark

Remark C.1.1
The historical development of the Krull-Schmidt Theorem is roughly as follows.

G. FROBENIUS and L. STICKELBERGER published a result known today as the Main Theorem on Finite
Abelian Groups [J. Crelle 86, p. 217-262, espec. p. 236 II., p. 242 II., 1879].

R. REMAK extended this result on unique decompositions to direct product decompositions of finite, but
not necessarily abelian groups. Uniqueness here means that given G = [[; G; = [[; G}, there exists an
a € Aut G such that a(G;) = G}, for a suitable bijection o, and such that each g~'a(g) is central. [J.
Crelle 139, p. 293-308, 1911].

W. KRULL proved the result known today as the Krull-Schmidt Theorem for modules which are both
noetherian and artinian over an arbitrary ring, i.e. he showed the decomposition of such a module into
indecomposables to be unique up to permutation and isomorphic substitution [Math. Z. 23, p. 161-196,
1925].

O. ScuMIDT found the smallest common generalization of the theorems of REMAK and KRULL [Math.
Z. 29, p. 34-41, 1929].

H. FITTING simplified in SCHMIDT’s treatment a lemma via the introduction of what is known today as
Fitting’s Lemma [Math. Z. 39, p. 16-30, espec. p. 19, Hilfssatz 3, 1935].

G. AzumMmAYA established the Krull-Schmidt Theorem in the following form: in case the endomorphism
rings of the indecomposable modules over a ring are local, (under some finiteness conditions) the de-
composition of a module into indecomposable direct summands exists uniquely up to permutation and
isomorphic substitution [J. Jap. Math. 29, p. 525-547, 1947].

Now we restrict our attention to the further development concerning general results on Krull-Schmidt for
lattices over orders.

Z. BOREVICH - D. FADDEEV, R. SwaN, I. REINER and G. AZUMAYA obtained independently the va-
lidity of the Krull-Schmidt theorem for lattices over an order over a complete discrete valuation ring [for
references cf. CR 62, Th. (76.26)]. This assertion results from the endomophism rings of the indecompos-
ables being local, which is the modular assertion lifted to the order via idempotents. J. M. MARANDA
contributed the necessary preparational assertions [Can. J. Math. 5, p. 344-355, 1953; Can. J. Math. 7,
p. 516-526, 1955].

A. HELLER proved that one can pull down KRULL-SCHMIDT from the complete to the noncomplete case
provided the R-order A becomes a direct product of matrix rings over K when tensored with the field of
fractions K of R (i.e. KA split semisimple) [Proc. Nat. Acad. Sci. 47, p. 1194-1197, 1961].

We give an account of HELLER’s variant (C.2.15) of KRULL’s achievement (C.2.14), following
[CR 62, §76] rather closely.
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C.2 Krull-Schmidt, sub split semisimple, local, non-
complete
Let R be a discrete valuation ring with maximal ideal (), field of fractions K and valuation

v. Let A be a sub split semisimple R-order, i.e. assume a full inclusion of R-orders of the
form A C [[,(R)m; to exist. Let Higman(A) =: (7") (B.2.1). By X, Y we denote left A-lattices.

Let R = Jim R/n* denote the completion of R at 7, the elements of which we denote as
matching tuples of representatives (r;), i € N, subject to r;;; =;: 7; for j > 0. Let K be the
quotient field of R. Let X := R®g X.

We deal with left modules, left noetherianity etc. without mentioning ‘left’.

Remark C.2.1 Let U be a finitely generated free R-module. We write an element of lim U/n as a
matching tuple of representatives (u;). The induced morphism

U — lim U/x
(ri) @u — (r;u)

s an isomorphism.

By naturality and additivity, it suffices to see this for U = R.

Remark C.2.2 Suppose given a sequence of R-linear morphisms (X I Y);en such that fori >0
for A € A and such that
fivi =ni fi
for j > 0. We obtain a A—morphism
x L
(zi) —

where the elements of X and Y are denoted as matching tuples of representatives (cf. C.2.1). This is a
well defined R-linear map as the inverse limit of a family of maps.

v
(wi fs)

A operates, say, on X via

(Ai)(x:) = (Nizs),

so that f becomes A-linear by the assumption made above.

Lemma C.2.3 Let k> h+1. Let

x Loy

be a R-linear map with 7% dividing N(xf) — (\x)f for each A\ € A and each x € X. There erists a
A-morphism

x Loy

such that f' = x—n f.

We write Y1 X for the direct sum of X and Y as R-lattices, carrying the structure of a A-lattice given
by a certain extension of X by Y (to be constructed). Pulling back twice, we obtain, using 7"Ext} = 0
on lattices,
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0 Y Yox X 0
[
(o) |
0
0 -y L9, yax (1), X . 0
[
- s
() |
0 Y —~ vy L p—

We write left multiplication with A on X as Ax := A(—) on the right. Etc. The operation of A on XY
is described by a matrix of the form
(r2)
& Ax

since the horizontal maps are A-morphisms. The lower middle vertical map being a A-morphism means

that
(v) (%) = (%)

i.e. 67F + Axp = pAy. The upper middle vertical map being a A-morphism means that

10 10
(o) () = (¥ %) (54)
i.e. OAy + "8 = Ax0, so that we obtain, denoting f' := ¢ + %",

Axf'—f')\y = Ax((p—kﬂ'k*ha) — ((,0+7Tk7h6)/\y
= —onk 4+ gk-hgh§
= 0.

Moreover,
fl =@+ wk=ho =qk—h Q =pk f

Lemma C.2.4 (MARANDA) Assume X/7"*! and Y/7x"*! to be isomorphic as A-modules. Then X and
Y are isomorphic as A-lattices.

1

Let X — Y be an R-linear map giving the isomorphism modulo 7#"**!. f satisfies the requirement of

(C.2.3) with k = h + 1 whence we can find a A-morphism X I, Y such that

X X/m
f! U f
Y Y/m

commutes. A first application of Nakayama’s Lemma yields surjectivity of f'. Let C be a R-linear
complement to the kernel Ky of f'. A second application of Nakayama’s Lemma forces C' = X.

Lemma C.2.5 Let S be a commutative ring. The canonical morphism
SIX]/(X* - X)* — S[X]/(X* - X)
s a retraction in the category of S-algebras.

In other words, we claim that there exists an S-algebra endomorphism of S[X] which sends the ideal
(X? — X) to (X? — X)? and which induces the identity on S[X]/(X? — X).
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The following arguments use characteristic zero. However, the image polynomial of X exhibited this way
gives a coretraction in all characteristics - e.g. choose a surjective ring morphism S’ — S with S’ having
characteristic zero (use a large enough polynomial ring over Z) to pull the result down to S via S ® ¢ —.

Note that (f(X)2 — f(X))' = (2f(X) — 1) f'(X). We have to find a polynomial f(X) € S[X] such that

OO OO OO

For instance, take g(X) = —2X + 3, i.e. f(X) =3X?2 —2X3.

Lemma C.2.6 Let A be an R-order. Let e € A be such that €2 —e € T*A. Then there exists an €' € A
such that > — e’ € ) A and such that €' =« e.

Using (C.2.5), we let f be a coretraction to
R[X]/(X? - X)* — R[X]/(X* - X),
and we set €' := f(e). Then
f(€)? = f(e) =u(e)(e® —e)® € 7% A
for some u(X) € R[X], and furthermore

for some v(X) € R[X].

Corollary C.2.7 Let A be an R-order. A does not contain nontrivial idempotents iff AJm does not
contain nontrivial idempotents.

Lemma C.2.8 X is indecomposable iff X /w1 is indecomposable.

e
Assume X/m"*! to be decomposable, i.e. assume given a nontrivial idempotent X/ri*+! — X/rh+1,

el
(C.2.3) endows us with an A-endomorphism X — X such that e’ =, e. e modulo 7 remains nontrivial,
since summands do not vanish.

Hence we may apply (C.2.6) iteratedly to A = Enda X, starting with e, to obtain a sequence of A-linear
endomorphisms X i X with el =¢€', eiyj =qi e; for j > 0 and such that 622 =i €.

This yields a nontrivial idempotent endomorphism of X (C.2.2).

Lemma C.2.9 Let K'/K be a field extension. Each K'A-module M' arises from o KA-module M via
scalar extension

K' @ M —» M'.
In other words, we may find a K'-basis of M' for which the matrices of the A-operation have entries in
K.

Since A is sub split semisimple, the assertion is true for an indecomposable K'A-module. In fact, this
module is isomorphic to a column in a product of matrix rings over K', arising from a product of matrix
rings over K by entrywise scalar extension.
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Proposition C.2.10 (HELLER’s Lemma, [H 61, 2.5]) FEach A-lattice U allows an isomorphism X —~~ U
for some A-lattice X.

By (C.2.9), we find a KA-module V such that K RpU ~ K @k V as KA-modules. Let {u,...,un} be

a R-basis of U. Regard V as a K A-submodule of K® U we choose a K-basis

E aijuj,
J

where A := (a;;) € (K)y is an invertible matrix. We claim that the A-submodule
X:=VnU.

contains a R-basis which is a R-basis of U, thus proving the proposition. Choose B = (b;;) € (K), with
B =,~ A71, where N is to be taken strictly larger than the negative of the minimal valuation of the
entries of A4, so that BA=, A"'A=E. In particular, BA is contained in (R), and is invertible there,
for its determinant is contained in 1 + 7 R. The elements

xTr; = E b,-jajkuk
Jik

thus form a K-basis of V' and an R-basis of U. Since we can write each element of K uniquely as a
product of a unit in R and a power of @ we have RN K = R. Therefore the coefficients of an element of
X with respect to the basis {;} lie in R.

Lemma C.2.11 X is indecomposable iff X/m"* is indecomposable.

If X/x"+! is decomposable, so is X by (C.2.8). Writing
X=X10X,=(X10X,),

with X3, X5 nonzero, which is possible by Heller’s Lemma (C.2.10), we conclude by (C.2.4) from
X/ahtt = (X, @ Xp)/mh Tt

that there is a decomposition
X ~ X1 D X2

into nonzero A-lattices. NB we may not assert equality here, for e.g. there is no reason why the A-
submodules X; and X5 of X should be contained in X.

Remark C.2.12 Substituting (C.2.7) for (C.2.8) in (C.2.11), we obtain that a sub split
semisimple R-order contains nontriviel idempotents iff this is the case modulo w. In other
words, primitive idempotents remain primitive modulo .

Remark C.2.13 We'd like to stress that the assertion of (C.2.11) merely involves A,
whereas its proof needs the actual completion A, which apparently cannot be substituted
by ‘A/mN, N large’, since Heller’s Lemma hinges on the fact that K is a field extension of
K.

(C.2.10) is the only place in which we needed the assumption on A to be sub split semisimple.

Problem. Assume a nontrivial idempotent endomorphism of X /7" to be known explicitely,
as an R-linear matrix, say. Construct a nontrivial idempotent endomorphism of X.

Lemma C.2.14 (Krull-Schmidt, artinian and noetherian) Let A be a noetherian and artinian ring.
Then the decomposition of a finitely generated A-module M into indecomposables is possible and unique
up to a permutation and isomorphic substitution of the summands.

Finitely generated A-modules are noetherian and artinian. Using this, we may apply the Circonference
Lemma to the composition f*f* = f2* m large, to prove nilpotence of an endomorphism of an indecom-
posable module which is not an automorphism. Writing down a geometric series, we thus see that either



194 Krull-Schmidt

f or 1 — fis an automorphism. Via composition, this also holds with an automorphism instead of 1. We
conclude that the nonautomorphisms are closed under addition.

The compositions My — M; — M arising from decompositions P M; = M = P M; into indecom-
posables sum up over j to 1,7, . Hence there is an automorphism amongst them, yielding, say, M; ——» M;.
It remains to exhibit an automorphism of M which restricts to M; = M, (}). Consider

17 /
9= (M — M! <= My — M —2 M),
1-9
where p} denotes the projection to M. M — M restricts to M; = M,. Moreover, 1 = (1 —9)(1+9).

Theorem C.2.15 (Krull-Schmidt, noncomplete) The decomposition of a A-lattice into indecompos-

ables is possible and unique, up to a permutation and isomorphic substitution of the summands.
Two decompositions into indecomposables remain decompositions into indecomposables modulo 7+!
(C.2.11), hence the summands modulo 7"**! are pairwise isomorphic after a permutation (C.2.14), hence

the summands themselves are pairwise isomorphic after a permutation (C.2.4).

Proposition C.2.16 (Krull-Schmidt, complete) Let A be an R-order (not necessarily sub split semisim-
ple). The decomposition of a A-lattice into indecomposables is possible and unique, up to a permutation
and isomorphic substitution of the summands.

Two decompositions into indecomposables remain decompositions into indecomposables modulo 7h+!
(C.2.8), hence the summands modulo 7"*! are pairwise isomorphic after a permutation (C.2.14), hence
the summands are pairwise isomorphic after a permutation (C.2.4).

C.3 Counterexamples

Out of interest, we also give an account of two well known examples which show the limi-
tations of Krull-Schmidt. We specialize [CR 81, 36.3] to a single counterexample to Krull-
Schmidt in case K is not a splitting field for the finite group G. Such a counterexample has
been found, but has not been written down in detail, by BERMAN and GUDIKOV [Integral
Representations of Finite Groups, Sov. Math. Dokl. 3, p. 1172-1174, 1962]. Moreover, we
recall ROGGENKAMP’s counterexample to Krull-Schmidt for projectives over orders over a
local ring [Rog 70, VI].

Example C.3.1 Let G := Cy x Cy = {(a | a” =1) x (b | b* = 1), let R := Z(5). Krull-Schmidt fails for
RG-lattices.

Denote by ( a seventh primitive root of unity in C.

(2) € R[(] decomposes according to the seventh cyclotomic polynomial in Fa[X], viz.
(X)) =X+ X+ X'+ X+ X2+ X 4+ 1= (X X+ 1) (X3 + X%+ 1),
where the factors are coprime by
XXP+X+D)+ X +D)(X3+X%+1) =1,
which gives a decomposition of the zero ideal in
Fy[X]/®7(X) = Fo[X]/(X3+ X + 1) x Fo[X]/(X3 + X2 + 1) ~ Fg x Fg

into the prime ideals

o
|

= (X+D)(XP+X24+1))-(X(X3+X+1))
= (X*+X24+X+1) (X*+X2+X).

'The following device is taken from [Be 91, 1.4.3].
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Taking inverse images, (2) decomposes in R[(] into the prime ideals

@)= P +C+C+D) (2, T+ + Q).

=:t

=8

Note that st = —2, hence even

We obtain a ring morphism

R(C7 x Cy) — R[(]IX]/(X* -1) =~ R[] x R[(]

¢
b — X —
the image of which is described by

A= {(z,y) C R[(] x R[(] | z =(2) y}-

We are reduced to find a counterexample to Krull-Schmidt for A-lattices. Consider the A-lattices

M := {(z,y) € R[¢] x R[] | # =5 y}
N = {(z,y) € R[] x R[(] | # =) y}
X := {(,0) € R[¢] x R[¢]}

Since R[¢] (but not R[(], cf. C.2.7) is an integral domain, we see via idempotents that M, N and X are
indecomposable. Let

X — M
0) — (50
X — N
(1,0) — (¢,0)
M — X
y) — (,0)
N

X
(z,y) — (2,0)

denote some A-morphisms and observe that (¢ 7) (%) =1, so that X is a direct summand of M & N.

Example C.3.2 Maintain the notation of (C.3.1). Let

e 5

map to a sum of A-lattices as follows,

(s) (t)
1 1
1 [ s @ t ] ’
surjectively (direct calculation, using s —t = 1, st = —2), hence injectively. An arbitrary A-linear map

[R[C]] . [R[C]]
R[(] (s) |’
is a scalar multiplication, since it is a scalar multiplication when tensored with Q. In particular, it

cannot be surjective. Dito for ¢ instead of s. So A has two essentially different decompositions into
indecomposable projectives.
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Appendix D

p-orders

We collect a few basic facts on the genus question for orders as far as necessary in order
to make precise the meaning of the ‘absence of genus phenomena’ in the naive localizations
(D.2.10) of ZS,, for n < 6.

The attentive reader will surely recognize that we have chosen our assumptions in this
appendix in such a manner that no serious difficulties can arise. Moreover, we adhocisize
several statements, not because we do not appreciate the more general framework of maximal
orders, Whitehead groups etc., but because already as it is, this appendix is longer than
expected to be. Basically, we follow [CR 62] and [Rog 70]. In (D.5.11) we give a criterion
for certain R-orders to be homogenus. Besides this, we do not claim originality.

All conventions we make in this appendix (A D) remain valid from the place we state them
on to the end of (A D), in particular, they are valid in the following sections. Exceptions

are explicitely stated. A list of conventions can be found at the end of (A D).

D.1 Homogenus rings

By a module over a ring we understand a left module, except stated otherwise. Finite pro-
jective stands for finitely generated projective module. A-proj denotes the category of finite
projectives over A. Indecomposable projective stands for finitely generated indecomposable
projective module. ip(A) denotes the set of isomorphism classes of indecomposable projec-
tives over A. We say that Krull-Schmidt holds in A-proj if the decomposition of P € A-proj
into indecomposable projectives is unique up to permutation of the summands and up to
isomorphism. The unit group of a ring A is denoted by A*.

Definition D.1.1 Let A be a ring.

The indecomposable projectives P and ) over A are said to lie in the same genus’ if P¥ ~ QF for
some k > 1.

The ring A is called homogenus (‘of homogeneous genus’) if there exists an orthogonal decomposition
into primitive idempotents
s
1= Z €;
i=1

such that Ae; and Ae; are in the same genus' iff they are isomorphic.

A Morita reduction of a ring A is the endomorphism ring B of the direct sum of a set of representatives
for the genus'-classes of the set of indecomposable projectives occurring in a decomposition of A into
indecomposable projectives.

196
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In case A is homogenus, we can reconstruct it from B, a decomposition of B into indecomposable projec-
tives and the Morita multiplicities, i.e. the cardinalities of the genus' classes of the given decomposition
of A.

NB it may well happen that A is homogenus although there exists a decomposition that does not fulfill
the requirements (cf. D.1.4, D.5.6).

Remark D.1.2 We shall see that for an R-order A fully embedded into a product of matrix rings over
some Dedekind domain R, the notions of genus’ and of genus coincide (D.2.21), the latter being defined
in (D.2.13).

Example D.1.3 (the main example) We verify in (C 2) by direct calculation that there exists an
embedding into a direct product of integral matrix rings with respect to which the naive localization
(ZS,,)[p) is homogenus for n < 6 and for p a prime divisor of n!. (The naive localization (=), with
respect to such an embedding will be defined in (D.2.10)). Moreover, for n = p prime, ZS, allows such
an embedding with respect to which (ZS,)[,) is homogenus (4.2.8). I do not know whether this is true in
general.

Example D.1.4 (the typical one) We refer to a result further down to verify the assertion made in
this example.

Let

C (Z)2 x (Z)2
abc a' b ab2c a b
B = <def) X | def (der) =5 | d ¢ F
ghi g n gh2i 2g' 2n' 27

C (Z)s x (Z)s

A is not homogenus, but B is, as we shall see in (D.5.11). But localized at 5, A becomes homogenus,
too, see (D.1.6, C.2.15).

We will come back to the ring A in (D.5.14). Though small, this is a quite typical example and might be
kept in mind throughout (cf. D.2.11). A and B are 5-orders in the sense of (D.2.8).

Remark D.1.5 The annihilator ideals of indecomposable projectives in the same genus' coincide.
Remark D.1.6 If Krull-Schmidt holds in A-proj, A is homogenus.

Lemma D.1.7 Let A be a ring. If 1 € A has an orthogonal decomposition 1 = ). e; into primitive
idempotents such that e;Ae; is local - i.e. the nonunits form an ideal -, then Krull-Schmidt holds in
A-proj.

By BENSON’s device (proof of C.2.14), the decomposition of a sum of projectives of the form Ae; into
indecomposable projectives is unique up to permutation and isomorphism. A finite projective over A is
a summand of A™, thus a sum of certain Ae;’s. Hence this uniqueness also applies to a decomposition of
this finite projective into indecomposable projectives.

D.2 Naive Localization

Let R be a Dedekind domain with field of fractions K (to which we refer by ‘rational’) such
that R/p is finite as a set for each nonzero prime ideal p C R. By p,q we denote nonzero
prime ideals of R. Assume K to have finite class number, i.e. assume the set of isomorphism
classes of ideals in R to be finite.
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An R-order is an R-algebra which is finite projective as an R-module. Let A be a full (i.e.
rationally equal) R-suborder of a direct product of matrix rings over R, A C T := [[,(R)m;
being strictly included. We fix this embedding throughout. Such an order A we call sub
split semisimple over R. I'/A is a torsion R-module with annihilator a in R.

We abbreviate K ® g — by K(—). A lattice over A is a A-module that is finite projective
over R. A simple A-lattice is a A-lattice X with KX being a simple KA-module. A pure
monomorphism of A-lattices has a torsionfree quotient, a full monomorphism has a torsion
quotient, a pure epimorphism is surjective.

Remark D.2.1 Since KA is a product of matrix rings, Krull-Schmidt holds for Ap-lattices (C.2.15). So
in particular Krull-Schmidt holds for A,-proj, whence A, is homogenus (D.1.6).

Lemma D.2.2 Any K-algebra automorphism of (K).,, m > 1, is inner.

By Morita equivalence (K),, has only one simple module so that, given such an automorphism a, K™
and the twisted module K™ are isomorphic via an invertible matrix A, giving back a via conjugation.

Lemma D.2.3 Any full embedding of R-orders A . T that sends the rational central primitive idem-
potents of A to the same central primitive idempotents of T' as our chosen inclusion A C—~ T can be
substituted isomorphically by an inclusion A C—~ 4" C KT, where A € T is an invertible element of
KT, and where (A C» 4T C, KT)= (A C~ KA =KT) is canonically embedded.

More precisely, there is a commutative diagram

A9 U A=)

The condition on ¢ to respect the rational matrix ring factors is merely a question of numbering the
factors in the target of ¢ appropriately.

-1

KA %» A) is a K-algebra automorphism of KT, which is inner by (D.2.2).

Lemma D.2.4 Let Y C X be a full inclusion of simple lattices such that Y is not contained in bX for
any nontrivial ideal b C R. Then a®>X C Y, i.e. a®> annihilates XY .

We may assume R to be a discrete valuation ring with maximal ideal (), a = (7!), since an R-module M
vanishes iff M, = 0 for all p. By simplicity of X we may assume I' = (R),,. We claim that 7%(X/Y) = 0.

We embed X into a column L of T in such a way that X is not contained in wL, which is possible since
KX ~ KL. By the Elementary Divisor Theorem (A.1.1) we may assume after a choice of bases that
there exists a main diagonal matrix D € I" with main diagonal (7%,...,7%"), s; = 0, such that X = DL.
Since X is a lattice over A, we obtain

A {u€e (K)m|uX C X}
{v e (K)y|uDL C DL}
= {UE(K)m|uD€F}

)

I

whence the diagram in which the C;’s are the respective cokernels (cf. 1.1.6)
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!

n or

|

Cs

D

S

Cy

/

Cs.

C, and Cj are both isomorphic to @
7TiC3 = 0, thus 7T2iC4 =0.

i<; B/m% 7% as modules over R. wtCy = 0 implies 7*C; = 0 and

Note that X is a column of PT'. Thus, replacing I by T, we may assume X = L to be a simple I'-lattice
at the cost of merely disposing of 72¢(T'/A) = 0.

We have TY = X, since the I'-sublattices of X are given by 7/ X’s and since by assumption Y is not
contained in 7X. Therefore, ' '
74X = 7%TY CAY =Y.

Example D.2.5 Let R be a discrete valuation ring with maximal ideal (7). For A =
(Er)C(RER)=TandY = (;rz) C (k) = X the annihilator of X/Y equals the square of
a.

Corollary D.2.6 The number of isomorphism classes of simple lattices over A is finite.

We claim that the set of isomorphism classes of simple A-lattices rationally isomorphic to the simple
A-lattice X is finite.

The number of nonisomorphic lattices of type bX, b C K a fractional ideal, is finite since the class
number of K is assumed to be finite and since b = b’ over R is given by multiplication with an element
of K, and thus yields bX = b'X over A.

Let Y be a A-lattice rationally isomorphic to X. We include ¥ C X and choose v € K such that
YCXCvY CKY =KX (A4.5). Let ¢ := {u € K | uY C X}, being a fractional ideal since ¢ C Rv.
Now, if ¥ C bc™ !X for some ideal b C R, then b~! C R, whence b = R. By (D.2.4), we obtain that
Y/a?¢71X is a submodule of ¢=1 X /a?c~1 X, which is finite as a set (A.4.9).

Corollary D.2.7 (JORDAN-ZASSENHAUS in our particular situation) The number of isomorphism
classes of A-lattices X rationally isomorphic to a given KA-module U is finite. Le. K(—) has finite fibers
on the isomorphism classes.

We use induction on the number of simple indecomposable direct summands of U, starting with (D.2.6)
in case U itself is simple. Otherwise, decompose U = V & W nontrivially. By induction, there are only
finitely many lattices rationally isomorphic to V resp. to W. Intersecting the given A-lattice with V'
and projecting it to W, it remains to be shown that there are only finitely many isomorphism classes of
extensions X of given full sublattices Y C V and Z C W. However, there are even only finitely many
elements in Ext}(Z,Y) (A.3.3, A.4.9).
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Definition D.2.8 A is called a p-order if a = p¢ for some i > 1.
Consequently, the Higman ideal of a p-order is a power of p (B.2.3).
Note that by convention, I itself is not a p-order.

By comparison of A C T and A C A" (cf. D.2.3) via I'N AT just as in (D.2.4), the g-part of I'/A has
a cardinality independent of the chosen embedding A C— T, so that the property of being a p-order is
independent from this choice.

Remark D.2.9 If A is a p-order, a A-lattice X is projective iff X, is projective over A, (B.2.2).

Definition D.2.10 Let p C R be a nonzero prime ideal. Let C' be the cokernel of the inclusion of R-
modules A C T, and let Cy be its the p-part (A.4.10). Let the naive localization Ap,) be defined as the
kernel of the composition of the canonical map I' — C with the projection C — Cj, i.e.

s\

A r

—~C
N
Cp.

App) is an R-order. By construction, we have

A=()ApCr
pCR

NB App) depends on the chosen embedding A C— T, a dependence which we shall not denote by
abuse of notation (¢f. D.2.11).

In case p = (p) is a principal prime ideal, we also denote

App) := Ap))-

We have to show that A, is closed under multiplication in I'. Let C' = C, @ Cy be the decomposition

of C into its p and its p’-part (A.4.10), let (T — C) =: (T () Cy © Cyr). Suppose given z,y € Ay, i.e.

suppose that f = yf = 0. There exists an s € R\p such that sC,» = 0 (A.4.5). Thus (sef szg9) =0, i.e.
sz € A, as well as (syfsyg) = 0, i.e. sy € A. Hence s’y is contained in A, in particular (s?zy)f = 0,
whence (zy)f =0, i.e. zy € Apy).

Alternatively, we may describe A, as the pullback - as abelian groups as well as as rings - of A, — T,
and I' — T, which also shows Ay to be closed under multiplication in T'.

Note that A, == (App))p-

Morally, App) arises from A by dropping the p'-ties without changing the ground ring R, since of the
cokernel C' we think as a list of ties, grouped in sublists Cy of g-ties.

Example D.2.11 (dangerous bend) It may happen that with respect to the embedding
A C . T, the naive localization of A ot p is homogenus, whereas with respect to an em-
bedding A C—~ AT for some A € (KT)*, it is not homogenus. In particular, these naive
localizations are nonisomorphic.

We refer to a result further down to verify the assertion made in this example.

We may as well regard the isomorphic substitution A4 —T' of A —» “T". Let

A= {(gg) x(4h) ‘ (¢8) = (2%). b= 0} C (2)2 x (Z)2 =T,
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let
A= (39 x(59)-

s = {(22) < (28) | (22) = (24)
s {22 (50) | () = (2]

A[5) is homogenus, whereas by (D.5.11), Af‘é] is not.

We obtain

Lemma D.2.12 Retaining the notation of (D.2.10) we obtain

Higman(A), N R = Higman(A,) N R = Higman(Ap,)).

Cf. (B.2.2).

For App-lattices X and Y, we use the formula
(Bxth,,, (X,Y)p =~ Bxth, (X,,%;)

which ensues from A, = (A)p (A.3.2). Since any Ap-lattice arises from a Apy-lattice via localization
at p, the element s € R lies in Higman(A,) iff it annihilates the p-part of EXt}x[p] (X,Y) for all Appj-lattices
X and Y.

A power of p annihilates Ext,l\[p] (X,Y) by (B.2.3).
Alternatively, let q # p be a nonzero prime ideal in R. We use (A.3.2) to obtain
EXt}\[p](ny)q = EXt%A[p])q(anYq)

Extr_(Xq,Yq)
= 0.

Definition D.2.13 The A-lottices X and Y are said to lie in the same genus, written X VY, if X,
and Y, are isomorphic for all nonzero prime ideals p of R.

By Krull-Schmidt locally (C.2.15), two projective indecomposable lattices over A that lie in the same
genus’ lie in the same genus. For the converse, see (D.2.21).

Lemma D.2.14 The A-lattices X and Y lie in the same genus iff X, and Y, are isomorphic for all
prime divisors p of a.

In particular, in case A is a p-order, X and Y lie in the same genus iff X, ~ Y.

A rational isomorphism ensues which gives the remaining required local isomorphisms by counting com-
ponents, since for q + a = R we have Ay = I'y, the lattices of which being direct sums of its columns.

Lemma D.2.15 (globalization of morphism families) Let S be a finite set of nonzero prime ideals
of R. Suppose given lattices X and Y over A together with morphisms

1Y
Xy L~’ Yy
of Ap-lattices for p € S. Then there is a A-morphism

x-Loy

such that f, =, f? for allp € S.
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uP
Using (A(X,Y))p = a,(Xp,Y;) (A.3.2), we choose a A-morphism X — Y for each p € S such that
(uP)p =p fP. This is possible for our Hom-module as well as for any R-module M, since given m/s € M,,
the condition n — (m/s) = (ns —m)/s € pM, reads ns =, m, solvable by invertibility of s in R/p.

We apply the Chinese Remainder Theorem to obtain elements a* € R for q € S with a% =, 0,4 for

p,q € .S, and let
f= Z a‘ul.
q€S

Then
fy = qusaq(uq)p
=p 2 ges Opa(ul)y
= (u)y

=, f*.

Corollary D.2.16 Retain the notation of (D.2.15). If some f? is an epimorphism, so is f, by Nakayama’s
Lemma (cf. E.1.5).

Thus, if some f? is an isomorphism, so is fy.

Suppose some f* is a split epimorphism with coretraction g° f* = 1. Globalization of g* to g with respect
to S = {p} yields g, f, =p 1. Hence gy f, is an automorphism by Nakayama’s Lemma, so that f, is a
split epimorphism.

NB in case of S being, say, the set of prime divisors of a, for X and Y nonisomorphic but in the same
genus, a globalization f of the corresponding local isomorphisms at p € S must not be an epimorphism,
?ltho%gh it is an isomorphism (‘semi’)localized at [, s(2\p), since the cokernel of f has torsion away
rom S.

Moreover, for R semilocal we see that X VY implies X ~ Y.

Lemma D.2.17 (ROITER) For X and Y lattices over A lying in the same genus, there exists a short
exact sequence

0— X —Y —T—0,

where T is a torsion module with annihilator coprime to Higman(A), decomposing into a direct sum of
simple A-modules with different annihilators in R. The finite set of primes p for which T, # 0 can be
chosen away from any given finite set of primes S.

Let R(X) be a set of representatives of isomorphism classes of lattices rationally isomorphic to X, so
that in particular X, Y € R(X). The set R(X) is finite by Jordan-Zassenhaus (D.2.7). For U,V € R(X),
let Spec(U, V) C SpecR be the (possibly empty) set of primes p for which an exact sequence

0—U—V—T—0

exists such that T is a simple torsion A-module with annihilator p. Let S’ be the union over U,V € R(X)
of those sets Spec(U, V') which are finite, joined moreover with the set of prime divisors of Higman(A) and
with S. Note that S’ is a finite set. Globalizing local isomorphisms at primes in S’ (D.2.15), we obtain
an embedding of X into Y with annihilator in R of the cokernel away from S’. We filter this embedding

X=X,CX;, 1C---CX1 CXy=Y

with simple quotients X;/X; 1, having annihilator away from S’. By construction, Spec(X;41,X;) is
infinite. Replacing embeddings, we may assume the annihilators of the quotients to be coprime. However,
the p-part decomposition of Y/X (A.4.10) is respected by the operation of A, whence the quotient fulfills
our requirements.

Lemma D.2.18 Suppose given a full embedding X CY of A-lattices such that the annihilator of the

quotient T := XY is coprime to Higman(A). Let V be a A-lattice, let V—f>T be a morphism of
A-modules.
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Then the pullback short exact sequence of

0—X—Y —>T-—0

f
along V. —— T vanishes in Ext'.

By (A.4.5), there is an element h € Higman(A) that is not contained in a prime ideal factor of the
annihilator of T', thus it annihilates Ext'(V, X) and its multiplication on 7 is invertible. The factorization

-1

h
(V= T) = (V =V =+ T2 T

can be used to pull back the short exact sequence (X,Y,T') stepwise and to show that the result is zero.

Lemma D.2.19 Suppose given A-lattices X and Y lying in the same genus, X VY, and suppose given
a A-lattice V' whose set of rational simple components contains that of X. Then there exists a A-lattice
U in the same genus as V such that

YoU~XaV.

By (D.2.17), we may choose an exact sequence
0—X—Y —T—0

in which the annihilator of T is coprime to a, thus in particular coprime to Higman(A) (B.2.3), and
where T} is zero or a simple torsion module over A,. If it is simple, since for such a prime ideal p we
have A/p =T'/p, T, is a isomorphic to a column in I'/p and V/p is isomorphic to a direct sum of such
columns, by assumption containing an isomorphic copy of T}, as a summand. Collecting the resulting
epimorphisms V' —- T}, furnishes a short exact sequence

0—U—V—T—0

whose right exactness we see locally. (D.2.14) yields U V V. Two applications of (D.2.18) yield the
assertion.

Remark D.2.20 For A= R, X = R, Y = b C R a nonzero ideal of R and V = R we
recover the fact that b is generated by two elements.

Lemma D.2.21 The A-lattices X andY lie in the same genus iff there exists an integer s > 1 such that
X?® ~Y?. In particular, indecomposable projectives over A are in the same genus iff they are in the same
genus' (cf. D.1.1).

Krull-Schmidt locally (C.2.15) allows to conclude that X® ~ Y® for an integer s > 1 implies X VY.
Conversely, by (D.2.19) we see that for each k > 1 there is a A-lattice Zy V X such that

X ~yvEhg 7,

Choose i + 1 < j such that Z; ~ Zy; =: Z, which is possible by Jordan-Zassenhaus (D.2.7). In fact,
assuming the contrary, we let ¢ run over a finite interval comprising all occurring isomorphism classes,
and come thus to a contradiction for j sufficiently large. We conclude that

X2j—z' @Xi‘i‘l Y2j @ 7
Y2j—z’ o) Yi ®Z
Y2i—i gy X+,

12 R

Adding X%/=2=1 we obtain that there is a k > 1 such that
X% ~vh g Xk,
Replacing X by Y* and Y by X* the argument just given yields an I > 1 such that

Y2kl ~ Xkl @ Ykl ~ szl.
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D.3 Jacobinski’s Cancellation Theorem

We give an account of the proof of Jacobinski’s Cancellation Theorem in our particular case
of a sub split semisimple R-order A, following, according to [Rog 70], an unpublished proof
of SWAN.

As a precursor, we mention the following result.

Proposition D.3.1 (I. SCHUR, [Sch 12, §3, II]) Let a and b be nonzero ideals in R and
letm>1. f R"®a~R™®b, thena~b.

In view of (A.4.9) this assertion in fact is a precursor of (D.3.6).

Let X C R™ be a full R-sublattice. We write the elements of R™ as rows. Define its
determinant ideal to be

det(X C Rm) = (det(&j)ij | (fzg)g € X C R" for all 1,) CR.
Using suitable main diagonal matrices, we see that
det(R™"'@a C R™) = a.

We claim that the determinant ideal transforms composition into the product of ideals, i.e.
that

)4
det(X € B™ ¢ R™) = det(X € R™)(det A)

for A € (R),, det A # 0.

The inclusion C follows from (;;); € X A for all i implying det((n;;)i; A~') € det(X C R™).
The inclusion D follows from (§;;); € X for all 4 implying det((&;;)i;4) € det(X C

)4
rm <2 gmy.
We tensor the isomorphism R ! @®a Tf> R™1gpb with KQp—. Restricting the resulting
K
map K™ Tf> K™ to R™, and restricting also its image to z 'R™, z € R\0, we obtain a

7

map R™ N z~'R™ which restricts to f and which yields

et(R™'@a C Rm L+ g—1RM)
(R" '@®a—+ R ' ©b Cz 'R™)
(R™ '@bC R™ Cz 'R™)
et(R™1db C R™)(z™)
= b(z™).

a(det f') = d
= det
= det
= det

Lemma D.3.2 (EICHLER, SWAN, in our particular situation) Suppose given a simple A-module U
with annihilator p in R coprime to a, a nonzero ideal b of R coprime to p, a lattice X over A and two
epimorphisms

x L v
x LU

Then there exists an automorphism X Tu> X such that u =y 1x, and which restricts to an isomorphism
on the kernels Ky Tu> K,. NB we do not require ug = f.

We remark that neither this lemma nor (D.3.6) hold for a general R-order, semisimple when tensored
with K, but only under the extra assumption of the so called Eichler condition which we won’t explain
here. The proof in the general situation is much harder.

We shall not need the assertion u =p 1 except in a reduction step of the proof itself.

We reduce to the case A = T' (which we do not exclude for our present purpose). So suppose the assertion
to hold for ' and apply it in the situation of the simple I'module U - note that A, =Ty, -, the I'-lattice
I'X =T®,X (B.1.3), the ideal ab coprime to p and the epimorphisms

rx L. v

7

rx 2. v
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obtained by lifting f and g, using X, > (I'X), and the factorization (X — U) = (X — X, —U).

We obtain an automorphism I'’X —+T'X such that the restriction of u' to the kernels of f' resp. of ¢’
induces an isomorphism and such that w' =4 1. This implies that given z € X, we have zu’' — z €
abl'X C bX. Taking for X %+ X the restriction of u' to X , this shows its well definedness as well as
u =p 1. Moreover, u'~! =45 1 restricts to an inverse of u. The kernel of f is the intersection of X with
the kernel of f' by the Circonference Lemma applied to (X,T'X,U). Dito for g. Thus, via pullback, u
induces an isomorphism on the kernels.

Furthermore, we reduce to the case A = R. The validity of our assertion is invariant under Morita
equivalences F' which are compatible with R-module structure in the sense that for r € R we have

h Fh
F(M N )=FM ZLFN , for the annihilator of a module remains invariant under F, by regarding
r - 1p7, and for congruences of morphisms modulo ¢ C R are preserved, since we may write ¢cM as

Y eceIm (M M ) which gives FcM = ¢FM. Thus we are reduced to the case of A being a direct
product of copies of R. Now since U is a simple module over one of the factors of A and since the category
A-mod splits accordingly into a direct product of copies of R-mod, we are reduced to the case of A = R.

Let U = R/p and let X = ", ¢;, the ¢;’s being nonzero ideals in R (A.4.9).

Case m = 1. This is the case in which we cannot achieve ug = f in general. Note that ¢;/c;p ~ R/p,
whence g(cy, R/p) ~ R/p so that we may choose u = 1.

Case m > 2. We achieve ug = f in the following manner. Suppose the epimorphism f resp. g to be
given by nonzero matrices F' resp. G with entries in R/p written as m x 1-columns. There is an element
U € SL,,(R/p) such that UG = F - let (F' %) € SL,,,(R/p) have F as first column, let (G %) € SL,,(R/p)
and choose U = (F *)(G *)~! € SL,,,(R/p).

We modify the argument of (A.2.1). Note that g(ci,c;) = ¢;'¢; C K. Choose entrywise an inverse
image of U € SL,,,(R/p) in Aut X, ~ GL,,(R,), which, by the Elemtary Divisor Theorem (A.1.1) may
be assumed to be a product of elementary matrices after replacement of the remaining diagonal matrix
factor by the identity without changing its image in SL,, (R/p). Modifying the non main diagonal entries
of these elementary matrices without changing their image in SL,,,(R/p), we may assume that our inverse
image lies in Aut X C (¢; '¢;)i; C (K),, and that it maps, reducing modulo b, to the identity of X/bX.
In fact, letting § := c;lcj, there is an epimorphism

f— f/pf x §/bf ~ R/p x f/bf.

Lemma D.3.3 (Bass) Let A be a ring such that A/rad A is finite as a set. Let m > 3. GLy,(4) is
defined to be the automorphism group of A™ as a left A-module, which can be written in matrices, A™
viewed as a row. Suppose given a surjective group morphism

QL (4) —1> M,

M being an abelian group. Then the restriction of f to GL1(A), sitting in the top left corner of GL,,(A),
the rest of the main diagonal being of constant value 1, is surjective.

In other words, we have to show that each element of GL,,(A4) can be represented by an element of
GL;(A) modulo the commutator subgroup [GL,,(4), GL,,(A4)]. Note that the assumption on A yields
A/rad A to be a product of matrix rings over finite fields.

We claim that each elementary matrix £ 4 xF;;, having non main diagonal entry x € A at position ¢j,
i # 7, is in [GL,,(A), GL,(A4)]. In fact, choose k # i, k # j, which is possible since m > 3. We calculate

(E — Ei)(E — 2Ep;)(E + Eit,)(E + 2Eyj) = (E — Ey, — vEyj + 2E;;)(E + Ey,)(E + 2 Ey;j)
= (E — SEEkj + IUE”)(E + IUEkj)
= FE+ ZL'E”

Therefore it suffices to show that each element of GL,,(A) can be represented by an element of GL;(A)
modulo the normal subgroup generated by the elementary matrices.

Suppose given (a;j)ij € GLm(A). We claim that we may diagonalize by multiplication with elementary
matrices from both sides to obtain a main diagonal matrix with units on the diagonal, reminiscent of
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the Elementary Divisor Theorem. Consider the column (ai1,...,amn1). By left invertibility of (as;);;, the
sum of the left ideals Aaq; and L := A{az1,...,am1) is A. We need to find elements ss, . .., s, such that
a1l + Ei€[2,m] S;a;1 18 a unit - i.e. it is left and right invertible, equivalently, its right multiplication is
bijective -, for then left multiplication with E + Zi€[2,m] s;E1; yields this unit in the upper left corner,
which then can be used to clean the upper row and the left column from nonzero entries. Whence the
claim by induction.

In order to find such an element of L we may assume A to equal A/rad A, since u € A is a unit iff
u € A/rad A is a unit - use Nakayama’s Lemma to show that (—)u is surjective, then split off its kernel
and use Nakayama again. Now since A is semisimple, we may assume A = Aaj1; & L, if necessary by
passing from L to a smaller left ideal. This decomposition can be written as an isomorphism of left

A-modules
Aan®L — A

rdy — T+y.
Moreover, multiplication with a1 yields a split exact sequence

00— LI —l> A(;)(lllAall —0

whose kernel L' is isomorphic to L by Krull-Schmidt, say, via L' —» L. TLet A —+ I be a retraction of

i, so that we obtain another isomorphism

4 Do ) e L

The composition of these isomorphisms is the right multiplication with an element of A, therefore, it
sends 14 to a unit in A, viz. to a1 + (1)vw. By construction, (1)vw is in L.

It remains to be remarked that a diagonal matrix (d;;) with di1 = dj;' being a unit, 4 # 1, and with
d;; = 1for j & {1,i}, is a product of elementary matrices (cf. the calculation in A.1) in order to reduce
to a matrix in GL; (A).

Definition D.3.4 Let Gi°™%(A) be the free abelian group on the isomorphism classes of the simple
A-modules with annihilator in R coprime to a.

Note that a torsion A-module T with annihilator coprime to a has an image [T] in GE™%(A), letting [T
be the (formal) sum of its composition factors, which is well defined by Jordan-Hdélder.

Lemma D.3.5 Let S := (,5,(R\p). For an R-module M, denote by Mg the localization of M at S.
Let X be a lattice over A. There is a group morphism

GLm(Endas Xs) — G(A)
m € s m
(X3 > XT) — [Ce]—[C]

13 . . . .
where X™ — X™ is a monomorphism, s € S and where C denotes the cokernel, in particular, where
C, denotes the cokernel of X™ 2. xm,

By (D.3.3), an element in the image of this morphism can be written as the image of some element in
GLy, i.e. as difference of the Go-images of the cokernels of € and s € S for some automorphism

Xs%/iXs

in case m > 3.

¢ is well defined since for ¢ € S the Circonference Lemma shows
[Cee] = [Cst] = ([Ce] + [Ch]) = (ICs] + [Ce])

¢ is a group morphism since by the Circonference Lemma the image of (£/s)(n/t) is
[Cen] = [Cat] = ([Ce] + [C]) — ([Cs] + [Ce)-

Endj (Xg)/rad Endpg (Xg) is finite as a set since rad Enda,(Xs) contains aEnda,(Xs), the latter
annihilating all simple modules of End, (Xs). Hence (D.3.3) may be applied.
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Theorem D.3.6 (JACOBINSKI’s cancellation theorem, in our particular situation)
Let X and Y be lattices over A in the genus of A such that X ® A* ~Y @& A* for some i > 1. Then
X~Y.

NB in general this is false for A not sub split semisimple, see [Sw 62].

Using Krull-Schmidt (C.2.15) and globalizing morphisms (D.2.15), we choose a short exact sequence

0—Y —+ X — T, — 0

with 77 a torsion A-module with annihilator coprime to a.

By (D.2.19) we know A? to be a summand of X! so that X2 ~ Y @ X¢+1. This yields a short exact

sequence
0— X2 — X2 T —0.

So by (D.3.5) we obtain exact sequences

0— X2 X—T—0
and
0—X—>X—T,—0
with 5 € S := (,5,(R\p) and [T] — [T5] = [T1] € GY™%(A) so that, by the Circonference Lemma, the
GE™%(A)-images of the cokernels of
0—Y o X —T' —0
and of
0> X o X —e T —20

coincide. Since A, =T, for p coprime to a and since therefore ' = @, T, and T' = @, T, decompose
further into the components belonging to the matrix factors of I'y, and since these are Morita equivalent
to Ry, we may choose filtrations

Yns=Y C % C ... C c
X=X € X3 C ... C X1 C X=X

with X;/X;_1 ~Y;/Y;_, for i € [1,k] by pulling back such filtrations of T resp. of T", using [T'] = [T"].
Assuming Y; ~ X;, we conclude that Y; 1 ~ X; 4 by Eichler-Swan (D.3.2).

D.4 Basics on p-orders
Suppose A to be a p-order (D.2.8).

Proposition D.4.1 (globalizing decompositions) Let X and Y be lattices over A. A split epimor-
. fP . . . 0 - L. . . . f
phism X, — Y, is, up to isomorphic substitution, the localization at p of a split epimorphism X — Y.

First, we note that this does not follow from a globalization of f? as in (D.2.15), cf. (D.2.16), and that
we do not claim that ¥ ~ Y.

I .
Inserting the image Y’ of the composition X — X, — Y}, we obtain

fl‘o'
0 - Zy—> Xy~ ¥, — 0

.
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Localizing this diagram at p, the vertical morphisms become isomorphisms. Since the morphism
Exty (Y, Z') == Exty (Y}, Zy)

induced by localization is an isomorphism (B.2.3, A.3.2, A.3.3, A.4.10), we conclude that f is a split
epimorphism.

Corollary D.4.2 A A-lattice X is indecomposable iff X, is indecomposable over A, (D.4.1).

Remark D.4.3 (dangerous bend) The argument of (D.4.1) fails when localization is
replaced by completion (1).

First we note that the argument has to fail, since Heller’s Lemma (C.2.10), needed in order
to pull Krull-Schmidt down from the complete to the noncomplete local case, is used only
to see that a summand of the completion is the completion of some lattice, which also
would ensue from the modified version of the argument of (D.4.1). And Krull-Schmidt is
known to fail in the noncomplete local case, provided of course the requirements of Heller’s
Lemma are not met. But here we are interested in an analysis of the argument, not in a
counterexample (cf. A C.3).

Let S be a noncomplete discrete valuation ring with maximal ideal (7). We wish to see
that on not necessarily finitely generated modules, completion and S ®s— are
nonisomorphic functors in general and that both are not suited as a replacement
of localization in the argument of (D.4.1).

Recall that a general element of the completion M := lim M/7® of an S-module M is

K3

represented by a sequence (m;); = (my,ma,...) of elements m; € M such that m; = i-1
m;_1. (m;); represents zero iff m; € 7'M for all i > 1. In this case we simply write
(mi)i = 0.

Let us describe the submodule 77 M C M. A sequence (mim;); has its i-th entry in 7 M for
i < jand in 7 M for i > j. Any sequence representing the same element as (77m;); also
enjoys this property. Conversely, if (m;); is a sequence satisfying these conditions, we shift
it by j positions to the left without changing the element in M it represents. Thus we may
assume that (m;); is such that m; € 7/ M and such that m; 1 =i+; m;. Let m; = m/m!.
Write 7/ (m), ; —m}) = ni+iy; for some v; for each i > 1. Letting u; := m} , —m} — 7'v;
we obtain 7fu; = 0. Hence 7/ (m}, m} — uy,mh — uy —us,...) = (m;); yields (m;); € w7 M.
Define M to be complete if the natural transformation

eX N
X — X
r — (z);

is an isomorphism eM at M. Let ¢ be the inclusion functor of the full subcategory of
complete S-modules to the category of all S-modules. We claim that the completion
functor factors over ¢, i.e. that the completion of a module is complete. Again, let M be an
S-module. We have to consider the map

i 2y
(mi)i — ((mi)i);
Suppose ((m;);); = 0, i.e. suppose (m;); € 7 M for all j. We conclude that m; € m* M for
all 4, hence that (1n;); = 0, and that therefore e M is injective.
Suppose given ((mj;);); € (MY. We claim that it equals its diagonal, i.e. that

((mj; —mi)i); =0 € (MY,

thus proving surjectivity, since mij1,i41 =xi M it1 =qi M. We have to show that (mj; —
myi); is in 77 M, i.e. that for ¢ < j the congruence mj; =;: m;; holds - which is true since

1This remark consists of slightly extended notes taken from a discussion with S. KONIG. It is hoped
that this discussion of a wrong argument is sufficiently justified by its ‘correct looks’ at first sight.
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(Mjk)k =xi (Mik)r -, and that for ¢ > j the congruence mj; =, my; holds - which is also
satisfied since (mk)k =xi (Mjk)k-
Let ¢ denote the completion functor with target being the full subcategory of complete S-

~ eM
modules, i.e. M = wcM. M is in the image of ¢ iff the unit M — 1cM is an isomorphism.

X
Let the counit ctX —— X be defined by

e X
(e X 25 1X) = (1X =5 X)L

Note that thus 7 is an isomorphism at all objects at which it is defined.
In order to obtain
ce

it remains to be seen that the composition

ce M neM
cM — coccM — cM

is the identity. An application of ¢ yields

vceM tmeM weceM eweM
(teM — wereM — 1cM) = (LM — weeeM <~— 1eM).

Thus we are reduced to verify that «ce M = e.cM. The map wce M sends (m;); to ((m;););,
whereas ewcM sends (m;); to ((m;););- But by the claim above on the diagonalization,
((m; —m;);); equals its diagonal ((m; —m;)s);.

In particular, ¢ commutes with cokernels and ¢ commutes with kernels.

We would like to see that the subcategory of complete S-modules has kernels. Con-
sider a morphism M N N of complete S-modules. Let K,y —+ M be the kernel of

M I, tN in the category of all S-modules. Since ¢ is full, faithful and left exact, in
order to show that (cv)(nM) is the kernel of f, it suffices to prove that (scv)(enM) iso-
morphic to v over M, i.e. that ¢K,; is an isomorphism, i.e. that K,¢ is complete. Since v

is a monomorphism, an application of the universal property of K, —+ /M shows that
€K,y is a coretraction. Let L be its cokernel. Since the functor «c is exact on split
short exact sequences, and since wce K, 5 = (1ncK, ;)" is an isomorphism, we conclude that
tcL = 0. Choosing a coretraction L — «cK,; and noticing that we have a factorization

L
(L—wcK)=(L Ry 1cK,5) by adjunction, we obtain L = 0 (?).
Consider the short exact sequence of S-modules

0—>SiLCS—>LCS/S—>O,

where €S is injective since [, 7S = 0, which becomes

cS %i ceS —> ¢(,eS/S) — 0

under ¢, right exact in the subcategory of complete S-modules, from which we conclude
c(1eS/S) = (S§/S) to be zero. Note that ¢ annihilates no finitely generated S-module,
neither S nor S/n?. Since S is not complete, we may choose a finitely generated nonzero
submodule M C— §/S. An application of ¢ to this inclusion shows ¢ and tc = (=) not to
be left exact, for the result is a morphism with nonzero source and zero target.

Thus in the argument of (D.4.1), transcribed to completions, we may not conclude that the
completion of Y/ — Y is a monomorphism, so that we may not continue and conclude
that it is an isomorphism.

Note that on finitely generated S-modules, such as S and S/7%, ¢ and S ®g — are
isomorphic and ¢ is an exact functor [AM 69, 10.12]. Therefore S ® g — is exact on all S-
modules. In fact, an arbitrary module can be written as the direct limit of finitely generated

2This argument I’ve learnt from H. REIMANN.
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submodules so that in calculating Torf (5' ,X), we may resolve S by S-projectives P;, write
X as direct limit of finitely generated X,’s and use that

lim (P; ®s Xq) < P; ®g lim_ X,
[e% [e%
as well as the exactness of the direct limit to conclude that in fact Tor; (S, X) vanishes. In
particular, completion and tensor product with S over S are nonisomorphic functors on the
category of all S-modules.
But if one wishes to repair the transport of the argument of (D.4.1) by a replacement of
completion by this tensor product, one is confronted with the sequence
S5®seS N N N N
2 888 — S®s (S/S) — 0,
for which flatness of S over S together with nonvanishing of S ®s — on finitely generated
modules this time shows that the cokernel is nonzero so that S ®g ¢ is not an isomorphism
in general. In particular, we may not conclude that the middle vertical morphism in the
diagram of the transcribed argument becomes an isomorphism under S ®g —.

0—>»§®55

Finally, we try to apply this reasoning which destroys the transcribed argument to our
original argument. Let S be a commutative ring, let p be a prime ideal of S. But now S, /S
is a torsion S-module that has no finitely generated submodule isomorphic to some S/p¢,
and thus may well be annihilated when localized at p.

Lemma D.4.4 An indecomposable projective A-module P is a summand of A2.

P, is a direct summand of A, by its indecomposability (D.4.2) and by Krull-Schmidt (C.2.15). Lifting the
corresponding split epimorphism by (D.4.1) we obtain P to be in the same genus as an indecomposable
summand Ae of A, e being a primitive idempotent of A (D.2.14). Therefore, P is a summand of (Ae)?
(D.2.19), which itself is a summand of AZ.

Lemma D.4.5 A finite projective P over A is a progenerator - i.e. A is a direct summand of some P™
- iff P, is a progenerator.

If A is a direct summand of P™, A, is a direct summand of F;".

Conversely, suppose Ay to be a summand of P;". Hence there is a summand L of P™ in the genus of A
by a lift of decompositions (D.4.1, D.2.14). Now A is a summand of L? (D.2.19), thus of P?™.

Lemma D.4.6 The localization map
i loc |
ip(A) — ip(Ap)

is well defined (D.4.2) and surjective (D.2.9 applied to a chosen A-lattice inside).

Remark D.4.7 Krull-Schmidt holds in A-proj iff loc is bijective.

Suppose loc to be bijective. Suppose given two decompositions of a finite projective over A into indecom-
posables. The bijection and the isomorphisms between the respective summands given locally are also
given globally, for loc is bijective.

The converse follows from (D.2.14) and (D.2.19 or D.2.21).

Lemma D.4.8 (fibration of loc) Let 15 = ), e; be an orthogonal decomposition into primitive idem-
potents. Then we have the set theoretical pullback

ip(e;Ae;) 0%, ip(e;Ape;) = *

—

Aei®e;ne; — Apei®e;npe; —

ip(A) ¢+ ip(Ay),
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i.e. “loc is fibered by primitive idempotents’. In other words, to investigate loc we can restrict ourselves
to investigate loc for the local endomorphism rings of the indecomposable projectives over Ay.

Note that the left vertical map is well defined since the image of an indecomposable projective over e;Ae;
is sent by localization to the indecomposable projective Aye;, hence this image itself is indecomposable
(D.4.2). The left vertical map is injective since it is inverted by e;(—).

It suffices see that each indecomposable projective P over A in the genus of Ae; is in the image of the
left vertical map. But e;P is in fact an indecomposable projective over e;Ae;, since it lies in the genus of
e;Ae;. The evaluation of the natural transformation

Aei Re;Ae; eiX — X
ae; Qe;xr —> ae;xr

at X = P is an isomorphism, since it is an isomorphism localized at any prime g, for we may substitute
isomorphically P; by Age; on both sides of the transformation, and at the latter object it is in fact locally
an isomorphism, yielding the result by naturality.

For A, local, the investigation of loc fits into the framework of class groups, which we shall review, cf.
[CR 81, §31 B]. (Concerning (D.4.9) and (D.4.10), a may be an arbitrary ideal of R.)

Definition D.4.9 Recall that any A-lattice in the genus of A can be realized as a full sublattice of A.
Suppose P to be a A-lattice in the genus of A inside KA such that KP = KA.

P and A are isomorphic as lattices over A iff there is a unit ¢ € (KA)* (the image of 1 € A under this
isomorphism, note KAz = KA) such that P = Ax. Mutatis mutandis localized at q.

We recover P = ﬂq Py C KA. Hence, writing Py = Aqaq, aq € Ay for all but finitely many q (multiply
P into A via b € R and regard the cokernel of the resulting inclusion), we obtain
P = ﬂ Aqay.
q

Conversely, such a tuple of elements aq yields a A-lattice in KA that lies in the genus of A via this
formula.

Therefore, we define the idéle group of A to be
I(A) :={a=(aq)q € H(KA)* | aq € A almost everywhere }.
q

For an idéle a € I(A) we write

Aa = ﬂ Aqaq,
q

so that (Aa)q = Aqaq.

Lemma D.4.10 Let G(A) C I(A) be the image of the embedding of ‘rational but global’ units

(KA)* — I(A)
z — (2)q-

Let U(A) := [, A7 C I(A).

Given idéles a,b € I(A), Aa is isomorphic to Ab iff the double cosets U(A)aG(A) and U(A)bG(A) coincide.
1

Consequently, if A is a p-order such that A, is local, the map ip(A) ic>ip(A,,) (D.4.6) is bijective iff

U(A)G(A) = I(A).

We also write I = I(A), U =U(A), G = G(A).

Suppose Aa ~ Ab, i.e. there exists x € (KA)* such that Aa = Abz. Localizing at q we obtain Aqaq =
Agbgxy, whence ug € Aq with aq = ugbqzq exists, as well as vq € Aq with vqaq = bgzq. From aq = uqvqa,
we deduce 1 = uqvy. Altogether we obtain a € UbG.
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Conversely, let u € U, x € G, a € I. Then, since the localizations coincide, Auaz = Aax ~ Aa.

Writing an idele a as a matrix (aq,i)q,i, @q,s € (K)m,, in general with infinitely many rows, the operation
of G can be thought of as columnwise, the operation of U can be thought of as rowwise.

D.5 Endomorphism rings of projectives over commu-
tative p-orders

We give a criterion for when two endomorphism rings of certain projectives over commu-
tative sub split semisimple p-orders are isomorphic via an isomorphism fixing the rational
central primitive idempotents in case R is a principal ideal domain (D.5.11).

Let R be a principal ideal domain, let p = (p). Let A be commutative, i.e. let A be a full
suborder of [[;_, R =:T. Let a = pé.

Remark D.5.1 It turns out that for n < 6 quite often the endomorphism ring of an indecomposable
projective over Z;)S, is commutative - the only exceptions are the projective covers of the trivial module
F, in the cases n = 5,6, p = 2, whose endomorphism rings have a rational factor (Q)2 (S 2.2.4, S 2.3.5).
In particular, we are not able to calculate the class groups of those two examples. PLESKEN [P 80/1,
(1.26)] gives an obstruction to this commutativity in terms of decomposition numbers.

The restriction on R is made in order not to have algebraic number theory involved, being as important
as difficult. The technical reason is (D.5.3).
Definition D.5.2 In the notation of (D.4.10), the class group of A is defined to be
Cl(A) :=I/UG.

By Jordan-Zassenhaus (D.2.7) and by (D.4.10), CL(A) is finite.
Lemma D.5.3 FEach coset aUG can be represented by a normalized idéle a = (ay,1,1,...), where
ap €T} = I, Ry. We write, for a € I'y, the corresponding normalized idele as

() == (o, 1,1,...).

The normalized idéles () and (B) coincide modulo UG iff there is a tuple (€;)ic[1,s) of units in R and a
unit u € A; C I} such that
Bi = auie;.

for each i €[1,s].
In other words, the class group of A admits the description
Cl(A) -~ T;/A:T~
a —* ap

() ~— «a.
In particular, C1(A) is a quotient of (T /pcT)*.
Moreover, for a normalized idéle (o)) we have

Ao)=A, NAja =T, NAja=TNAja

where (=), denotes the localisation at {1,p,p?,...}. In other words,

Aa) = {(z:); €T | (wia;')i € Ay}

Suppose given a € I. Via U we may assume that only a finite number of entries a4 is not equal to 1.
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Since A is a p-order, Ay = [[;_; Rq € KA = [[;_; K. R being a principal ideal domain, we may
choose in each factor K of KA an element z;, independent of q, with vq(z;) = —vq(aq,;) for all primes q
(including p). Finally, via U we may assume aq = 1 for q # p and vy(ap ;) = 0 for i € [1,s], i.e. we may
assume a to be normalized.

Suppose given a € I, u € U and = € G such that both a and auz are normalized ideéles. Then 0 = vq(x;)
for all g, hence z; is a unit in R.

Now, CI(A) is a quotient of (I'/p*T')* since Iy — I /A T sends 1+pf,I‘,j to 1. In fact, pﬁFp is contained

in the radical of A, for pgl"p + pAy/pA, is nilpotent in A, /pA,. Whence 1 + ngp is contained in Aj.

The equation for A(a) follows from (), ,, Ry = R, and from v,(a;) = 0 for the entries of a normalized
idele (c).

Proposition D.5.4 Let a, b be idéles of A. Then

Aa @ Ab~ A @ Aab.

We claim that we may assume aq € I'q for q belonging to a finite set @) of primes, p € @, aq = 1 for
qg¢ QU {p} and a, € A,y. Use G to achieve a, € A, via global multiplication with a large enough power
of p, if necessary. Similarly, use G to achieve aq € I'y by multiplication with a large enough power of the
generator of g, if necessary (at most at a finite number of primes). Now, let @) be the set of primes g
different from p with aq ¢ I';. Outside Q U {p}, use U to achieve the claim. In particular, Aa C A, as is
to be seen locally.

We claim that we may assume by = 1 for q € Q, by € 1+ p3I'y and by € Ty for q ¢ Q U {p}. Use G to
divide globally by b, so that we achieve by = 1. Use G and the Chinese Remainder Theorem to multiply
globally with an element in R which achieves by € ['q for q # p, but which is congruent to 1 modulo p¢,
whence b, € 1 + pf,l“p remains valid. Use G and the Chinese Remainder Theorem to divide globally by
an element in R which achieves bq € T'; for q € @, but which is congruent to 1 modulo pt. Again, use G
and the Chinese Remainder Theorem to multiply globally with an element in R which achieves by € I’y
for g ¢ Q U {p}, but which is congruent to 1 modulo pé as well as modulo q for ¢ € Q. Use U at the
primes in @ to achieve the claim. In particular, Ab C A.

Now Aa + Ab = A is to be seen locally, since at q, at least one of the summands equals A,.

Therefore it suffices to show that Aa N Ab = Aab, for then the split diagonal short exact sequence of
the exact square (Aab, Aa, Ab, A) proves the assertion. The required equality is to be seen locally, using
1+ ng,, C A, cf. the proof of (D.5.3).

Remark D.5.5 The group structure on the class group ClI(A) may be described in terms
of operations on isomorphism classes of lattices. For a,b € I the isomorphism class of Aab
is determined by Aa @ Ab ~ A @ Aab, using Jacobinksi’s Cancellation Theorem (D.3.6).
In other words, if Ko(A) denotes the free abelian group on the isomorphism classes of
projective A-lattices modulo the relation that the formal sum equals the direct sum, we

obtain an isomorphism
Koy(A) = Z o Cl(A)
Aa — 10 a.

Corollary D.5.6 @, Aa, ~ @, Abs iff [1, as equals [], b, in CI(A).

In terms of normalized idéles (D.5.3) this means that @, A(as) =~ @, A(Bs) iff there exists a unit u in
A, and a tuple (g;); of units in R such that

—1
[ ew.iB5} = wie:
g

for all 3.
This tells us to what extent Krull-Schmidt fails in A-proj.
The assertion follows from (D.5.4) by Jacobinski’s Cancellation Theorem (D.3.6).
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Lemma D.5.7 The A-lattice of morphisms over A between A(a) and A(B) is given by
A(Bla) == aAA(@),A(B))

xr — (—)z

where (a) and (B) are normalized idéles. In particular, the endomorphism ring of a direct sum of inde-
composable projectives, acting on the right, has the following form

Al /a®)  A(a? /oM ... Alal™ /aD)
a0 70 Ala®7a®) . Alal™ /o
Endy(A(le) @ --- @ A(a™)) = A( /o) A( [ A( [

A Jalm™) A(a® /am) ... A(at™ aim)

We use the description of A(a) given in (D.5.3).
We’d like to see that the map is well defined. Suppose given y € A(a). First,

B lyz = (B~ az)(a'y) € Ay

Second, yz € T.

By a rank consideration, it remains to be shown that the map is surjective. An application of K(—)
shows that any morphism is given by multiplication with an element z € KT', and we claim that such
an z is already contained in A(8/a).

Let q #p. Tq i [y yields ¢ € Ty. Ayay i ApB, yields By 'ayz € Ay, whence in particular z € T'.

Lemma D.5.8

Ala) @x A(B) == Aep)
r&® vy — Ty

We use the description of A(a) given in (D.5.3). Note that for projective lattices ® and ® coincide.

The map is well defined, since (af8) lzy = (e 1z)(8 ly) € A, (cf. D.5.3). By a rank consideration, it
remains to be shown that the map is surjective. This in turn is seen locally, using (B.1.8), since localized
at p in fact af lies in the image.

Lemma D.5.9 Let Z —+E be a morphism of orders over A, let X be a Z-lattice, let Y be a A-lattice.
For a left Z-lattice, we denote by a left lower index ¢ its restriction (or ‘twist’) via ¢ to a Z'-module. We
have
AY

Y

AX &y V) == (X
r® y — T

R X1

as left ' -lattices.

Note that for projective lattices ® and ® coincide.

Example D.5.10 (dangerous bend) Let A=Rx R, let &' = Rx R,let == Rx R. Let

'+ = be the isomorphism which interchanges the factors. For X = Rx0andY =0x R

we obtain on the one hand

—
—
—

AX®rY)=0

and on the other hand
(X)@AY Y.

Theorem D.5.11 Let (o) and (8?), i € [1,u], be normalized idéles.
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The endomorphism rings of ;e[ A(aD) and of Dici1, A(BY) over A are isomorphic as orders over
A if and only if
NG .
(II 5@ € ™.

1€[1,u]
In this formula, only the upper index u is to be read as an erponent.

In particular, in case Ay is local, the endomorphism ring of @ [1,4] A(a'D) is homogenus iff

i€

([T «%) ey~

1€[1,u]

Assume this product of idéle quotients to be an u-th power. By (D.5.6) we rewrite this assumption as
P A = P Al
i€[1,u] i1€[1,u]
for some normalized ideéle () so that we are done by (D.5.7).
Now assume the endomorphism rings to be isomorphic via an isomorphism ¢ of orders over A.

By (D.5.4) we may assume that a® = 1 and ) = 1 for i € [1,u — 1], i.e. that only o =: a and
B =: B are nontrivial. We claim that (a/f) € CI(A)¥.

By (D.5.7) we obtain
A
A ...
Eo =Endp(A®---dA®Aa)) = : : . )
Al/a) A(1/a) ... A
accordingly Eg. To avoid lots of dots, we now restrict ourselves in notation to the case u = 2, i.e. to

== | am 47

. . . . - P . . - .
Via restriction along the assumed isomorphism =, —+ Zg we obtain two decompositions of =, into
indecomposable projectives which we wish to compare.

A A(B) ]

Let Q1 := [A(l/,@’) ] be the first and let @, := [ A be the last column of Zg. We obtain

R I E R P R b Rt

as left Zg-lattices (D.5.8). Since the first column P := [ 2 (1/) ] of Z, is a progenerator with endomor-

phism ring A (use the Morita equivalence given by the definition of Z,), the projective indecomposables

of Z4 and of A correspond to each other via P ®x —. The Sg-lattice @)y restricts via ¢ to some lattice

of the form Q1 ~ P ®, A(y) along E, < Eg, () being a normalized ideéle. By the calculation just

performed, we obtain

LRu = YQ1 31 AB))
(D.5.9)
~ " (LR1) @1 AB)
~ (P A(y)) @ A(B)
(D.5.8)
~" P®sA(yp)

as left Z,-lattices. Passing to A-lattices via Morita equivalence backwards (i.e. cancelling P ®j —), we
obtain
Ea =A@ Aa) = A()" T @ A(B),

whence the assertion by (D.5.6).
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Remark D.5.12

(a). In the course of the the direct calculation of the ties of (ZS,)(,), n = 5,6, endomorphism
rings as in (D.5.11) occurred. We had to conjugate them by hand to obtain a homogenus
endomorphism ring in order to be able to employ the language of Morita multiplicities.

(b). Note that Jacobinski’s Cancellation Theorem enters the proof of (D.5.11) via (D.5.6).

(c). In case A, is local, we observe already by (D.5.7) that a ring Morita equivalent and
locally isomorphic to A is isomorphic to A. This is false in general for the larger R-orders
Morita equivalent to A, viz. for the E,’s in the language of (D.5.11). I don’t know of an
example of two nonisomorphic Morita equivalent p-orders which yield isomorphic basic local
orders when localized at p - dropping, of course, our assumptions of this section. Asking
less formally, is the genus effect for orders merely due to the genus effect for indecomposable
projectives?

Remark D.5.13 In case I' = R x R we shall give a direct calculational proof of (D.5.11)
which avoids usage of Jacobinksi’s Cancellation Theorem (D.3.6). This seems to be difficult
in bigger cases.

Let A={zxy|z =, y} CRxR for some t > 1. Any normalized idele can be written
as (a) = (1,a2) via A;. By abuse of notation, we identify a with as, i.e. we regard a as
an element of Ry. (a) is trivial in C1(A) iff @ = € for some € € R*. In particular, we may
assume a € R, for if the difference is in (p'), the quotient is trivial in Cl(A).

Note that by (D.5.3), we have
Alo) ={zxy|za=,y} CRXR.

Let M, be the main diagonal matrix with entries M, ;; = 1 for i € [1,u—1] and My 40 = @,
and keep the notation of the proof of (D.5.11). We obtain

o ={XxY e[| XM, =, MY}

=p

Now assume given an =, — Eg as orders over A, realized by right conjugation with UxV €
GL,(KT) (D.2.2). In other words, assume that

=UxV _
=iy = =3.

(1]

Since the projection of =, to each of the ring direct factors of (I'), is surjective, we may
assume U x V € GL,(T"). In fact, by the Elementary Divisor Theorem (A.1.1) we may
write U = U'DU" with U’,U" in SL,(R), D being a main diagonal matrix with entries in
K, which we may assume to have 1 as its upper left entry. Let E;; be the matrix having
entry 1 at the position ij and zero elsewhere. By Ey;D = DX for each ¢ € [1,u] and for
some X € (R),, we conclude D € (R),. By E; D = DX for each i € [1,u] and for some
X € (R)y, it follows that D € GL,(R).

Since for X,Y € (R)y, XMy =, M,Y implies XUMgV ™' =, UMV 'Y, it follows that
M, = UMV~ € PGL,(R/p").
Taking determinants, we obtain
(6 Ept ﬂ’yua

for some v € R\(p) and some € € R*.

Conversely, suppose given 2, and Zg such that such a v and such an € exist. Let V =1. It
is possible to find a U € SLy(R) such that U =, y~' M, 5 since SLy(R) — SLy(R/p") =
SLy(Ryp)/p") is surjective (A.2.1).

Example D.5.14 Keep the notation of (D.5.13). Let R=Z,p=5,u = 2,t =1, yielding

E={XxY|X(§9) =5 (63) Y} C (D)2 = (Z)2 x (Z)>.
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Note that =5 is not isomorphic to =, since 2 is not + a square in Z/5 (cf. D.5.13). For
short, denote = := Z5. We choose the following Z-linear basis of =.

(00) x (o0)

=
[=}

=l
a1 ol 1l
v o= (88) x (88)
J = (38) X ((1)8)
k= (30) x (00)
ro= (i (i
1= (03) x (00)-

Ze is a progenerator, since we have a coretraction

= (hi) _ -
:e—z>:f@:f

retracted by
(7%
3
Ee+—Z2f@®Ef,

cf. (D.2.19). Thus eZEe = {z xy | * =5 y} C Z x Z is Morita equivalent to 2. Ze is not
isomorphic to Zf since
(ah +bi)(cj +dk) = ((88) x (§2°8°"))((2c}5a0) % (£3))
= e
required 2c + 5d = £1 and ¢ = +1, hence £2 =5 +1, which is impossible.

Also note that eZe = Z[X]/(X2—5X) is not a local ring since the nonunit 2 is not contained
in the maximal ideal (5, X). However, it becomes local when tensored with Zs) since now
the maximal ideal (5, X) contains all nonunits.

NB it may happen that there exist finite projectives X, Y over A such that

EndX # EndY
End(X ®A) ~ End(Y @ A)
End(X @& A?) # End(Y @ A?).

For example, let X = A @ A(2) and Y = A ® A: 2 is neither + a square nor + a fourth
power in Z/5, but it is a third power.

D.6 Examples

We calculate some nontrivial and also some trivial class groups of endomorphism rings of
indecomposable projectives of (ZS,)[p for n < 6 in order to ensure that the reason for
(ZS8,,)[p) being homogenus for n < 6 with respect to some embedding into a direct product
of integral matrix rings is not just an overall triviality of the class groups (cf. D.5.11, D.4.8).

Let R="7.

Example D.6.1 Let 2 # p € Z be a prime, let
AN={exyeZxZ|z=,y}CZxZ=T.

An endomorphism ring of an indecomposable projective of the (ZS,)(,) is either isomorphic to A; or
to Z. The Morita multiplicities of the indecomposable projectives in the first case are given by (”72),

i€[0,p—2] (4.2.8).
We obtain an isomorphism
1\ % ~ * * * __
(Z/p")" {£1} — I‘(,D)//\(,D)F = CI(A)
r — xx1.

In general, CI(A;) ~ C(p_1)/2 is not annihilated by the Morita multiplicity.
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Example D.6.2 Let p := 2, let
A={zxyxz|y=12 22=sy+2} CZXZxZ=T.

A is isomorphic to the endomorphism ring of an indecomposable projective of the (ZS4)[2], occurring
with Morita multiplicity 2 (S 2.1) and to the endomorphism ring of an indecomposable projective of the
(ZS5)[2), occurring with Morita multiplicity 4 (S 2.2.4).

We claim that Cl(A) is trivial, i.e. that I',) = A7, I'". But

3x1Ix1l = (3x—-1x-1)1x-1x-1)
1x3x1 = (1x3x-1)(1x1x-1).

Example D.6.3 Let p:= 2, let
A={zxyxzxw|z—y=sz—w=40, z =3 2}.
A is isomorphic to the endomorphism ring of an indecomposable projective of the (ZSy)[), occurring

with Morita multiplicity 1 (2.1).
We have an isomorphism
(Z/8)*/{£1} =~ I‘z‘p)/AZ‘p)F* = Cl(A)
z — zx1x1xl1,
whence Cl(A) ~ Cs, which is not annihilated by the Morita multiplicity.
Surjectivity follows using the elements
3 x 3 x1x 1
3 x -1 x 3 x —1

of A. For to see injectivity, assume that £ x 1 x 1 x 1 represents the trivial element. Writing it as a
product in A* ) and I'*, the latter factor has to be of the form * X * X 1 x 1 or of the form * x * x —1 x —1.
Therefore we may conclude that x =g 1 or z =g —1.

Example D.6.4 Let p:= 2, let

a =2 e,
Ai=¢axbxexdxex fla+d—2f =16 b+c—2e=30, ) CZXZXZXxZxZxZ=:T.
e—f =4 ¢c—d=30
A is isomorphic to two of the endomorphism rings of the indecomposable projectives of the (ZSs)[2), both
occurring with Morita multiplicity 4 (fAf and gAg in the notation of S 2.3.5).
Note that (Z/16)*/{£1} is isomorphic to Cy, with generator 3. We claim to have an isomorphism
(Z/16)°/{#1} =+ T, /A% = Cl(A)
z — rx1x1x1x1x1,
whence Cl(A) ~ Cy, which, however, is annihilated by the Morita multiplicity (cf. D.5.11, D.4.8).
Surjectivity follows using the elements

3 x -1 x 3 x-1x1x 1
3 x 3 x —-1x-1x1x 1
-1 x -1 x 3 x 3 x1x 1
-1 x 3 x 3 x -1 x3 x —1

of A. For to see injectivity we regard the following matrix, whose rows generate A over Z,

1 1 1 1 1 1
-2 0 4 2 2 0
-2 -2 2 2 0 O

0 -4 4 0 0 O

8 8 0 0 0 O
16 0 0 0 0 O
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as well as 16 times its inverse,

0 0 0 0 1
0 0 0 2 -1
0 0 0 2 -1
0 0 8 —4 O 1
0 8 —8 —4 —4 2

16 -8 0 4 0 -2

An element of T, regarded as a row vector, is contained in A iff the product with the latter matrix is
divisible by 16. So we simply have rewritten our ties. In particular, an element of I" of type 2y X b X ¢ X
d xex f with b,c,d,e, f € {—2,0} in A is necessarily of one of the following forms

2y X =2 X =2 X =2 x =2 x —2
2y x -2 x -2 x 0 x -2 x 0
2y x 0 X 0 x =2 x 0 x =2
2y x 0 x 0 x 0 x 0 x 0,

ie. y =g —1,0,—1,0, respectively. Hence, inserting 2y = £x — 1, the element £ x 1 x 1 x1 x 1 x 1 is
trivial if and only if +2 = £1.

Example D.6.5 Let p := 3, let
Ai={axbxexd|a—d=gc—b a=3b=3¢=3d} CZXZXxZxZ=T.

A is isomorphic to four of the endomorphism rings of indecomposable projectives of the (ZSg)3], occurring
either with Morita multiplicity 1 or 4 (S 2.3.3).

We claim to have an isomorphism

(Z/9)*/{£1} =~ Tiy/AfT* = CI(A)

z — zx1x1xl,

whence Cl(A) ~ C3, which is not annihilated by the Morita multiplicity.

Surjectivity follows using the elements

1 x4 x4x1

4 x 1 x4 x1

of A. Injectivity follows by remarking that y x bx ¢ x d in A with b,¢,d € {0, -2} implies y =9 b=c =d.

Example D.6.6 Let p := 3, let
Ai={axbxc|la+c=92b,a=3b=3¢c} CZxZxZ=:T.

A is isomorphic to the endomorphism ring of an indecomposable projective of the (ZSs)(3), occurring
with Morita multiplicity 6 (S 2.3.3).

We claim to have an isomorphism

(Z/9)*/{£1} == Ty /Af " = Cl(A)

z — xx1xl1,

whence Cl(A) ~ C3, which, however, is annihilated by the Morita multiplicity (cf. D.5.11, D.4.8).

Surjectivity follows using the element
—2x4x1

of A. Injectivity follows by remarking that y x b x ¢ in A with b,¢ € {0, —2} implies y =9 b = c.
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The list of conventions.

We remind the reader that all conventions we make in (A D) remain valid from the place we
state them on to the end of the chapter (A D), in particular, they are valid in the subsequent
sections.

(S D.1). By a module over a ring we understand a left module. Finite projective stands for
finitely generated projective module. A-proj denotes the category of finite projectives over
A. Indecomposable projective stands for finitely generated indecomposable projective mod-
ule. ip(A) denotes the set of isomorphism classes of indecomposable projectives over A. We
say that Krull-Schmidt holds in A-proj if the decomposition of P € A-proj into indecom-
posable projectives is unique up to permutation of the summands and up to isomorphism.
The unit group of a ring A is denoted by A*.

(S D.2). Let R be a Dedekind domain with field of fractions K (to which we refer by
‘rational’) such that R/p is finite as a set for each nonzero prime ideal p C R. By p,q we
denote nonzero prime ideals of R. Assume K to have finite class number, i.e. assume the
set, of isomorphism classes of ideals in R to be finite.

An R-order is an R-algebra which is finite projective as an R-module. Let A be a full (i.e.
rationally equal) R-suborder of a direct product of matrix rings over R, A C I := [[,(R)m;
being strictly included. We fix this embedding throughout. Such an order A we call sub
split semisimple over R. T'/A is a torsion R-module with annihilator a in R.

We abbreviate K ® g — by K(—). A lattice over A is a A-module that is finite projective
over R. A simple A-lattice is a A-lattice X with KX being a simple K A-module. A pure
monomorphism of A-lattices has a torsionfree quotient, a full monomorphism has a torsion
quotient, a pure epimorphism is surjective.

(S D.3). No further conventions.
(S D.4). Suppose A to be a p-order.

(S D.5). Let R be a principal ideal domain, let p = (p). Let A be commutative, i.e. let A
be a full suborder of [[;_; R =: . Let a = pt.

(SD.6). Let R=1Z.



Appendix E

Radical layers

This is a tentative appendix on the behaviour of the radical of the local orders which occur as
endomorphism rings of the indecomposable projectives in a Pierce decomposition of Z ;) Sy,
p a prime dividing n!. Suppose given a projective indecomposable lattice P over such a local
order surjecting on simple lattices X and Y. The isomorphisms X/tX <~ P/tP —~»Y/tY
imply certain p-ties (E.1.24) between X and Y - intuitively, ‘they tie the main diagonal
in order not to allow idempotent decompositions’. In searching for a generalization of this
assertion we didn’t succeed at all, but nevertheless we stumbled over some properties worth
recording.

E.1 Recalling some basics

To begin with, we have collected some well-known basic facts from [Row 91] and [Be 91].

E.1.1 Rings

Let A be a left noetherian ring. The Jacobson radical of A, i.e. the intersection of the
annihilators of the simple left modules of A, is denoted by tA, its i-th power is denoted by
t'A := (tA)!. For a left A-module X we denote t'X := (t?4)X. tX is called the radical of X.

Remark E.1.1 FEach orthogonal decomposition of 14 into idempotents of A can be refined to an orthog-
onal decomposition of 14 into primitive idempotents.

Use direct sum decompositions of the corresponding projective left ideals and left noetherianicity of A.
Note that a ‘family tree’ of decompositions of a single idempotent with infinitely many ‘generations’
would contain an infinite chain, which would yield a properly ascending infinite chain of submodules.

Remark E.1.2 tA is the intersection of the maximal left ideals of A. A ring is called local if it is the
disjoint union of its radical with its unit group. A local ring A has, up to isomorphism, only one simple
module, viz. A[tA, since there is only one mazimal left ideal in A.

Lemma E.1.3 An element z € A is called left quasiinvertible if 1 — x is left invertible. An ideal
in A is called left quasiinvertible iff each of its elements is left quasiinvertible. We impose the same
definition dropping ‘left’. tA is the unique mazimal quasiinvertible ideal.

tA is left quasiinvertible since no maximal left ideal may contain 1 — z, = € tA, for it does not contain 1.
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Any left quasiinvertible ideal L C A is quasiinvertible. In fact, let x € L and suppose y(1 — z) = 1 for
some y € A. Since 1 —y € L, we obtain zy = 1 for some z € A. But z = zy(1 — z) = (1 — z).

Let @ C A be a quasiinvertible ideal. If there were a maximal left ideal M C A not containing ), then
there would be elements g € ), m € M such that ¢ +m = 1.

Lemma E.1.4 Let A be a ring, let e be an idempotent in A. We have
e(tA)e = t(ede).

In particular, eAe/t(eAe) = e(A/tA)e.

To see that e(tA)e C t(eAe), we show that the left hand side is quasiinvertible (E.1.3). Consider x € tA
and note that y(1 — ex) = 1 implies eye(e — exe) = e.

To see that tA D t(eAe), we show that t(eAe) annihilates each simple left A-module M. But eM is either
a simple eAe-module or zero, since for em # 0 we have ede(em) = e(A(em)) = eM.

Note that the kernel of the surjection from eAe to e(A/tA)e is e(tA)e.

Proposition E.1.5 (NAKAYAMA’s Lemma, proof taken from [Be 91, 1.2.3])
Let A be a ring, let M be a finitely generated left A-module, let X C M be a submodule. ThentM+X = M
implies X = M.

Passing to M/X, it suffices to show that tM = M implies M = 0. Write M = A{mq,...,m;) in a
minimal number s of generators. Assume s > 1 and write mg = Eie[l,s] a;m;, a; € tA. This contradicts
the invertibility of 1 — a, (E.1.3).

Corollary E.1.6 Let A 2+ Bbea left finite ring morphism, i.e. assume B to be finitely generated as
a left module over A via ¢, such that in addition p(tA)B is a left ideal in B. Then

p(tA) C tB.

In particular, let M be a finitely generated B-module. Its radical with respect to A via ¢ is contained in
its radical with respect to B.

We have to show that ¢(tA) is contained in each maximal left ideal M of B. But otherwise
M+ p(tA)B =B

holds, since @(tA)B is a left ideal in B, which yields M = B (E.1.5).

Remark E.1.7 (dangerous bend) In general, for a finite ring morphism A —*+ B we
may have

p(tA) € ¢B.
Let
ab — _ ¥
A={(24) 1b=20,a= d} 5 (Zp)) = B.
We claim to have

tA = I;:{(gg) 15=50, a =50, d =, 0},
tB = 2(2(2))2.

tB is calculated to be the inverse image of ¢(B/2) = 0. A is the disjoint union of its unit
group and I.
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E.1.2 Algebras

Let k be a field, let A be a finite dimensional k-algebra, let 14 = ) e; be an orthogonal
decomposition into primitive idempotents. By a module we understand a finitely generated

left A-module.

Corollary E.1.8 (to Nakayama’s Lemma) tA is the unique mazimal nilpotent ideal of A.

Multiplying A iteratedly with tA yields a strictly decreasing sequence (E.1.5), whence tA is nilpotent.
There exists a unique maximal nilpotent ideal N, since the sum of nilpotent ideals is nilpotent, as one
sees elementwise. For a simple module S, equality NS = S is impossible, so that t4A = N.

Proposition E.1.9 (FITTING’s Lemma) The endomorphism ring of an indecomposable module X is
local.

We repeat the argument of (C.2.14).

Apply the Circonference Lemma to the composition f?f" = f27, n large, to prove nilpotence of an
endomorphism of X which is not an automorphism. Writing down a geometric series, we thus see that
either f or 1 — f is an automorphism. Via composition, this also holds with an automorphism instead
of 1. We conclude that the nonautomorphisms are closed under addition. We are done by (E.1.8)
since composition of a nilpotent morphism with an arbitrary morphism cannot be an automorphism, for
nilpotent morphisms are neither injective nor surjective.

Corollary E.1.10 Given a simple module S, there is an indecomposable projective module P, unique up
to isomorphism, mapping onto it.

There is such a P by dropping summands of A. Given P and ) indecomposable projective, mapping

surjectively onto S, we may lift to P N @, as well as to @ —2+ P. Neither fg nor gf may be nilpotent,
so (E.1.9) applies.

Corollary E.1.11 If Ae; is not isomorphic to Aej, then e;Ae; C tA.

Let S be a simple module. The existence of an epimorphism from Ae; onto S is equivalent to the
existence of a nonzero element e;s, s € S. Therefore, in case both e; and e; do not annihilate S, we
derive Ae; ~ Ae; by means of (E.1.10).

Corollary E.1.12 Assume in addition that A is basic, i.e. that Ae; ~ Ae; implies i = j. Then
tA = (@ t(e;Ae;)) ® (@ eiAe;).
i i#j
Informally, tA arises from A by passing to the radicals on the Pierce main diagonal.

This ensues from (E.1.4, E.1.11)

Corollary E.1.13 e;(A/tA)e; is a skewfield.

As a quotient of a local k-algebra (E.1.9, E.1.4), it remains local (E.1.2, E.1.8). Its radical is calculated
to be zero by (E.1.4), since t(A/tA) = 0 by correspondence of the maximal left ideals (E.1.2).

Lemma E.1.14 tA is the minimal ideal I in A with respect to the property of having a semisimple
quotient, i.e. to A/I being a direct sum of simple modules. Ae;[tAe; is simple.

Let I C A be an ideal with semisimple quotient. Then A/T is annihilated by tA, i.e. tA C I.

It remains to be shown that A/tA is semisimple. We use bars to denote images modulo tA. It suffices to
show that a morphism from Ae; to Ag; is an epimorphism or zero, for then Ag; is shown to be simple.
Therefore, it suffices to show that a morphism from Ag; to Aé; is an isomorphism or zero. Since &;Ag;
is a skew field (E.1.13), the case Ae; ~ Ae; is done by isomorphic substitution of Aé; by Aé;. The
remaining case is covered by (E.1.11).
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Lemma E.1.15 A module X is said to be semisimple if it is the direct sum of certain simple submod-
ules. An epimorphic image of a semisimple module is semisimple.

This ensues from the characterization of a semisimple module as being the sum of all of its simple
submodules. In fact, let X have this property and let ¥ be a maximal semisimple submodule. If YV
were properly contained in X, there would be a simple module not entirely contained in Y, whence its
intersection with Y would be zero, contradicting the assumed maximality.

Corollary E.1.16 Given a module X, the radical quotient X/tX is semisimple.

A/tA being semisimple (E.1.14), the same is true for X/tX, writing X as quotient of a finite sum of
copies of A (E.1.15).

Corollary E.1.17 Let P be an indecomposable projective module. P/tP is simple.

Hence, (E.1.10) taken into account, we have a bijective correspondence between the isomorphism classes
of indecomposable projective modules and the isomorphism classes of simple modules, given by factoring
out the radical.

This ensues from (E.1.14) in view of Krull-Schmidt (C.2.14). Alternatively, P/tP is semisimple by
(E.1.16), so that it remains to remark that the local endomorphism ring of P surjects onto the endomor-
phism ring of P/tP.

E.1.3 Orders

Let R be a discrete valuation ring with maximal ideal (7), residue field k£ := R/7 and field
of fractions K := frac R. Let A be a sub split semisimple R-order, i.e. assume A to be fully
included into a product of matrix rings I' := [[,(R),, over R (cf. S D.2). Let A := A/m. Let
14 = ), e; be an orthogonal decomposition into primitive idempotents. By a module we
understand a finitely generated left A-module. A lattice is a module which is projective
over R.

Lemma E.1.18 We have
(tA)/(mA) = ¢(A/7A).

From (E.1.6) we take that 7A C tA. The result follows by intersection of maximal left ideals.

Lemma E.1.19 Primitive idempotents of A remain primitive modulo .

This follows from (C.2.12).

Lemma E.1.20
(i) ei\e; is local for any i.

(i11) We have a bijective correspondence between the isomorphism classes of indecomposable projective
left A-lattices and the isomorphism classes of simple A-modules, given by factoring out the radical.

(i) Assume for simplicity that A is basic, i.e. that Ae; ~ Ae; implies i = j. Then
tA = (P t(eites) © (D eile;).
i i#£]
() tA is the unique mazimal ideal with respect to the property of having a positive power of it contained
i TA.

(v) Given a module X, the radical quotient X /tX is semisimple.
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(). By (E.1.19, E.1.9), e;(A/m)e; is local, whence also e;Ae; has a unique maximal left ideal.

(ii). By (E.1.17, E.1.18) it suffices to remark that there is also a bijective correspondence between the
indeecomposable projectives over A and the indecomposable projectives over A/ by factoring out .
This map is well defined by (C.2.15, E.1.19) (here sub split semisimplicity enters). It is surjective by
(C.2.14, E.1.19). It is injective by Nakayama’s Lemma (E.1.5), applied to show that an isomorphism lifts
to an isomorphism.

(iii). By (E.1.18), the radical of A is the inverse image under A — A/m of the radical of A/w. By
assumption, by (E.1.19) and by the correspondence of projectives remarked in the proof of (ii), A/ is
basic. Thus (E.1.12) applies.

(iv). Using (E.1.18), this follows from the transcription of the characterization given in (E.1.8).
(v). Using (E.1.18), this follows from (E.1.16).

Corollary E.1.21 For each A-module X there exists a projective A-module P surjecting onto it, P g, X,

L ! . .
such that the kernel of f is contained in tP. Given a second such surjection P' — X, there is an iso-
morphism P Tu> P" with uf' = f. P is called the projective cover of X. The induced morphism

P/tP— X/tX
is an isomorphism.

X/tX is semisimple (E.1.20 v), so that we obtain a surjection from the direct sum of indecomposable
projectives belonging to its summands, with kernel equal to the radical (E.1.20 ii). This surjection lifts to
a surjection onto X by Nakayama’s Lemma, (E.1.5). Given a second such surjection, we obtain morphisms

P -+ P' with uf' = f and P’ "+ P with vf = f'. wv induces an automorphism on P/tP = X/tX,
whence it is itself an automorphism by Nakayama’s Lemma (E.1.5).

Definition E.1.22 Let S be a simple module. A module T is said to belong to S if, for each i > 0,
©T/vHT is a finite direct sum of copies of S. A module is called neat if it belongs to some simple
module.

If T belongs to S, then so does each subquotient of T'.

The problem is that one has to cut down a bit to the artinian case in order to apply the Jordan-Hdolder
Theorem. We know that T'/¢iT is of finite length since 7 € tA (E.1.5), thus the composition factors of
its subquotients are isomorphic to S.

Suppose given a submodule T’ of T. Let i > 0. We claim that for j large we have ¢'T' D T' Nv/T.
Since tA is nipotent modulo 7 (E.1.8), we may substitute 7/ T for +/T and, of course, 7*T" for tT" in the
assertion, so that a problem on finitely generated R-modules remains. Denoting the torsion resp. torsion
free part of T by tT resp. fT, similarly for 7", we write the inclusion 7 C» T as

a0

(55)
tT' @ fT’ﬂtT® fT.

Choose j large enough to ensure m/tT = 0. Let = € tT', y € fT' be given such that za + y8 = 0 and
yy € 7w/ fT. Since v is injective, we may choose j large enough to obtain y € 7' fT' as well as y3 = 0
(A.1.1). « being injective, this implies z = 0. It follows by this claim that T'/v!T" is a quotient of
T'/(T'NT) = (T' ++'T) /YT, which in turn is included in 7/¢/T.

Suppose given a quotient T'/T" of T. Let i > 0. We obtain (T/T") /(T /T") = T/(x*T + T").

We attempted to obtain larger modules than the simple ones by considering a smaller ideal than the
radical.

Remark E.1.23 (usage unclear) Assume A to be basic (cf. E.1.20 iii). Let
prA == (P eih(1 — e5)Aes) @ (EP eile;).

i#j
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be the preradical of A. It is characterized as the minimal ideal inside tA with quotient being o direct
product of local Tings.

ptA is the intersection of the annihilators of the neat modules. Thus the local direct factors of the
preradical quotient describe the ‘intersections of A-mod and e;Ae;-mod’ in the following sense. The full
subcategory of A-mod consisting of the modules belonging to (A/tA)e; is just e;Ae;/e;A(1 — e;)Ae;-mod.

Since e;Ae; is local (E.1.20 i) and since e;A(1 — e;)Ae; C t(e;Ae;) (E.1.20 iii), we obtain the quotient

H eiAei/eiA(l - e,')Aez-

to be in fact a product of local rings and that ptA C tA.

Conversely, let I be an ideal of A, contained in tA and having a product of local rings as its quotient A/I.
1 = ) e; remains a decomposition into primitive idempotents of A/I since e; even remains primitive
modulo tA (E.1.19). Moreover, the indecomposable projectives (A/I)e; are pairwise nonisomorphic since
they are even nonisomorphic modulo the radical.

Over the local ring direct factors of A/I, given by assumption, Krull-Schmidt holds since it holds for
A/I as it holds for A (C.2.15). Moreover, each such factor is indecomposable as left module over itself,
since an orthogonal decomposition 1 = e + f into nonzero idempotents e and f would imply e and f to
be nonunits, for ze = 1 would give 0 = zef = f. We conclude that there are no nonzero A-morphisms
beween nonisomorphic indecomposable projective left A/I-modules.

We have to show that e;ze; € I for ¢ # j, z € A. But the morphism

(—)eize;

(A/De; (A/T)e;

is forced to be zero.

Let T be a neat module belonging to the simple module S := (A/tA)e;. We claim that (prA)T = 0, thus
showing that ptA is contained in the intersection of the annihilators of the neat modules. More precisely,

we have to show that ejze;, j #1, z € A, annihilates T'. It therefore suffices to show that e; annihilates
T for j # 1.

Assume though that e;jt # 0 for some ¢ € T. The submodule (e;t) of T generated by e;t belongs
to S (E.1.22) so that there is an epimorphism (Ae;)* — (e;t) for some o > 0 (E.1.5). There is, by
construction, also an epimorphism from Ae; to (e;t), sending e; to e;t. We obtain two factorizations

Ae; N (Aej)™ and (Aej)® 2+ Ae;. Since (e;t) # 0 we know that Ae; RN Ae; is not nilpotent modulo
m, contradicting (E.1.9, E.1.8) by Krull-Schmidt (C.2.15).

Conversely, in order to show that ptA contains the intersection of the annihilators of the neat modules
we need to construct a neat module 7" which is not annihilated by a given element of A which is not
contained in prA. In other words, it suffices to show that A; := e;Ae;/e;A(1 — e;)Ae; is neat. But A; is
a local quotient ring of A so that it is neat as a left module over itself. Since the radical of A; as a ring
and as a module over A coincide, it is neat also as a module over A.

Finally, by (ptA)T = 0 we conclude that a module that belongs to (A/tA)e; is a module over e;Ae;/e; A(1—
e;)Ae;, and also conversely, since this ring is neat as a A-module and belongs to (A/tA)e; (cf. E.1.22).

Lemma E.1.24 (ties caused by radical; cf. [P 80/1, (1.27)]) Let f be a primitive idempotent of A,
let f =73, fi an orthogonal decomposition into nonzero idempotents of I'. There is an isomorphism

Af[eAf == Af;[eAf;
so that there is also an isomorphism

AfifeAfi = Af;[cAf;
for alli,j.

Choose a k-linear basis of Af/eAf. Map it to a k-linear basis of Af;/tAf; under this isomorphism.
Complement this k-linear basis of Af;/tAf; to a k-linear basis of Af;/wAf; and lift it to an R-linear basis
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Consider y € A. Write yf; in the basis just constructed, dito yf;. The coefficients of yf; at those basis
elements occurring in the image of the k-linear basis of Af [tAf in Af;/tAf; are congruent modulo 7 to
those of yf; at the image in Af;/tAf;, for the diagram

A
AfifeAfi= Af;[eAf;
commutes by construction. These are the ties caused by radical.
The surjection
(=)f:
Af—Af;
induces an isomorphism
AfeAf = Afi[eAf;

since the left hand side is simple (E.1.20 ii), the morphism is surjective and the right hand side is nonzero
(E.1.5).

Example E.1.25
Let R = Z(z), let

A={zxyxz|2r=sy+2 y=12} CRxRxR=T,

A being the endomorphism ring of an indecomposable projective Z ) Ss-module (S 2.1.1).
The radical quotients, as R-modules isomorphic to R/2 with A-action given by z X y x z
acting as x, as y resp. as z are isomorphic, yielding ¢ =, y =5 2.

Lemma E.1.26 Let € be a central idempotent of T'. Then
(tA)e = t(Ae),

Ae on the right hand side viewed as a Ting, not as a A-lattice.

C. Let M C Ae be a maximal left ideal, so that Ae/M is simple over Ae, hence over A. Thus it is
annihilated by tA, i.e. (tA)e C M.

D. Let e be a primitive idempotent of A. The epimorphism Ae/(tA)e —> Aec/(tA)ee shows the latter
to be zero or simple over A (E.1.20 ii), hence over Ae. Therefore t(Ae)e C (tA)ee.

Corollary E.1.27 Lete be a central idempotent of T', let P and Q) be indecomposable projective A-lattices.
Then

0#¢eP~eQQ = P=~Q.
Calculating the radical both in A and in €A (E.1.26) we obtain
P/tP > eP/teP ~ eQ/teQ ~— Q/xQ.

The assertion follows by (E.1.20 ii) or directly by Nakayama’s Lemma (E.1.5). This might be considered
as the ‘reason’ for the quasiblock ng’l) not to be the Gram order induced by the invariant bilinear form

(cf. 6.1.29, 6.1.7), namely that its columns ‘have to distinguish projectives’.

Lemma E.1.28 (the radical quasiblockwise) Let 1n = ) ¢; be the orthogonal decomposition into
rational central idempotents, which thus lie in T'. Then

tA = An ] e(Ae)(C [] Aeo)
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The inclusion C follows by (E.1.26) or by (E.1.6). It remains to be hsown that a positive power of the
right hand side is contained in mA (E.1.20 iv). Choose N > 1 such that 77¥e; € wA for all 4, choose
M > 1 such that (t(Ae;))M C wAeg; for all i. Then

(AN HV(AEi))MN C (H m(Ae;))N C mA.

Alternative proof in case A is local. It suffices to claim that for a central idempotent ¢ of
I" the radical turns the pullback diagram

A ——— Ae

Al—eg)—— A

’

where A = Ae/A N Ae, into the pullback diagram

tA — t(Ae)

t(A(1 —¢)) —— tA.

We may assume A # 0. Let S be the simple A-module and regard the diagram

Ee

S

2

A(l—e

//

t(A(1 —¢g)) —— tA.

Example E.1.29 (dangerous bend) In general, the inclusion
A C AN ] (Ae),
which holds by (E.1.26 or E.1.6), is a strict inclusion.
Let R := Z,), 7 := 2, and consider
A={zxy|z=1y} CRXR.
By (E.1.28) we obtain

tA

{20 x2y |22 =42y} CRXR
R{2x 2, 0 x4),

whence
?A=R(4x4,0x8) F0x4.
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Lemma E.1.30 (the radical of local quasiblocks in easy cases) Assume in addition A to be local
and to have a single quasiblock, i.e. assume given a full inclusion of R-orders

AC(R)y =:T.

Let 1 = ), fi be an orthogonal decomposition into primitive idempotents of I' and assume moreover
that f; & filfiAfi for i # j. Using main diagonal primitive idempotents of I', this assumption is satisfied
provided there is a single tie either at position ij or at position ji for i # j. Then

tA=AnN (@ nfihfi) © (@ fihf;)| CT.
i i

Moreover, we could have dropped all but one factor w in this formula without changing the right hand
side.
In addition, we obtain

k> A/JtA.

Note that f;Af; = f;'f; = R by primitivity of f;, because the R-linear generator f; of the right hand side is
contained in the left hand side. In particular, f;Af; is a ring with multiplication given by (f;zf:)(fivfi) =
fixfiyfi, since the right hand side of this equation in fact is contained in f;Af; = f;T'f; (cf. E.1.33).

We claim that the right hand side of the equation above is an ideal in A. It suffices to show that f;xf;yf;
is in wfiAf; for ¢ # j, x and y in A. We are reduced to show that f;zf;yf; is a nonunit in f;Af;. But
otherwise we multiply with its inverse to obtain f; € f;AfjAf;, contrary to our assumption.

We claim that the surjection
AfeA — filfi] fieAf;
r — fixfs
is an isomorphism of rings for all 4. Consider the relation

Lizyfi — fixfiyfi = fix(1 = fi)yfi € fimAfi C fitAfi.

For z € tA and y € A (resp. vice versa) it shows fitAf; C fiAf; to be an ideal. For z,y € A it shows the
map to be a ring morphism. Since A/tA is a skew field, it is injective.

We derive

fieAfi = (filfi) = nfil\ fi,
since f;Af; is a local ring in which f;vAf; is an ideal that has a skew field as its quotient. It ensues in
particular that A/tA =k (cf. E.1.32).

Now we can set out to prove

tA = AN [(Drfirf) o (@D firfy)
i i#]

We claim that tA is contained in the right hand side. But this follows from f;tAf; C wf;Af; for all 4.
We claim that the right hand side, with all but one factor = dropped, is contained in tA. So suppose
given x € A such that fizf; € nf;Af; C fitAf; for some i. By AJtA = f;Af;/fitAf; we conclude that
x € tA.
Remark E.1.31 Let A be local. Then

dimy A/tA <min{ny | A parametrizing the factors of I'}.
In particular, in case A is commutative, we obtain

k= AJtA.

This follows from the remark that the column of (R/7)p,,, regarded as a A-module, maps epimorphically
onto the simple A-module A/tA. Cf. (E.1.32).
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Remark E.1.32 The assumption in (E.1.30) that f; & fihfjAfi for i # j cannot be
dropped.

For u € R, let
Ay = {(zg) la=rd, bu=yc} C (R); =: T,

which is in fact a suborder, as becomes visible on the set of R-linear generators

{(61), (2o). (8%), (20)}-

Note that the ideal 7" C A,, is contained in tA,, since it is nilpotent modulo 7 (E.1.20 iv).
The ring epimorphism
k[T] — Ay/aT
T — (o)

has kernel (T? — u). Thus there are several cases to be distinguished.

In case u is a square in k* and char k # 2, tA,, coincides with #T". A, /tA, ~ k X k is not a
local ring, so neither is A,, for there are two nonisomorphic simple modules (E.1.2).

In case u is a square in k* and char k = 2, we obtain t(k[T]/(T —/u)?) = (T —\/u), whence
tA, is the ideal generated by #»I" and (\{f lu), v/u denoting an inverse image in R of the
square root of u in k. Therefore A, /tA, ~ k is simple, whence A,, is local (E.1.20 ii, E.1.9).
But the subset described in (E.1.30) applied to 1r = fi + f» with fi = (50) and f> = (§9)

does not give the radical. It is not even an ideal of A, since it contains (§ §) but not ()"

In case u is not a square in k*, we obtain k[T]/(T?—u) to be a quadratic field extension of k,
denoted by k[/u] (cf. E.1.31). Thus A, is local with radical tA, = #[', which is likewise not
in coincidence with the formula given in (E.1.30). Moreover, note that tA,/t?A, ~ S®S,
where S = A, /tA, is a column in I'/#T.

In case u = 0 € R, the radical is in fact calculable by the formula of (E.1.30) to be
eho={(2%) |a,c,d=x 0} C (R)s.

Example E.1.33 (dangerous bend) (!) Consider

@11 @12 @13

A= {(‘121 a2z ‘123) | 11 =x Q22 =5 as3, 12 =5 G23 =x 031, 013 =g 21 =1 a32} C (R)3 =:T.
a31 a32 a33

We claim that A is a subring of I'. Since #T" is contained in A it suffices, by an extension
of the following two elements to an R-linear basis of A by 15 and by elements in 7T, to
consider their four products. But
010 001
001 100
(1 0 0) ’ (0 1 0)

) . We obtain

ooOo

10
are even permutation matrices. Let e := (8 (1)

eAe = {(511512) | a1 =x azn} C (R)2 = ele,
which is not a subring, since (§¢) (99) = (69)-

Remark E.1.34 Assume A to be local. Let f # 1 be an idempotent of I'. Then

ANAS CeA.

The quadrangle

1S. KONIG pointed out that such an example should exist, contrary to what I had believed. It is
modelled on an example H. WEBER has shown me.
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tA

tA(l - f)

A ——— A1-])

is an exact square, as to be seen on the vertical cokernels. The assertion follows by equality
of the horizontal kernels.

E.2 Homological inequalities

We derive some inequalities concerning the size of the radical layers in the local case,
resulting from a long exact Ext-sequence. To begin with, however, we shall present some
elementary facts which give rise to doubts whether the outcome of these considerations will
be overly useful.

Keep the conventions from (S E.1.3). Let A C [[,(R),, =:T be a local sub split semisimple
R-order with simple module S and projective module P (~ A). Let D := EndjS. Let X be a
left A-lattice. Consider the minimal projective resolution

) di3 paia diz pait di1 paio dio X/tiX
i.e. the projective resolution constructed via projective covers (E.1.21). Let w%‘f = Kernd; ;_1 =
Imd;j. For a A-module M we denote by ¢, the number defined by

M/tM ~ St
iJ

generated torsion R-module, we denote by [N its length in the sense of Jordan-Hélder, i.e.
IN =%~ dimy, 7 N/7 N,

Note that by construction we have o;; = t, x as well as w C tP%i-1, If N is a finitely

For an example in which the inclusion k C D is strict we refer to (E.1.32).

Remark E.2.1 The series of isomorphism classes v'X becomes eventually periodic.

This is a consequence of Jordan-Zassenhaus (D.2.7), using the fact that the inclusion of t!X into X is
full. Cf. (6.1.16).

Remark E.2.2 For ¢ > 0 we have the upper bound

ttiX S I‘kRX/ dimk S.

Note that ' . . . '
I X /e X) <1 X /mt' X) = rkpt' X = rkgX.

Lemma E.2.3 (stability at the rank) Assume in addition A to be commutative, i.e. assumeny = 1
for each \. There is an I > 0 such that for i > I we have

ttiX = I'kRX.

Cf. (E2.2, E.2.5 ¢).

Denote I'X := ’'®4 X and note that rkgT'X = rkgX (B.1.3, B.1.12). The radical of a I-lattice Y as a I'-
module, viz. 7Y, contains the radical of Y as a A-lattice by (E.1.6) since A is assumed to be commutative.
In particular, for i > 0 we have

X C n'TX.
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Note that . . . . ' .
diy1 = I(@"ITX /0T X) < 1@ T X /7' X) = 1(n'TX /' X) =: d;

so that there exists an I > 0 such that
I(7'T /¢ A) = I(x'T/eTA) =: d
fori > 1I.

The equation . . . ‘
I(TX/X)+1(X/eX) = I(TX/m'TX) +1(n'TX /" X)
= i-tkpX +d

for i > I shows that

1. .
kX = lim = “1X /v X).
rkg 1Zmz,Zl(t7 /Y X)

j=1

Subtracting the equations

I(miTX/viX) + 1 X v X) = U(riTX/rHTX) + [(riH T X /v X)
IrH DX e X) 4+ 1+ X vi+2X) = [(r I TX/ri+2TX) + |(r 2T X /ri+2 X)

yields ) ] ) )
I X2 X) — (0 X e X) = diys — 2di4q + ds
which becomes ) ) ) )
tix = (X0 X)) = 1(¢T X /o2 X) = rkgX

for i > I, where the left hand side equality holds by (E.1.31).

Corollary E.2.4 Keep the assumptions and the notation of (E.2.3). For i > I we have

vt X = rdf X,

Cf. (E.2.1). For a maybe somewhat surprising t>A, cf. (E.1.29). The assertion does not hold in case A
is not commutative, cf. (E.3.4).

Remark E.2.5

(a) T do not know whether the sequence t.:x is ascending. If this was known, the peri-
odicity of (E.2.1) would imply stability of t.:x for large X. Let 1r = ), ex be the
decomposition into central primitive idempotents of I'. T do not know whether ¢.: x
and ), t.i., x become equal in the limit.

(b) For A commutative local sub split semisimple, we obtain some information on the
Hilbert-Samuel polynomial f of A, which gives the length of A/t‘A as A-modules for
i large [AM 69, 11]. Plugging in X = A in (E.2.3) we see that f is linear and has
leading coefficient tkgA. Note that Am is a rA-primary ideal (E.1.20 iv), thus the
degree of f equals the Krull dimension of A equals the minimal number of generators
over A of an tA-primary ideal equals 1, in accordance with [AM 69, 11.14].

(c) We repeat the argument of (E.2.3) in the noncommutative case under an extra as-
sumption. Suppose given an element 7 € Z(A) such that there exists a m > 1 with

A C ™A C#T.

For instance, in case A is commutative we may take @ = 7 by (E.1.6). See (E.3.4,
E.3.6) for noncommutative examples which fulfill this assumption, and, moreover, for
which the assertion of (E.2.3) does not hold.

Denote the valuation of the projection of # to Z((R),,) = R by ox. Denote by &y the
rank of the projection of I'X to (R)n, X. So we obtain e.g. for X = P that & equals
n3. Note that for ¢ > 0 we have

rkz X = I(TX/#TX) = I(#TX/7'TX) =) &0
A
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The inequality
dip1 = I(FETITX /DM X)) < (T X /70™ X)) < I(FTX /e X) =: d;
supplies us with an I > 0 such that
17T /e™A) = 1(7IT)eI™A) =: d

for i > 1.

The equation

ITX/X) +1(X/vmX) = I(TX/7TX) + (7TX/tvmX)
=itk X +d

for i > I shows that
1
- X = lim = (G-1) j
kX = lim - Zl(t JmUmx M X)),
Jj=1
Subtracting the equations

I(FTX /e X) + (X HDm X)) = (7T X /7 TX) 4 (7 DX /e HDm X))
I(AEHTX /ot m X)) (it )m X (im0 = (T X /72T X) 4 1(7H2T X /2D X))

yields
I(em X [eH)m XY = rkz X

for ¢ > I. Moreover, we read off that
rkz X > I(¢i™ X /eli+Dm X

holds for all 4 > 0.

Lemma E.2.6 Leti,j > 1. We have

dimp Ext} (X/t'X,8) = t x
. X ij
dimp Ext, (v X /vi+1 X, S)

teix -t
X wfj

In fact,

15

Eth\(X/tiX,S) = Cokern gHomA(Pai,j—l,S)_o,HomA(wX S))

Homy (wij ,S)

has dimension t,x over D, the zero morphism resulting from wz‘-’; C tF; ;1. In particular,
ij
Exti(S, S) = twf;"

yielding the second equation.

Definition E.2.7 A sequence of integers s1, 82, ... is called of Euler characteristic type if
Z (=)™ 5> 0
i€[1,m]

for all m > 0.
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Proposition E.2.8 (Euler inequalities) Leti > 2. The sequence of integers

is of Euler characteristic type (E.

The short exact sequence

tei-1x,
t‘*’ix—1,1’ t‘”fﬂ tei-1x - tw{’l’
twix—1,2’ twi);, tri-1x - twﬁ’
t“-’ix—1,3’ twi)’rg, tei-1x - t“’fs’

2.7).

00—t 1 X/t'X — X/t'X — X/t'71 X — 0

induces the long exact sequence

0

s Hom (T X/eX. 5)

i—1

X/vX,S)

~

Hom, (X /v X, 9)

Ext} (X/t'X, S)

Ext} (X/t'X, S)

Homy (X /v X, S)

Extk(X/ci—lm

Ext} (X /v~

1}@&5

The inequalities follow by (E.2.6) and by the remark that cutting off this long exact sequence and inserting
an image instead, the Fuler characteristic of the resulting exact sequence is zero.

Corollary E.2.9 (exponential bound) Fori > 2 and X = P we obtain

thus, in particular,

teip < (tep)(tei-1p),

teip < (trP)i-

In view of (E.2.3) in case A commutative and of (E.2.1) in the general case, this inequality merely says
that the rate of growth is exponentially bounded ‘in the start region’.

Remark E.2.10 If dimg S = 1, e.g. if A is commutative (cf. E.1.31), this already follows

from the surjection

induced by multiplication.

tA/P?A @ U TIA A — A /ETIA

Corollary E.2.11 (regularity is exceptional) If A is commutative, then t.p = 1 implies tkeP = 1.

This follows from (E.2.3, E.2.9).

Cf. [AM 69, 11.22].
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Remark E.2.12 (growth of wy ;) For j > 1, we have

(%) (rkg wfj_H + rkg wfj)/rkRP =t,r <rkp wfj/dimk S,
; ; ’ ;

whence P
rkp W1 41 rkg P

rkg wfj — dimg S

(xx)

Moreover, we remark that in case rkg P = 2dimy, S, we either get rkp wf)’j =r1kg P for all j, or S has a
finite projective resolution.

The equality in (*) is given by construction of the minimal resolution. The inequality in () is asserted
in (E.2.2). We note that the consequence rkgP > dimy S already follows from [(P/7P) > I(P/tP).

E.3 Examples

We calculate some example for sake of illustration of (S E.1.3, S E.2) as well as in order to
examinate some modular morphisms, not necessarily between simple lattices. In particular,
we will record the behaviour of such morphisms with respect to the radical layers. The
hope was to discover well behaved and predictable morphisms that way, in the spirit of
(E.1.24), however, there are none in sight. We restrict our attention to the ‘principal
building blocks’ of Z Sy, p prime, viz. to the endomorphism rings of the indecomposable
projectives. Moreover, we pick some relevant Hom-groups, however, without giving a precise
meaning to this attribute. So the following treatment remains tentative, yielding a bunch
of experimental material. The first example (E.3.2) is presented rather detailed.

We keep the notation of (S E.1.3, S E.2).

Lemma E.3.1 Let ¢ be a central idempotent of T, let I := AN A(1 —¢). The evaluation

Homa (Ae, I/7®) — {zel/x*|Iz =0}
f— &f

s an isomorphism.
The map going from the Hom group to the whole I/7® is injective. An element z € I /7 qualifies as an

. . f . . .
image of £ under a morphism Ae — I/7® iff the product of I = Annpe with z vanishes.

Example E.3.2
Let R := Z(Q), k:= FQ, let

Ai={zxyxz|2r=sy+z y=142} CR X R: X R3 =: T,

the indices denoting merely an ordering. A is the endomorphism ring of an indecomposable projective
lattice over Z2)Ss (S 2.1.1) as well as over Z)Ss (S 2.2.4).

By (E.1.28) we obtain
A=R1Ix1x1 0x2x—-2 0x0x8)
tA = R2x2x2, 0x2x—2, 0x0x8)
YA = R4x0x0, 0x4x4, 0x0x8)
A = R(8x0x0, 0x8x8 0x0x 16)
= 2t2A,
whence
AJtA = k(1 x1x1)
tA/PA = k(2x2%x2, 0x2x—2)
AN = E(Ax0x0, 0x4x4, 0x0x8).

We calculate the minimal projective resolution of the simple A-module A/tA (cf. S E.2). The short exact

sequence
0 — wh, — A ® A — wf — 0

1 & 0 — 2x2x2

01 — 0Ox2x-=-2
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yields
wh = {axbxc@®dxex fe A®A|2ax2bx2c=0dx —2ex 2f}
~ {dxex feA|0x—ex feA}
= {dxexfelA|e=sf, —e=4 f}
= R(2x2x2,0x4x—4,0x0x8),
whence

wh Jrwh, = k(2 x2x2,0x0 x8).
The short exact sequence

0 — wh — A& A — b — 0
10 — 2x2x2
0

® 1 — 0x0xS8§,

yields
wh = {axbxcddxex fEADA|2ax2bx2c=0dx0ex —8f}
{dxex feA|0x0x—4f € A}
{dxex feA|f=20}
R2x2x2,0%x2x%x—2,0x0x8)
_ P
= Wi,

respecting the bound (xx) of (E.2.12),1 < 2.
Let X :==Ry,let Y :={y x 2|y =4 2} C Ry x R3. We want to calculate

e

Homy (X,Y/2%) := lim_ Hom, (X,Y/2Y)

K2

where the injective transition morphisms are induced by

so that we may as well view this direct limit as a union over this chain of subgroups. A priori we know
by the commutative diagram

Hom, (X, Y/29) Hom, (X, Y/2i+1)

Ext}(X,Y) =——— Ext} (X,Y)

in which the vertical maps are connectors of long exact Ext-sequences, that this chain stabilizes for
i > va(#Ext} (X,Y)), since in this range the injective connectors are also surjective.

Note that the existence of an element
f € Hom(X,Y/2")\Hom(X,Y/2"1)

has the following consequence. Let y x 2 € Y be a representative of 1f € Y/2¢ let a x b x c € A. We
have y x z € 2Y and, moreover,

(ay x az) — (by x ¢z) = (a —b)y x (a — ¢)z € 2'Y

Let a > 0 be minimal such that 2% x 0 x 0 lies in A, i.e. @ = 2. Pluggingina X bx ¢ =2% x0x 0, we
obtain for i > « '
yXxz€27Y,

whence 1 = a. We conclude that the chain of subgroups stabilizes at ¢ = a. Therefore, actually we have
to calculate
Y/4 D Homy (X,Y/4) = Homp (X, Y/2%).

The element y x z alluded to above determines such a morphism. It yields such a morphism iff

(a—byx(a—c)zedYy
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for all @ x b X ¢ in a set of R-linear generators of A (cf. E.3.1). We obtain the conditions

—2y x 2z € 4Y
Oy x 8z € 4Y

so that
Homy (X,Y/4) = R(2 x -2, 0 x 8) C Y/8.

An element a X b X ¢ of I' acts on Y and commutes with f iff it satisfies the following ties.

a =2 C
2a =g b+ec.

An element a x b x ¢ of I’ commutes with g iff it satisfies
a = ¢,
which is implied by those ties caused by f since g is the composition of f with an endomorphism of Y/4.
Consider the morphisms induced by
X = X/4—f>Y/4 =Y
on the radical layers. The radical layers of Y are given by

V¥ = k(1x1)
YV /Y = k(2 x =2, 0x4)
Y /Y = k{4 x —4)

so that X /tX injects into tY /t2Y and tX /v2X injects into t2Y /t3Y. Intuitively, S = A/tA being the
simple module, we obtain

X Y

S
S f S S
S S

Example E.3.3
Let R := Z(Q), k:= Fz, let

Ai={zxyXxzxw|z =1y, 2=4w, x=22, c—y=gz—w} C R X Rao X R3 x Ry =: T,

the indices denoting merely an ordering. A is the endomorphism ring of an indecomposable projective
lattice over Z5)Sy (S 2.1.1).

By (E.1.28) we obtain

A=R1x1x1x1, 0x4x0x4, 0x0x2x2 0x0x0x38)
tA = R(2x2x0x0, 0x4x0x4, 0x0x2x2 0x0x0x38)
A = RA4x4x0x0, 0x8x0x0, 0x0x4x4, 0x0x0x8)
A = RB8x8x0x0, 0x16x0x0, 0x0x8x8, 0x0x0x16)
= 2t2A,

whence

AJtA = E{(1x1x1x1)

tA/2A = kB(2x2x0x0, 0x4x0x4, 0x0x2x2)

PA/CA = k(dx4x0x0, 0x8x0x0, 0x0x4x4, 0x0x0x8)

In particular, both kernel and cokernel of tA/t?A — ¢T'/v*T" have dimension 1.
We calculate the minimal projective resolution of the simple A-module. The short exact sequence
0 — wh — AGAGA — wh — 0
16000 — 2x2x2x2

06190 — O0x4x0x4
0601 — Ox0x2x2
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yields
w{;: {(],1Xb1XClXdlEBGQXb2X62Xd2@d3Xb3XC3Xd3EA@A@A|
2(11X2b1)(261)(2d1 :OX—4b2X—ZC3X—4d2—2d3}
~ {az X by X ca Xdo ®ag xbgxcgxds € tADtA |0 % 2by X ¢35 x2dy +d3 € A}
= R(2x2x2x2 @& 0x0x0x0,
O0x4x0x4 & 0x0x0x0,
O0x0x2x2 & 0x4x0x4,
O0x0x0x8& @& 0x0x0x0,
O0x0x0x0 & 2x2x0x0,
O0x0x0x0 & 0x8x0x0,
O0x0x0x0 & 0x0x2x2,
O0x0x0x0 & 0x0x0x8),
whence wh = R( 4x4x0x0 ® 0x0x0x0,
O0x8x0x0 & 0x0x0x0,
O0x0x4x4 & 0x0x0x0,
O0x0x0x8 & 0x0x0x0,
O0x0x0x0 & 4%x4x0x0,
O0x0x0x0 & 0x8x0x0,
O0x0x0x0 @& 0x0x4x4,
O0x0x0x0 @& 0x0x0x8),
so that whjrwh, = k( 2x2x2x2 & 0x0x0x0,
O0x4x0x4 & 0x0x0x0,
O0x0x2x%x2 @ 0x4x0x4,
O0x0x0x0 & 2x2x2x2,
0x0x0x0 @ 0x0x2x2).
Therefore,
wh = {ag X by X c2 X dy D az x by X c3 X d3 B as X bs X c5 X ds € tA S tA DA |
2(b2 - dg) + (03 — d3) =30, 2(b3 — d3) + (05 - d5) =3 0}
2x2x2x%x2 & 0x0x0x0 & 0x0x0x0,
O0x4x0x4 & 0x0x0x0 & 0x0x0x0,
O0x0x2x2 @ 0x4x0x4 & 0x0x0x0,
O0x0x0x8 & O0x0x0x0 @& 0x0x0x0,
O0x0x0x0 & 2x2x2x2 & 0x0x0x0,
O0x0x0x0 & 0x8x0x0 & 0x0x0x0,
O0x0x0x0 & O0x0x2x2 @& 0x4x0x4,
O0x0x0x0 @& 0x0x0x8 @ 0x0x0x0,
O0x0x0x0 & O0x0x0x0 @& 2x2x2x2,
O0x0x0x0 @& 0x0x0x0 @& 0x8x0x0,
O0x0x0x0 ®& 0x0x0x0 & 0x0x2x2,
O0x0x0x0 & 0x0x0x0 @& O0x0x0x38)
and
wi; = R{4x4x0x0 ® 0x0x0x0 @& 0x0x0x0,
O0x8x0x0 & 0x0x0x0 & 0x0x0x0,
O0x0x4x4 & 0x0x0x0 & 0x0x0x0,
O0x0x0x8 & 0x0x0x0 & 0x0x0x0,
O0x0x0x0 @ 4x4x0x0 & 0x0x0x0,
O0x0x0x0 & 0x8x0x0 @& 0x0x0x0,
O0x0x0x0 & 0x0x4x4 & 0x0x0x0,
O0x0x0x0 & 0x0x0x8 & O0x0x0x0,
O0x0x0x0 ® 0x0x0x0 @ 4x4x0x0,
O0x0x0x0 & 0x0x0x0 & 0x8x0x0,
O0x0x0x0 & 0x0x0x0 @& 0x0x4x4,
O0x0x0x0 ® 0x0x0x0 @& 0x0x0x8),
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so that
wh/jtwhy = B(2x2x2x2 ® 0x0x0x0 & 0x0x0x0,
O0x4x0x4 & 0x0x0x0 & 0x0x0x0,
O0x0x2%x2 @ O0x4x0x4 & 0x0x0x0,
Ox0x0x0 & 2x2%x2x2 @ 0x0x0x0,
Ox0x0x0 & 0x0x2x2 @ 0x4x0x4,
O0x0x0x0 & O0x0x0x0 @® 2x2x2x2,
O0x0x0x0 ® 0x0x0x0 & 0x0x2x2).
Therefore,
wh = {az X b2 X ca X dy ®ag x bz xc3xd3s®ag xbsxcz xdsBayxbyxer xdy EtXADAD A DA |

2(b2 - d2) + (C3 - d3) =35 0, 2(b3 - d3) + (05 - d5) =3 0, 2(b5 - d5) + (C7 - d7) =3 0}
And so on. We obtain, for j > 1,
twf = 25+1
rkaﬂ/rkRP 7,

respecting the bound (xx) of (E.2.12), (j +1)/j <3 for j > 1.
Let X :={zxy|z =4y} CR1 X Ry,let Y :={z xw|z=4 w} C Rz x Ry. We want to calculate

Hom, (X,Y/2%°) = Hom, (X,Y/2)
(cf. E.3.2). Let z x w denote the image of 1 x 1 under such a morphism, determining it. z x w qualifies
as such an image iff for any a x b X ¢ x d in the annihilator of 1 x 1 € X we have cz x dw € 8Y (E.3.1).

Since this annihilator is generated by 0 x 0 x 2 x 2 and 0 x 0 x 0 x 8 over R, this condition translates into

2z X 2w € 2Y
0z x 8w € 2Y

so that
Homy (X,Y/2) == R(1x 1, 0 x4) CY/2.

Letlxl—f>1><1. An element a x b x ¢ x d of T acts on X and on Y iff

aE4b
CE4d.

In addition, this element commutes with f iff it satisfies the following ties.

a =2 C
bEzd
a—c =g b—d.

Note that X/2 Tf> Y/2 is an isomorphism, and so are the induced morphisms on the radical layers.

Example E.3.4
Let R := Z(Q), k:= Fz, let

.’L'Egy,tE20,ZEz'U,
Z—w=4t,

Y —w =4 2u,
T+y+z+w=g2s+2v=40}

g R1XR2XR3XR4X(gg)5::F,

A= oxyxzxwx(§))

the indices denoting merely an ordering. A is the endomorphism ring of an indecomposable projective
lattice over Z5)Ss (S 2.2.4).
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By (E.1.28) we obtain

A= R{1x1x1x1x

O0x2x0x2x

O0x0x2x2x

0x0x0x4x

0x0x0x0x

O0x0x0x0x

O0x0x0x0x

0x0x0x0x

tA = R{2x2x2x2x

O0x2x0x2x

O0x0x2x2x

0x0x0x4x

O0x0x0x0x

0x0x0x0x

O0x0x0x0x

O0x0x0x0x

A = R(4x0x4x0x

0x4x0x4x

0x0x4x4x

0x0x0x4x

O0x0x0x0x

0x0x0x0x

O0x0x0x0x

0x0x0x0x

YA = R(8x0x0x0x

0x8x0x0x

O0x0x8x0x

0x0x0x8x

O0x0x0x0x

0x0x0x0x

0x0x0x0x

O0x0x0x0x

A = R(16x0x0x0x

0x16x0x0x

O0x0x16 x0 x

O0x0x0x16 x

0x0x0x0x (

0x0x0x0x(

0x0x0x0x(

0x0x0x0x(

YA = R(32x0x0x0x

0x32x0x0x
O0x0x32x0x
0x0x0x32x
0x0x0x0x(
0x0x0x0x(
0x0x0x0x (
0x0x0x0x(

A,
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whence

AJtA
tA/?A

E( 1x1x1x1x (g9
k( 2x2x2x2x (00
(60
(4

O0x2x0x2x
O0x0x2x2x
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PA/PA = k( 4x0x4x0x
0x4x0x4x
0x0x4x4x
0x0x0x4x
0x0x0x0x

SA/A = B 8x0x0x0x
O0x8x0x0x
0x0x8x0x
O0x0x0x8x
0x0x0x0x
0x0x0x0x

t*A/A = k{ 16 x 0 x 0 x 0 x
0x16x0x0x
0x0x16 x0x
0x0x0x16x
0x0x0x0x(
0x0x0x0x (

~

NN AN AN TN AN TN N NN N

QOO AN~ NOOOOOOOOOOOONONOOOOOO
BROOCOOCOOCOOCOOCOCCOOROOOOOOOONOOOCOOOOOD

e OO0 OO O OO O e e e e e e e e e e

~

v e N

Note that
Fi=4x4x4x4x(39) € Z(A)

is an element that satisfies the requirements of (E.2.5 ¢) with m = 2, viz.
7\ Ce2A CAT.
The formula for tkz; P =1-2+4+1-24+1-2+1-2+4-1=12is in accordance with the observation that
[(x!P/t**1P) = 6 for i large enough.
Let

X::{(Zf,) | s =3 v, t =2 0}
Vi={zxyXzXw|z=2y==2=w, x+y+z+w=,40}

RR
(R R)5
Ri X Ry X R3 X Ry
We want to calculate
Hom(X,Y/2) = Hom(X,Y/2) C Y/2
(cf. E.3.2). The annihilator of (§9) € X is generated over A by 2x2x2x 2 x ({¢), so that any element
of Y/2 qualifies as an image of () under a A-morphism X — Y/2 (E.3.1).

f
Note that (§§) — 1x 1x 1 x 1 has the property that each element in Hom, (X,Y/2) can be written as
composition of f with an endomorphism of Y/2. As we take from the R-linear basis of A, f is given by

x Loy

(07) — 1x1x1xl1
(50) — 0x0x0x4
(66) — 0x2x0x -2
((1)8) — Ox0x—-2x2.

Anelement zxy x zxw x (5%) of I" acts on X iff it (§}) is contained in X, it actson YV iff z xy x 2 x w

is contained in Y. Note that f sends

(s3) 2, v-(Ix1x1x1)

+ (s—0v)-(0x0x0x2)
+ t-(0x1x0x-1)
+ u-(0x0x—2x2).

Therefore, in addition, this element commutes with f iff it satisfies the following ties.
T—y =4t

xr— 2z =4 2u
z+y+z+w =g 25+ 2v.
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k-linear bases for the radical layers of X = X/2 are given by

)
) (10))
)

k-linear bases for the radical layers of Y = Y/2 are given by

Xjex = k(]
X /22X = k()
X /X = k(3

ocooONFO

Y&V = k{1x1x1x1)
tV/2Y = E(2x0x0x—2,0x2x0x -2, 0x0x —2x 2)
Y /Y = k{0 x0x0x4).

- f5 . L . e
Thus, by the description of X — Y on an R-linear basis given above, we obtain the following intuitive
picture. X v

Example E.3.5
Let R := Z(z), k= Fz, let

cC =9 &€,
A= axbxcxdxexf b+C—2f =16 a+d—26580, gR1XR2XR3XR4XR5XR6=:F.
e—f =4 a—bEQO

the indices denoting merely an ordering. A is the endomorphism ring of an indecomposable projective
lattice over Z5)Sg (S 2.3.5).

By (E.1.28) we obtain
A=R{1x1x1x1x1x1l,
0x2x2x0x0x2,
O0x0x4x4x2x2,
0x0x0x8x0x4,
O0x0x0x0x4x4,
0x0x0x0x0x8)
tA = R{ 2x0x0x2x0x2,
0x2x2x0x0x2,
O0x0x4x4x2x2,
O0x0x0x8x0x4,
O0x0x0x0x4x4,
0x0x0x0x0x8)
A = R{ 4x0x0x4x0x4,
0x4x4x0x0 x4,
O0x0x8x8x0x0,
0x0x0x8x0x4,
O0x0x0x0x4x4,
0x0x0x0x0x8)
A = R( 8x0x0x8x0x0,
0x8x8x0x0x0,
0x0x16x0x0x0,
O0x0x0x16x0x0,
0x0x0x0x8x0,
0x0x0x0x0x38)
A = 2e3A,
whence
AftA = E{ 1x1x1x1x1x1)
tA/PA = B( 2x0x0x2x0x2,
O0x2x2x0x0x2,
O0x0x4x4x2x2)
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PA/BA = B 4x0x0x4x0x4,
0x4x4x0x0x4,
O0x0x8x8x0x0,
O0x0x0x8x0x4,
0x0x0x0x4x4)

SA/A = B( 8x0x0x8x%x0x0,
O0x8x8x0x0x0,
0x0x16x0x0x0,
0x0x0x16x0x0,
O0x0x0x0x8x0,
0x0x0x0x0x8),

in accordance with (E.2.3) and respecting the bound of (E.2.9).

Let
{€Xf|€E2f} ::XQR5XR6
{axbxexd|a+d=gb+c=40,c=2d} =Y C Ry xRy xR3xRy
{axbla=2b} =:Z C Ri xRy
{CXd'CEQd}:WgR3XR4

We want to calculate
Homp (W, Z/2%°) = Homp (W, Z/4)

(cf. E.3.2). The annihilator of 1 x 1 € W is generated over A by 4 x4 x 0 x 0 x 2 x 2, so that any element
a x b of Z/4 qualifies as an image of 1 x 1 under a A-morphism W — Z/4 (E.3.1). Thus, any such
morphism factors over
h
W — Z/4

1x1 — 1x1

0x2 — 2x0
An element a x b x cxdx e x f of " acts on Z iff @ x b is contained in Z, it acts on W iff ¢ x d is
contained in W.

In addition, this element commutes with h iff it satisfies the following ties.
a—dEgb—CE40.

Note that there is a pullback diagram

Y

w cxd

—

Z

Z/4 —dXx—c
k-linear bases for the radical layers of W := W/4 are given by
W)W = k(1x1)

W /W = k(2x0,0x 2)
CW /W = k(4 x 0),

similarly Z := Z/4. Moreover, Z Th> w.
We want to calculate
Hom(X,Y/2%°) = Hom(X, Y/4)

(cf. E.3.2). The annihilator of 1 x 1 € X is generated over A by 2 x —2 x 2 x —2 x 0 x 0, so that an
element a x b x ¢ x d of Y/4 qualifies as an image of 1 x 1 under a A-morphism X — Y/4 iff

ax —bxecx—de2Y/4).
(E.3.1). The condition on a x b X ¢ x d is equivalent to the requirement that

axbxexde (2x2x2x2)ACY/4,
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so that any such morphism factors over

X 2 v/

1x1 — 2x2x2x2
O0x2 — 0x4x4x0.

Anelement axbxecxdxex fofTactsonY iffaxbx —ecx —d€Y,it actson X iff e x f € X.
In addition, this element commutes with g iff it satisfies the following ties.
b+C—2f =16 a+d-—2e =g 0,
e—f =4 d—c.
k-linear bases for the radical layers of X := X /4 are given by
X/tX = K(1x1)
X /X = k(2x0,0x2)
X /3 X = k(0 x 4),
k-linear bases for the radical layers of Y := Y/4 are given by
Y&V = k(1 x-1x1x —1)

Y /Y = k(2X2x2x2,0x2x-2%x0, 0x0x4x—4)
Y /Y = k(4x0x0x4, 0x4x4x0,0x0x8x0)
Y /Y = k{0 x 8 x 8 x 0).

Thus, by the description of X —?+ ¥ on an R-linear basis given above, we obtain the following intuitive
picture.

S

Example E.3.6
Let R := Z(Q), k:= FQ, let

A;:{axa’xbxb’xcxc’xdxd'x(25)x(;ig) ‘

! ! — ! ! —
d—c¢ =4 b —a =9 0,
!

c =3 €,
fl =4 fl7
e—h =4 e'—h'EQO,
c+d+f =5 +d+f, [
et+e =4 fl+b+d =0,
2f1 =4 -V,
d =4 Cl—fl,

b—3d—f+29 =5 b —3d — f' +2¢'
—3a+b—c—d+2e—2f—29+2h+29 =16 —3a' +V - —d +2—-2f —29' +2h' +29 =30

gRlngxR3XR4xR5xR6xR7xR8x(ﬁﬁ)gx(gﬁ)w::f‘.

the indices denoting merely an ordering. A is the endomorphism ring of an indecomposable projective
lattice over ZSg (S 2.3.5). I am not quite content with this system of ties, nevertheless, it is possible
to handle it.

By (E.1.28), we obtain

A=PR{1x1x1x1x1Ix1x1Ix1x(g9)x(s9),
0x2x2x0x0x2x2x0x (39) x(00),
0x0x2x2x0x0x2x2x (93) % (03),
Ox0x0x4x0x0x0x4x(99) x(01),
0x0x0x0x2x2x2x2x (%9) x(5%29%),
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O0x0x0x0x0x4x4x0x
O0x0x0x0x0x0x4x4x
OXO0Ox0x0x0x0x0x8x
O0XO0x0x0x0x0x0x0x
O0XO0x0x0x0x0x0x0x
OXxO0Ox0x0x0x0x0x0x
O0XO0x0x0x0x0x0x0x
OXO0Ox0x0x0x0x0x0x
O0x0x0x0x0x0x0x0x
OXxO0Ox0x0x0x0x0x0x
O0XO0x0x0x0x0x0x0x
2X0x0x2x2x0x0x2x%
O0x2x2x0x0x2x2x0x
Ox0x2x2x0x0x2x2x
O0x0x0x4x0x0x0x4x
O0x0x0x0x2x2x2x2x
Ox0Ox0x0x0x4x4x0x
O0x0x0x0x0x0x4x4x
OXO0Ox0x0x0x0x0x8x
O0XO0x0x0x0x0x0x0x
OXxO0Ox0x0x0x0x0x0x
O0XO0x0x0x0x0x0x0x
OXxO0Ox0x0x0x0x0x0x
OXxO0Ox0x0x0x0x0x0x
O0XO0x0x0x0x0x0x0x
OXxO0Ox0x0x0x0x0x0x
O0XO0x0x0x0x0x0x0x
4x0x0x4x4x0x0x4x
O0x4x4x0x0x4x4x0x
O0x0x4x0x0x0x4x0x
O0x0x0x4x0x0x0x4x
O0x0x0x0x4x0x0x4x
Ox0x0x0x0x4x4x0x
O0x0x0x0x0x0x4x4x
OXOXx0x0x0x0x0x8x
O0XxO0x0x0x0x0x0x0x
OXO0Ox0x0x0x0x0x0x
OXO0OXx0x0x0x0x0x0x
O0x0x0x0x0x0x0x0x
OXO0OXx0x0x0x0x0x0x
O0x0x0x0x0x0x0x0x
OXO0OXx0x0x0x0x0x0x
OXO0OXx0x0x0x0x0x0x
8Xx0Ox0x8x0x0x0x0x
O0x8Xx8x0Ox0x0x0x0x
O0x0x8x0x0x0x8x0x
OXO0Ox0x8x0x0x0x8x
OXO0Ox0x0x8x0x0x8x
OXOx0x0x0x8x8x0x
O0XO0Ox0x0x0x0x8x0x
OXOx0x0x0x0x0x8x
O0XO0x0x0x0x0x0x0x
O0XO0x0x0x0x0x0x0x
OXxO0Ox0x0x0x0x0x0x
O0XO0x0x0x0x0x0x0x
OXxO0Ox0x0x0x0x0x0x
O0XO0x0x0x0x0x0x0x
OXO0Ox0x0x0x0x0x0x
O0XxO0x0x0x0x0x0x0x
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A = R{(16x0x0x0x0x0x0x0x
O0x16x0x0x0x0x0x0x
O0x0x16x0x0x0x0x0x
Ox0x0x16x0x0x0x0x
O0x0Ox0x0x16x0x0x0x
O0x0x0x0x0x16x0x0x
OX0Ox0x0x0x0x16x0x
O0x0x0x0x0x0x0x16x
0x0x0x0x0x0x0x0x(
0x0x0x0x0x0x0x0x(
0x0x0x0x0x0x0x0x(
0x0x0x0x0x0x0x0x(
0x0x0x0x0x0x0x0x(

(
(
(

X X X X X X X X

O0XO0x0x0x0x0x0x0x
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(
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O0x0x0x0x0x0x0x64x
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whence

A/tA
tA/?A

E(1x1x1x1x1x1x1x1x(g?)
E(2x0x0x2x2x0x0x2x (39)
0x2x2x0x0x2x2x0x (59)
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Examples

PA/BA = K

SA/A = K

A/PA = K

AN = B(32x0x0x0x0x0x0x0x

respecting the bound of (E.2.9).
Note that

4x0x0x4x4x0x0x4x
O0x4x4x0x0x4x4x0x
O0x0x4x0x0x0x4x0x
O0x0x0x4x0x0x0x4x
O0x0x0x0x4x0x0x4x
O0x0x0x0x0x4x4x0x
O0x0Ox0x0x0x0x4x4x
O0x0x0x0x0x0x0x0x
8XOXx0Ox8x0x0x0x0x
O0x8x8x0x0x0x0x0x
OXxO0Ox8x0x0x0x8x0x
OXxO0x0x8x0x0x0x8x
OXOx0x0x8x0x0x8x
OXxO0x0x0x0x8x8x0x
OXO0x0x0x0x0x8x0x
OXO0x0x0x0x0x0x8x
OXxO0x0x0x0x0x0x0x
OXxO0x0x0x0x0x0x0x
OxO0x0x0x0x0x0x0x
16 x0x0x0x0x0x0x0x
O0x16x0x0x0x0x0x0x
Ox0x16x0x0x0x0x0x
O0x0x0x16x0x0x0x0x
OxO0x0x0x16x0x0x0x
OXO0x0x0x0x16x0x0x
OxO0x0x0x0x0x16x0 x
OXO0x0x0x0x0x0x16 x
OxO0x0x0x0x0x0x0x
OXO0x0x0x0x0x0x0x
OXO0x0x0x0x0x0x0x
O0x0x0x0x0x0x0x0x

OOOOOOOOQ
BBROOOOKRO
P

oo - - ~

|
-

[=lelelelelelol Nl

o — o

CO0XAROOOPOOCO000000000000ORCOOORROOOOOCOOOCOOOOONONOCOON
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e v v e e e e e e e T L e e e e e e e e e
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COOORCOOOC0000000000000000000ROOA000000000000ONONON OO0 ARDOD

~ . =4
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BOOOOOO A~~~ OB NOOO0000000000000OOOONOO —

N e e e e e e e

— 0000 0000000000 OO — e e e e e e e e O e e

[l e e e e R s N L il Y =l=lelolololelolololelolololelelelel el ] Vo)

NN NN
X X X X

S~ o~

O0x32x0x0x0x0x0x0x
O0x0x32x0x0x0x0x0x
Ox0x0x32x0x0x0x0x
OxO0x0x0x32x0x0x0x

OXOx0x0x0x0x0x0x
Ox0x0x0x0x0x0x0x
OX0Ox0x0x0x0x0x0x
O0x0x0x0x0x0x0x0x

o = =lelelelel Jel=lelaelelolololelelololelelelo]
e e e OO0 0 0000000000000
e u v e e e e e e e e

COCXWR OO~
S~

Fr=dxdxdxdxdxdxdx4x(33) x(§9) € Z(A)

is an element satisfying the requirements of (E.2.5 ¢) with m = 2, viz.

#A C ®A C 7T
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The formula for rkz P = 8:(1-2)+2-(4-1) = 24 is in accordance with the observation that I(x! P/ttt P) = 12

for 4 large enough.

We drop the consideration of morphisms.
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Example E.3.7
Let R := Z(g), k:= F3, let

a—>b =9 C—dE30,
b =3 c,

A::{axbxcxd

}QR1XR2XR3XR4:IF.

the indices denoting merely an ordering. A is isomorphic to four of the endomorphism rings of indecom-
posable projective lattices over Z3)Ss (S 2.3.3).

By (E.1.28) we obtain
A R{ 1x1x1x1,
0x3x0x3,
0x0x3x3,
O0x0x0x9)
tA = R( 3x0x3x0,
0x3x0x3,
0x0x3x3,
O0x0x0x9)
A = R{ 9x0x0x0,
0x9x0x0,
0x0x9x0,
0x0x0x9)
A = R{ 27x0x0x0,
0x27x0x0,
0x0x27x0,
0x0x0x27)
= 3t2A,

whence
AJtA = k( 1x1x1x1)
tA/’A = k( 3x0x3x0, 0x3x0x3,
O0x0x3x3)
PA/BA = E(9Xx0x0x0, 0x9x0x0,
0x0x9%x0, 0x0x0x9),

in accordance with (E.2.3) and respecting the bound of (E.2.9).

Example E.3.8
Let R := Z(g), k:=Fj3, let

b+c =9 2a,

A:={axb><c a =5 b

}gRl XRQXR3::F.

the indices denoting merely an ordering. A is the endomorphism ring of an indecomposable projective
lattice over Z3)Sg (S 2.3.3).
By (E.1.28) we obtain
A=R{1x1x1, 0x3x-3 0x0x9)
tA = R{ 3x3x3, 0x3x-3, 0x0x9)
A = R{ 9x0x0, 0x9x0, 0x0x9)
®A = R{ 27x0x0, 0x27x0, 0x0x27)
= 3e2A,
whence
AJtA = k( 1x1x1)
tA/’A = k{ 3x3x3, 0x3x-3)
PA/BA = E(9x0x0, 0x9x0, 0x0x9),

in accordance with (E.2.3) and respecting the bound of (E.2.9).



Appendix F

757, quasiblocks

We are concerned with the integral quasiblocks Q* of the Sy, A running over the partitions
of 7. For lack of an index formula for quasiblocks (cf. S 1.1.3) we have to ask the reader who
wants to check the results, to establish his own algorithm that allows him to conclude by
integral linear algebra that the image of the respective ring morphism is surjective. Most
of the examples we give are well known [P 80/1, (IIL, §7)].

We remark that the quasiblocks Q* and Q’\I are isomorphic, since we may conjugate by the ‘Gram
matrix’ S» C» S¥*~ ~ SN (6.2.5) to pass from Q* to Q*, and backwards with roles of X' and A
interchanged.

We will not consider the ties at 7, which are known by (4.2.8).

F.1 The quasiblock Q&1L11)

Setup

Let A:=(2,1,1,1,1,1). A ring morphism ZSs — (Z)¢ having Q* as its image is given by

-1 0 0 0 0-—11

07010 01

(12) — 0 0 0-1 0 1

0 0 0 0—1-1

[ 00 0 0 0 1]

-0 0 0 0 0 17

-1 000 0-1

(1234567) — | 0701 0 0-1

0 0 0-1 0 1

[ 00 0 0-1-1/]

as we check via the modified Coxeter relations (S 1.2) and via a comparison of characters.
We shall make use of the possibility to give separate morphisms for the naive localizations at the prime
divisors of n!, yielding a global surjective morphism

287 — Qpy N Qfy N Qps) N QR € (Z)ns,

in a constructive, but not explicitely given manner (cf. S 2.2.1).
Moreover, we employ the language of Morita multiplicities (cf. S 2.2.1).

2,1,1111

The quasiblock QEQ]’ LLLD)

At the prime 2, this quasiblock is the full matrix ring,

(2,1,1,1,1,1) —

Q|

(Z)s-

249
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The quasiblock Qg]’u’lal,l)

At the prime 3, this quasiblock is the full matrix ring,

Q(2717171’171) —_

[3] (Z)G-

. 2,1,1,1,1.1
The quasiblock QE5]’ LLLD)
At the prime 5, this quasiblock is the full matrix ring,

0 = o

F.2 The quasiblock Q%211

Setup

A ring morphism ZS; — (Z)14 having Q(*21:1:1) a5 its image is given by

r—1 0 0 0 1 0 0 0—-1 0 O O 0 OF
0—-1 0 0-1 0 0 0 0 O 0-1 0 O
0 0-1 0 1. 0 0 0 0 0 0 0 0-1
0 0 0-1-1 0 0 0 00O O 0 0O
0 0 0 01 0 0 0 0 O OO0 o000
0 0000 0-10100¢00071

(12) o 0 0 0 0 0 0-1-1 0 0 0 0 O
0O 0 0 0 0 0 0 0 1 0 0 0 0O
o o0 0 0 0 0 0 0 0—-1 01 0-1
0O 0 0 0 0 0 0 OO0 O0-1-1 020
0O 0 0 0 0 0 0 O 0 OO0 1 00
0O 0 0 0 0 0 0 0 0 O0 0 0-1-1

L o 0 0 0 0 0 0 0 O 0 0 0 0 14

r—1 0 0 0 1 0 0 0—-1 0 O O 0 On
0—-1 0 0—-1 0 0 0 0 O 0-1 0 O
0 0-1 0 1 0 0 0 0 0 0 0 O0-1
0 0 0-1-1 0 0 0 0 0 0 0 O O
0 0 0 0 1 00 0 O0 O0O0OO0OO0TO0
00000 0101000001

(1234567) 0 0 0 0 0 0 0-1-1 0 0 0 O O
0 0 0 0 0 0 0 O 1 0 0 0 0O

o o0 0 0 0 0 0 O 0-1 01 0-1

o 0 0 0 0 0 0 OO0 O0-1-1 020

o 0 0 0 0 0 0 0 0 O0 0 1 0O

0O 0 0 0 0 0 0 O 0 O0 0 0-1-1

L 0 0 0 0 0 0 0 0O O 0 O 0 0 14

as we check via the modified Coxeter relations (S 1.2) and via a comparison of characters.

The quasiblock Qg]’2’1’1=1)

At the prime 2, this quasiblock is the full matrix ring,

QE22]72’171’1) = (Z)14.
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The quasiblock Q(?21:1:1)

The quasiblock Q%’ZLLI)

We conjugate the morphism given in the setup from the left by

T 1
[elelelelelelelelolelolololy]

OOOOOOOOOOOOI.I_A
00000000000101_‘
00000000001009_“
00000000010001_‘
00000000100004
00000001000001_‘
00000010000009_“
00000100000001_4
00001000000001_‘
00010000000004
00100000000001_‘
01000000000004
10000000000001_‘

to obtain the morphism

001_‘0001001_‘00?_“3
00.|_A000100J~00.I_A3
009_.000100?_.0046
11_A01_A101001_A001_A3
0040001001_.001_‘3
101_40001001_4001_43

Tm7eTiTeTTeTer
TN
TR
.I_AI.I_AO.I_:I_:lOl.I_AO.I,AlO
AT YT
.|_A11_A01_:|_A1011_A0000
1_.11_A01_:|_.1111_A0.|,A00
.ﬂl.ﬂO.ﬂOlOl.ﬂO.ﬂOO

—~
[a\]
i
~—

(1234567) —

, takes the form

(2,2,1,1,1)

The image of this morphism, naively localized at 3, i.e. the quasiblock Q[s]

13

The quasiblock QE52],2,1,1,1)

We conjugate the morphism given in the setup from the left by

T 1
COOCCOOOO0OOoOOO
[=lelelololelelelofololollo]
[=l=lelolelelelelolelelololo]

000010000001_‘17‘1_‘
OO0 OO0O0OOoO-HOOOO

OCOO0OO0CO0O0OOoHOOOOO

0000000117‘00011

COCOCCOO-HO-H=O—=OO
|

0000010017‘10001

[=l=lelelelelelelelelolel o]

001000000111_‘00
0100000001_41_‘001_‘
—HOOOCOOOO™= === Om
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to obtain the morphism

O_O.I_AOOOIOIQ_UJ.Q.I_:I_A
0000000000001_‘0
0000000001_‘0000
TECTETTIET TN

TTTTTTETTUY
TETTETTTIRTT
[=l=lelelelelelefelolel el

r
—

|
—

|

OHOOH—HOOHM—AN—HM
| | |

NNANANNN—=OINOCI0O

I
121012105m5005
| | |

22311231w50555

| | =

1
00— 07 00 N0 0 O
[ [ B
1 |
10400102400005
NH—=OONM—=OOIOW
[ | ,14_ |
owooo
- -

NNOCO—HF =~
| [ A

—~~
a
i
~

, takes the form

(2,2,1,1,1)

The image of this morphism, naively localized at 5, i.e. the quasiblock Q[s]

F.3 The quasiblock Q%21

Setup

A ring morphism ZS; — (Z)14 having Q221 as its image is given by

OOOOOOOOOOOO.I_AO
.I_AOOOOOOOO.I:I_:IAOO
00000000001_‘000
0000000001_‘0000
000000017‘000000
100011_‘10000000
000001_‘00000000
00001_‘000000000
.I_:I:I_:I.OOOOOOOOOO
001_.00000000000
04‘000000000000
40000000000000

0_1010000100001_“
.I,A2.|_A1.|_A001_4110011_A
TR
1,:1011_4017.0110101_4
17‘1010000010101_.
1,:11_:10000011,.11%
01000000010011_4
OOOOOOOOOOOOO.I_A
OOOOOOOOOOOO.I_AO
000000000001_‘00
000000000017.000
0000000001_‘0000

—~
a
i
~

(1234567) —

as we check via the modified Coxeter relations (S 1.2) and via a comparison of characters.
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The quasiblock Q2221

The quasiblock Qg]’Q’Q’l)

We conjugate the morphism given in the setup from the left by

r 1
[elelelelelelelelolelololely]
[elejelololelelolololelol o)
[=lejelololelelolololelololo)

[=lejelololelololellelolo o)

[=lejelolelelolelolele ol o)

000010001_‘17.00017.
[=lejelololelelololelolelolo)

0010000000404&

O-HO0000O0O—H——HOO
[

o000 0CO0O—H—HOOH

to obtain the morphism

0_17‘00000000111_:I_A
0000000000001_40
4‘004‘0000021212
41%0000000217.12
0000000001_‘0000
01001_.001_.301_A17.12
0001_‘017:11_‘200222
4%040000022404
.I_AOJ.OOOOOOOAAOOAA
40%00000004004

m10000001&0&0¢
TTETESTTITTT
42444144322036
100100000444&4
TSI
41000000011000
454&400&424464
TETTTTTT TN
TETATTATTIE
01111&010400%%
FONHNANNOIINOO
[ T O [
03414004440420
01000040240000
201214010%44%4

—~~
N
i
~

(1234567) —

, takes the form

(272’271)

The image of this morphism, naively localized at 2, i.e. the quasiblock Q[2]

6

8

The quasiblock Q%’ZM)

We conjugate the morphism given in the setup from the left by

000000000001_‘10
0000000000]_:100
OOOOOOOO.I_AOIOOO
[=l=jelelelalalalellelelele)
00000001_‘100000
0000001_‘1000000
0000017.10000000
COO0O0OHOOOOOOOO

[elelolollelelofolololololo)
CCO-HOOOOOOOoOCOO
COHOOOOOOOOOOO
(=l olelelelelelelelelololole)

—HOOOOOOOOOO0OOO
L I

to obtain the morphism

1100043%20%000
0000000001_‘0000
10001Q_u217.000000
10001410000000
000001_.00000000
OOOO.I_AOOOOOOOOO
.I_:l.l_fl.OOOOOOOOOO
OO.I_AOOOOOOOOOOO
O.I_AOOOOOOOOOOOO
.I_AOOOOOOOOOOOOO

—
N
i
~
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010000000101_:..09,‘
000000000000117.
0000000000014‘0
100000001_‘17.2%00
000000000011_.00
00000000101_‘000
00000000017.0000

(1234567) —

, takes the form

(272’271)

The image of this morphism, naively localized at 3, i.e. the quasiblock Q[3]

13

The quasiblock Qg]’2’2’1)

We conjugate the morphism given in the setup from the left by

T 1
[elejolololelololololelelol]
000000000000117.
000000000001017.
[=lejelolelelelolelelolelel)
000000000100017.
000000001000017.
[=lejelolelelelolelelelelel]

[=lejelolelellololelelelely]

COO0O0OHOOOOOOOH

|
[elelelelolelelelolelololely]
000100000000017.
[=l=lolelelelelelelelelelel)
010000000000017.
[al=lelololelolololelelolol]
L I

to obtain the morphism

110011_410010010
.ﬂlOOOOOOOlOOlKﬁ

T 1
010.10000.100004A
—HNAN—HOO—N—OO 10
[ ~
|
NN AN A A N = = O
O oA
|
—OO0OO—HO—-OO—O—OWw
| | | |
HO A O = O =10
| | |
4202000011010w
|
—HO—HOOOOO A 10
[ [ |
OCOOHOOOO—HHOOHO
| |
0101000010000_%_.«
—H—O—HOOOO————00C
[
O—HO-HOOOO-HOOHOWW
| | | |

—~
N
i
~

(1234567) —»

, takes the form

(2,2,2,1)

The image of this morphism, naively localized at 5, i.e. the quasiblock Q[5]

13
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A ring morphism ZS; —» (Z);5 having Q1111 as its image is given by

F.4 The quasiblock Q%L1

The quasiblock Q3:1:1:1:1)

Setup

0_00100017.00101_401_4
0000000000001_‘00
0100017‘00011_‘1000
00000000001_*0000
0000000001_‘00000
1000017‘117.1000000
000000017.0000000
OOOOOO.I_AOOOOOOOO
0000017‘000000000
l.ﬂl.l_AIOOOOOOOOOO
0001_.00000000000
OO.I_AOOOOOOOOOOOO
040000000000000
—HOOOOOOOOOOOoOOO

r 1
000100017‘00101_‘01

[=lelelelelelelelelelelelelo ]

00100017.001001_:10
[elelelololelelelololololely o)

COCOCOOO0OOOO0O-OO

OIOOO.I_AOOOI.I_AIOOO
COCOCOOO0OOO0O-HOOO

CO0O0O0O0O0O0O0OHOOOO
COO0C0CO0OO0OOHOOOOO

100001_:11,‘1000000
OCOO0O0O0O0O0O—HOOOOOO

COCOCOO0OO-HOOOOOOO
COO0CO0O0OHOOOOOOOO

OCOO0O0O-HOOOOOOOOO
L 1

—~
[}
i
~—

(1234567) —

as we check via the modified Coxeter relations (S 1.2) and via a comparison of characters.
We conjugate the morphism given in the setup from the left by

The quasiblock Qg],l,l,u)

POOOOOOOOOOO.I_:I:H.
AOOOOOOOOOO.I_AIO.I?.
100000000017‘1001
100000001_‘100001
10000017.10000001
100017‘1000000001
4001_‘100000000017.
101_‘100000000001
.I7:|_410000000000017.
4100000000000017.
1_A00000000000001_.

to obtain the morphism

0_2224224022440%
S I R B
R N A S ]
OOO.I_AOOOOOOOOOOO
0017‘000000000000
O.I_AOOOOOOOOOOOOO

ODNNNFANNFONNFFO00
D [ «

410014240241104
000017‘0001000000
200041010000002
000017‘0100000000
NOOONANNNNNNTFNNO
N — N

—
N
i
~

(1234567) —

, takes the form

(371’17171)

The image of this morphism, naively localized at 2, i.e. the quasiblock Q[Q]
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14

’

(3,1,1,1,1)

NB the Specht lattice S((g)’l’l’l’l), appearing as a column of (Z)5, is not projective over Q(2)

although Qgsl’l’l’l) is a Gram order. Cf. also [J 78, 23.10 iii].

The quasiblock Qg],l,l,u)

At the prime 3, this quasiblock is the full matrix ring,

Qg]’l’l’l’l) = (Z)15-

(3,1,1,1,1)

[

5]
At the prime 5, this quasiblock is the full matrix ring,

The quasiblock @)

(Z)15.

3,1,1,1,1)

(5]

Q

F.5 The quasiblock Q%)

Setup

A ring morphism ZS; — (Z)35 having Q-1 as its image is given by

-00000.I_.000000001000001000017.00001O.I_.Ol_
00001_.00000000100000100001_.00000001_.10
000000000000000000000000000000001_.00
0000000000000100000000001_.000001_.1000
0000000000000000000000000000001_.0000
001_.0000000010000000017.0100101_.0100000
0000000000000000000000000001_.0000000
.I_.OOOOOOOOI0000000000000014.100000000
000000000000000000000000017.000000000
0000000000000000000000001_.0000000000
00000000001000000001_.0017‘100000000000
00000000000000000000004.000000000000
0000000001000000000117.10000000000000
000000000000000000004.00000000000000
00000000000000000001_.000000000000000
01001_.000001_.0010017‘100000000000000000
00000000000000004.000000000000000000
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(1234567)

as we check via the modified Coxeter relations (S 1.2) and via a comparison of characters.

The quasiblock Qfy™""
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3

The image of this morphism, naively localized at 2, i.e. the quasiblock Q[Z]’M’l), takes the form

14

20

An equivalent description of Qgim’l) is given in [P 80/1, (II1.12)].

The quasiblock Q{3*""

We conjugate the morphism given in the setup from the left by
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, takes the form

(32’L1)

The image of this morphism, naively localized at 3, i.e. the quasiblock Q[3]

13

20

is given in [P 80/1, (II1.10)].

(327L1)

An equivalent description of ) 3

The quasiblock QE;’]’Q’I’”

At the prime 5, this quasiblock is the full matrix ring,

(Z)3s-

(3,2,1,1)
Qs

F.6 The quasiblock Q22

Setup

A ring morphism ZS; — (Z)s; having Q©»22) as its image is given by

T
JﬁUOJﬁUO110ﬂXU01ﬂ00XU0110J§U1

—OO0OO0OO—HOOOO-OOOOOOO=—O

070000000000000000017‘00
0nXUOAUﬂXU0nU01ﬂnXU0nU01ﬂlnXU0
0nuonXUﬂXUOngUOnUOﬂXU01ﬂonXU0
011041U01ﬂ01iU01101ﬂ01ﬁU0nU00
11OﬂXUOJiUOnU01:UOJ:10nUOﬂXUO
ﬂZUOnUOﬂXUOnUOﬂﬁU01ﬂOﬂXUOHXUO
000000000011_‘100000000
0ﬂZUOAUﬂXUOnXUO1ﬂ00XU0nU00XU0
0nuonXUﬂXUOnU01ﬂﬂZUOnUOnUOﬂXUO
ﬂﬁUOnUOJﬁU01ﬂ1ﬂZUOnUOﬂXUOﬂXUO
0nXUOAUﬂﬁU01ﬂ0nUnXUOAUOnUODXUO
ﬂZUOnU01LA1ﬁU0nU00XU0nUﬂXU0nU0
OOOOOO.I_AOOOOOOOOOOOOOO
ﬂXU0nUOJﬁUOnUOﬂXUOnUOﬂXUOnXUO
1ﬂ004:10OnXUOOnUOOnﬁUODXUOO
ﬂﬁU01ﬂOﬂXUOAUOQZUOnUOHXUOHXUO
1JflnXUOnUOﬂXUOnUOﬂXUOnUOﬂXUO
01ﬂOOnﬂUOOXUOOnUOOnXUOHXUOO
400000000000000000000

—~
a
i
~—



261

The quasiblock Q2?2

r
10011000001410001%001
| |
CO0C000000000000000OH

—HO0HOOHOOOO—~OOOO—HO—HO —
| I | I
Sleleleleloletete T e et Tt YT T Y

.I_AOOOOIOOOO.I_AOOOOOOO.I,AIO
1_400000101_A001_A0101_A101,A01
O.I_AOOOOIOOOO.I_AOOO.I_AOOOOI
.I_A0000100001_A00117AOOO17AIO
.I_AOOOOIOOOO.I_AOOO.I?AOOOOIO
10000%000010017.0000100
[=lelelelelelelelelelelolelolololollelo Y]

00000000001_‘000001_41000
00000000001_‘11_40001_‘1000
000000000011_‘000010000

COO00CO0O0OO0OHOOOOOOOOOOO
OCOCCO-HOO=HOOOOCOOOOOOO

| |
OOOOO.I_AI.I_:I_:I.OOOOOOOOOOO
0000011_.01000000000000

(1234567) —»

as we check via the modified Coxeter relations (S 1.2) and via a comparison of characters.

The quasiblock Q5™

We conjugate the morphism given in the setup from the left by

T
[=lelelololelelelolelelelelofelelolo ool ]

00000000000000000001%
000000000000000000104‘
000000000000000001001_.
000000000000000010001_‘
000000000000000100001_4
000000000000001000001_‘
00000000000001000000%
000000000000100000001_4
00000000000100000000%
000000000010000000001_4
00000000010000000000%
000000001000000000001_‘
000000010000000000001_‘
000000100000000000001_4
00000100000000000000%
000010000000000000001_.
00010000000000000000%
001000000000000000001_4
010000000000000000001_‘
100000000000000000001_‘

to obtain the morphism

._I_AOO.I_AOOIOOOOJ.OOOO.IAO.I_AOOQ
400%0110004%000010414
.I_AOO.I_.OOIOOOOJ.OOOOIOO_HOAA
.I_AOO.I_AOO.IAOOO.I_:If.OOOOO.IA.I_AOAA
1_4001_‘001000017.0000001_404
0001_‘04.100014.01_‘10101_‘02
.I_AOO.I_AOOIOOOOJ.O.I_AOOIO.I_AOAA
.I_AOO.I_AOOIOOOIJTLOOOIO.I_AOQ
.I_AOO.I_AOO.IA0000?7‘0000101_‘04A
.I_A00.|_A001000.|_A4|7.000010.|_A04
.I_AOO.I_AOOIO.I_AOOJ.OOOOIO.I_AOAA
.I_A00.|_40101000¢I7.0000101_402
.I_AOO.I_AOOOOOOOJ.OOOOIO.I_AOAA
.I_AOO.I_.OJ.IOOOOJ.OOOOIO.I_.OAA
4009_7101000017.0000101_‘04
.I_A.ﬂ0.|_400100004.0000101_404
400%001000017.0000101_‘04

4001_‘110000017.100011_‘1_412
JHOO.I_AIIOOOOO‘I,AII.I_AOI.I_TI_AIQ
400410000000000000002
.I_AOO.I_AI.I,AOO.I_AIIJ.IOOOI.I_AOOQ
.I_AOO.I_AI.I,AI.I,:I_AII.I,.IOUOI.I_AUOQ
.I_AOO.I_AI.I,AO,I,.OII‘I,:lOOOl.I_AOOQ
.I_A00.|_A11.|_A01011,.100011_A000

—
N
i
~

(1234567) —

3

The image of this morphism, naively localized at 2, i.e. the quasiblock Q[Q]’Z’Z), takes the form
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20

The quasiblock QS’]’M)

We conjugate the morphism given in the setup from the left by

T
[=lelelelololelelololeleleloelelelelo ool o]

000000000000001_‘000010
(=l lelalolelelololelelelolojelelolololelo]
| |

[=lelelelelelelelelelelelelelolelobyle)el]
[=l=lelelelelelelelelelelelelelelololo o]
[=lelelelelelelelelelelelelelolyle]lo]elel]
OO0 O0O0O0O0O0OOO0OO0OHOOOOOO
[=lelelolelelslelolelelelolofolelololololo]
[=l=lelelelelelelelelelelylolelelololo o]
OC—HOOOOOOOOO—~HOOO-H—-OOO

| 1
000000%00010000000000
000000040100000000000
000010000440400444044
[SY=teletat=to el falo e fo I la Yo I= T Yo o)
CO0COHOOOO—HONOO—NNO —

[ [ A
CO0OCOO-HOOOOOOOOO0O000
000000001004000000000
COO-HOOOOHOOOOOOOOOHOO

| |

OCCCOOCOOO0O0OOO0OHOOOOOOOOO
[=l=lelelelelelelelelelelelelelelelolylelo]

to obtain the morphism

AOOOOOOOOOOOOOOOOOQO
00000000000000000017.00
00000000000000001_‘0000
00000000000001_‘0000000
001_‘0001_‘00010200011000
00000000001_‘0000000000
0001_‘00002000000000000
000001_‘110010200122011
0000001_‘00000000000000
000400003000000000000
004000000000300003000
ONOOOOOOOOOO0OOOOOOOMO

I
HAAAAHOOMMMOLOOMMOOLOM
[ A

._I_AO.I_:I_A001_403131_A300021111
COO0O0O0COO0O0COOOOoOOHOOOOHO

I
0000%11_‘?_‘0210%0011_‘1_‘011
OOOOAI.I_AQ_UOQUIO.I_AOOI.I_:I_AOII

—~
[a\]
i
~

(1234567) —

The image of this morphism, naively localized at 3, i.e. the quasiblock Qg],z,z), takes the form

15
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The quasiblock Q2?2

The quasiblock Qg,],m)

We conjugate the morphism given in the setup from the left by

_000000000000000000001
[=lelelolelelalelelelelelelolelolololole o]
[elelolololelololelelelelololelolo ol ool
[elelelolelelelelolelolelolololo ol ool
[=l=lelelelelelelolelelelelolelelolo ool
OCOO0O0O0OO0O0O0COOO0O0OOOHOOOOO
[elelololelelololelelelelofololelo ool o]
[=lelalolelelalelelelelelololele ool ool
OCOO0O0O0O0O0O0O0O0O0O—HOOOOOOOO
CO0O0O0O00OOO0OHOOOOOOOOO
CO0O0OOCOOO—HOOOOOOOOOO
COCOO0OOO0O0OOHOOOOOOOOOOO
OCOO0O0O0O0O0O—HOOOOOOOOOOOO

00100000J.I1_A1,A211,A.|_A1_A1,A202
—HOOOOOOONHHANNONO—HONN—

to obtain the morphism

1_4000010001_‘%49_“1_‘41497“012
00000000000000000017‘00
000000000017‘000001_‘1000
00000000000000001_‘0000
00000000000001_‘0000000
000000000011_‘100000000
00000000000]_‘000000000
00000000004‘0000000000
00000%001310014%221?_..44
000000001_‘000000000000
00000017.10000000000000
00000017.00000000000000
—HHONOMOOINNO IO ININOOOOW
— —

r
HOOHHOCONNOO—HNMO — = 1010
| | [ |
[Slelelololetoletlele Tt tete YTt =Yt

1_4001_‘00101_4217‘:_uA_1Q_u40101A_13
[elelolololelolelolelelelololololo ool

.I_AOOOOIOOO.I_AJunﬂJfI_AA.lQ_unﬂOl?H
1_40000010011,7“_14021_41_400?_.2
.I_AOOOOIOOO.I_AJunﬂJHOQulQ_unﬁOlnA
.I_AOOOOIOOO.I_AJVJHJTI_AQQIJUJHIIQ
10000%000132204,.4‘32004
[elelelolelelelelolelolelololololol ool

310102200000050050000

[
COHOHNHO O ININININ NI IO IO IO
[ [ [ R

COCO-HOHOIOOOOOOOOOO HOOMHHHO OO IO
I [ [ [ A |
NMOCNOHOOOOINOODININO OO NMANCNHNHOOOIININOOO OO
I | | |
FOHHOOMOIINOIWOIOOO ow WOHINMO 0010010 OO0 W00
I I [
NOHOMMNOOOIMNNININOOOOOI FOHAHNMN—HOOOOINIINOOOOD
[ | 1 |
NOOCHOIHOOOOIO OO OO HOOMHMMO OO IO IO IO
I | | |
L L ]
~—~ —
[} D~
— Ne
~ Yo
NN
o
[}
—
~

The image of this morphism, naively localized at 5, i.e. the quasiblock QES]’2’2), takes the form

13
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F.7 The quasiblock Q®*11)

Setup

A ring morphism ZS; — (Z)0 having Q*11D) as its image is given by

_0000000.ﬂ00000100.ﬂ001_
000017‘000001000001_:100
00000000000000001_‘000
001_*0000000010.%010000
00000000000001_‘000000
4.00000000011_310000000
000000000001_‘00000000
000000000017.000000000
001_*00101_*010000000000
01_‘001001_.100000000000
OOOOOOO.I_AOOOOOOOOOOOO
.I7.00011_410000000000000
000001_‘00000000000000
0000%000000000000000
4.14:10000000000000000
001_.00000000000000000
0%000000000000000000
.I,.OOOOOOOOOOOOOOOOOOO

—~~
N
i
~

_0000000001000001_‘0011_4
00000000100000%0010%
00000001000004‘001001_‘
0000000000000000000%
0000000000000000001_‘0
00001000004‘000001%00
00000000000000000]_‘00
000000000000000017.000
00010000000017.011_40000
0000000000000001_‘0000
01000000001_‘001.%00000
000000000000001_.00000
00000000000001_‘000000
10000000001_‘117.0000000
00000000000017.0000000
000000000001_‘00000000
00000000001_‘000000000

(1234567) —

as we check via the modified Coxeter relations (S 1.2) and via a comparison of characters.

The quasiblock Q"""

We conjugate the morphism given in the setup from the left by

_000000000100001.ﬂ12n%0_
[=l=lelelelelelelelelelelelelolelylelolo)

0000000001000111_41140
00000001_*01100011_A121_A1
0000000002001014224%
00000000020100142140

OCO—HO———OOMM———0O©—~~©ON
| [ O B

|
0%00100001000000004‘0
0000000012000014124_10
01_‘010020017.2000:%044‘51
00000011_41_‘17.00001_‘104‘41
.ﬂOOOQOIO.I_AJOO.I_:I_AOJUGJJOHI
11000%01_‘01010017.1_A1_A031_A0




The quasiblock Q(4,1,1,1)

to obtain the morphism

- 17 10 30 10 6 42 10 16 21 16 4 14 21 5 12 16 0 4
-3 -5 -2 —4 -1 =2 0 1 2 =2 0 1 -1 0 1 -2 0 1
—1 6 -3 4 -1 —4 2 2 0 5 1 0 2 1 [ 5 0 0
-5 -8 -10 -5 -1 —-16 -8 —-12 —-14 —-15 -3 —-10 —14 -3 -7 —15 0 —4

4 16 2 12 -1 4 7 12 6 19 3 6 16 1 4 19 0 2
-8 -12 —-12-10 -2 -17 -7 -11 -10 -—-14 -3 -7 —-14 -3 —6 —14 0 -2
—-10-14 —-24-10 -2 -38 —-18 —26 —-37 —-33 -7 —26 —31 -8 —18 —-33 0-10
4 -2 6 2 2 6 -3 —4 -5 =8 O -5 -4 -1 -1 -8 0 -3
16 10 30 10 42 10 16 22 16 4 14 21 5 12 16 0 4
86 48 48 94 81 13 64 65 21 40 82 0 25

(12) 24 36 58 18

6

4
10 8 12 8 4 16 0 6 -3 2 1 -2 7 1 1 2 0 -2
8 2 14 4 2 18 5 5 11 6 1 6 7T 2 6 6 0 2
-2 0 -2 -2 0 -2 1 -2 3 1 0 2 -1 1 0 1 0 1
0 2 0 0 0 1 0 p 3 0 2 1 1 0 3 0 1
16 40 48 20 —2 80 58 70 114 106 18 82 86 22 51 106 0 34
—18 -20 —46 -8 —4 —66 —34 —30 —70 —52 —8 —46 —42-16 —29 —53 0 -—18
4 6 28 —4 —2 46 34 26 80 54 6 56 38 16 31 54 —1 24
14 26 46 10 0 74 48 54 102 82 14 T2 68 22 45 82 0 29

O 0 -4 0 0 —6 —4 0 —-10 -4 -2 -6 —2 -2 —4 —4 0 -2

0 -3 -3 1 -2 -2 0 0 1 0 0 -2 0 O
-3 -2 -5 -1 o -8 5 -7 -7 -6 -2 -5 -7 0-5 -6 0 -2 —

3 —-16 -4 -9 -7-11 -2 —-6-12 -3 —4-11 0 -2 —

1

0
4
4
1
-7 -9 —-10—-10 —4 -—14 1 -6 -2 -6 -1 -2 -9 -3 -1 —6 0 0 -1
8 11 12 8 3 17 5 9 8 12 2 6 12 3 4 12 0 2 4
20 4 32 8 6 40 7 7 10 2 3 4 10 1 9 2 0 -1 4
0

1

5

0

0

5

2 -2 2 2 0 2 -1 0 -1 -2 0 -3 -2 -1 1 -3 0 -1
716 —2 —_1[2 0 —2 —-12 —4 -1 —4 -1 0 -1 —:7 0 -2 -1 0 0 -
—42 -6 — -8 —-12 —96 —21 —16 —36 —13 —8 —15 —17 —8 —23 —11 —1 —1 —
(1234567) 0—12 4 —6 —2 4 0 -2 1 -9 1 0 —4 -1 3 -8 0 -1
0 0 -2 2 0 —2 -2 2 -2 0 0 0 3 —1 0 0 0 0
-8 -2 —14 -2 -2 -20 —5 -7-10 -7 -2 -7 —9 -2 -6 -7 0 -2 —
2 0 2 0 2 2 -2 —4 —4 -1 -3 -1 -2 —4 0 -1 -2
—64 —14 —110 —26 —18 —146 —30 —40 —56 —26 —16 —28 46 —10 —41 —24 —1 -3 —26 —3
32 8 58 4 8 78 24 20 40 22 8 20 20 8 23 20 1 5 18 —6
—-36 10 —70 0 —6 —90—24 —16 —44 -8 —-10-18 -14 —6—-30 —6—1 —2-19 10
—66 —26 —112 —28 —18 —152 —42 —52 —76 —50 —18 —40 —58 —14 —48 —46 —2 —10 —37 2
116 28 204 34 34 270 62 64 110 52 26 56 78 22 71 49 2 8 48 —2
18 4 32 4 6 44 8 10 16 8 4 12 16 4 10 9 0 2 7 1]

HFONNAROONWIIHWOR

The image of this morphism, naively localized at 2, i.e. the quasiblock Q(4’1’1’1), takes the form

6 8 6
a
2
2 2 a

a  T11 =2 T33

The quasiblock Q (41,1,

At the prime 3, this quasiblock is the full matrix ring,

Q" = ()20

The quasiblock Q5"

At the prime 5, this quasiblock is the full matrix ring,

QE:]’M’I) = (Z)20-

—62 —76 —144 —48 —12 —216 —108 —124 —222 —184 —34 —152 —162 —46 —102 —184 0 —58 —105 24

265

10 27
1 -1

0 1

-7 -1
4 5

-5 -3
—18 1
-3 1
10 2
43 —12
-1 6
5 —1

1 -3

1 -1

56 —12
—31 12
37 —22
49 —16
—4 5]
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Appendix G

Some centers

We give a list of centers, calculated via the method given in (1.1.11). Z(ZSy)j3 and
Z(ZS10)[2) could not be simplified down to a more or less presentable form yet. Also
the examples we present leave something to desire. We have been interested in particular in
blocks of weight 2, which are of defect 3 for p = 2, and of defect 2 for p > 2 [JK 81, 6.2.45].
Cf. [En 90, Th. 11], [Br 88, 1.4.(1)].

Z(1Ss)

Let the correspondence of the rational factors to the partitions be

We obtain, in abridged notation,

Z(ZSg)[3] l’{ .Z'l =3 .’L‘2 =3 3:3 }

Z(ZS))

Let the correspondence of the rational factors to the partitions be

Ul W N~
NSNS AN
NN N — -

We obtain, in abridged notation,

Z(ZSs)g > { a' +2? =5 2® +2' =5 225, 2! =, 2" =27 }

Z(ZS4)[3] L’{ z! =3 x? =3 z° }

266



Z(ZSs) 267

Z(ZS5)

Let the correspondence of the rational factors to the partitions be as in (2.2.1), viz.

N OOt W N
ANANAN NN N AN

We obtain, in abridged notation (cf. 1.1.11),
Z(Z2Ss5) 12 = { 2?4+ 28 =g o' + 22 =3 227, 27 =5 2! =4 25,
23 =5 2}
Z(ZS5)[3] l’{ .Z'l =3 .’L’4 =3 .’176,
z? =3 2% =3 25}

Z(ZS5)[5] l>{ .'L'l =5 IL'2 =5 323 =5 .'134 =5 .'L'7}.

Note that Z(ZSs)[5) is also known by (4.2.8).

Z(Z.Ss)

Let the correspondence of the rational factors to the partitions be as in (2.3.1), viz.

N~ = NNNN -~ -
== = NN e e

= O OO0 O Ot W
NN AN AN NN N N S S
W W WNNDNDNNDNF -

= =

We obtain, in abridged notation,

Z(ZS6)[p) = { 2® +2® =5 227, 2 + 2% =14 2° + 2%, 2! +2° =5 2% + 27,
23 =4 2°, 23 4+ 25 =5 229, 2% + 2t + 2% + 28 =16 2% + 210
ol = 23, 23 + 2t =16 2% + 27, 2! + 27 =4 2210}

Z(ZSe);3) = { a* + 27 =9 221, 2" + 2% =9 22", 2° + 210 = 2211,
23 + 210 =4 227, 2 + 28 =4 229,
77 =3 28 =3 2% =3 2!}

Z(ZSﬁ)[s] L’{ .CL'I =5 582 =5 513'5 =5 IL‘6 =5 .CL'll}.
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AV

Some centers

Let the correspondence of the rational factors to the partitions be

~

[y
~

T o —

OO U WN -
NN AN AN AN AN SN
W o OOt O
W N W N~

— =
NN
—
=

We obtain, in abridged notation,

10 :
11 :
12 :
13 :
14 :
15 :

Py

NIPIVERNGD)
—_
~

P—‘NM}\DWWW
HENND NN
EEENDE =N
= e e

Z(ZS7)) = { ' 4 22° 4 2® =16 27 + 221 4+ 2", 29 + 2% =5 243,

2t 4+ 22 =g 2218, 2% 4+ 213 =, 28 + 2°,
o+ 28 420 + o1l =g 225 + 2013, 28 4 2° =y 26 + 210
28 + 110 =5 229, 26 =, 28 =, 2 =, 21! =, 210,

22+ ™ =g 2$7, 25+ z!? =4 2x7, =, 22 =, $14}

Z(ZS7)5 > { o' +2'® =9 227, 2% + 2% =9 225, 2° + 28 =9 227,
210 4 218 =4 2m12, 28 + 210 =4 2.7[3’7, 25 =527 =3 210 =4 m12,

2

2?2 =32

— 11
=3I,

28 =3 2! =3 24}
Z(ZS7)5) = { 2® =5 2% =5 2° =5 2'? =5 2,

z! =5 2° =5 28 =5 213 =5 211}

Z(ZS7)[7] L>{ .731 =7 JL'Z =7 .'13'4 =7 SL'7 =7 .7311 =7 .’1314 =7 5615}.

Note that Z(ZSr)[7) is also known by (4.2.8).

7(ZSs)

Let the correspondence of the rational factors to the partitions be

1: (8) 12 : (4,1,1,1,1)

2 : (7,1) 13 : (3,3,2)

3 : (6,2) 14 : (3,3,1,1)

4 : (6,1,1) 15 : (3,2,2,1)

5 : (5,3) 16 : (3,2,1,1,1)

6 : (5,2,1) 17 : (3,1,1,1,1,1)
7 : (5,1,1,1) 18 : (2,2,2,2)

8 : (4,4) 19 : (2,2,2,1,1)

9 : (4,3,1) 20 : (2,2,1,1,1,1)
10 : (4,2,2) 21 : (2,1,1,1,1,1,1)
11 : (4,2,1,1) 22 : (1,1,1,1,1,1,1,1).
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We obtain, in abridged notation,

Z(ZSg) ) = { z' +22% + 27 + 82'? + 8z =195 2t + 22" + 2?2 + 8210 + 821,
P47 +2° =16 2 + 25 + 219, 29 4 2214 =, 215 + 2010,
20 = 215, 07 =5 212, 2! =4 23, 27 + 22° + 217 =4 2* + 2215 + 212,
zt + 227 4+ 229 4+ 2212 4 2213 4 2215 4+ 217 = 95 42° + 228 4 2218 4 4220,
ot 4+ 27 + 428 =g, 821, 2 + 2 =5 2210, 27 + 22 =3, 2218,
2 + 22! + 24z =155 425 + 4210 + 828 + 818 + 2213,
x7 4+ 4z + 42?4 22! =¢4 2218 + 8210,
22% + 27 + 228 + 212 + 2218 4+ 4219 =195 629 + 2z + 6x15,
2% + 3011 4 3013 4 215 =g, 4210 + 4714, 209 4 213 4 218 =gy 2212 4 48 4 11
20 4+ 213 4 217 =gy 211 4 212 4 g15. o7 4 217 =, 2415,

28 =, 216}

Z(ZSs)z) > { «' 4 28 =9 227, 2° 4 25 = 227, 2'® + 2*! =9 227,
z® + 27 =g 224, 218 4 220 =4 2214,
3&'1 =3 1’5 =3 .’L’6 =3 1’7 =3 3&'9 =3 .’E14 =3 .1,'18 =3 1'20 =3 3&'21,
219 4 10 =g 2512, 19 4 16 =g 2515 43 4 48 =, 9510,
22 + 28 =4 2215, 22 4 212 =4 2272,

z? =3 2% =5 28 =3 210 =3 212 =5 215 =3 216 =3 210 =5 22,
zt =3 213 =3 217}
Z(ZSg)[g,] — { 1‘1 =5 :L‘8 =5 .TL‘14 =5 .1‘16 =5 1:17,
1‘4 =5 .CL'6 =5 .TL‘IO =5 .CL‘IS =5 1‘22,
1? =5 2° =5 '3 =5 2% =5 2}
Z(ZSg)[ﬂ — { iL‘l =7 .’23'3 =7 ;L'G =7 .'L'H =7 51316 =7 5620 =7 5622}.

Z(ZSy), up to the place 2

The following result has been obtained using MAPLE, in particular, using its routines ismith and ihermite.

Let the correspondence of the rational factors to the partitions be

1:(9) 16 : (4,2,2,1)

2 : (1,1,1,1,1,1,1,1,1) 17 ¢ (5,1,1,1,1)

3 :(2,1,1,1,1,1,1,1) 18 : (5,4)

4 : (8,1) 19 : (2,2,2,2,1)

5 : (6,3) 20 : (3,3,2,1)

6 : (2,2,2,1,1,1) 21 : (4,3,2)

7 : (6,1,1,1) 22 : (3,3,1,1,1)

8 : (4,1,1,1,1,1) 23 : (5,2,2)

9 : (5,3,1) 24 : (3,2,1,1,1,1)
10 : (3,2,2,1,1) 25 : (6,2,1)

11 : (5,2,1,1) 26 : (3,3,3)

12 @ (4,2,1,1,1) 27 : (3,1,1,1,1,1,1)
13 : (4,4,1) 28 : (7,1,1)

14 : (3,2,2,2) 29 : (7,2)

15 : (4,3,1,1) 30 : (2,2,1,1,1,1,1).
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We obtain, in abridged notation,

Z(Z39)[2]

~

—

?

Some centers

Z(ZSy)z > { a' 4 32°* =g1 2% + 275, 2% + 32 + 327 + 32 =g 2°7 + 32'® 4 329 + 32,
25+ 307! =g, 2 + 321°, ot 1 3020 =4, 227 + 325,
228 + 325 + 3227 + 9228 =41 27 + 32'® + 322 + 3222 + 322° + 3276,
4227 + 325 + 622% =g1 217 + 3210 + 3220 4 3224 + 3226,
7 4+ 4227 + 5228 =g1 28 + 3224 + 622°, 22 + 5227 + 3220 + 322! + 3224 =g, 9225 + 6226,
22T 4 1% =g 228 + o140 22T 4 2517 4 6220 =g 3214 + 3222 4 3223
21T 4 227 4 228 =y, 3220 18 4 9421 =g 419 4 9420
219 4 g21 =g 228, 20 | 426 =g 921 421 | 428 = 425 | ;26
2% 43222 =y 227 + 3223, 222 4+ 02 = 220 4 225,

513'24 + $25 =9 22[328, .'L'25 =5 113'26 =3z 28 =g 55'27,

32'11 =3 3715 = $307
21?2 =5 716 =, 22°}
(ZSQ) —{z L=5 28 =5 212 =5 213 =5 215,
2?2 =5 27 =5 2! =5 21 =5 29,
23 =5 29 =5 219 =4 22! =5 228,
SLA =5 T 10 =5 .'13'18 =5 513'20 =5 55'27,
2% =5 25 =5 2% =5 22 =; 2%}
(ZSQ) —— { z! =7 z3 =7 z° =7 z° =7 z1® =7 z%2 =7 .’23'30
1'2 =7 .’E4 =7 .Z'G =7 T 10 =7 .’L’16 =7 .’L'23 =7 .1'29}.

Z(ZS81y), up to the place 2

The following result has been obtained using MAPLE, in particular, using its routines ismith and ihermite.

Let the correspondence of the rational factors to the partitions be

1 : (10) 22 : (4,2,2,2)

2 :(1,1,1,1,1,1,1,1,1,1) 23 : (4,3,2,1)

3 :(2,1,1,1,1,1,1,1,1) 24 : (4,3,3)

4 :(9,1) 25 : (3,3,3,1)

5 : (7,3) 26 : (4,2,2,1,1)

6 : (2,2,2,1,1,1,1) 27 : (5,3,1,1)

7 (7,1,1,1) 28 : (6,4)

8 : (4,1,1,1,1,1,1) 29 : (2,2,2,2,1,1)
9 : (6,3,1) 30 : (3,3,2,2)

10 : (3,2,2,1,1,1) 31 : (4,4,2)

11 : (6,2,1,1) 32 : (3,3,1,1,1,1)
12 : (4,2,1,1,1,1) 33 : (6,2,2)

13 : (5,5) 34 : (3,2,2,2,1)

14 : (2,2,2,2,2) 35 : (5,4,1)

15 : (5,3,2) 36 : (3,1,1,1,1,1,1,1)
16 : (3,3,2,1,1) 37 : (8,1,1)

17 = (5,2,2,1) 38 : (5,2,1,1,1)

18 : (4,3,1,1,1) 39 : (7,2,1)

19 : (5,1,1,1,1,1) 40 : (3,2,1,1,1,1,1)
20 : (6,1,1,1,1) 41 : (8,2)

21 : (4,4,1,1) 42 @ (2,2,1,1,1,1,1,1)
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We obtain, in abridged notation,

Z(ZSIO)[2] —

?

Z(ZS10)5 =+ { =' + 328 =g 2*? 4 325, 2! + 322 + 3210 =gy 2% + 322! 4 3277,

32° + 3217 + 3272 + 3223 + 42%9 4 6210 + 221 =g, 24212

32° 4+ 3217 + 3222 4+ 2240 4 212 =4; 328 + 328 + 322 4 2230 4 M,
2 4+ 622 + 2239 =4 327 + 3224 + 3275,

327 4 622! + 239 + 624! =51 328 + 6222 + 240 + 6242,

' + 2238 + 6217 + 628 + 622! + 6222 + 3230 + 62! =51 3622,
'+ 622! + 3239 + 32! =51 22 4 6222 + 3238 + 3270,

3213 + 3222 + 6224 + 6240 + 22*! =g; 3z + 322! + 622° + 6239 + 2242,
2™ 4+ 3217 + 3218 + 322! + 3223 + 242 =g; 32 + 622° + 2238 + 32°9,
240 4 2242 =97 3217, 239 + 224! =y, 3218,

3221 4 g4l =7 239 4 2440 4 442

3222 4 439 =7 240 4 gl 4 2742

3223 =y %8 4 239 4 240,

322t =57 22%° + 212, 3225 =97 2240 + 241,

$38 + $41 =97 2$42, IL'39 =9 .'L'40 =9 .'L'41 =N 5642,

23 4+ 219 =9 2037 29 + 232 = 219 4+ 237,
215 4 219 4 2232 4 35 1 4037 = 0, 219 =5 232 =, 2 =, 2%,
229 4 132 =¢ 2230, 230 4 235 = 2437

.'L'4 + $20 = 21.36, IL'lO + $33 = $20 + $36’
1.16 + 1.20 + 2$33 + 1.34 +4$36 = 07 1'20 =3 .Z'33 =3 $34 =3 $367
1.28 + 1.33 =N 23;.317 $31 + $34 = 21.36}

Z(ZS10)5) = { ot + 230 =55 20°°, 2! + 2% =95 22, 2! + 237 =5 220,

2 + 23 =5 206, o7 + 236 =, 2090, 219 4 43T =0 2055,
210 4 g20 =, 2738, 13 4 34 =, 31 | 438

21 g% =pn 30 4 38 13 4 10 =23 | 88

226 4 35 =on 31 4 98 27 L 80 = 130 | 38

2zt 4 238 =55 22%7 + 234,

9 — 4

x° =5 .'L'2 29 — 39

— —._ 42
=5 T =5 T =5 T,

210 =5 225 =, 228 =5 10 =; g1}

~ 1 — 21 — 28 — 32 — 35 — 36 — 40
Z(ZSH))W] - { r =T =X =TT =X =T =T,

22 =7 22 =7 22° =7 3% =, 2% =, 257 =, 2%,

.’L'3 =7 iL'4 =7 $5 =7 SL‘G =7 .'1715 =7 .Z'lﬁ =7 1'23}.
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