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Abstract

“Shape From Shading” is considered as an ill-posed problem which is therefore difficult to solve. In order to understand the difficulty of this problem and to design reliable and relevant solutions, we propose a rigorous approach based on the notion of viscosity solutions. In particular, we systematically prove the existence and uniqueness of the solution; if necessary (when uniqueness does not hold) we characterize the solutions. We also demonstrate the convergence of our algorithms.

After having considered and fully exploited the (partial differential) equations provided by the classical modeling of the Shape From Shading problem, we propose and study some new equations arising from modelings which are more realistic than the ones considered in the Shape From Shading literature. In particular, this allows us to demonstrate that, with more realistic modelings, the Shape From Shading problem is generally well-posed. In effect, we prove that the classical version of the Shape From Shading problem is ill-posed because of an over-simplification in the modeling.

In this work, we also propose an extension of the notion of the singular viscosity solutions developed recently in [26, 27]. This extension allows to propose a new characterization of the discontinuous viscosity solutions. This new mathematical framework also allows to unify the various theoretical results that have been obtained in the Shape From Shading area.
Résumé

Le problème du “Shape From Shading” est aujourd’hui considéré comme un problème mal posé et difficile à résoudre. Afin de bien comprendre les difficultés de ce problème et d’apporter des solutions fiables et pertinentes, nous proposons une approche rigoureuse basée sur la notion de solution de viscosité. En particulier, nous prouvons systématiquement l’existence et l’unicité de la solution; le cas échéant, nous proposons des caractérisations des solutions. Nous prouvons aussi la convergence de nos algorithmes.

Après avoir considéré et exploité au maximum les équations (aux dérivées partielles) obtenues à partir de la modélisation classique du problème du “Shape From Shading”, nous proposons et étudions de nouvelles équations provenant de modélisations plus réalistes que celles qui avaient été traitées classiquement dans la littérature. Cette démarche nous permet alors de démontrer qu’avec de telles nouvelles modélisations, le problème du “Shape From Shading” est généralement un problème complètement bien posé. En d’autres termes, nous prouvons que la version classique du problème du “Shape from Shading” est devenu mal posée à cause d’une trop grande simplification de la modélisation.

Dans ce travail, nous proposons aussi une extension de la notion de solutions de viscosité singulières développée récemment dans [26, 27]. Cette extension nous permet de proposer une nouvelle caractérisation des solutions de viscosité discontinues. Ce nouveau cadre théorique nous permet aussi d’unifier les différents résultats théoriques proposés dans le domaine du “Shape From Shading”.
# Contents

| Abstract | 10 |
| Résumé | 11 |
| Introduction et contributions (in french) | 21 |

## 1 Introduction and state of the art

1.1 The “Shape from Shading” problem .......................... 35
1.2 Propagation and PDEs methods ............................ 38
1.3 Optimization methods .................................... 40
1.4 Other SFS methods ........................................ 43
1.4.1 Local methods ......................................... 43
1.4.2 The linear methods ..................................... 44
1.4.3 Other SFS methods ..................................... 44
1.5 Applicability and applications of the Shape from Shading methods 45
1.5.1 Improvement of the applicability of the SFS methods . 45
1.5.2 Applications of Shape from Shading .......................... 46
1.6 Setup and numerical methods considered in our work .......... 48
1.7 Contributions of this thesis ................................ 48

## 2 “Classical” Shape From Shading

2.1 Mathematical formulations of the “classical” Lambertian SFS problem ....................................................... 51
2.1.1 The “orthographic SFS” problem ............................ 52
2.1.2 The “perspective SFS” problem ............................ 53
2.1.3 The “perspective SFS” with a point light source located at the optical center ............................................ 55
2.2 Shape from Shading and Viscosity solutions ...................... 57
2.2.1 Why using viscosity solutions to solve SFS ................. 57
2.2.2 Viscosity solutions of Hamilton-Jacobi equations ........... 58
2.2.3 Hamiltonians for the SFS problems and unification of the “perspective” and “orthographic SFS” ...................... 65
2.2.4 Existence of viscosity solutions of the “classical” SFS problems ............................................................. 71
2.2.5 Proof of proposition 2.3 claimed in section 2.2.4 ........... 74
2.2.6 Characterization of viscosity solutions of the “classical” SFS problems ....................................... 76
2.2.7 Noise robustness of the viscosity solutions of SFS ................................................................. 86
2.2.8 SFS with discontinuous images; shadows ................................................................. 87
2.3 Conclusion and contributions of chapter 2 ................................................................. 89

3 Monotous approximation schemes and associated numerical algorithms; application to the “classical” Shape from Shading 91
3.1 Monotous approximation schemes and associated numerical algorithms; Examples for HJB equations ................................................................. 91
3.1.1 Approximation schemes of the form $S(\nu, x, u(x), u) = 0$ .................................................. 91
3.1.2 Decentered schemes for HJB equations ................................................................................ 94
3.1.3 Stability of the approximation schemes ............................................................................. 100
3.1.4 Convergence of the solutions of the approximation schemes toward the viscosity solutions ................................................................. 112
3.1.5 Numerical algorithm for monotous schemes of the form $S(\nu, x, u(x), u) = 0$ ......................... 118
3.2 Application to the “classical” Shape from Shading problem ...................................................... 121
3.2.1 Decentered schemes for the “classical” SFS problem ................................................................ 121
3.2.2 New “generic” algorithms for the “classical” Shape from Shading .......................................... 124
3.2.3 Pushing things to the limit: SFS with discontinuous images and black shadows .................. 131
3.2.4 Experimental results ......................................................................................................... 132
3.3 Conclusion and contributions of chapter 3 .............................................................................. 149

4 A viscosity method for “classical” Shape from Shading without boundary data 151
4.1 Weaknesses of the previous theoretical approaches of the SFS problem ........................................ 151
4.2 Singular discontinuous viscosity solutions with Dirichlet boundary conditions and state constraints (SDVS) .................................................................................. 154
4.2.1 Singular viscosity supersolutions of (4.2)-(4.5) .................................................................... 158
4.2.2 Existence of the singular solution of (4.2)-(4.5) ............................................................... 162
4.2.3 Uniqueness results ............................................................................................................. 166
4.2.4 Stability of the singular solution ....................................................................................... 168
4.2.5 A new characterization of the discontinuous viscosity solutions by their “minimaums” .................. 170
4.3 Application to the “classical” Shape from Shading problem ...................................................... 172
4.3.1 Existence and uniqueness of the SDVS of the “classical” SFS equations ................................. 172
4.3.2 Applications of the stability of the SDVS to the Shape from Shading problem ............................................. 173
4.4 A general framework for the “classical” Shape from Shading problem .......................................................... 180
4.5 Minimal and global viscosity solutions .............................................. 184
4.6 Numerical approximation of the SDVS of the “classical” Shape from Shading problem .................................. 185
4.6.1 Management of the state constraints ........................................ 185
4.6.2 Regularization of the generic SFS equation ................................. 187
4.6.3 Approximation schemes for the nondegenerate SFS equations ................................................................. 187
4.6.4 Numerical algorithms for the generic SFS problem ............. 188
4.6.5 Examples of SFS results obtained from synthetic images 188
4.7 Toward applications of Shape from Shading .............................................. 188
4.7.1 Document restoration using SFS ............................................ 190
4.7.2 Face reconstruction from SFS ................................................ 191
4.7.3 Potential applications to medical images ................................. 192
4.8 Conclusion and contributions of chapter 4 ................................. 195

5 Toward more realistic modelizations.

Shape from Shading: a well-posed problem? .............................................. 197
5.1 More realistic modeling of the SFS problem ..................................... 200
5.2 New mathematical formulation of the SFS problem ...................... 203
5.3 Shape From Shading can be a completely well-posed problem! 205
5.3.1 Related work ................................................................. 205
5.3.2 Well-posedness of the SFS problem ..................................... 207
5.4 A provably convergent numerical method ..................................... 212
5.4.1 Control formulation of the Hamiltonian $H_F$ ............................ 213
5.4.2 Management of the boundary conditions ................................ 215
5.4.3 Two new approximation schemes ....................................... 215
5.4.4 A numerical algorithm .................................................... 220
5.5 Experimental results ................................................................ 224
5.5.1 Experiments with synthetic images ....................................... 226
5.5.2 Experimental results on real images .................................... 249
5.6 Proof of lemmas and propositions of chapter 5 ................................ 258
5.7 Conclusion and contributions of chapter 5 .................................... 264

6 Conclusion .............................................. 267
Conclusion (in french) 270

Appendices 272

A How to transform a convex Hamiltonian into a HJB Hamiltonian; Legendre Transform 273

B The “classical” SFS Hamiltonians and the generic Hamiltonian $H_g$ 277
   B.1 The Hamiltonians $H_{\text{seth}}$ and $H_{\text{pers}}$ are special cases of $H_g$ 277
   B.2 HJB formulation of $H_g$ 280

C Maxi(Mini)mization of various functions 281
   C.1 Maximisation of $\delta \sqrt{1 - |a|^2 + w \cdot a + c}$ 281
   C.2 Maximisation of $\delta \sqrt{c - br - ar^2 + \mu r + \nu}$ 281
   C.3 Minimization $\delta \sqrt{c + br + ar^2 + \mu r + \nu}$ 282
   C.4 Solving $\sqrt{c + br + ar^2 + \mu r + \nu} = 0$ with respect to $r$ 283

D List of all hypotheses 285

E Publications of the author 289

Bibliography 292

Rapport de soutenance 308
# List of Figures

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Le problène du “Shape-from-Shading”</td>
<td>21</td>
</tr>
<tr>
<td>2</td>
<td>L’illusion du cratère</td>
<td>22</td>
</tr>
<tr>
<td>3</td>
<td>“Ambiguity du Bas-relief”</td>
<td>23</td>
</tr>
<tr>
<td>1.1</td>
<td>The “Shape-from-Shading” problem.</td>
<td>35</td>
</tr>
<tr>
<td>1.2</td>
<td>The crater illusion</td>
<td>36</td>
</tr>
<tr>
<td>1.3</td>
<td>The “Bas-relief Ambiguity”</td>
<td>37</td>
</tr>
<tr>
<td>1.4</td>
<td>The two strategies allowing to minimize a functional numerically.</td>
<td>42</td>
</tr>
<tr>
<td>2.1</td>
<td>Images arising from an orthogonal (versus perspective) projection.</td>
<td>54</td>
</tr>
<tr>
<td>2.2</td>
<td>Perspective projection with a single point light source located at the optical center.</td>
<td>56</td>
</tr>
<tr>
<td>2.3</td>
<td>Viscosity solutions for opposite hamiltonians</td>
<td>59</td>
</tr>
<tr>
<td>2.4</td>
<td>Example of discontinuous a viscosity solution</td>
<td>64</td>
</tr>
<tr>
<td>2.5</td>
<td>A surface with a singular point at the boundary.</td>
<td>84</td>
</tr>
<tr>
<td>2.6</td>
<td>Examples of several discontinuous viscosity solutions.</td>
<td>85</td>
</tr>
<tr>
<td>3.1</td>
<td>Partition of $\overline{\Omega}$ in dimension 2.</td>
<td>103</td>
</tr>
<tr>
<td>3.2</td>
<td>Most effective path we have tested.</td>
<td>120</td>
</tr>
<tr>
<td>3.3</td>
<td>Solution computed by our and Falcone’s algorithms.</td>
<td>132</td>
</tr>
<tr>
<td>3.4</td>
<td>Results for a synthetic image generated by a paraboloidal surface.</td>
<td>136</td>
</tr>
<tr>
<td>3.5</td>
<td>Results for a synthetic image generated by a sinusoidal surface.</td>
<td>137</td>
</tr>
<tr>
<td>3.6</td>
<td>Results for a synthetic image generated by a pyramidal surface.</td>
<td>138</td>
</tr>
<tr>
<td>3.7</td>
<td>Experimental results obtained with the implicit algorithm starting from a subsolution, for a synthetic image representing Mozart’s face.</td>
<td>139</td>
</tr>
<tr>
<td>3.8</td>
<td>Experimental results obtained with the semi-implicit algorithm starting from a supersolution, for a synthetic image representing Mozart’s face.</td>
<td>140</td>
</tr>
<tr>
<td>3.9</td>
<td>Experimental results obtained with the implicit algorithm starting from a supersolution, for a synthetic image representing Mozart’s face.</td>
<td>141</td>
</tr>
</tbody>
</table>
3.10 First example of a reconstruction from an image with black shadows. ................................. 143
3.11 Second example of a reconstruction from an image with black shadows ................................. 144
3.12 Results for a noisy image generated by a sinusoidal surface ................................. 145
3.13 Results for a noisy image generated by a pyramidal surface ................................. 146
3.14 “Perspective SFS” results for an image generated by a smooth surface. ................................. 147
3.15 “Perspective SFS” results for an image generated by a pyramidal surface. ................................. 147
3.16 “Perspective SFS” results for an image generated by Mozart’s face ................................. 148
3.17 “Perspective SFS” results for a noisy image of Mozart’s face ................................. 148

4.1 Examples of continuous (versus discontinuous) viscosity solution of (4.1)................................. 152
4.2 Solutions of Eikonal equation with nonsuitable kinks ..................................................... 153
4.3 solutions of $H$ versus $-H$; minimal solutions ......................................................... 185
4.4 Reconstruction of Mozart’s face without boundary data .................................................. 189
4.5 Reconstruction of Mozart’s face from a noisy image with the wrong parameters ................................. 190
4.6 Singular points of the profile of a face ................................................................. 192
4.7 3D reconstruction of an inked page from a real image .................................................. 193
4.8 Reduction of the geometric and photometric distortions ............................................... 194
4.9 Face reconstruction from SFS ................................................................. 194
4.10 Reconstruction of a normal stomach ................................................................. 195

5.1 Concave/convex duality in the Eikonal framework ..................................................... 198
5.2 Consequences of the concave/convex duality with more complex surfaces ................................. 199
5.3 The surface local coordinate system (see [103, 65]) ............................................... 201
5.4 Example of initial supersolution for the image of Mozart’s Face .................................. 225
5.5 Example of results for an image of a surface with several local minima ................................. 229
5.6 Example of results for the “field of bumps” image ..................................................... 230
5.7 Result for the image of Mozart’s face ................................................................. 231
5.8 Result for an image containing discontinuities ....................................................... 232
5.9 Results for another image containing discontinuities ................................................ 233
5.10 Evolution of the reconstructed surface in the course of iterations for the image of Mozart’s face ................................................................. 234
5.11 Evolution of the reconstructed surface in the course of iterations for the image of Mozart’s face, starting from the supersolution $v_0$ 235
5.12 Evolution of the reconstructed surface in the course of iterations for the “field of bumps” ............................................. 237
5.13 Results for the noisy images of Mozart’s face ............................ 241
5.14 Results for the images of Mozart face distorted by gamma distortions .......................................................... 242
5.15 Results for the images of Mozart’s face distorted by the corrections of the constant coefficient $\sigma$ .......................... 243
5.16 Results obtained from Mozart’s face image with distorted focal length parameter ............................................. 244
5.17 Results for the image Fig.5.7-b) of Mozart’s face distorted by noise, gamma and albedo distortions, and with a wrong parameter for the focal length .................................................... 245
5.18 Images of Mozart’s face with the light source not located at the optical center ...................................................... 246
5.19 Reconstructed surfaces from images of Mozart’s face with the light source not located at the optical center ............. 247
5.20 Reconstructed surfaces from images of Mozart’s face (side view) with the light source not located at the optical center .... 248
5.21 Example of reconstructions with or without eyes. ....................... 251
5.22 Surface reconstructed from the photo Fig.5.21-c) viewed from several points of view ...................................................... 252
5.23 Same surface as Figure 5.22 illuminated by a single point light source located at the optical center (0,0,0) ............... 252
5.24 Influence of the error on the albedo parameter ......................... 253
5.25 A sample of our database of real images of faces ..................... 254
5.26 Surfaces reconstructed from the real images of Figure 5.25 ......... 255
5.27 Surfaces reconstructed from the images Fig.5.26-k) and Fig.5.26-l) .......................................................... 256
5.28 Evolution of the reconstructed surfaces in the course of the iterations ($n=$number of iterations) ....................... 257
Le problème du “Shape From Shading” (SFS) consiste à calculer la forme tridimensionnelle d’une surface à partir de l’intensité d’une seule image en niveaux de gris de cette surface; voir figure 1. C’est un problème de vision monocular basé sur l’information photométrique.

Selon Durou [49, 48], dans le début des années 50, Van Diggelen [162] fut le premier à considérer le problème de reconstruction 3D à partir d’indices photométriques. La première solution fut suggérée par Rindfleisch [131] dans les années 60. Plus tard, Horn [67] fut le premier à formuler le problème du “Shape From Shading” de manière simple et rigoureuse, sous la forme d’une Équation Différentielle Partielle (EDP) appelée l’équation d’irradiance. C’est aussi Horn qui suggéra d’appeler ce problème “Shape From Shading”. Par la suite, tous les travaux publiés jusqu’à ce jour en “Shape From Shading” repose sur les travaux de...
Horn. Dans un premier temps (dans les années 80) les auteurs se concentraient sur la partie numérique du problème. Les questions d’existence et d’unicité de la solution du problème n’étaient pas évoquées en ce temps à l’exception notable du travail de Bruss et Brooks [22, 16]. Cependant, en raison de la médiocrité des résultats obtenus, ces questions, ainsi que celles relatives à la convergence des schémas numériques, devinrent essentielles dans la dernière décennie du 20ème siècle. Suite à ces travaux théoriques, le problème du “Shape From Shading” est aujourd’hui considéré comme étant un problème mal posé. Par exemple, un grand nombre d’articles montrent qu’il n’y a pas unicité de la solution [16, 106, 107, 134, 11, 51, 127, 120]. Les difficultés rencontrées ont souvent été illustrées par des ambiguïtés concaves/convexes comme celle présentée par la Figure 2. Sur cette figure, l’ambiguïté résulte d’un changement d’estimation des paramètres de l’éclairement. En fait, ce type d’ambiguïté peut être largement généralisé. En effet, dans [11], Belhumeur et ses co-auteurs démontrent que lorsque la direction de l’éclairement et l’albedo d’une surface Lambertienne sont inconnus, alors la même image peut être

Figure 2: L’illusion du cratère [115]. Dans l’image a), nous percevons deux cratères: un petit et un grand. Mais nous pouvons transformer ces cratères en volcans (bien qu’à l’envers) si nous imaginons que la scène est illuminée par le bas plutôt que par le haut. En fait, cette image est celle d’une paire de volcans dans les îles Hawaiennes, et non pas d’une paire de cratères. L’image b) affiche la photographie dans le bon sens.

1Dans le cas d’une source de lumière éloignée.
obtenue par une famille continue de surfaces (dépendant linéairement de trois paramètres). En d'autres termes, ils montrent que ni la brillance ni les ombres portées d'un objet, ne peuvent, à partir d'un unique point de vue, révéler exactement sa structure 3D. Ceci est l'“Ambiguïté du Bas-relief”, voir [11] et la Figure 3. Etant conscients de ces difficultés, nous

Figure 3: “Ambiguïté du Bas-relief” [11]: Vues frontale et de profil d'une sculpture en bas-relief. Bien que la profondeur réelle de cette sculpture ne dépasse pas la dizaine de centimètres, la vue frontale a) semble avoir une profondeur 3D correcte. La vue de profil b) révèle l'écrasement. Ceci prouve donc que l'image a) peut être obtenue par deux surfaces: la surface 3D que nous imaginions en regardant l'image a) et l'actuel bas-relief qui est à l'origine des deux photos a) et b). Pour plus de détails, le lecteur peut se référer à [11].

supposons donc ici que tous les paramètres de la source de lumière, de la réflectance de la surface et de l'appareil photographique sont connus.

Comme nous avons mentionné ci-dessus, la modélisation du problème du “Shape From Shading” introduite par Horn aboutit à une EDP: l'équation de brillance. Cette équation peut être grossièrement abrégée par

\[ E(x_1, x_2) = R(n(x_1, x_2)). \]

L'équation de brillance relie la carte de réflectance \( R \) à la brillance de l'image \( E \); voir le chapitre 5 pour plus de détails.

À notre connaissance, à l'exception des travaux présentés dans [3, 92, 130], toutes les méthodes pour résoudre le problème du “Shape From Shading” supposent que la scène est Lambertienne. Dans ce cas, la réflectance
correspond au cosinus de l’angle entre le vecteur lumière \( \mathbf{L}(x_1, x_2) \) et le vecteur normal à la surface \( \mathbf{n}(x_1, x_2) \):

\[
R = \cos(\mathbf{L}, \mathbf{n}) = \frac{\mathbf{L} \cdot \mathbf{n}}{|\mathbf{L}| \cdot |\mathbf{n}|}
\]

\( R, \mathbf{L} \) et \( \mathbf{n} \) dépendent de \( (x_1, x_2) \).

La première EDP explicite déduite de l’équation de brillance et étudiée dans la littérature du “Shape From Shading” est l’équation Eikonale:

\[
|\nabla u(x)| = \sqrt{\frac{1}{I(x)^2} - 1}, \quad \forall x = (x_1, x_2) \in \Omega
\]

où \( \Omega \subset \mathbb{R}^2 \) représente le support de l’image et \( I : \Omega \to \mathbb{R} \) représente la brillance de l’image. Cette équation est obtenue à partir de la modélisation la plus simple du problème du “Shape From Shading”: projection orthographique, source de lumière frontale disposée à l’infini, réflectance Lambertienne. C’est l’équation la plus étudiée dans la littérature du “Shape From Shading”.

Dans la section 2.1 nous décrivons différentes modélisations du problème du “Shape From Shading” et nous détaillons plusieurs EDP associées.

Comme nous l’avions mentionné plus haut, le problème du “Shape From Shading” peut se formuler mathématiquement sous la forme d’équations aux dérivées partielles du premier ordre. Ainsi, la première catégorie de méthodes pour résoudre ce problème consiste à résoudre directement les équations exactes formulées. Ces méthodes ne font aucune linéarisation (contrairement aux méthodes présentées dans la section 1.4.2) et elles n’introduisent aucun biais. Je les nommerai “méthodes de propagation et d’EDP”. La principale difficulté rencontrée par les méthodes de propagation et EDP est due au caractère mal posé du problème. Ces méthodes peuvent être divisées en deux classes. Les méthodes “single-pass” et les méthodes itératives. Les principales méthodes “single-pass” sont:

- la méthode des bandes caractéristiques (introduite par Horn dans [65]),
- les méthodes de propagation des contours (lignes de niveaux) introduites par Bruckstein [21] et améliorées par Kimmel et Bruckstein [80],

• la méthode de “fast marching” introduite par Sethian [138, 139] et légèrement modifiée par Kimmel et Sethian [81] pour le “Shape From Shading orthographique” avec une source de lumière oblique.

Parmi les méthodes itératives citons en particulier: l’algorithme introduit par Rouy et Tourin pour l’équation Eikonale [134], ses extensions par Prados et Faugeras [127, 120], les algorithmes de Dupuis et Oliensis [47] basés sur la théorie du contrôle et les jeux différentiels, les algorithmes de Falcone et al. [24, 55, 56] basés sur les éléments finis. Insistons sur le fait que globalement toutes ces méthodes calculent une approximation de la même solution.

Il est bien connu que, même si l’image est continue, l’équation d’irradiance n’a pas nécessairement de solution différentiable (solution au sens classique) [19, 18, 17, 82]. En particulier, en raison du bruit, des erreurs faites sur les paramètres (longueur focale, position de la lumière, etc) et d’une modélisation incorrecte (interréflections, source de lumière non ponctuelle, réflectance non lambertienne...), dans la pratique avec des images réelles il n’existe presque jamais de solution au sens classique. Ainsi, les algorithmes basés sur les EDP calculent des approximations de solutions faibles. Par ailleurs, mis à part des systèmes expérimentaux qui sont physiquement instables, une surface non lisse (i.e. non différentiable) ne peut donner une image continue. Donc, il peut paraître judicieux de ne pas vouloir calculer une solution faible de l’équation d’irradiance mais de vouloir calculer une surface lisse (i.e. différentiable) qui satisfasse “approximativement” l’équation d’irradiance. Ceci nous mène à considérer un autre type d’algorithmes basés sur les méthodes d’optimisation et sur les approches variationnelles. Dans ces méthodes, deux ingrédients de base doivent être choisis: la fonctionnelle qui va être minimisée et la méthode de minimisation. Voir la section 1.3 pour plus de détails... En plus de ces deux grandes catégories (méthodes de propagation/EDP et méthodes d’optimisation), nous pouvons définir deux catégories plus petites: les méthodes locales et les méthodes linéaires. Voir la section 1.4.

D’un point de vue algorithmique, les méthodes que nous développons
dans ce manuscrit sont des “méthodes de propagation et EDP” (voir section 1.2). Nos méthodes numériques sont décrites principalement dans le chapitre 3 et la section 5.4. D’un point de vue théorique, notre travail prend place dans le cadre des solutions de viscosité. Initialement, il était basé sur les travaux de Lions, Rouy et Tourin [134, 96] qui utilisent la notion de solutions de viscosité continues [39, 95, 41]. Mais ici, nous exploitons également au maximum le potentiel d’autres notions de solutions de viscosité. En particulier, nous considérons les notions de solutions de viscosité discontinues [76, 75] et singulières [77, 26, 23, 27]. Enfin, en modifiant légèrement ces notions nous définissons une nouvelle notion de solutions de viscosité: la notion de “solutions de viscosité singulières discontinues” (SDVS); voir le chapitre 4. Cette nouvelle notion permet de généraliser et d’unifier les résultats théoriques démontrés par Lions et al. [96, 134], par Dupuis et Oliensis [47], par Falcone et al. [24, 55, 56] et par Prados et Faugeras [127, 120]. Plus généralement, le cadre des solutions de viscosité permet également de démontrer l’existence et l’unicité du problème du SFS; voir par exemple les sections 2.2, 4.3 et 5.3.

Insistons sur le fait que notre travail est basé sur l’interaction des trois domaines suivants:

- les mathématiques,
- l’algorithmique,
- la modélisation.

Nous apportons notre contribution tout d’abord dans le domaine des Mathématiques: nous adaptons la notion de solutions de viscosité singulières (récemment développée par Camilli et Siconolfi [26, 27]) afin d’obtenir une “nouvelle” classe de solutions de viscosité bien mieux adaptée au problème “classique” du SFS que les précédentes. Du point de vue de la vision par ordinateur, ce cadre mathématique permet d’améliorer et d’unifier tous les précédents travaux théoriques sur le “Shape From Shading” [134, 96, 47, 127, 120, 56]. Du point de vue mathématique, ce cadre original nous permet d’obtenir une nouvelle
caractérisation des solutions de viscosité discontinuées classiques par leur “minima” locaux (voir le chapitre 4).

Nous apportons également notre contribution dans le domaine de l’Algorithmique. Par exemple, nous décrivons deux schémas d’approximation et leurs algorithmes associés pour les équations de Hamilton-Jacobi-Bellman. Nous démontrons plusieurs résultats généraux afin de prouver la stabilité et la convergence de nos méthodes (voir le chapitre 3). Nous démontrons également que cette méthode s’applique à d’autres équations en l’appliquant à une autre équation de “Shape From Shading” (voir le chapitre 5)...

Enfin, nous apportons notre contribution au domaine du “Shape From Shading”, en particulier dans sa modélisation. En effet, nous sommes les premiers à fournir des formulations simples et correctes et une étude théorique rigoureuse du problème du “Shape From Shading” en modélisant l’appareil photographique à l’aide d’une projection en perspective (voir le chapitre 2). Finalement, dans le chapitre 5, nous terminons cette thèse en présentant des résultats théoriques et algorithmiques révolutionnaires dans le domaine: nous démontrons que le problème du “Shape From Shading” peut être en fait un problème complètement bien posé et nous proposons un algorithme qui permet de retrouver la forme tridimensionnelle d’une surface Lambertienne à partir d’une seule image et sans utiliser aucune donnée additionnelle: nous utilisons juste l’image de départ.

**Plus précisément, pour chacun des chapitres, nos contributions sont:**

- pour le chapitre 2:
  - Contrairement à la plupart des méthodes de “Shape From Shading” (développées sous l’hypothèse d’une projection orthographique), dans ce chapitre, nous modélisons le problème du SFS en supposant que l’appareil photographique effectue une projection en perspective de la scène. Nous formulons les **EDP**...
explicites adéquates simplement et rigoureusement (équations (2.6) et (2.8)) et des Hamiltoniens associés $H^{\text{pers}}_{pf}$ et $H^{\text{pers}}_f$. La source de lumière peut être localisée à l’infini (elle peut être frontale ou oblique) ou au centre optique. Ces formulations explicites permettent en particulier de démontrer des résultats d’existence et d’unicité de la solution. Nous appelons problème “classique” du SFS celui qui consiste à résoudre les EDP introduites dans ce chapitre.

- Nous développons une étude mathématique complète des problèmes “classiques” du SFS orthographique et perspectif. Après avoir introduit et démontré l’intérêt de la notion de solutions de viscosité discontinues pour le problème du “Shape From Shading”, nous prouvons l’existence des solutions de viscosité des EDP associées. Par ailleurs, nous démontrons que la caractérisation du SFS orthographique introduit par Rouy et Tourin dans [134] reste valable pour le SFS perspectif. Plus précisément, les solutions de viscosité continues des problèmes de SFS “classiques” peuvent être caractérisées par leurs valeurs sur le bord de l’image et aux points singuliers (c’est-à-dire les points $x$ tels que $I(x) = 1$).

- Finalement, en introduisant un Hamiltonien “générique”, nous unifions les problèmes de SFS “orthographique” et “perspectif” et nous simplifions le formalisme. De plus, nous réécrivons l’“Hamiltonien générique du SFS” sous la forme de l’Hamiltonien d’une équation de Hamilton-Jacobi-Bellman.

• pour le chapitre 3:

- Nous décrivons des outils et une méthode générale permettant de traiter les schémas monotones. En particulier, nous donnons et prouvons un théorème général assurant la stabilité de ces schémas. Des résultats de convergence pour les algorithmes associés s’ensuivent automatiquement. Les outils décrits sont
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principalement basés sur la monotonie et sur l'existence de sous-solutions ou de sur-solutions.

Par ailleurs, nous proposons des schémas d'approximation monotones adaptés (et “consistents”) aux équations de Hamilton-Jacobi-Bellman et nous montrons comment appliquer nos résultats de stabilité à ces équations.

Notons que ces outils s’appliquent aux grilles irrégulières et qu’ils ne nécessitent pas de régularité sur la variable d’espace.

- Nous appliquons les outils algorithmiques au problème du “SFS classique”. Ainsi, nous proposons deux nouveaux algorithmes “génériques” de SFS (un algorithme semi-implicite et un implicite) et nous prouvons la convergence des solutions numériques calculées par nos algorithmes vers la solution de viscosité du problème de SFS considéré.

Insistons sur le fait que grâce à la formulation “générique” du problème de SFS, un unique algorithme permet de résoudre numériquement les différentes formulations du problème “classique” du SFS.

De plus, nous généralisons et unifions la partie algorithmique des travaux de Rouy et Tourin [134], Dupuis et Oliensis [47] et Prados et Faugeras [127, 120]. Rappelons par ailleurs que la méthode de “Fast Marching” de Sethian [138, 139] est basée sur le schéma d’approximation de Rouy et Tourin [134].

- Nous testons nos nouvelles méthodes de SFS.

En partant d’une sur-solution l’algorithme implicite semble être l’un des algorithmes itératifs les plus efficaces de la littérature du SFS.

Nos algorithmes retournent des résultats très satisfaisants avec des images discontinues et avec des images contenant des ombres portées. De plus la stabilité de nos schémas et la convergence de nos algorithmes de SFS restent valables avec de
telles images. D’autre part, nos algorithmes sont robustes au
bruit.

- A ce point, le calcul de la solution numérique du problème du SFS
  nécessite des données de Dirichlet sur le bord de l’image
  et à tous les points singuliers.

- pour le chapitre 4:
  
  - Dans la première partie de ce chapitre, nous modifions légèrement
    la notion de solutions de viscosité singulières développée dans
    [77, 26, 23, 27] de manière à obtenir une solution de viscosité
    discontinue sur le domaine \( \Omega \) contenant des points singuliers
    et sans nécessiter obligatoirement des données sur le
    bord \( \partial \Omega \). Ainsi nous définissons la notion de SDVS. Nous
    démontrons l’existence et l’unicité des SDVS pour une grande
    partie des équations convexes d’Hamilton-Jacobi \( H(x, \nabla u) = 0 \).

    Des résultats de stabilité sont démontrés. D’autre part,
    nous prouvons que ce nouveau cadre permet de caractériser les
    solutions de viscosité discontinues classiques par leurs
    “minima”.

  - Dans la deuxième partie de ce chapitre, nous montrons que la no-
    tion de SDVS permet d’unifier les divers résultats théoriques
    proposés dans la littérature du “Shape From Shading”. Plus
    précisément, elle unifie le travail de Lions et al. [96, 134], de
    Dupuis et Oliensis [47], de Falcone et al. [24, 55, 56] et de
    Prados et Faugeras [127, 120]. Notre approche permet ainsi
    de généraliser les travaux précédents à tous les Hamiltoniens
    “classiques” du SFS, en particulier à ceux du “SFS perspectif”.

    Par ailleurs, la notion de SDVS que nous introduisons ici, est
    beaucoup plus adaptée aux spécificités du SFS que les
    autres notions de solutions faibles utilisées dans les travaux
    précédents [96, 134, 24, 55, 56, 127, 120]. Plus exactement,
    cette notion ne nécessite pas obligatoirement de données
    sur le bord de l’image et à tous les points singuliers.
Cependant, pour caractériser et calculer une solution nous avons besoin de fixer au moins un point\(^2\). De plus, lorsque l'image contient *plusieurs points singuliers, nous avons besoin de connaître les valeurs de la solution à tous ses “minima” locaux* pour être capable de calculer véritablement une approximation de la surface originale.

Finalement, en utilisant un résultat de stabilité, nous montrons *comment approcher numériquement les SDVS* des équations “classiques” du SFS. Enfin, nous prouvons la convergence des approximations calculées vers les SDVS.

- Nous appliquons avec succès notre méthode à des *images synthétiques et des images réelles*. De plus, nous démontrons que ces outils peuvent être utiles dans un grand nombre d’*applications concrètes* (rectification de pages, reconstructions 3D de visages, traitement d’images d’endoscopie).

---

**pour le chapitre 5:**

Les difficultés rencontrées dans les chapitres 2 et 4 dans lesquels nous traitons du problème “classique” du SFS, sont dues en fait à la présence (inévitable) de points singuliers. Dans le chapitre 5, nous montrons que ces difficultés disparaissent complètement lorsque nous modélisons le problème du SFS de manière plus réaliste que ce qui est habituellement fait. En particulier, la notion de points singuliers n’a plus de sens quand nous ne négligeons pas le terme d’atténuation en \(1/r^2\) de l’éclairage. En d’autres termes, nous montrons que le problème du SFS “classique” est mal posé en raison d’une trop grande simplification dans la modélisation. Ainsi, nous démontrons que dans la pratique le problème du SFS est généralement bien posé. Plus précisément nous:

- détaillons des *équations et des Hamiltoniens* appropriés au problème du “SFS perspectif” pour des scènes Lambertiennes.

\(^2\)Depuis que la condition au bord \(\phi\) doit vérifier \(\phi \neq \infty\).
illuminées par une unique source de lumière située au centre optique, dans le cas où nous ne négligeons pas le terme d'atténuation en $1/r^2$ de l'éclairage.

- développons une étude mathématique complète des équations obtenues. Nous prouvons l'existence et l'unicité de la solution de viscosité discontinue des nouvelles équations (complétées par les conditions aux limites de Dirichlet ou des contraintes d'états).

- proposons des schémas monotones approximant les nouvelles EDP. Nous prouvons que nos schémas sont stables et cohérents et que leurs solutions convergent vers la solution de viscosité (lorsque la taille de la grille tend vers zéro). Nous proposons deux algorithmes numériques (un implicite et un semi-implicite). De plus, nous démontrons que les solutions calculées convergent vers les solutions des schémas.

- implémentons et testons nos algorithmes.

Ainsi en pratique, notre méthode permet de retrouver toute surface qui vérifie les hypothèses (5.17) uniquement à partir de son image. En particulier, nous n'avons besoin d'aucune donnée additionnelle ou d'hypothèse de régularité. Soulignons le fait que notre méthode fonctionne même lorsque la surface possède plusieurs minima et maxima locaux. Il n'y a plus aucune ambiguïté. A notre connaissance aucune méthode précédente de SFS n'est capable de retourner de tels résultats. Dans ce sens, nous sommes les premiers à fournir une solution au problème du SFS qui soit vraiment satisfaisante!

Par ailleurs, insistons sur le fait que l'hypothèse (5.17) est relativement faible et qu'elle est naturellement vérifiée en pratique. Par exemple, dès que l'image à traiter contient un objet d'intérêt devant un arrière-plan, la condition est satisfaite dans un voisinage de cet objet.

Finalement, nous montrons que notre méthode est robuste au bruit,
aux erreurs de paramètres et aux erreurs de modélisation. Puis nous démontrons la pertinence et l’applicabilité de notre méthode en la testant sur une base de données d’images réelles. Aussi, les résultats obtenus sont très satisfaisants.
Chapter 1

Introduction and state of the art

1.1 The “Shape from Shading” problem

The “Shape from Shading” problem (SFS) is to compute the three-dimensional shape of a surface from the brightness of one black and white image of that surface; see figure 1.1. This is a monocular vision problem based on the photometric information.

According to Durou [49, 48], in the begining of 50’s, Van Diggelen [162] was the first to consider the 3D reconstruction problem using photometric cues. The first resolution was suggested by Rindfleisch [131] in the 60’s. Later, Horn [67] was the first to formulate the Shape from Shading problem simply and rigorously as that of finding the solution of a nonlinear first-order Partial Differential Equation (PDE) called the brightness equation. This was also Horn
who suggested to call this problem “Shape from Shading”. Afterwards, all the Shape from Shading methods proposed to date are based on the work of Horn. In a first period (in the 80’s) the authors focus on the computational part of the problem, trying to compute directly numerical solutions. Questions about the existence and uniqueness of solutions to the problem were simply not even posed at that time with the important exception of the work of Bruss and Brooks [22, 16]. Nevertheless, due to the poor quality of the results, these questions as well as those related to the convergence of numerical schemes for computing the solutions became central in the last decade of the 20th century. Today, the Shape from Shading problem is known to be an ill-posed problem. For example, a number of articles show that the solution is not unique [16, 106, 107, 134, 11, 51, 127, 120]. The encountered difficulties have often

![Figure 1.2: The crater illusion [115]. From picture a), we perceive two craters, a small and a big one. But we can turn these craters into volcanoes (although upside down) if we imagine the light source to be at the bottom of the picture rather than at the top. This picture is actually that of a pair of ash cones in the Hawaiian Island, not that of a pair of craters; figure b) displays the picture correctly.](image)

been illustrated by such concave/convex ambiguities as the one displayed in Figure 1.2. In this figure, the ambiguity is due to a change of the estimation of the parameters of the lighting. In fact, this kind of ambiguity can be widely generalized. In effect, in [11], Belhumeur and colleagues prove that when the lighting direction\(^1\) and the Lambertian reflectance (albedo) of the surface are unknown, then the same image can be obtained by a continuous family of surfaces (depending linearly of three parameters). In other words, they show that neither shading nor shadowing of an object, seen from a single viewpoint reveals its exact 3D structure. This is the “Bas-relief Ambiguity”, see [11] and Figure 1.3. Being aware of these difficulties, we therefore assume here that all the parameters of the light source, the surface reflectance and the camera are known.

\(^1\)In the case of a distant light source.
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Figure 1.3: “Bas-relief Ambiguity” [11]: Frontal and side views of a marble bas-relief sculpture. Notice how the frontal views appear to have full 3-dimensional depth, while the side view reveals the flattening. This demonstrates that the image a) can be produced by two surfaces: the three-dimensional surface we imagine by visualizing image a) and the actual bas-relief which is at the origin of the two photos a) and b). For more details, the reader can refer to [11].

As we have specified above, the modeling of the Shape from Shading problem introduced by Horn yields to a PDE: the brightness equation. This equation can be roughly summarized by

$$E(x_1, x_2) = R(n(x_1, x_2)).$$

The brightness equation connects the reflectance map ($R$) to the brightness image ($E$); see chapter 5 for more details. To our knowledge, at the exception of the work of [3, 92, 130], all the Shape from Shading methods assume that the scene is Lambertian. In this case, the reflectance map is the cosine of the angle between the light vector $L(x_1, x_2)$ and the normal vector $n(x_1, x_2)$ to the surface:

$$R = \cos(L, n) = \frac{L \cdot n}{|L| \cdot |n|},$$

(where $R$, $L$ and $n$ depend on $(x_1, x_2)$).

The first explicit PDE deduced from the brightness equation and studied in the SFS literature is the Eikonal equation:

$$|
abla u(x)| = \sqrt{\frac{1}{I(x)^2} - 1}, \quad \forall x = (x_1, x_2) \in \Omega$$

where $\Omega \subset \mathbb{R}^2$ is the support of the image and $I : \Omega \to \mathbb{R}$ is the brightness of the image. This equation is obtained from the simplest modeling of the SFS problem: orthographic camera, far and frontal light source, Lambertian reflectance. It is the equation which has been considered the most in the SFS literature. In section 2.1 we describe various modelings of the SFS problem and we detail several associated PDEs.
In the sequel, we make a state of the art of the various Shape from Shading methods.

1.2 Propagation and PDEs methods

As we have mentioned above, the SFS problem can be considered as that of solving a first order PDE. Also, the first category of SFS methods consists in solving directly the exact SFS PDE. These methods we call “propagation and PDE methods” do not make any linearizations (at the opposite to the methods presented in section 1.4.2). Moreover, they do not introduce any biases in the equations contrary to the variational methods which, for example, add regularization or integrability terms (section 1.3). The main difficulty encountered by propagation and PDE methods is due to the ill-posedness of the problem. Indeed, the classical SFS equations are of the form

\[ H(x, \nabla u(x)) = 0, \quad \forall x \in \Omega, \]

(see section 2.1) and, by themselves, these equations are ill-posed: they can have several solutions (see chapter 2). Also, to be able to compute a numerical solution, we need to add constraints to the SFS equations. In these methods, the additional constraints are boundary conditions, generally Dirichlet\(^2\) boundary conditions. In other words, the computed solutions are characterized by the boundary conditions. These boundary conditions must contain enough information. Also, this information is thereby propagated “along” the solutions.

The propagation and PDEs methods can be subdivided into two classes. The “single-pass” methods and the iterative methods. The main single-pass methods are the following:

- the method of characteristic strips introduced in the Shape from Shading literature by Horn [65] for solving the Eikonal equation,

- the method of propagation of the equal-height contours introduced by Bruckstein [21] and improved by Kimmel and Bruckstein [80] (dealing with the Eikonal equation),

- the fast marching method introduced by Sethian [138, 139] for solving the Eikonal equation and slightly modified by Kimmel and Sethian [81] for the “orthographic Shape from Shading” with oblique light source.

Amongst the iterative methods let us cite in particular

\(^2\)To impose Dirichlet boundary conditions consists of fixing the values of the solutions on the boundary...
• the algorithm introduced by Rouy and Tourin for the Eikonal equation [134]
  and its extension by Prados and Faugeras to the “orthographic SFS” with
  oblique light source [127] and to the “perspective SFS” [120],

• the algorithms of Dupuis and Oliensis [47] based on the control theory and
differential games (for “orthographic SFS” with oblique light source),

• the algorithms of Falcone et al. [24, 55, 56] based on finite elements (dealing
  with “orthographic SFS” with oblique light source).

We prove in chapter 4 that all these methods compute approximation of
the same solution. In particular, the initial equal-height contours method of
Bruckstein [21] is a variant of the method of the characteristic strips of Horn
[65]. In [21], Bruckstein assumes that the initial curve is an equal-height con-
tour. By imposing such special Dirichlet boundary conditions, he drops the
Neumann boundary conditions required by the basic method of the character-
istic strips (see [82] for a nice and rigorous study of these methods). Basically
both of the above methods are Lagrangian methods. Also, these methods suffer
from unstability and topological problems, see for example [111]. To alleviate
these problems Kimmel and Bruckstein [80] propose to upgrade Bruckstein’s
method by using an Eulerian formulation of the problem. In other respects,
the connection between the front propagation problems and the Hamilton Ja-
cobi equations are well known. In particular, roughly speaking, it is proved
that the viscosity solution of the Hamilton Jacobi equation associated with a
front propagation corresponds with the evolution of the initial contour defined
by Huygens’ principle; see for example [53]. In the same way, the other meth-
ods we cite above (Sethian’s, Rouy-Tourin’s, Dupuis-Oliensis’, Falcone’s and
Prados-Faugeras’ methods) compute some approximations of the viscosity so-
lutions of the SFS equations. In particular in [141], Sethian and Vladimirsky
prove that the numerical solutions computed by the fast marching/ordered up-
wind methods converge toward the continuous viscosity solution (with Dirichlet
boundary data on the boundary of the image). In chapter 4, we generalize and
unify the results proved by Rouy and Tourin [134], by Dupuis and Oliensis [47],
by Prados and Faugeras [127, 120] and by Falcone and his coworkers [24, 55, 56].
More precisely, we show that in all cases, the authors compute approximations
of what we call the “singular discontinuous viscosity solutions” (SDVS) which
also coincide with the value functions of the associated optimal control prob-
lems. The main difference between the previous work is based on the choice of
the boundary conditions; see chapter 4 for more details.

Finally, let us remark that the approximation scheme considered by Sethian
[138, 139] is the one designed by Rouy and Tourin in [134]. Moreover, we show
that Prados and Faugeras’ schemes are extensions of the Rouy and Tourin’s
scheme and that their solutions coincide with those of Oliensis’ scheme; see chapter 3.

**Advantages and drawbacks of the propagation/PDEs methods.**

- First, contrary to the variational methods for example, let us emphasize that this kind of methods does not introduce any biases and does not require additional parameters other than those directly related to the modeling of the problem.

- Except for Horn’s [65] and Bruckstein and Kimmel’s method [21, 80], these methods can deal with various Dirichlet/Soner\(^3\) boundary conditions. More precisely, the algorithms of Rouy and Tourin [134], Dupuis and Oliensis [47], Sethian [138, 139] and Prados and Faugeras [127, 120] can use Dirichlet and/or Soner conditions on the boundary of the image \(\partial \Omega\) at all the singular points \(\mathcal{S}\) and on any other part of the image (for example, on an equal-height contour...). For instance, when we do not know the values of the solution at any points of the image, we can impose state constraints (i.e. Soner conditions) on \(\partial \Omega \cup \mathcal{S}\) except for one point where we must impose a Dirichlet boundary condition. Contrary to these methods, let us note that Horn’s [65] requires Dirichlet and Neumann boundary conditions and that Bruckstein’s [21, 80] require the knowledge of an equal-height contour. This last constraint is a very specific Dirichlet condition and is much stronger than the previous ones. Note that implicitly, Bruckstein methods [21, 80] also impose state constraints on \(\partial \Omega \cup \mathcal{S}\).

- An important drawback of iterative methods is that they require a stopping criterium. Generally, one chooses arbitrary thresholds. From this point of view, the single pass methods are clearly neater.

- Propagation/PDEs methods are the most efficient methods in the sense that they are the most accurate and the fastest.

- Finally, let us emphasize that these methods [134, 139, 47, 127, 120, 24, 56, 80] do not require regularity assumptions.

### 1.3 Optimization methods

It is well known that, even when the brightness image is continuous, the irradiance equation does not necessarily have a smooth solution [19, 18, 17, 82]. In

\(^3\)also called state constraints.
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particular, because of noise, of errors on parameters (focal length, light position, etc) and of incorrect modeling (interreflections, nonpunctual light source, nonlambertian reflectance...), in practice with real images there never exist smooth solutions. Also, except in the case of some singular experimental set-ups which are physically instable, a nonsmooth surface cannot yield a smooth image. Therefore, it can be justified not to compute an exact (weak) solution of the irradiance equation but instead to compute a smooth surface which satisfies “approximately” the irradiance equation. This leads to consider another type of algorithms which are based on optimization methods and on variational approaches. In this section we do not detail these numerical methods; we just transcribe and summarize the corresponding section of the very nice paper of Duroy et al. [49]. For more details about variational approaches in Shape from Shading, we refer the reader to Horn and Brooks’ book [66] (and references therein), to the survey of Duroy and his coworkers [44, 49] and to the key papers [148, 73, 69, 60, 97, 68, 87, 150, 90, 45, 42], amongst others.

In the optimization methods, two basic ingredients must be chosen: the functional which has to be minimized and the minimization method.

1. Choice of the functional:

First, we must choose the unknowns. Usually, authors choose the “height” of the surface $u$, but they also often consider its first derivatives $\frac{\partial u}{\partial x}$ and $\frac{\partial u}{\partial y}$, noted respectively $p$ and $q$. Second, the authors define the functional to minimize. In general, it is a weighted sum of various functionals corresponding to some brightness constraints, smoothness/regularity constraints, integrability constraints, intensity gradient constraints and/or unit normal constraints... For example, considering only the unknowns $(p, q)$, we can choose the functional $\mathcal{F}$:

$$\mathcal{F}(p, q) = \mathcal{F}_{\text{data}}(p, q) + \lambda_{\text{int}} \mathcal{F}_{\text{int}}(p, q) + \lambda_{\text{sma}} \mathcal{F}_{\text{sma}}(p, q)$$

where $\mathcal{F}_{\text{data}}$ is the brightness constraint

$$\mathcal{F}_{\text{data}}(p, q) = \int_{x \in \Omega} [R(p(x), q(x)) - E(x)]^2 dx,$$

$\mathcal{F}_{\text{int}}$ is the integrability constraint

$$\mathcal{F}_{\text{int}}(p, q) = \int_{x \in \Omega} \left[ \frac{\partial p}{\partial x_2}(x) - \frac{\partial q}{\partial x_1}(x) \right]^2 dx$$

and $\mathcal{F}_{\text{sma}}$ is the smoothness constraint

$$\mathcal{F}_{\text{sma}}(p, q) = \int_{x \in \Omega} |\nabla p(x)|^2 + |\nabla q(x)|^2 dx.$$

The Lagrange multipliers $\lambda_{\text{int}}$ and $\lambda_{\text{sma}}$ are positive constants named “integrability factor” and “smoothing factor”, respectively. We call “energy” a discretization of the function $\mathcal{F}$. Let us denote $\mathcal{E}$ an energy.
2. Minimization of the functional:
   As explained by Durou and his coworkers [43], there exist two main strategies for finding *numerically* the minimum of a functional.

   *Either* we minimize directly a corresponding energy $\mathcal{E}$,
   *or* we solve the system of equations produced by $\nabla \mathcal{E} = 0$ or by the discretization of the Euler equations.

   These two strategies are represented in figure 1.4. Most of the methods found in literature use the second way of processing although it has two important drawbacks. First, to solve $\nabla \mathcal{E} = 0$ (or Euler equations) is not equivalent to minimize globally the energy (or the functional). For $\nabla \mathcal{E} = 0$ many more configurations are solutions (local minima/maxima and others...). Second, it involves the resolution of big systems of non-linear equations, which is a difficult problem (see for example [50], but see also [89]). Concerning the first way of processing, only Szeliski [150] and Durou and his coworkers [45, 42] minimize directly the energy. Szeliski [150] uses a conjugate gradient descent. Even if the results presented in [150] are convincing, no proof of convergence is given. In [45], Daniel and Durou use a gradient descent based on line search (see [14]). Their algorithm probably converges toward a local minimum. Finally in [42], Durou and his coworkers propose a stochastic optimization method (simulated annealing) which seems to work well. They thus obtain a provably convergent algorithm toward the global minimum of the energy.

   Despite these advantages optimization methods have important drawbacks:
1. They require parameters. For example $\lambda_{\text{inf}}$ and $\lambda_{\text{smo}}$. Most probably, these parameters could be considered as unknowns. It should be therefore necessary to minimize the functional also with respect to these new unknowns.

2. They are iterative. A stopping criterion has therefore to be chosen. In general, the authors choose arbitrary thresholds.

3. With a few exceptions [89, 45, 42], the authors cannot prove the convergence of their algorithms. Moreover the number of iterations as well as CPU times are much larger than the previous propagation methods based on PDEs. Moreover, let us note that only the method of Durou et al. described in [42] converges toward a global minimum of the energy (nevertheless, the CPU time is considerably larger than other optimization method). Also, note that in [30], Chang et al. propose to minimize their energy using graph cuts. This minimization method is able to find a local minimum “closer” to the global minimum than other (non global) minimization techniques and the computational demand is relatively small.

4. One of the most important weaknesses of the optimization methods is the loss of the “data closeness”. At the opposite of the propagation/PDEs methods, the image $\tilde{I}$ computed from the shape reconstructed with the optimization methods is different from the initial image. It can even be completely different, see for example the experiment with the moulding of the elk in [49, 48]. In particular, the optimization methods have a tendency to over-smooth the recovered surface and so their image $\tilde{I}$.

Finally, contrary to the propagation/PDE methods, we do not understand exactly what the algorithms do in the sense that it is very difficult to predict the results they return.

### 1.4 Other SFS methods

Besides the two previous categories (propagation/PDEs methods and optimization methods), we can define two smaller categories: the local methods and the linear methods. Finally, a small number of methods cannot be classified easily in other categories (see section 1.4.3).

#### 1.4.1 Local methods

The idea of the local methods is based on the assumption that locally (i.e. for example on some small patches) the surface is “almost” a plane, a sphere or a plane.

---

4Recently, to overcome this problem, Worthington and Hancock [166] and Chang et al. [30] impose the brightness constraint as a hard constraint.
paraboloid. For example, Pentland’s local approach [115] and Lee and Rosenfeld’s approach [88] used the assumption that the surface is locally spherical at each point. In these methods [115, 88], the shape information is recovered from the intensity and from its first and second order derivatives. Also, in [172], Zhang et al. show that these methods suffer of instability: they are not robust to pixel noise. Recently, Tankus et al. [152] and Collings et al. [35] have proposed other methods by assuming that the surface is locally represented by quadratic functions. A limitation of these methods can be the number of iterations required for obtaining a solution. For example in [152], Tankus et al. require more than 200 000 iterations for recovering the classical vase used in the SFS literature (for example in [172]). Finally, let us indicate the original method of Robles-Kelly and Hancock [132] based on several iterations of two steps (integration and smoothing). From the surface normals, the first step splits the image in patches and estimates a surface height on each patch. The second step is a smoothing step. It consists in fitting at each pixel a local quadratic function to the height data. In such a way, the authors obtain new surface normals. Let us note that the numerical results displayed in [132] are quite good.

1.4.2 The linear methods

One of the important difficulties encountered when attempting to solve the Shape from Shading problem is the non-linearity of the equations. To get around this difficulty, several authors propose to linearize the reflectance map. Amongst linear methods, let us cite the work of Pentland [116], of Kozera and Klette [84], of Ulrich [161] and of Ikeda [72]. Let us note that some theoretical results on the linear Shape from Shading problem have been demonstrated by Kozera et al. [85] (existence and uniqueness of the solution) and Ulrich [161] (convergence of the algorithm). Nevertheless, even if the results obtained by these methods can be qualitatively relevant (see in particular the results returned by Tsai and Shah’s method in [172] or [49]) and even if the resolution techniques are convincing (for example, Pentland proposes a numerical method based on Fourier transform, see [116]), the relevance of the linearization of the reflectance has not been proved. Also in [49], Durou et al. wonder about the legitimacy of this simplification and they support their doubts by detailing some examples.

1.4.3 Other SFS methods

Various mathematical tools have been used in order to solve the Shape from Shading problem. Bruss [22] proposes to work with some power series expansions (at a singular point). Robles-Kelly and Hancock [132] recover a solution by
using a graph spectral setting and eigenvector methods. Torrêao [156] obtains excellent results with a method based on Green's Functions and inspired on the disparity-based approach to photometric stereo. Atick, Griffin and Redlich [2] propose a statistical approach for the recovery of faces from shading. Wei and Hirzinger propose a solution based on neural networks [164, 32]. Because of lack of space we do not detail these promising Shape from Shading methods.

1.5 Applicability and applications of the Shape from Shading methods

For several reasons, the interest in the Shape from Shading problem has slightly decreased in the middle of the 90s. First, due to the difficulty of the problem, progress in SFS research has been very slow. Second, until recently, the results obtained on real images have been very disappointing. For example, in [172], Zhang et al. acknowledge failure. Third, the various constraints imposed by the existing solutions to the SFS problem limit their applicability. To change this situation, we think that, from now on, it is fundamental to improve and demonstrate the applicability of the Shape from Shading methods and to point out potential applications.

1.5.1 Improvement of the applicability of the SFS methods

The first SFS methods proposed in the literature were not robust to pixel noise (for example, this was the case of the initial Horn's method [67]) and showed some instability (for example, this was the case of the local methods of Lee and Rosenfeld [88] and of Pentland [115]). Since real images contain systematically pixel noise, the SFS methods must be stable and robust to these disruptions to be applicable. The SFS methods must also be robust to errors on parameters (focal length, position of the light source) and to errors due to the coarse modeling. In particular, let us note that the SFS tools we develop in this thesis show a very high robustness to a number of errors; see sections 4.6.5 and 5.5.1. In practice the objects of the real world contain various kinds of edges and occluding contours, therefore the Shape from Shading methods must be able to deal with discontinuous images, nonsmooth surfaces and black shadows. Moreover to be applicable, the algorithms must require as few parameters as possible. Also, let us emphasize that the methods we propose here verify all these conditions. They are fast, accurate, without additional parameters\(^5\). They can deal with discontinuous images, black shadows, nonsmooth surfaces.

\(^5\)internal camera parameters (focal length, size of pixels), lighting parameters and photometric calibration parameters.
One of the most (if not the most) important stages for improving the applicability of the Shape from Shading is to provide methods based on more realistic modelings. Indeed, despite the richness of the literature in this area, most of the SFS algorithms have been developed under the most basic modeling assumptions. Generally, the camera performs an orthographic projection of the scene, the scene is illuminated by a single point light source located at the infinity (most of the authors assume moreover that the direction of the light source coincides with one of the axes of the camera), its reflectance is assumed Lambertian and its albedo is constant and fixed to 1. Amongst the papers dealing with this setup let us cite for example the work of [67, 22, 115, 88, 21, 64, 134, 90, 47, 157, 80, 24, 81, 127, 42]. Moreover, let us note that the surveys [66, 172, 82, 49] consider only this setup. Very few authors propose algorithms adapted to more realistic modelings. Kontsevich et al. [83] and Ononye and Smith [109] reconstruct shape from shading from one color image. Recently, Yilmaz and Shah [170], Zhao and Chellappa [173, 174] and Dovgard and Basri [46] relax the common constraint of constant or piece-wise constant albedo [158] (for Lambertian surface) to arbitrary albedo. Nevertheless, to this end, they introduce an important symmetric constraint which can restrict the applicability of their method. Let us cite also the work of Samaras et al. [136] who consider surfaces with variable albedo in a general setup (for reconstructions from stereo and Shape from Shading). In other respects, Tian et al. [155, 163] describe shape recovery algorithms from shading for non-punctual and multiple light sources. Some authors take into account the perspective [114, 91, 61, 102, 165, 137, 171, 120, 152, 124, 37, 122, 154] while others deal with interreflections [101, 59, 163, 147]. Finally, Bakshi, Lee and Kuo, or Ragheb and Hancock [4, 92, 130] propose some solutions for non-Lambertian surfaces. In our work, the weakening of the modeling hypotheses is a permanent concern. In particular, we are the first to propose a rigorous perspective SFS method completely based on PDEs [120]. Our method applies with a single punctual light source located at infinity (see section 2.1.2) or close to the optical center [124, 122] (see section 2.1.3). Finally, we take into account the attenuation term of the lighting; (see chapter 5).

1.5.2 Applications of Shape from Shading

The main applications of the Shape from Shading methods can be classified into four categories:

1. Modification and improvement of images:
In [167], Worthington and Hancock use Shape from Shading for coarse view synthesis. Their aim is to generate novel object views under changing light source and/or viewer directions by using the needle-maps. In
1.5 Applicability and applications of the Shape from Shading methods

[129], Ragheb and Hancock propose a very efficient method for removing highlights by using Shape from Shading.

2. Application to medical images:
Yamany and his coworkers [168, 100] use shape from shading techniques for recovering human jaw from intra-oral intensity images. Other potential medical applications are with endoscopic images. For example, some groups use Shape from Shading techniques in order to design an automatic endoscope navigation and advisory system [149, 86]. Other authors use Shape from Shading for correcting area measurements from images obtained through a colposcope [38]. They want to correct the errors due to the two-dimensional projection of the observed 3D object. Also, note that the computer vision community has also proposed solutions to this particular problem. Let us cite the work of Okatani and Deguchi [102, 103], of Forster and Tozzi [58] and of Tankus and Sochen [154]. In other respect, let us note that in section 4.7.3, we also show that our method produces relevant solutions to this kind of problems (see also [122]).

3. Face reconstruction:
The interest of the SFS methods for some applications dealing with faces has been demonstrated in e.g. the work of Zhao and Chellappa [173] (who use symmetric SFS for illumination-insensitive face recognition), by Smith and Hancock [143] (who use SFS needle maps for face recognition), and by Choi and coworkers [33] (who use SFS for determining the face pose). Today, one can say that face reconstruction is a classical application of Shape from Shading methods. Several authors have also proposed specific solutions: for example, Atick et al. [2], Vetter et al. [13, 133] and Dovg and Basri [46] combine Shape from Shading techniques with statistical databases of faces. In other respect, other authors exploit the symmetry of the faces. In particular, let us cite the work of Zhao and Chellappa [173, 174], the work of Shimshoni and Moses [142], the work of Yilmaz and Shah [170] and the work of Dovg and Basri [46]. We show in sections 4.6.2 and 5.5, that our SFS methods produce very good results from images of faces.

4. Document restoration using SFS:
Several authors [163, 31, 36, 122, 37] propose to remove the geometric and photometric distortions generated by the classical photocopy of a bulky book by using Shape from Shading techniques. For pages containing few rows of characters but a lot of graphics and pictures (separated by large white bands, this is often the case of scientific documents), the Shape from Shading methods can provide simple and efficient solutions. In section
4.7.1, we consider more precisely this application, and we propose such a solution.

1.6 Setup and numerical methods considered in our work

From the theoretical point of view, our work takes place in the setup of the viscosity solutions. Initially, it was based upon the work of Lions, Rouy and Tourin [134, 96] who use the notion of the continuous viscosity solutions [39, 95, 41]. But here, we also exploit at the most the potential of the other existing notions of viscosity solutions. In particular, we consider the notions of discontinuous [76, 75] and singular [77, 26, 23, 27] viscosity solutions, and finally by slightly modifying the previous notions, we define a new notion of viscosity solutions: the notion of “singular discontinuous viscosity solutions” (SDVS); see chapter 4. This new notion allows to generalize and unify the theoretical results demonstrated by Lions et al. [96, 134], by Dupuis and Oliensis [47], by Falcone et al. [24, 55, 56] and by Prados and Faugeras [127, 120]. More generally, the viscosity setup allows also to prove the existence and the uniqueness of the SFS problem; see for example sections 2.2, 4.3 and 5.3.

From the algorithmic point of view, our methods are “propagation and PDEs methods” (see section 1.2). Our numerical methods are mainly described in chapter 3 and section 5.4.

1.7 Contributions of this thesis

Almost all the material in this thesis is new. At the end of each chapter, we summarize for the reader’s convenience the main contributions therein.

Our work is based upon the interaction of the following three areas:

- Mathematics,
- Algorithmic,
- Modeling.

Our contributions are first in the area of Mathematics: we adapt the notion of singular viscosity solutions (recently developed by Camilli and Siconolfi [26, 27]) for obtaining a “new” class of viscosity solutions which is really more suitable to the “classical” SFS problem than the previous ones. From the computer vision point of view, this mathematical framework allows to improve and unify all the previous theoretical work on Shape from Shading [134, 96, 47, 127, 120, 56]. From the mathematical point of view, this original framework
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allows us to obtain a new characterization of the classical discontinuous viscosity solutions by their “minima” (see chapter 4).

Our contributions are also in the area of Algorithmic. For example, we describe two approximation schemes and their associated algorithms for the Hamilton-Jacobi-Bellman equations. We prove several general results about the stability and the convergence of our methods (see chapter 3). We also prove that this methodology applies to other equations by applying it to another SFS equation (see chapter 5).

Last but not least, our contribution are in the Shape from Shading area, in particular in modeling. Indeed, we are the first to provide simple and correct formulations and a rigorous theoretical study of the Shape From Shading problem by modeling the camera as a pinhole (see chapter 2). Finally, in chapter 5, we close this thesis with some theoretical and algorithmic results which are revolutionary in the field: we prove that the Shape from Shading problem is basically a well-posed problem and we propose an algorithm which allows to recover the shape of Lambertian surfaces from shading without any additional data (we just use the input image and do not need any boundary conditions) and without additional assumptions (for example, we do not need smoothness assumptions).
Chapter 2

“Classical” Shape From Shading

In this document, we call “classical SFS problem” the problem consisting in solving the PDEs obtained by the Shape from Shading modeling we describe in the following section (section 2.1). Let us emphasize that, even though we qualify this problem of “classical”, most of the modelings and associated results we present in this chapter are contribution of our work. In particular, let us note that they are the object of several communications amongst [127, 120, 123, 124]. We choose this denomination in order to contrast the modelings and the results presented in the first parts of this thesis with the modeling and the results presented in the last chapter (chapter 5).

2.1 Mathematical formulations of the “classical” Lambertian SFS problem

The SFS problem is to retrieve the three-dimensional shape of a scene from the brightness variations in a black and white image of that scene. The scene is represented by a surface $\mathcal{S}$. Let $\Omega$ be an open set of $\mathbb{R}^2$ representing the domain of definition of the image; for example, $\Omega$ is the rectangular domain $[0, X] \times [0, Y]$. We assume that $\mathcal{S}$ can be explicitly parameterized by a function $S$ from the closure $\overline{\Omega}$ of the set $\Omega$ into $\mathbb{R}^3$ by $x \mapsto S(x)$;

$$\mathcal{S} = \{ S(x); \quad x \in \overline{\Omega} \}.$$  

The image intensity is modelled as a function $I$ from $\overline{\Omega}$ into the closed interval $[0, 1]$, by

$$I : \overline{\Omega} \longrightarrow [0, 1] : x \mapsto I(x).$$
For all $x \in \Omega$ the intensity $I(x)$ is the brightness obtained at the point $S(x)$ of the surface $\mathcal{S}$.

We assume that a single point light source illuminates the scene. Thus with each point $X$ in $\mathbb{R}^3$ we associate the unit "light vector" $\mathbf{L}(X)$ pointing to the light source.

Finally, we assume that the scene is Lambertian. We suppose that the albedo is constant and equal to 1.

For all $x = (x_1, x_2)$ in $\Omega$, let us denote $\mathbf{n}(x)$, a normal vector of the surface $\mathcal{S}$ at the point $S(x)$ such that

$$\mathbf{n}(x) \cdot \mathbf{L}(S(x)) \geq 0.$$ 

With all hypotheses above, the brightness $I(x)$ of the point $S(x)$ of the surface $\mathcal{S}$ is the cosine of the angle $(\mathbf{n}(x), \mathbf{L}(S(x)))$. In other words:

$$I(x) = \frac{\mathbf{n}(x) \cdot \mathbf{L}(S(x))}{|\mathbf{n}(x)|}.$$  \hspace{1cm} (2.1)

Remark 1. Through differential calculus, we can easily obtain an explicit expression for $\mathbf{n}(x)$. In effect, the two columns $h_1$ and $h_2$ of the Jacobian $D\mathbf{S}(x)$ are two, in general different, tangent vectors to the surface $\mathcal{S}$ at point $S(x)$. Thus their cross product provides in general a normal vector to $\mathcal{S}$.

In the remaining, we study in detail three different modelings of the SFS problem.

We deal with

1. "orthographic SFS" with a point light source at infinity,

2. "perspective SFS" with a point light source at infinity,

3. and "perspective SFS" with a point light source at the focal center.

For a more realistic modeling, the reader can see chapter 5 and [65, 82]. We also refer the reader to the papers cited in section 1.5.1.

2.1.1 The "orthographic SFS" problem

In this subsection we revisit one of the simplest versions of the shape from shading problem.

We assume that the light source is located at infinity. Thus, all light vectors are parallel and we can represent the light direction by a constant vector $\mathbf{L} = (\alpha, \beta, \gamma)$. We assume that the light source is above the surface, then $\gamma > 0$. We note $\mathbf{l} = (\alpha, \beta)$. 


2.1 Mathematical formulations of the “classical” Lambertian SFS problem

We assume that the camera performs an orthographic projection of the scene. With this hypothesis, it is natural to define the surface $\mathcal{S}$ by

$$\mathcal{S} = \{(x_1, x_2, u(x_1, x_2)); \quad (x_1, x_2) \in \overline{\Omega}\}.$$ 

So, if the plane $(0, \vec{x}_1, \vec{x}_2)$ represents the retinal plane then $|u(x)|$ is the distance of the points $S(x)$ in the scene to the camera (see figure 2.1-a). For such a surface $\mathcal{S}$, a normal vector $\mathbf{n}(x)$ is given by

$$\mathbf{n}(x) = (-\nabla u(x), 1).$$

Given these hypotheses, the brightness equation (2.1) becomes

$$\forall x \in \Omega, \quad I(x) = \frac{-\nabla u(x) \cdot 1 + \gamma}{\sqrt{1 + |\nabla u(x)|^2}}, \quad (2.2)$$

and therefore the shape from shading problem is, given an image $I$ and a light source direction $\mathbf{L}$, find a function $u : \overline{\Omega} \rightarrow \mathbb{R}$ satisfying the equation:

$$\forall x \in \Omega, \quad I(x)\sqrt{1 + |\nabla u(x)|^2} + \nabla u(x) \cdot 1 - \gamma = 0. \quad (2.3)$$

Note that in the case where the light source is in the same direction as the direction of projection (it is the case considered by Rouy and Tourin in [134]), we have $\mathbf{L} = (0, 0, 1)$, and the PDE (2.2) can be rewritten as an Eikonal equation:

$$\forall x \in \Omega, \quad |\nabla u(x)| - \sqrt{\frac{1}{I(x)^2}} - 1 = 0. \quad (2.4)$$

2.1.2 The “perspective SFS” problem

In this section, we assume that the camera performs a perspective projection of the scene and that the light source is located at infinity.

A “pinhole” camera is represented by its retinal plane and its optical center. It is characterized by its focal length $f > 0$; see figure 2.1-b). We assume that the scene can be represented by a surface $\mathcal{S}$ defined by

$$\mathcal{S} = \{u(x_1, x_2)(x_1, x_2, -f); \quad (x_1, x_2) \in \overline{\Omega}\}.$$ 

A normal vector of such a surface is given by:

$$\mathbf{n}(x) = \begin{pmatrix} f \nabla u(x) \\ u(x) + x \cdot \nabla u(x) \end{pmatrix}.$$ 

As in section 2.1.1, we represent the light by a constant unit vector $\mathbf{L} = (\alpha, \beta, \gamma)$, with $\gamma > 0$ (we suppose that the light source is above the surface $\mathcal{S}$). We note
Figure 2.1:

a) Image arising from an orthogonal projection. The intensity of the "pixel" $(x_1, x_2)$ is the intensity of the point $(x_1, x_2, u(x_1, x_2))$ on the surface $\mathcal{S}$.

b) Image arising from a perspective projection. The intensity of the "pixel" $(x_1, x_2)$ is the intensity of the point $u(x_1, x_2)(x_1, x_2, -f)$ on the surface $\mathcal{S}$.

In both cases, we assume that the camera and the light source are above the surface.
\[ l = (\alpha, \beta). \]

In this context, the irradiance equation becomes:

\[ I(x) = \frac{\int f \cdot \nabla u(x) + \gamma (x \cdot \nabla u(x) + u(x))}{\sqrt{f^2|\nabla u(x)|^2 + (x \cdot \nabla u(x) + u(x))^2}}. \quad (2.5) \]

Now, let us suppose that the surface is visible (in front of the optical center); i.e. \( u \) verifies \( \forall x \in \Omega, \ u(x) > 0. \) Since equation (2.5) is homogeneous in \( \nabla u(x) \) and \( u(x), \) we can simplify it by the change of variables \( v = \ln(u). \) Thus the “perspective SFS” problem consists in solving the original PDE.

\[ I(x) \sqrt{f^2|\nabla v|^2 + (x \cdot \nabla v + 1)^2} - (f \ 1 + \gamma x) \cdot \nabla v - \gamma = 0. \quad (2.6) \]

Note that this equation has been simultaneously established by us in [118, 120] and by Tankus and his coworkers [152].

### 2.1.3 The “perspective SFS” with a point light source located at the optical center

In this section, we assume that the camera performs a *perspective projection* of the scene and that the scene is illuminated by a single point light source located at the optical center. This modeling is quite relevant for many applications. In effect, it nicely corresponds to the situation encountered in some medical protocols like endoscopy in which the (point) light source is located very close to the camera, because of space constraints, see section 4.7.3 for an application of SFS in this area. This modeling also corresponds approximately to the situation encountered when we use a simple camera equipped with a flash; see the sections 4.7.1 and 4.7.2 for two applications (face reconstruction and page restoration).

As in section 2.1.2, \( f > 0 \) represents the focal length. For mathematical convenience, we change slightly the parameterization of the scene. According to figure 2.2, we suppose that the scene is represented by a surface \( \mathcal{S} \) defined by

\[ \mathcal{S} = \left\{ \frac{f \ u(x)}{\sqrt{|x|^2 + f^2}} \left( x - \frac{x}{f} \right); \ x \in \overline{\Omega} \right\}. \]

For such a surface \( \mathcal{S}, \) a normal vector \( \mathbf{n}(x) \) at the point \( S(x) \) is given by:

\[ \mathbf{n}(x) = \left( \frac{f \nabla u - \frac{f u(x)}{|x|^2 + f^2} x}{\nabla u \cdot x + \frac{f u(x)}{|x|^2 + f^2} f} \right). \]

The single point light source is located at the optical center, so the unit light
vector $\mathbf{L}$ at point $S(x)$ is the vector

$$
\mathbf{L}(S(x)) = \frac{1}{\sqrt{|x|^2 + f^2}} \left( \begin{array}{c} -x \\ f \end{array} \right).
$$

The irradiance equation (2.1) then becomes:

$$
I(x) \sqrt{\frac{|x|^2 + f^2}{f^2}} \left[ f^2 |\nabla u(x)|^2 + (\nabla u(x) \cdot x)^2 \right] + u(x)^2 - u(x) = 0. \quad (2.7)
$$

Now, let us suppose that the surface $\mathcal{S}$ is visible (in front of the optical center). So $u$ verifies

$$
\forall x \in \Omega, \quad u(x) > 0.
$$

In this case, equation (2.7) being homogeneous, we can rewrite it by using the change of variables $v = ln(u)$:

$$
I(x) \sqrt{\frac{|x|^2 + f^2}{f^2}} \left[ f^2 |\nabla v(x)|^2 + (\nabla v(x) \cdot x)^2 \right] + 1 - 1 = 0.
$$

It is equivalent to:

$$
I(x) \sqrt{\frac{f^2 |\nabla v(x)|^2 + (\nabla v(x) \cdot x)^2 + f^2}{|x|^2 + f^2}} - \frac{f}{\sqrt{|x|^2 + f^2}} = 0. \quad (2.8)
$$

This explicit PDE has been established by us in [124, 119].
2.2 Shape from Shading and Viscosity solutions

2.2.1 Why using viscosity solutions to solve SFS

First, let us notice that since the beginning of the last decade of the 20th century, several authors have demonstrated the existence of images which cannot be yielded by smooth surfaces [19, 70]. Thus this suggests to consider the problem in a more weak sense.

More generally, we can remark that the SFS PDEs (2.3), (2.4), (2.6) and (2.8) do not depend on \( u \); so they are ill-posed\(^1\). To characterize a solution, we need to impose some constraints. Let us impose Dirichlet boundary conditions\(^2\) (DBC) for insuring uniqueness:

\[
\forall x \in \partial \Omega, \quad u(x) = \varphi(x),
\]

\( \varphi \) being continuous on \( \partial \Omega \).

The SFS equations (2.3), (2.4), (2.6), and (2.8) are Hamilton-Jacobi equations. Generally, Hamilton-Jacobi equations with DBC do not have classical solutions. For example, the Rolles' theorem insures that the Eikonal equation

\[
|\nabla u(x)| = 1 \text{ for all } x \text{ in } ]0,1[
\]

with the DBC \( u(0) = u(1) = 0 \), does not have classical solutions. For solving this PDE, we need to consider a notion of weak solutions. It then appears natural to consider the notion of viscosity solutions of Hamilton-Jacobi equations. In effect, the notion of viscosity solutions is a very nice way of making quantitative and operational the intuitive idea of weak solutions of first-order\(^3\) (and for that matter, second-order) PDEs. It has been introduced by Crandall and Lions [39, 95, 41, 40] in the 80s. This theory has reached its maturity (see the book of Barles and the book of Bardi and Capuzzo-Dolcetta [7, 5]) and the numerical analysis of Hamilton-Jacobi equations has progressed considerably (see [54]).

Thus, in the Shape from shading area, the first interest of the notion of viscosity solutions of Hamilton-Jacobi equations is theoretical: it allows to characterize the SFS solutions, and so to make the problem well-posed. But let us emphasize that this notion does not only have a theoretical interest. In effect, Barles

\(^1\)For example, the solution is not unique. In effect, if \( u \) is a solution, then for all \( c \in \mathbb{R} \), \( u + c \) is also a solution.

\(^2\)Therefore we assume that the “distance” from the camera to the scene is known on the boundary of the image. Admittedly, this hypothesis may appear a bit restrictive. We are in the process of extending our approach to remove the requirement for boundary conditions. This will be the subject of another report.

\(^3\)In the context of the shape from shading problem we are only concerned with first-order PDEs.
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and Souganidis [9] have proved that generally, the numerical solutions obtained by using monotonous schemes are approximations of the viscosity solutions. Thus, thanks to the notion of the viscosity solutions, we understand exactly the numerical properties of our SFS algorithms.

In the following, we recall the definitions of viscosity solutions of Hamilton-Jacobi equations and some fundamental theorems. More details about these definitions and all proofs of these theorems can be found in Barles’s, Bardi and Capuzzo Dolcetta’s or Lions’s books [7, 5, 95].

2.2.2 Viscosity solutions of Hamilton-Jacobi equations

Let us start with the notion of continuous viscosity solutions introduced by Crandall and Lions [39, 95, 41].

Continuous viscosity solutions

We consider a Hamilton-Jacobi equation of the form:

\[ H(x,u(x),\nabla u(x)) = 0, \quad x \in \Omega, \]  

(2.11)

where \( H \) is a continuous real function defined by

\[ H : \Omega \times \mathbb{R} \times \mathbb{R}^N \longrightarrow \mathbb{R}, \]

\[ (x,u,p) \longmapsto H(x,u,p) \]

and where \( \Omega \) is an open subset of \( \mathbb{R}^N \).

\( H \) is called the Hamiltonian. The variable associated to \( \nabla u(x) \) is often noted \( p \). Let \( BUC(\Omega) \) be the set of bounded and uniformly continuous functions on \( \Omega \).

Definition 2.1 (Continuous viscosity solution) \( u \in BUC(\Omega) \) is a viscosity subsolution (respectively, a viscosity supersolution) of equation (2.11) if:

\[ \forall \phi \in C^1(\Omega) , \forall x_0 \in \Omega \text{ local maximum of } (u - \phi), \quad H(x_0,u(x_0),\nabla \phi(x_0)) \leq 0 \]

(respectively, if:

\[ \forall \phi \in C^1(\Omega) , \forall x_0 \in \Omega \text{ local minimum of } (u - \phi), H(x_0,u(x_0),\nabla \phi(x_0)) \geq 0 \]

).\n
\( u \) is a continuous viscosity solution of equation (2.11) if it is both a subsolution and a supersolution of (2.11).

Viscosity solutions are weak solutions. They are not differentiable! Nevertheless, this notion is consistent with the notion of classical solutions, as shown by the next
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Theorem 2.1 Let \( u \) be differentiable on \( \Omega \), a classical solution of (2.11). If \( u \in BUC(\Omega) \), then \( u \) is a continuous viscosity solution.

Let \( u \) be a continuous viscosity solution of equation (2.11). If \( u \) is differentiable on \( \Omega \), then \( u \) is a classical solution.

We specify for the inexperienced reader that the definition of the viscosity solutions is associated to the Hamiltonian and not to the equation. For example, it is well known that the viscosity solutions of the Hamiltonian \( H(x, p) \) are different from the viscosity solutions of the Hamiltonian \( -H(x, p) \).

More precisely, \( u \) is a viscosity solution of \( -H(x, p) \) iff \( -u \) is a viscosity solution of \( H(x, -p) \). Clearly, in the classical sense, the PDEs \( H(x, \nabla u(x)) = 0 \) and \( -H(x, \nabla u(x)) = 0 \) have the same solutions.

Example : When we consider \( H(x, p) = |p| - 1 \), the opposite two Hamiltonians on \([0, 1]\) with the DBC \( u(0) = u(1) = 0 \) have a unique viscosity solution shown in figure 2.3. Remember that there do not exist solutions in the classical sense. Schematically, the viscosity solutions of the Hamiltonian \( H(x, p) \) allow upward kinks whereas the viscosity solutions of the Hamiltonian \( -H(x, p) \) allow downward kinks.

\[
\begin{array}{c}
\text{a)} \quad 1 \\
\quad 0 \\
\quad 1 \\
\text{b)} \quad 1 \\
\quad 0 \\
\end{array}
\]

Figure 2.3: a) solution with \( H(x, p) = |p| - 1 \); b) solution with \( H(x, p) = 1 - |p| \)

Even if the viscosity solutions of a PDE depend on the Hamiltonian, the notion of viscosity solutions is consistent with strictly increasing changes of unknown (see proposition II.2.5 of [5]):

Proposition 2.1 (change of unknown) Let \( u \in C(\Omega) \) be a viscosity solution of (2.11) and \( \Phi \in C^1(\mathbb{R}) \) be such that \( \Phi'(t) > 0 \). Then \( v = \Phi(u) \) is a viscosity solution of

\[
H(x, \Psi(v(x)), \Psi'(v(x))\nabla v(x)) = 0 \quad x \in \Omega,
\]

where \( \Psi = \Phi^{-1} \).

Thus, in order to simplify the equations, we can perform (strictly increasing) changes of variables. Therefore, even in the viscosity solutions framework, the
change of variables \( v = \ln u \) used in sections 2.1.2 and 2.1.3 are completely justified.

One of the most important interests of the viscosity solutions theory is that it provides a set of general existence and uniqueness theorems which require very weak hypotheses.

Let us recall that the SFS Hamiltonians do not depend on \( u \). Thus, to have uniqueness we must add boundary conditions. Our choice turns to Dirichlet conditions. Thus for the SFS problems we consider equations (2.12)

\[
\begin{aligned}
H(x, \nabla u(x)) &= 0 \text{ on } \Omega \\
u &= \varphi \text{ on } \partial \Omega
\end{aligned}
\]  

(2.12)

with \( \Omega \) a bounded regular and convex open set of \( \mathbb{R}^N \), \( \varphi \) a real function defined on \( \partial \Omega \) and \( H \) the adequate Hamiltonian.

The following theorem 2.2 applies in the special case where the Hamiltonian \( H \) appearing in equation (2.12) is convex with respect to \( \nabla u \). It ensures the existence of the continuous viscosity solutions of the PDE (2.12)(hence with Dirichlet boundary conditions).

We note \( H^* \) the Legendre transform\(^4\) of \( H \):

\[
H^*(x, q) = \sup_{p \in \mathbb{R}^N} \{ p \cdot q - H(x, p) \} \leq +\infty.
\]

Let us define \( \forall x, y \in \overline{\Omega}, \)

\[
L(x, y) = \inf_{\xi \in C_{x, y}, T_0 > 0} \left\{ \int_0^{T_0} H^*(\xi(s), -\xi'(s)) ds \right\}
\]

where \( C_{x, y} \) is the set of \( \xi : [0, T_0] \to \mathbb{R}^N \) such that

- \( \xi(0) = x, \)
- \( \xi(T_0) = y, \)
- \( \forall t \in [0, T_0], \xi(t) \in \overline{\Omega}, \)
- \( \xi' \in L^\infty(0, T_0) \)
  
  (We denote by \( L^\infty(0, T_0) \) the set of bounded real measurable functions defined on the interval \((0, T_0)\).)

**Theorem 2.2 (Existence of continuous solutions)** If

(H1) [convexity] \( H \) is convex with respect to \( p \) for all \( x \) in \( \overline{\Omega} \),

(H2) [uniform coercivity]

\[
H(x, p) \to +\infty \text{ when } |p| \to +\infty \text{ uniformly with respect to } x \in \overline{\Omega},
\]

\(^4\) see appendix A.
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(H3) \textbf{[subsolution]} \quad \inf_{p \in \mathbb{R}^N} H(x, p) \leq 0 \text{ in } \Omega,

(H4) \textbf{[regularity]} \quad H \in C(\overline{\Omega} \times \mathbb{R}^N),

(H5) \textbf{[compatibility]} \quad \forall x, y \in \partial \Omega, \quad \varphi(x) - \varphi(y) \leq L(x, y);

then the function \( u \) defined in \( \Omega \) by:

\[
    u(x) = \inf_{y \in \partial \Omega} \{ \varphi(y) + L(x, y) \}
\]

\[
    = \inf_\xi \left\{ \int_0^{T_0} H^*(\xi(s), -\xi'(s)) ds + \varphi(\xi(T_0)) \right\} \quad (2.13)
\]

is a continuous viscosity solution of equation (2.12) (in particular \( u \) verifies \( u(x) = \varphi(x) \) for all \( x \) in \( \partial \Omega \)).

Theorem 2.2 is a special case of theorem 5.3 in [95]. It can be interpreted as giving compatibility constraints for the boundary conditions.

\textbf{Remarks 2.}

r2.1 - Under hypotheses (H1)-(H4), we have then the following necessary and sufficient condition:

\[
    u \text{ defined by (2.13) is a viscosity solution of (2.12)}
\]

\[
    \text{iff the hypothesis (H5) is true.}
\]

We will say that \( \varphi \) verifies the compatibility condition if (H5) is verified.

r2.2 - An other interest of the viscosity theory is its link with control theory.

For example, theorem 2.2 gives the solutions as value functions.

Theorem 2.2 allows to prove the existence of continuous viscosity solutions of our SFS problems (see section 2.2.4). Nevertheless, let us point out that the existence of such a solution requires a constraint on the variation of \( \varphi \) (the compatibility condition).

\textbf{Example :} Let us consider again the PDE

\[
    |\nabla u(x)| - 1 = 0.
\]

The reader can verify easily that \( H^*(x, \cdot) \) is defined on the ball \( B(0,1) \) and that for all \( x \) in \( \Omega \) and for all \( q \) in \( B(0,1) \), \( H^*(x, q) = 1 \). So

\[
    L(x, y) = \inf_{\xi \in \xi} T_0 = y - x
\]
(where
\[ x = \{ \xi \mid \xi(0) = x, \xi(T_0) = y, \xi' \in L^\infty(0, T_0) \text{ s.t. } \forall s \in [0, T_0], |\xi'(s)| \leq 1 \} \).  

Therefore for the Hamiltonian \( H(x, p) = |p| - 1 \) with DBC on \( \{0, 1\} \), the compatibility condition is:
\[
\begin{align*}
\varphi(0) - \varphi(1) & \leq L(0,1) = 1 - 0, \\
\varphi(1) - \varphi(0) & \leq L(1,0) = 0 - 1,
\end{align*}
\]
that is to say
\[ |\varphi(0) - \varphi(1)| \leq 1. \]

Consequently, theorem 2.2 does not apply with equation
\[
\begin{align*}
|\nabla u| - 1 = 0, \\
u(0) = 0 \text{ and } u(1) = 1.5.
\end{align*}
\tag{2.14}
\]

So, we cannot prove that the PDE (2.14) has a continuous viscosity solution. In effect, it is possible to prove that this PDE does not have continuous viscosity solutions.

Come back to the SFS problem. Let us suppose that we make a large error on the function \( \varphi \) when we compute a numerical solution of the SFS problems. If this error is too large then there do not exist continuous viscosity solutions. So what do the numerical algorithms compute? In other words, how do interpret the numerical results obtained by the algorithms?

So as soon as do not exist continuous viscosity solutions, we need to introduce a notion of solution weaker than this notion. Also, the notion of discontinuous viscosity solutions provides an answer to these problems. The notion of discontinuous viscosity solutions is due mostly to Ishii [76, 75] and is covered in detail in the book of Barles [7]. The recent book of Bardi and Capuzzo Dolcetta [5] synthesizes some recent results.

**Discontinuous viscosity solutions**

Let us consider the following equation on the closed subset \( \overline{\Omega} \):
\[
F(x, u(x), \nabla u(x)) = 0, \text{ for } x \in \overline{\Omega}, \tag{2.15}
\]
where \( F \), defined on \( \overline{\Omega} \times \mathbb{R} \times \mathbb{R}^N \), is only locally bounded (\( F \) is not supposed to be continuous). The idea is to consider both the equation and the boundary condition. Generally \( F \) is defined by:
\[
F(x, u, p) = \begin{cases} 
H(x, u, p) & \text{for } x \in \Omega, \\
G(x, u, p) & \text{for } x \in \partial \Omega,
\end{cases} \tag{2.16}
\]

\(^5\text{Let us remember that we assume that we know this function } \varphi, \text{ but in practice we only can have an approximation of it.}\)
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where $H$ is a continuous function on $\Omega \times \mathbb{R} \times \mathbb{R}^N$ and $G$ is a continuous function on $\partial \Omega \times \mathbb{R} \times \mathbb{R}^N$. For example, in the case of the Dirichlet condition, we can take:

$$F(x, u, p) = \begin{cases} H(x, u, p) & \text{for } x \in \Omega, \\ u - \varphi(x) & \text{for } x \in \partial \Omega, \end{cases} \quad (2.17)$$

with $\varphi$ continuous on $\partial \Omega$.

**Definition 2.2** Let $u$ be a locally bounded function on a set $E$. $orall x \in E$, let us note:

$$u^*(x) = \limsup_{y \to x} u(y)$$

$$u_*(x) = \liminf_{y \to x} u(y)$$

$u^*$ and $u_*$ are respectively the upper semicontinuous envelope and lower semicontinuous envelope of $u$.

We recall also that $u : E \to \mathbb{R}$ is upper (respectively, lower) semicontinuous (u.s.c, resp. l.s.c) if for any $x \in E$ and $\varepsilon > 0$ there exists a $\delta$ such that for all $y \in E \cap B(x, \delta)$, $u(y) < u(x) + \varepsilon$ (respectively, $u(y) > u(x) - \varepsilon$). To familiarize oneself with these notions, the reader can refer to the sections V-1 and V-2.1 of [5].

**Definition 2.3 (Discontinuous viscosity solutions)** A locally bounded function, u.s.c (respectively, l.s.c) on $\overline{\Omega}$, $v$ is a discontinuous viscosity subsolution (respectively, supersolution) of equation (2.15) if:

$\forall \phi \in C^1(\overline{\Omega}), \forall x_0 \in \overline{\Omega}$ local maximum of $(v - \phi)$, $F_*(x_0, v(x_0), \nabla \phi(x_0)) \leq 0$.

(respectively, if:

$\forall \phi \in C^1(\overline{\Omega}), \forall x_0 \in \overline{\Omega}$ local minimum of $(v - \phi)$, $F^*(x_0, v(x_0), \nabla \phi(x_0)) \geq 0$).

A locally bounded function, $u$ is a discontinuous viscosity solution of (2.15) if $u^*$ is a subsolution and $u_*$ is a supersolution of (2.15).

For the Dirichlet problem (2.17) with $H$ and $\varphi$ continuous, it is easy to calculate the functions $F^*$ and $F_*$. We have:

$$F^*(x) = F_*(x) = H(x) \quad \text{if } x \in \Omega,$$

$$F^*(x) = \max(H(x, u, \nabla u), u(x) - \varphi(x)) \quad \text{if } x \in \partial \Omega,$$

$$F_*(x) = \min(H(x, u, \nabla u), u(x) - \varphi(x)) \quad \text{if } x \in \partial \Omega.$$  

For more details, we advise the reader to read chapter 4 of Barles’ book [7].

Let us emphasize that the notion of discontinuous viscosity solutions extends the notion of continuous viscosity solutions. In particular a continuous viscosity
solution is a discontinuous viscosity solution. Also, the notion of discontinuous viscosity solutions allows to define solutions when there do not exist continuous viscosity solutions. For example, the reader will verify easily that the function represented in figure 2.4 is a discontinuous viscosity solution of equation (2.14)

$$\begin{cases}
|\nabla u| - 1 = 0, \\
u(0) = 0 \text{ and } u(1) = 1.5.
\end{cases}$$

![Figure 2.4: Example of a discontinuous viscosity solution of (2.14).](image)

There exist many existence theorems for discontinuous viscosity solutions. We only give here the one we need for our applications. The reader can find the following theorem in Bardi and Capuzzo Dolcetta’s book [5] (theorem V.4.13), it deals with Hamilton-Jacobi-Bellman equations.

**Definition 2.4** Let $\Omega$ be an open subset of $\mathbb{R}^N$ and $A$ be a set. We call Hamilton-Jacobi-Bellman (HJB) the PDE defined as follows:

$$\lambda u(x) + \sup_{a \in A} \{-f(x, a) \cdot \nabla u(x) - l(x, a)\} = 0 \quad \forall x \in \Omega. \quad (2.18)$$

where $f$ is a function from $\Omega \times A$ into $\mathbb{R}^N$ and $l$ is a function defined from $\Omega \times A$ into $\mathbb{R}$.

According to the optimal control theory (see theorem 2.3 and more generally the book [5]), $a$ is called the control, $l$ is called the running cost, $f$ is called the dynamics and $\lambda \geq 0$ is called the interest rate.

We associate with the HJB equations (2.18), the convex Hamiltonian

$$H(x, u, p) = \lambda u + \sup_{a \in A} \{-f(x, a) \cdot p - l(x, a)\},$$

which we call “HJB Hamiltonian”.

Before giving the theorem, let us state the assumptions we need:

(H6) $A$ is a compact topological space and $\Omega$ is a bounded open subset of $\mathbb{R}^N$;
(H7) \( f : \Omega \times A \rightarrow \mathbb{R}^N \) is continuous;  
\( l : \Omega \times A \rightarrow \mathbb{R} \) is continuous and bounded.

(H8) \( f \) and \( l \) are Lipschitz continuous in \( x \in \Omega \) uniformly in \( a \in A \).

**Theorem 2.3** Let \( H(x,p) = \sup_{a \in A} \{-f(x,a) \cdot p - l(x,a)\} \); assume the hypotheses (H6)-(H8) are satisfied and let \( \varphi \in BC(\partial \Omega) \), then \( u \) defined by

\[
u(x) = \inf_{\xi \in \mathbb{R}^{n_{\sigma}}} \int_0^{t_x(\xi)} l(y_x(s),\xi(s)) e^{-\lambda s} ds + e^{-\lambda x(\xi)} \varphi(y_x(t_x(\xi))),
\]

(where \( y_x \) is the solution of the differential equation

\[
\begin{cases}
  y'(t) = f(y(t),\xi(t)), & t > 0, \\
  y(0) = x,
\end{cases}
\]

and \( t_x(\xi) \) is the first time the trajectory \( y_x(.,\xi) \) goes out of \( \Omega \) )

is a viscosity solution in the discontinuous sense of

\[
\begin{cases}
  \lambda u + H(x,\nabla u) = 0 & \text{in } \Omega, \\
  u = \varphi & \text{on } \partial \Omega.
\end{cases}
\]   

(2.19)

**Remarks 3.**

r3.1 - In other words, this theorem states that the value function of the classical optimal control problem is the viscosity solution of the adequate HJB equation.

r3.2 - We emphasize the fact that the theorem is true even if \( \lambda = 0 \).

The HJB equations are useful for the SFS problems. As we will see below, we can rewrite the SFS equations as HJB equations. The reader unfamiliar with control theory can read appendix A in which we detail the tools allowing to make this transformation.

### 2.2.3 Hamiltonians for the SFS problems and unification of the “perspective” and “orthographic SFS”

**Note:** In this section, and more generally when we deal with the SFS problem, we fix \( N = 2 \). In particular, \( \Omega \) is an open subset of \( \mathbb{R}^2 \).

#### 2.2.3.1 Basic Hamiltonians for SFS

In section 2.1, we have presented several PDEs arising from various mathematical formulations of the SFS problem. Let us recall that the definition of the viscosity solutions is associated with the Hamiltonians and not with the equations. So for each SFS equation we have to specify an Hamiltonian.
1. In the case where \( \mathbf{L} = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} \), we associate the “Eikonal” Hamiltonian \( H_{Eikol}^{orth} \) with the Eikonal equation (2.4):

\[
H_{Eikol}^{orth}(x,p) = |p| - \sqrt{\frac{1}{I(x)^2}} - 1.
\]  

(2.20)

In the case where \( \mathbf{L} = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} \), we can also consider the Hamiltonian \( H_{(0,0,1)}^{orth} \):

\[
H_{(0,0,1)}^{orth}(x,p) = I(x)\sqrt{1 + |p|^2} - 1; 
\]

(2.21)

\( H_{(0,0,1)}^{orth} \) is a particular case of \( H_{R/T}^{orth} \), see below.

2. With equation (2.3) of the general “orthographic SFS” (\( \mathbf{L} = (1, \gamma) \)), we associate the Hamiltonian\(^6\) \( H_{R/T}^{orth} \):

\[
H_{R/T}^{orth}(x,p) = I(x)\sqrt{1 + |p|^2} + p \cdot 1 - \gamma; 
\]

(2.22)

3. With equation (2.6) of the “perspective SFS” with a constant light source vector \( \mathbf{L} = (1, \gamma) \), we associate the Hamiltonian\(^7\) \( H_{P/F}^{pers} \):

\[
H_{P/F}^{pers}(x,p) = I(x)\sqrt{f^2 |p|^2 + (x \cdot p + 1)^2} - (f \cdot 1 + \gamma x) \cdot p - \gamma; 
\]

(2.23)

4. With the “perspective SFS” with \( \mathbf{L} = (0,0,1) \) (the light direction corresponds to the optical axis of the camera) we associate

\[
H_{(0,0,1)}^{pers}(x,p) = I(x)\sqrt{f^2 |p|^2 + (x \cdot p + 1)^2} - x \cdot p - 1; 
\]

(2.24)

5. And with the “perspective SFS” with a single point light source located at the optical center, we associate the Hamiltonian\(^8\) \( H_{F}^{pers} \):

\[
H_{F}^{pers}(x,p) = I(x)\sqrt{f^2 |p|^2 + (p \cdot x)^2 + Q(x)^2} - Q(x), 
\]

(2.25)

where \( Q(x) = \frac{f}{\sqrt{|p|^2 + f^2}} \).

Let us remind the reader that in (2.22) and (2.23), we assume \( \gamma > 0 \).

\(^6\)This Hamiltonian has been introduced by Rouy and Tourin [134].

\(^7\)This Hamiltonian has been established by Prados and Faugeras in [118, 120].

\(^8\)This Hamiltonian has been introduced by Prados and Faugeras in [119, 124].
2.2.3.2 A “generic” Hamiltonian for SFS

As we have seen in the previous section, the SFS problem leads to several Hamiltonians; nevertheless we show that all these SFS Hamiltonians are special cases of a general one, thereby simplifying the formalization of the problem.

Explicit formulation of \( H_g \)

In appendix B.1, we show that all the Hamiltonians \( H^\text{orth} \) and \( H^\text{pers} \) are special cases of the following “generic” Hamiltonian \( H_g \)

\[
H_g(x,p) = \tilde{H}_g(x, A_x p + v_x) + w_x \cdot p + c_x,
\]

with

\[
\tilde{H}_g(x,q) = \kappa_x \sqrt{|q|^2 + K_x^2},
\]

- \( \kappa_x \geq 0 \) and \( K_x \geq 0 \),
- \( A_x = D_x \ R_x \), where
  - \( D_x = \begin{pmatrix} \mu_x & 0 \\ 0 & \nu_x \end{pmatrix} \), \( \mu_x, \nu_x \neq 0 \),
  - \( \text{if } x \neq 0, \ R_x \text{ is the rotation matrix } R_x = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \);
    where \( \cos \theta = \frac{x_2}{|x|} \) and \( \sin \theta = -\frac{x_1}{|x|} \),
  - \( \text{if } x = 0, \ R_x = I_{2 \times 2} \);
- \( v_x, w_x \in \mathbb{R}^2 \),
- \( c_x \in \mathbb{R} \).

In appendix B.1, we detail the associated functions \( v_x, w_x, c_x, \mu_x, \nu_x, \kappa_x \) and \( K_x \), for all the Hamiltonians \( H^\text{orth} \) and \( H^\text{pers} \).

Control formulation of \( H_g \)

Let us remind the reader that we call “HJB Hamiltonian”, a Hamiltonian which has the following form (see definition 2.4):

\[
H(x,u,p) = \lambda u + \sup_{a \in A} \{-f(x,a) \cdot p - l(x,a)\}
\]

From a theoretical point of view as well as from a practical one, it is very interesting to formulate the SFS Hamiltonians as HJB Hamiltonians. For example, such a formulation allows to apply the existence theorem 2.3. Also, in chapter 3, we show that the HJB formulation allows to design approximations schemes (section 3.1) and numerical algorithms (section 3.1). Therefore it allows to compute numerical approximations of the viscosity solutions of SFS PDEs.
We now give a HJB formulation of the “generic” Hamiltonian $H_g$. By using the Legendre transform\(^9\) of $\tilde{H}_g$, we can rewrite the Hamiltonian $H_g$ as a supremum\(^10\):

$$H_g(x, p) = \sup_{a \in \text{Dom}H_g}(x, \cdot) \{ [\lambda A_x a \cdot w_x] \cdot p - [\tilde{H}_g^*(x, a) - v_x \cdot a \cdot c_x] \}.$$

Now, let us write

$$Di l_x = \kappa_x^{-1} R_x D_x R_x.$$  \hfill (2.26)

By using the change of variables\(^11\) $b = \kappa_x^{-1} R_x a \quad (a = \kappa_x R_x b)$, we have:

$$H_g(x, p) = \sup_{a \in B(0,1)} \{ [ D i l_x a + w_x ] \cdot p - [\tilde{H}_g^*(x, \kappa_x R_x a) - \kappa_x (R_x v_x) \cdot a \cdot c_x] \}.$$

Through differential calculus\(^12\), we obtain

$$\tilde{H}_g^*(x, a) = -K_x \sqrt{\kappa_x^2 - |a|^2},$$

so that

$$\tilde{H}_g^*(x, \kappa_x R_x a) = -\kappa_x K_x \sqrt{1 - |a|^2}.$$

Then we have

$$H_g(x, p) = \sup_{a \in B(0,1)} \{ -f_g(x, a) \cdot p - l_g(x, a) \},$$  \hfill (2.27)

with

$$f_g(x, a) = -[ D i l_x a + w_x ],$$

$$l_g(x, a) = -[ K_x \kappa_x \sqrt{1 - |a|^2} + \kappa_x (R_x v_x) \cdot a + c_x].$$  \hfill (2.28)

In order to apply the theory of the viscosity solutions on HJB equations, it is important that the supremum is on a set which does not depend on $x$. In the control formulation (2.27) of $H_g$, the supremum is on the closed ball $B(0,1)$.

**Remark 4.** This formulation is still valid at the points $x$ such that $\kappa_x = 0$. For most of the SFS Hamiltonians, these points correspond to pixels in shadows. At these points we have

$$H_g(x, p) = w_x \cdot p + c_x = \sup_{a \in B(0,1)} \{ w_x \cdot p + c_x \}.$$  

---

\(^9\)See appendix A.

\(^10\)See appendix B.2.

\(^11\)This change of variables is justified only if $\kappa_x \neq 0$. Nevertheless, the reader will verify easily that the following series of identities hold even if $\kappa_x = 0$.

\(^12\)Using the method described in appendix A.
So

\[ f_g(x,a) = -w_x, \]
\[ l_g(x,a) = -c_x. \]

Thus, the approximation schemes based on this formulation and presented in section 3.1.2 provide numerical algorithms allowing to compute solutions of SFS for images including shadows.

### 2.2.3.3 SFS Hamiltonians nonnegative running cost

We start this subsection by recalling the

**Definition 2.5** Let \( \psi \in C^1(\Omega) \). We say that \( \psi \) is a subsolution of \( H(x,\nabla u) = 0 \) if

\[ \forall x \in \Omega, \quad H(x,\nabla \psi(x)) \leq 0. \]

So by definition, the null function 0 is a subsolution of the Hamiltonian \( H \) iff

\[ \forall x \in \Omega, \quad H(x,0) \leq 0. \]

Also, for a convex Hamiltonian \( H \), we can verify:

**Proposition 2.2** 0 is a subsolution of the convex Hamiltonian \( H \) iff

\[ \forall x \in \Omega, \forall q \in \mathbb{R}^N, \ H^*(x,q) \geq 0 \]

(where \( H^* \) is the Legendre transform of \( H \), see appendix A). Also, if \( H \) is an HJB Hamiltonian (with a null interest rate), 0 is a subsolution iff the running cost is nonnegative.

**Proof.**

\[ H(x,0) \leq 0 \iff \sup_{q \in \text{Dom} H^*(x,\cdot)} \{ 0 \cdot q - H^*(x,q) \} \leq 0 \]
\[ \iff -\inf_{q \in \text{Dom} H^*(x,\cdot)} \{ H^*(x,q) \} \leq 0 \]
\[ \iff \inf_{q \in \text{Dom} H^*(x,\cdot)} \{ H^*(x,q) \} \geq 0 \]
\[ \iff \forall q \in \text{Dom} H^*(x,\cdot), \quad H^*(x,q) \geq 0. \]

In the same way, we prove the equivalent with the nonnegativity of the running cost of an HJB Hamiltonian.

\[ \square \]

Moreover, let us note that the running cost \( l_g \) associated with the generic Hamiltonian \( H_g \) verifies \( H^*_g(x,q) = l_g(x,Di^{-1}(q - w_x)) \).

At this stage, several reasons can suggest us to deal with such Hamiltonians:
1. It allows to apply the theory developed by Camilli and its coworkers in [26, 25, 23].

2. A large part of the results presented by Dupuis and Olienis in [47] are demonstrated by using widely the positivity of the running cost (more precisely, they used the positivity of the Legendre transform).

3. Generally, the proofs of the existence and uniqueness of the viscosity solutions are easier with these Hamiltonians than with other Hamiltonians. For example, hypothesis (H3) becomes obvious. This is also true when we consider schemes. The proof of the stability of the schemes and the proof of the convergence of their solutions toward the viscosity solution (of the associated equations) are simpler; see for example proposition 3.2. Nevertheless, let us note that, as we show in chapter 4 (see in particular section 4.4), the work of Camilli et al [26, 25, 23], and the work of Dupuis and Olienis [47] can be extended to Hamiltonians with any running cost. We donot require anymore the nonnegativity of $H^*$. Since the intensity image $I$ verifies $I(x) \leq 1$, the SFS Hamiltonians $H_{Eikos}^{orth}$, $H_{F}(0,0,1)$, $H_{F}^{pers}$ and $H_{F}^{pers}(0,0,1)$ have positive running cost (they verify $H(x,0) \leq 0$). For the Hamiltonians $H_{R/I}^{orth}$ and $H_{F/I}$, the associated running costs are not positive. Nevertheless, by performing some changes of variables, we can design other Hamiltonians which verify this property.

**“Orthographic Hamiltonian” with nonnegative running cost**

By using the change of variables\(^{13}\)

\[ v(x) = 1 \cdot x + \gamma u(x), \]  
(2.29)

the PDE (2.3) can be rewritten as

\[ \forall x \in \Omega, \quad I(x) \sqrt{|\nabla u(x) - 1|^2 + \gamma^2 + \nabla u(x) \cdot 1 - 1} = 0. \]  
(2.30)

Let us note that the “change of unknown” proposition 2.1 does not apply to the change of variables (2.29).

With equation (2.30), we associate the Hamiltonian $H_{D/O}^{orth}$:

\[ H_{D/O}^{orth}(x,p) = I(x) \sqrt{|p - 1|^2 + \gamma^2} + p \cdot 1 - 1. \]  
(2.31)

Since $H_{D/O}^{orth}(x,0) = I(x) - 1$ and $I(x) \leq 1$, $H_{D/O}^{orth}$ verifies:

\[ \forall x \in \Omega, \quad H_{D/O}^{orth}(x,0) \leq 0. \]

\(^{13}\)Proposed by Dupuis and Olienis [47].
“Perspective Hamiltonian” with nonnegative running cost

By using the change of variable

\[ v(x) = \frac{\gamma}{f} \left( \gamma f - 1 \cdot x \right) u(x), \]

(2.32)

before the change of variables \( v = \ln(u) \), the PDE (2.5) can be rewritten as a PDE which the associated Hamiltonian \( H_2^{pers} \) verifies

\[ \forall x \in \Omega, \quad H_2^{pers}(x, 0) \leq 0. \]

Since the interest of this formulation is essentially theoretic, we do not give more details about this Hamiltonian.

Remark:

Let us note that the two Hamiltonians \( H_{DIO}^{or} \) and \( H_2^{pers} \) are some particular cases of the generic SFS Hamiltonian \( H_g \) described above.

2.2.4 Existence of viscosity solutions of the “classical” SFS problems

2.2.4.1 Existence of continuous viscosity solutions of the “classical” SFS problems

In this section, we apply theorem 2.2 (page 60) for proving the existence of continuous viscosity solutions of the SFS Hamiltonians.

Let us remind the reader that the SFS Hamiltonians are special cases of the generic Hamiltonian \( H_g \). Therefore all the properties proved for the generic Hamiltonian are also available for all the SFS Hamiltonians.

• At first, the generic Hamiltonian \( H_g \) is convex with respect to \( p \): (H1) is true.
• About the uniform coercivity, we have the following proposition:

Proposition 2.3  Let us consider a Hamiltonian \( H_g \) defined as in section 2.23.2 such that the functions \( \kappa_x, \ c_x, \ A_x^{-1}, \ w_x, \ v_x \) (or \( \kappa_x, \ c_x, (t^R_x A_x)^{-1}, \ w_x, \ (t^R_x v_x) \) are continuous and bounded on the compact set \( \Omega \). We assume that \( w_x \neq 0 \) for all \( x \) in \( \Omega \).

If \( \forall x \in \Omega, \ |t^R_x A_x^{-1} w_x| < \kappa_x \) then \( H_g(x, \cdot) \) is coercive uniformly with respect to \( x \) in \( \Omega \).

Proof.  See subsection 2.2.5. \( \square \)

We can remark that if \( w_x = 0 \) and \( \kappa_x \neq 0 \) therefore \( H_g(x, \cdot) \) is coercive
uniformly with respect to $x$ in $\Omega$ (by using the compact of $S(0,1) \times \Omega$, we have: $\exists \delta > 0$ | $\forall p \in S(0,1)$ and $\forall x \in \Omega$, $|A_x p| > \delta$; therefore $\forall \lambda > 0$, $|A_x (\lambda p)| > \lambda \delta$; the conclusion follows).

Using the results of the appendix B.1 and applying proposition 2.3 to the corresponding SFS Hamiltonians, we obtain the following statements:

- $H^{orth}_{Eiko}$, $H^{orth}_{(0,0,1)}$, $H^pers_F$ are uniformly coercive as soon as $I(x) > 0$.
- $H^{orth}_{R/T}$, $H^{orth}_{D/O}$ are uniformly coercive as soon as $I(x) > |l|$. 
- $H^{pers}_{(0,0,1)}$ is uniformly coercive if $I(x) > \frac{|x|}{\sqrt{f^2 + |l|^2}}$.
- $H^{pers}_{P/F}$, $H^pers_2$ are coercive as soon as 
  \[ I(x)^2 > \frac{1}{f^2 + |x|^2} \left[ |\gamma x + \ell l|^2 + \left( |x|^2 |l|^2 - (x \cdot \ell)^2 \right) \right]. \]

Hence, subject to the adequate conditions, all SFS Hamiltonians verify hypothesis (H2).

- Concerning hypothesis (H3), we verify that:
  - for the Hamiltonians $H^{orth}_{Eiko}$, $H^{orth}_{(0,0,1)}$, $H^pers_F$, $H^{orth}_{D/O}$, $H^{pers}_{(0,0,1)}$ and $H^pers_2$ we have 
    \[ \inf_{p \in \mathbb{R}^2} H(x, p) \leq H(x, 0) \leq 0. \]
  - for the Hamiltonian $H^{orth}_{R/T}$ (taking the derivative):
    \[ \inf_{p \in \mathbb{R}^2} H(x, p) = \begin{cases} \sqrt{I^2(x) - |l|^2} - \gamma & \text{if } I(x) \geq |l|. \\ -\infty & \text{otherwise.} \end{cases} \]
    Since $I^2 \leq \alpha^2 + \beta^2 + \gamma^2 = 1$, we have $\inf_{p \in \mathbb{R}^2} H(x, p) \leq 0$.
  - for the Hamiltonian $H^pers_{P/F}$, we can consider the subsolution $\psi$ described at the page 78. We have
    \[ \inf_{p \in \mathbb{R}^2} H^pers_{P/F}(x, p) \leq H^pers_{P/F}(x, \nabla \psi(x)) \leq 0. \]

- If $\kappa_x$, $K_x$, $w_x$, $c_x$ are continuous and if $A_x$ and $v_x$ (or $^1 R_x A_x$ and $^1 R_x v_x$) are continuous then $H_g$ is continuous in $\Omega \times \mathbb{R}^2$. Therefore as soon as the intensity image $I$ is continuous, all SFS Hamiltonians $H^pers_x$ and $H^{orth}_x$ are continuous in $\Omega \times \mathbb{R}^2$ (for the Hamiltonian $H^{orth}_{Eiko}$, $I$ must also verify $I > 0$ on $\Omega$). So (H4) holds.

Therefore, if the compatibility condition (H5) is satisfied on $\partial \Omega$ (and if the above conditions are verified), then all the SFS problems (PDEs with DBC) have continuous viscosity solutions.
2.2.4.2 Existence of discontinuous viscosity solutions of the “classical” SFS problems

In section 2.2.3.2 at the page 67, we have shown that the “generic” Hamiltonian $H_g$ is a HJB Hamiltonian. Precisely we have shown that:

$$H_g(x, p) = \sup_{a \in \mathbb{R}^d} \{ -f_g(x, a) \cdot p - l_g(x, a) \},$$

with

$$f_g(x, a) = -[Dil_x a + w_x],$$
$$l_g(x, a) = -[K_x \kappa_x \sqrt{1 - |a|^2} + \kappa_x (R_x v_x) \cdot a + c_x].$$

(2.33)

Also we have:

- If $\kappa_x$, $\mu_x$ and $\nu_x$ are continuous on $\overline{\Omega}$, then $Dil_x$ is continuous on $\overline{\Omega}$. If furthermore $w_x$ is continuous then $f_g$ is continuous on $\overline{\Omega} \times \overline{B}_2(0, 1)$.

- If $\mu_x$ and $\nu_x$ are bounded (which is true as soon as $\overline{\Omega}$ is bounded and $\mu_x$ and $\nu_x$ are continuous on $\overline{\Omega}$) and if $\kappa_x$ is Lipschitz continuous, then $Dil_x$ is Lipschitz continuous. If furthermore $w_x$ is Lipschitz continuous then $f_g$ is Lipschitz continuous with respect to $x$ with a Lipschitz constant which does not depend on $a \in \overline{B}_2(0, 1)$.

- If $K_x$ and $v_x$ are bounded and if $\kappa_x$ and $c_x$ are Lipschitz continuous then $l_g$ is Lipschitz continuous with respect to $x$ (with a Lipschitz constant which does not depend on $a \in \overline{B}_2(0, 1)$) and continuous on $\overline{\Omega} \times \overline{B}_2(0, 1)$.

- If $\kappa_x$, $\mu_x$, $\nu_x$, $w_x$, $v_x$, $K_x$ and $c_x$ are bounded on $\overline{\Omega}$ then $f_g$ and $l_g$ are bounded on $\overline{\Omega} \times \overline{B}_2(0, 1)$.

Therefore,

- if $\overline{\Omega}$ is bounded,
- if $\mu_x$ and $\nu_x$ are continuous on $\overline{\Omega}$,
- if $K_x$ and $v_x$ are bounded and
- if $\kappa_x$, $w_x$ and $c_x$ are Lipschitz continuous

then all hypotheses (H6)-(H8) of theorem 2.3 (at the page 65) are verified for the “generic” Hamiltonian $H_g$.

Consequently, using appendix B.1, we verify easily that as soon as the intensity image $I$ is Lipschitz continuous, the hypotheses (H6)-(H8) hold for all
SFS Hamiltonians\textsuperscript{14}. Therefore, theorem 2.3 applies for each modeling of the SFS problem.

Thus, if $\varphi \in BC(\partial \Omega)$ then for all our SFS problems (PDEs with DBC), there exists a discontinuous viscosity solution. Let us emphasize that the compatibility conditions are no more required.

\subsection*{2.2.5 Proof of proposition 2.3 claimed in section 2.2.4}

Let us remind proposition 2.3.

\textbf{Proposition 2.3} Let us consider a Hamiltonian $H_\varphi$ defined as in section 2.2.3. such that the functions $\kappa_x$, $c_x$, $A^{-1}_x$, $w_x$, $v_x$ (or $\kappa_x$, $c_x$, $(1^T A_x A_x)^{-1}$, $w_x$, $v_x$) are continuous and bounded on the compact set $\overline{\Omega}$. We assume that $w_x \neq 0$ for all $x$ in $\overline{\Omega}$.

If $\forall x \in \overline{\Omega}$, $|A^{-1}_x w_x| < \kappa_x$ then $H_\varphi(x, \cdot)$ is coercive uniformly with respect to $x$ in $\overline{\Omega}$.

The proof of proposition 2.3 is based on the following lemma:

\textbf{Lemma 2.1} Let $Q$ be a function defined by:

\begin{equation*}
Q : E \times \mathbb{R}^N \to \mathbb{R}
(x, q) \mapsto Q(x, q) := |q| + W(x) \cdot q + C(x),
\end{equation*}

where $E$ is any set, $C : E \to \mathbb{R} : x \mapsto C(x)$ is a function bounded below by $c \in \mathbb{R}$, and $W$ is a function defined by: $W : E \to \mathbb{R}^N : x \mapsto W(x)$.

If there exists $\varepsilon > 0$ such that $\forall x \in E$, $|W(x)| \leq 1 - \varepsilon$ then $Q(x, \cdot) : q \mapsto Q(x, q)$ is coercive uniformly with respect to $x$ in $E$.

\textbf{Proof of lemma 2.1.} By the Cauchy-Schwarz' inequality we have:

\begin{equation*}
W(x) \cdot q \geq -|W(x)||q|.
\end{equation*}

Therefore, $\forall x \in E$, $\forall q \in \mathbb{R}^N$,

\begin{equation*}
|q| + W(x) \cdot q \geq |q|(1 - |W(x)|) \geq |q|\varepsilon.
\end{equation*}

Hence $Q(x, q) \geq |q|\varepsilon + c$, and the conclusion follows. \hfill \Box$

\textbf{Proof of proposition 2.3.}

\textsuperscript{14}For the Hamiltonian $H_\varphi^{vol}$, we also need to impose $I > 0$ on $\overline{\Omega}$.
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- Let us define
  \[ \hat{H}(x,p) := \kappa_x |A_x p + v_x| + w_x \cdot p + c_x. \]

  We have
  \[ \forall x \in \overline{\Omega}, \forall p \in \mathbb{R}^2, \quad H_g(x,p) \geq \hat{H}(x,p), \]
  So if \( \hat{H}(\cdot,\cdot) : p \mapsto \hat{H}(x,p) \) is coercive uniformly with respect to \( x \) then
  \( H_g(x,\cdot) \) is also coercive uniformly with respect to \( x \).

- We now consider
  \[ Q : \overline{\Omega} \times \mathbb{R}^2 \longrightarrow \mathbb{R} \]
  \[ (x,q) \longmapsto |q| + \frac{1}{\kappa_x} |\mathbf{A}_x^{-1} w_x| \cdot q + c_x - |\mathbf{A}_x^{-1} w_x| \cdot v_x. \]

  Since we have assumed that
  
  i) \( c_x, A_x^{-1}, w_x, v_x \) were bounded
  
  and that
  
  ii) \( |\mathbf{A}_x^{-1} w_x| < \kappa_x \)

  (so that, by continuity, there exists \( \varepsilon > 0 \)
  such that for all \( x \) in the compact set \( \overline{\Omega} \), \( \frac{1}{\kappa_x} |\mathbf{A}_x^{-1} w_x| \leq 1 - \varepsilon \).

  Therefore by lemma 2.1, \( Q(x,\cdot) \) is coercive uniformly with respect to \( x \) in \( \overline{\Omega} \).

- Now, let us rewrite the uniform coercivity of \( Q(x,\cdot) \) as follows:

  \[ \forall A \in \mathbb{R}, \exists M \in \mathbb{R} / \forall q \in \mathbb{R}^2, \forall x \in \overline{\Omega}, \quad |q| \geq M \text{ implies } Q(x,q) \geq A. \]

  Let us fix \( A \) and \( M_1 \in \mathbb{R} \) such that the above implication is true (with \( M = M_1 \)). We can consider \( M_2 \in \mathbb{R} \) such that for all \( x \) on \( \overline{\Omega} \),

  \[ M_2 \geq \frac{1}{\kappa_x} |\mathbf{A}_x^{-1}|(|M_1| + \kappa_x |v_x|) \]

  (we have assumed that \( v_x \) and \( A_x^{-1} \) were bounded; moreover, since \( |\mathbf{A}_x^{-1} w_x| > 0 \) and \( |\mathbf{A}_x^{-1} w_x| \) is continuous on the compact set \( \overline{\Omega} \), \( \kappa_x^{-1} \)

  is also bounded).

  Then for all \( p \in \mathbb{R}^2, |p| \geq M_2 \) implies:

  \[ \kappa_x |A_x p + v_x| \geq \kappa_x (|A_x p| - |v_x|) \]

  \[ \geq \kappa_x \left( \frac{1}{|\mathbf{A}_x^{-1}|} |p| - |v_x| \right) \]

  \[ \geq \kappa_x \left( \frac{1}{|\mathbf{A}_x^{-1}|} |M_2| - |v_x| \right) \]

  \[ \geq \kappa_x \left( \frac{1}{\kappa_x} (|M_1| + \kappa_x |v_x|) - |v_x| \right) \]

  \[ \geq M_1. \]

  Then:

  \[ \forall A \in \mathbb{R}, \exists M_2 \in \mathbb{R} / \forall p \in \mathbb{R}^2, \forall x \in \overline{\Omega}, \]

  \[ |p| \geq M_2 \quad \text{implies} \quad \hat{H}(x,p) = Q(x,\kappa_x (A_x p + v_x)) \geq A. \]
In other words, \( \hat{H}(x,.) \) is coercive uniformly with respect to \( x \) in \( \overline{\Omega} \).

The conclusion follows.

\[ \square \]

### 2.2.6 Characterization of viscosity solutions of the “classical” SFS problems

In the previous section we have proved the existence of viscosity solutions of the “classical” Lambertian SFS problems. Nevertheless, as we will show in this section, the “classical” Lambertian SFS problems with DBC (on the boundary of the image) do not have a unique viscosity solution. For computing a numerical solution of the SFS problems, we need to choose one solution among all. To make this choice, we must characterize the solutions. Also, as Rouy and Tourin have proposed in [134], we satisfy this requirement by enlarging the DBC to the set \( \partial \Omega \cup \{ x \mid I(x) = 1 \} \).

#### 2.2.6.1 Uniqueness results for continuous viscosity solutions

Let us recall the following standard definition:

**Definition 2.6** We say that there is a maximum principle for the Hamilton-Jacobi equation

\[
H(x,u(x),\nabla u(x)) = 0 \text{ in an open set } \Omega, \tag{2.34}
\]

when we have: “for all subsolution \( u \) and supersolution \( v \) defined on \( \overline{\Omega} \), \( u \leq v \) on \( \partial \Omega \) involves \( u \leq v \) on \( \overline{\Omega} \)".

Let \( \varphi : \partial \Omega \to \mathbb{R} \) be a continuous function.

In the case of the continuous viscosity solutions, the maximum principle involves the uniqueness on \( \overline{\Omega} \) of the solution of the Dirichlet problem

\[
\begin{align*}
H(x,u(x),\nabla u(x)) &= 0 \text{ on } \Omega, \\
u &= \varphi \text{ on } \partial \Omega.
\end{align*}
\tag{2.35}
\]

In other words, the maximum principle ensures that there exists at most one continuous viscosity solution of equation (2.34) verifying \( u = \varphi \) in \( \partial \Omega \).

**Proof.** Let \( u_1, u_2 \) be two continuous viscosity solutions to the Dirichlet problem (2.35). Since for all \( x \) in \( \partial \Omega \), \( u_1(x) = u_2(x) \) (Dirichlet condition) and \( u_1, u_2 \) are both subsolution and supersolution, the maximum principle implies
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that \( u_1 \leq u_2 \) and \( u_2 \leq u_1 \) on \( \Omega \). The conclusion follows. 

Essentially, there exists two classical uniqueness theorems for the continuous viscosity solutions. The first deals with the PDE(s) of the form \( \lambda u(x) + H(x, \nabla u(x)) = 0 \) with \( \lambda > 0 \). The second deals with equations of the form \( H(x, \nabla u(x)) = 0 \) with \( H(x, p) \) convex with respect to \( p \). The first theorem is proved in [5] (theorem II.3.1 and remark II.3.3).

**Theorem 2.4 (uniqueness result (1))** Let \( \Omega \) be a bounded open subset of \( \mathbb{R}^N \). Let us consider the Hamilton-Jacobi equation

\[
\lambda u(x) + H(x, \nabla u(x)) = 0, \quad x \in \Omega \quad (\lambda > 0).
\]

We assume that \( H \) satisfies

\( \text{(H9) [space variable regularity]} \)

There exists a nondecreasing function \( \omega \) which goes to zero at zero, such that

\[
\forall x, y \in \Omega, \forall p \in \mathbb{R}^N, \quad |H(x, p) - H(y, p)| \leq \omega(|x - y|(1 + |p|)).
\]

Then there is a maximum principle for this equation.

The second uniqueness result is due to Ishii [74] and has been proved later in a different manner by Lions [95]. For the SFS problems, this theorem is important. In effect as we have seen above, the equations provided by the “classical” formulations of the SFS problems, involve Hamiltonians which do not depend on \( u \).

**Theorem 2.5 (uniqueness result (2))** Let \( \Omega \) be a bounded open subset of \( \mathbb{R}^N \). Let us consider the Hamilton-Jacobi equation

\[
H(x, \nabla u(x)) = 0 \quad \forall x \in \Omega.
\]

(2.36)

If the hypotheses (H1),(H9) and the following hypothesis are verified:

\( \text{(H10) [strict subsolution]} \)

there exists a strict subsolution \( u \in C^1(\Omega) \cap C(\overline{\Omega}) \) of (2.36) (i.e. such that \( H(x, \nabla u(x)) < 0 \) for all \( x \) in \( \Omega \));

then there is a maximum principle for this equation.

For more general conditions, see [96]. A proof can be found in section II.5.3 of Bardi and Capuzzo-Dolcetta's book [5].

These theorems apply to the SFS. In particular, by theorem 2.5, we can characterize the continuous viscosity solutions of the “classical” SFS problems. Let us consider the generic Hamiltonian \( H_g \) defined in section 2.2.3.2 (at the page 67). We have:
1. $H_g$ is convex with respect to $p$ and therefore the hypothesis (H1) is verified for all our SFS Hamiltonians.

2. If we assume that $k_x$, $w_x$ and $c_x$ are Lipschitz continuous and that $K_x$, $D_x$ and $v_x$ are bounded, then the Hamiltonian $H_g$ verifies the regularity hypothesis (H9). In particular, for all the SFS Hamiltonians $H^\text{orth}_s$ and $H^\text{pers}_s$, these conditions are true as soon as the intensity image $I$ is Lipschitz continuous\(^{15}\) (see appendix B).

3. About the existence of strict subsolutions:
   - The generic Hamiltonian $H_g$ does not have a generic strict subsolution. Nevertheless, all SFS Hamiltonians $H^\text{orth}_s$ and $H^\text{pers}_s$ have one.
   - Let us assume that
     \[ \text{for all } x \text{ in } \Omega, \quad I(x) < 1. \]

     Then, we have:
     - all constant functions are strict subsolutions of the Hamiltonians $H^\text{orth}_{\text{Eik}}, H^\text{orth}_{D/O}, H^\text{pers}_F$ and $H^\text{pers}_2$.
     - In effect, all these Hamiltonians verify $H(x,0) < 0$.
     - it is easy to verify that the function
       \[ \psi : \overline{\Omega} \longrightarrow \mathbb{R} : x \longmapsto -\frac{1}{\gamma} 1 \cdot x \]
       is a strict subsolution of the Rouy-Tourin Hamiltonian $H^\text{orth}_{R/T}$.
     - the reader can verify that the function
       \[ \psi : \overline{\Omega} \longrightarrow \mathbb{R} : x \longmapsto -\ln \frac{\gamma}{f} - \ln (\gamma f - 1 \cdot x) \]
       is a strict subsolution of the perspective Hamiltonian $H^\text{pers}_{F/E}$ (we need to impose $\gamma f - 1 \cdot x > 0$, i.e. $L \cdot (x, - f) < 0$).

Thus, for all SFS Hamiltonians, as soon as the intensity image $I$ is Lipschitz continuous and verifies
\[ \forall x \in \Omega, \quad I(x) < 1, \]
all the hypotheses of theorem 2.5 are verified. Therefore, under these conditions, the SFS Hamiltonians $H^\text{orth}_s$ and $H^\text{pers}_s$ have a unique continuous viscosity solution.

**Remark 5.** To apply theorem 2.5, a difficulty lies in the search of

\(^{15}\)for the Eikonal Hamiltonian $H^\text{orth}_{\text{Eik}}$, we also need to impose $\forall x \in \overline{\Omega}, \ I(x) > 0$. 
a strict subsolution. To get around this difficulty, we can make a change of variables for obtaining a new Hamiltonian with \( \lambda \neq 0 \) and we can try to apply theorem 2.4. For example, we can consider the Eikonal equation (2.37) with \( f \) strictly positive and Lipschitz. By using the Kružkov change of variable \( v(x) = 1 - e^{-u(x)} \) (therefore \( \nabla u(x) = \frac{1}{1-v(x)} \nabla v(x) \), \( v(x) < 1 \)), we rewrite the Eikonal equation

\[
|\nabla u(x)| = f(x)
\]

as

\[
v(x) + \frac{1}{f(x)} |\nabla v(x)| - 1 = 0,
\]

and theorem 2.4 applies to (2.38). This kind of tricks has been widely used by Falcone et al. in [24, 55, 56].

### 2.2.6.2 Uniqueness results for discontinuous viscosity solutions

The uniqueness results for the discontinuous viscosity solutions are almost the same as the uniqueness results for the continuous viscosity solutions. Nevertheless, they need stronger hypotheses; which is reasonable because discontinuous viscosity solutions are weaker solutions than continuous viscosity solutions (the set of the discontinuous viscosity solutions of a HJB equation contains the set of the continuous viscosity solutions). Also, the consequences on the SFS problem are almost the same.

In the continuous case, the maximum principle involves the uniqueness of the solution of the Dirichlet problem. Nevertheless in the discontinuous case, to have uniqueness we need a stronger property (see section 2.2.3 of [128]):

**Definition 2.7** Let \( \Omega \) be an open subset of \( \mathbb{R}^N \), let \( E \subseteq \overline{\Omega} \) and let \( F \) be a real function defined on \( \overline{\Omega} \times \mathbb{R} \times \mathbb{R}^N \).

We say that the strong uniqueness property holds on the set \( E \) for the equation

\[
F(x, u(x), \nabla u(x)) = 0
\]

when we have:

"for all subsolution \( u \), for all supersolution \( v \) and for all \( x \) in \( E \), \( u(x) \leq v(x) \)."

We have the following strong uniqueness result:

**Theorem 2.6** Let \( \Omega \) be an open subset of \( \mathbb{R}^N \) verifying (H11). Let \( H \) be a continuous real function defined on \( \overline{\Omega} \times \mathbb{R}^N \) and let \( \varphi \) be a real continuous function defined on \( \partial \Omega \). If \( H \) satisfies the hypotheses (H1), (H9) and (H10'), and if \( H \) satisfies the boundary hypotheses (H12), (H13) and (H14) (described
which impose properties of $H$ on $\partial \Omega$ then the strong uniqueness property holds on the set $\Omega$ for the equation
\[
F(x, u(x), \nabla u(x)) = 0 \quad \text{for } x \in \overline{\Omega},
\] (2.40)
which defines the following Dirichlet problem (in the discontinuous sense)
\[
F(x, u, p) = \begin{cases} 
H(x, p) & \text{for } x \in \Omega, \\
\quad u - \varphi(x) & \text{for } x \in \partial \Omega.
\end{cases}
\] (2.41)
The hypothesis (H10') is a hypothesis slightly stronger than hypothesis (H10) of the theorem 2.5:

(H10') [strict subsolution]
there exist $u \in C^1(\Omega) \cap C(\overline{\Omega})$ and $\delta < 0$ such that for all $x$ in $\Omega$, 
\[
H(x, \nabla u(x)) < \delta.
\]
The hypothesis (H11) deals with the regularity of the set $\Omega$:

(H11) [regularity of $\Omega$]
$\Omega$ is a bounded open subset of $\mathbb{R}^N$ of class $W^{2,\infty}$.

The hypotheses (H12), (H13) and (H14) are the following:
There exist a constant $C > 0$ and a neighborhood $\Gamma$ of $\partial \Omega$ (i.e. $\Gamma$ is an open subset of $\mathbb{R}^N$ such that $\partial \Omega \subset \Gamma$) such that

(H12) [$p$ - regularity on $\partial \Omega$]
there exists a function $\omega$ which goes to zero at zero, such that
\[
\forall x \in \Gamma, \forall p, q \in \mathbb{R}^N, |H(x, p) - H(x, q)| \leq \omega(|p - q|);
\]
(H13) $\forall x \in \Gamma, \forall p \in \mathbb{R}^N$, 
\[
H(x, p + \lambda \eta(x)) \leq 0 \implies \lambda \leq C(1 + |p|);
\]
(H14) [directional coercivity on $\partial \Omega$]
$\forall p \in \mathbb{R}^N$, 
\[
H(x, p - \lambda \eta(x)) \to +\infty \quad \text{uniformly with respect to } x \in \Gamma, \text{ when } \lambda \to +\infty;
\]
(where $\eta(x)$ is the unit outward pointing normal vector to $\partial \Omega$).

Proof of theorem 2.6. See theorem 4.5 and more exactly of its corollary 4.1, of Barles’book [7] in the particular case where the Hamiltonian $H$ does not depend on $u$. \hfill $\Box$

Remarks 6.
2.2 Shape from Shading and Viscosity solutions

6.1 - Clearly, the strong uniqueness property involves the uniqueness of the discontinuous viscosity solution. Therefore, thanks to theorem 2.6, we can prove the uniqueness of discontinuous viscosity solutions of (2.40) in $\Omega$. Nevertheless, generally we do not have the uniqueness in $\Omega$. So if $u_1$ and $u_2$ are two solutions, then for all $x$ in $\Omega$, $u_1(x) = u_2(x)$; but for all $x$ in $\partial \Omega$, $u_1(x)$ can be different from $u_2(x)$.

6.2 - The strong uniqueness property involves the continuity of the solution (see proposition 2 of [128]).

6.3 - Theorem 2.6 deals with a Hamiltonian $H$ which does not depend of $u$; More general results can be found in [7].

Proposition 2.4 A sufficient condition for the hypotheses (H13) and (H14) to be satisfied is: $H(x,p)$ coerciv in $p$ uniformly with respect to $x$ in $\Gamma$, a neighborhood of $\partial \Omega$.

Proof. See proposition 3 of [128].

As theorem 2.5 (uniqueness of the continuous viscosity solution), theorem 2.6 applies to the SFS problem. The three hypotheses (H1), (H9), and (H10') are (almost) the hypotheses of theorem 2.5. As in the previous section, we prove that they are verified for the SFS Hamiltonians $H_s^{\text{orth}}$ and $H_s^{\text{pers}}$ as soon as the intensity image is Lipschitz continuous and verifies $I < 1$ on $\bar{\Omega}$. Concerning the hypothesis (H12), we can easily prove (by computing the gradient of $H_g(x,.) : p \mapsto H_g(x,p)$) that if $\kappa_x$ and $w_x$ are bounded then $H_g(x,.)$ is Lipschitz continuous (with a Lipschitz constant which does not depend on $x$). Therefore (H12) is true for all SFS Hamiltonians $H_s^{\text{orth}}$ and $H_s^{\text{pers}}$.

Then, thanks to proposition 2.4, the strong uniqueness theorem applies as soon as the considered Hamiltonian $H(x,p)$ is coercive with respect to $p$ uniformly with respect to $x$ in a neighborhood of $\partial \Omega$. In section 2.2.4 (when we apply the existence theorem 2.2 to the Hamiltonian $H_g$ and later to the SFS Hamiltonians), we have described in detail the conditions for the coercivity property for the SFS Hamiltonians $H_s^{\text{pers}}$ and $H_s^{\text{orth}}$.

Conclusion: If the intensity image $I$ is Lipschitz continuous, if $I$ verifies $I < 1$ on $\bar{\Omega}$ and if the values of $I$ on the boundary of the image are such that the coercivity hypothesis holds, then there exists at most one discontinuous viscosity solution on $\Omega$. 
2.2.6.3 Characterization of the viscosity solutions of the “classical” SFS problem when the set \( \{ x \mid I(x) = 1 \} \) is not empty

In practice, \( I \) can reach the value 1 in an arbitrary compact set in \( \Omega \). This implies that there does not exist a strict subsolution and we lose uniqueness. Let us denote

\[
S = \{ x \in \overline{\Omega} \mid I(x) = 1 \}.
\]

The points of \( S \) are called the singular points. These points are the pixels of the image corresponding to points of the surface such that the surface normal coincides with the light direction. These points have maximal brightness. Sometimes, they are also called “critical points”.

In [134], Rouy and Tourin characterize the loss of uniqueness of the continuous viscosity solution of the equation (2.12)

\[
\begin{align*}
H(x, \nabla u(x)) &= 0 \quad \forall x \in \Omega \\
u &= \varphi \quad \forall x \in \partial \Omega,
\end{align*}
\]

in the case where \( H \) is the Hamiltonian \( H_{R/T}^{orth} \) and where the set \( S \) is a set of isolated points. In their paper [96], Lions, Rouy and Tourin characterize completely the continuous viscosity solutions, in the case where the set \( S \) is a finite union \( \bigcup_{i=1}^{n} K_i \) of disjoint connected compact sets. Nevertheless, they only consider the particular case of the Eikonal Hamiltonian \( H_{Eik}^{orth} \). In this chapter, we generalize their result: we characterize the continuous viscosity solutions of all our SFS Hamiltonians \( (H_{*}^{orth} \text{ and } H_{*}^{pers}) \); in particular we extend their work to the “perspective SFS” problem. As in [134], in this section we assume that \( S = \{ x_1, \ldots, x_n \} \) (let us note that in chapter 4, we relax this assumption). Also, we deal with the characterization of the discontinuous viscosity solutions of all SFS Hamiltonians.

Case of the continuous viscosity solutions

To begin with, we generalize [134, 96] (concerning the continuous viscosity solutions) to all the SFS Hamiltonians \( H_{*}^{orth} \) and \( H_{*}^{pers} \).

Let us fix \( n \) real constants \( (C_i)_{i=1,n} \). For all SFS equations with Dirichlet boundary conditions,

\[
\begin{align*}
H(x, \nabla u(x)) &= 0 \quad \forall x \in \Omega \\
u &= \varphi \quad \forall x \in \partial \Omega,
\end{align*}
\]

there exists at most one continuous viscosity solution \( u \) such that for all \( i = 1..n \), \( u(x_i) = C_i \) (the various constants \( C_i \) have just to verify the compatibility conditions\(^{16}\)). To prove this last assertion, we just have to enlarge the

\(^{16}\)See page 61
DBC to the set $\partial \Omega \cup \mathcal{S}$ and to apply theorems 2.2\textsuperscript{17} and 2.5\textsuperscript{18}, and the results presented in section 2.2.6.1. Thus, we just have to fix the constants $C_i$, for characterizing a viscosity solution of the SFS problems.

In other words, globally, for characterizing a SFS (viscosity) solution, we can ignore the set $\mathcal{S}$ and work in the open set $\Omega' = \Omega - \mathcal{S}$. Therefore, we consider the problem

$$\begin{align*}
H(x, \nabla u(x)) &= 0 \quad \forall x \in \Omega' \\
u(x) &= \varphi(x) \quad \forall x \in \partial \Omega',
\end{align*}$$

(2.42)

rather than (2.12). Thus, as soon as the intensity image $I$ is Lipschitz continuous, the problem (2.42) associated to any SFS Hamiltonian has at most one continuous viscosity solution. All the continuous viscosity solutions of (2.12) are then obtained from these by choosing almost arbitrarily\textsuperscript{19} the constants $C_i$.

**Remarks 7.**

**R7.1** - In practice, for computing a numerical solution of the SFS problem, we must characterize the solution we want to compute, first. The characterization we propose here is somewhat disappointing. In effect, it assumes that we know the values of the solution at all the singular points and on the boundary of the image. But the input data to a SFS problem consists only in general of an image. We do not have at our disposal the values of the solution at the singular points or on the boundary of the image. Nevertheless, in a first time we will assume that we know these “boundary” data. In chapter 4, we will describe how to remove partly this constraint.

**R7.2** - Another possibility is to choose among all solutions one which possesses an extra property, as in the work of M. Falcone et al. [24, 55, 56] where the uniqueness is obtained by choosing the maximal solution. This method has been developed by F. Camilli et al. in [26, 25]. Let us emphasize that M. Falcone assumes (as we do in this chapter) that the solution is known on the boundary $\partial \Omega$. Let us note that in chapter 4, we define a new mathematical framework which generalizes the tools used by Falcone et al and which unifies the various viscosity approaches.

\textsuperscript{17}Theorem 2.2 ensures the existence of the continuous viscosity solution; see at page 60.

\textsuperscript{18}Theorem 2.5 ensures the uniqueness of the continuous viscosity solution; see at page 77.

\textsuperscript{19}Let us recall that for ensuring the existence of a continuous viscosity solution, the compatibility condition must be verified.
Case of the discontinuous viscosity solutions

The above result does not apply directly to the discontinuous viscosity solutions of the “classical” SFS problem. The reason of this difficulty lies on the difference between the hypotheses (H10) and (H10') (hypotheses dealing with the strict subsolutions) we recall them here:

(H10) there exists \( u \in C^1(\Omega) \cap C(\overline{\Omega}) \) such that
\[
\forall x \in \Omega, \quad H(x, \nabla u(x)) < 0;
\]

(H10') there exist \( u \in C^1(\Omega) \cap C(\overline{\Omega}) \) and \( \delta < 0 \) such that
\[
\forall x \in \Omega, \quad H(x, \nabla u(x)) < \delta.
\]

The uniqueness of the continuous viscosity solution only requires the hypothesis (H10) (theorem 2.5), when the uniqueness of the discontinuous viscosity solution requires the stronger hypothesis (H10') (theorem 2.6). In the first case, the hypothesis (H10) holds even if there are singular points on the boundary of \( \Omega \), whereas in the second case, the hypothesis (H10') imposes that \( \forall x \in \overline{\Omega}, \quad I(x) < 1 \); and so there are not singular points on \( \partial \Omega \).

Remark 8. It is important to notice that the hypothesis (H10') is optimal for obtaining the uniqueness of the discontinuous viscosity solution (the hypothesis (H10) is not sufficient). In effect, for example, although the following SFS equation verifies the hypothesis (H10) (therefore it has a unique continuous viscosity solution), it has several discontinuous viscosity solutions.

Example: Let us consider the orthographic SFS problem, in dimension 1, with a vertical light direction. Let \( I \) be the intensity image obtained from the \( C^1 \) surface \( v \) represented in figure 2.5. Let us note that \( v \) and \( I \) are defined on \([0, 1]\), that for all \( x \) in \([0, 1]\), we have \( 0 < I(x) < 1 \), and that \( 0 \) is a singular point at the boundary.

Figure 2.5: A surface with a singular point at the boundary.
point \( I(0) = 1 \). Clearly, \( v \) is the unique continuous viscosity solution of

\[
\begin{align*}
H_{Eikho}^{\text{grth}}(x, \nabla u) &= 0, & \forall x \in ]0,1[, \\
u(0) &= v(0) & \text{and} & \quad u(1) = v(1); 
\end{align*}
\]  

(2.43)

but there exist several discontinuous viscosity solutions. In effect, the continuous viscosity solutions of all the equations

\[
\begin{align*}
H_{Eikho}^{\text{grth}}(x, \nabla u) &= 0, & \forall x \in ]0,1[, \\
u(0) &= u_0 & \text{and} & \quad u(1) = v(1), 
\end{align*}
\]

where \( u_0 \leq v(0) \), are discontinuous viscosity solutions of (2.43). Some examples of discontinuous viscosity solutions of (2.43) are shown in figure 2.6.

**Proof.**

For all \( x \) in \( ]0,1[ \), there are not difficulties.

For \( x = 0 \):

- \( u(0) \) is always inferior to \( v(0) \) then the subsolution property\(^{20}\) always holds;
- \( \text{since } I(0) = 1, \text{ then for all test functions } \phi, \text{ we have } H_{Eikho}^{\text{grth}}(0, \nabla \phi(0)) \geq 0. \)

Therefore the supersolution property holds at the point 0.

\[
\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{examples.png}
\caption{Examples of some discontinuous viscosity solutions when there exists a singular point on the boundary.}
\end{figure}

\(^{20}\)In the discontinuous sense, the subsolution property at a point \( x_0 \) in \( \partial \Omega \) is:

- \( H(x_0, \nabla \phi(x_0)) \leq 0 \), where \( \phi \) is an adequate test function;

or

- \( u(x_0) \leq \varphi(x_0) \), where \( \varphi \) is the boundary condition.
As a matter of fact, this limitation is not really a problem. In effect, before we have assumed that we know the values of the solution at all the singular points of the image. Also it is not more absurd to assume that we know the values of the solution on an extremely small neighbourhood of the set the singular points. Thus for characterizing a discontinuous viscosity solution, we can specify the values of this solution on the boundary of the image and in a neighbourhood of its singular points. Let us emphasize on the fact that, as for the continuous case, this characterization is not satisfying in practice. Also, in chapter 4, we will provide a better answer.

2.2.7 Noise robustness of the viscosity solutions of SFS

Viscosity solutions also enjoy important stability properties.
Let \((v_\varepsilon)_{\varepsilon>0}\) be a sequence of uniformly locally bounded functions defined on \(\overline{\Omega}\). Let us define the two functions \(\overline{v}\) and \(\underline{v}\):

\[
\overline{v}(x) = \limsup_{\varepsilon \to 0, y \to x} v_\varepsilon(y)
\]

\[
\underline{v}(x) = \liminf_{\varepsilon \to 0, y \to x} v_\varepsilon(y)
\]

We have the theorem (see Barles' book [7]):

**Theorem 2.7 (Stability of viscosity solutions)** Let \(F_\varepsilon\) be a sequence of uniformly locally bounded functions on \(\overline{\Omega} \times \mathbb{R} \times \mathbb{R}^N\) (\(\Omega\) being a open set of \(\mathbb{R}^N\)). Let us suppose that for all \(\varepsilon > 0\), \(v_\varepsilon\) is a subsolution (respectively a supersolution) of \(F_\varepsilon\) on \(\overline{\Omega}\) and that the functions \(v_\varepsilon\) are uniformly locally bounded on \(\overline{\Omega}\).

Then

\[
\overline{v}(x) = \limsup_{\varepsilon \to 0, y \to x} v_\varepsilon(y) \quad \text{(respectively \(\underline{v}(x) = \liminf_{\varepsilon \to 0, y \to x} v_\varepsilon(y)\))}
\]

is a subsolution (a supersolution, respectively) of the equation

\[
F(x, u(x), \nabla u(x)) = 0 \text{ on } \overline{\Omega} \quad \text{(respectively \(F(x, u(x), \nabla u(x)) = 0 \text{ on } \overline{\Omega}\))}
\]
2.2 Shape from Shading and Viscosity solutions

where \( \mathcal{E}(X) = \lim \inf_{\varepsilon \to 0} \mathcal{E}_\varepsilon(Y) \) \( X, Y \in \overline{\Omega} \times \mathbb{R} \times \mathbb{R}^N \) \( Y \to X \)

\( \mathcal{F}(X) = \lim \sup_{\varepsilon \to 0} \mathcal{E}_\varepsilon(Y) \), respectively.

When the strong uniqueness property is true the previous result yields:

**Corollary 2.1** Let \( F : \overline{\Omega} \times \mathbb{R} \times \mathbb{R}^N \to \mathbb{R} \) be a locally bounded function verifying the strong uniqueness property on \( \Omega \) (see definition 2.7). Let \( (F_\varepsilon)_{\varepsilon > 0} \) be a sequence of functions such that

\[
F_\varepsilon \longrightarrow F \quad \varepsilon \to 0
\]

locally uniformly with respect to the other variables. Let \( u_\varepsilon \) be uniformly locally bounded functions such that for all \( \varepsilon > 0 \), \( u_\varepsilon \) is a solution (in the discontinuous sense) of

\[
F_\varepsilon(x, u, \nabla u) = 0 \text{ on } \overline{\Omega}.
\]

Then, when \( \varepsilon \) vanishes to zero, the sequence \( u_\varepsilon \) converges on \( \Omega \) toward a function \( u \) which is equal to the discontinuous viscosity solution of \( F(x, u, \nabla u) = 0 \) on \( \Omega \).

In computer vision or more generally in image processing, the images are always corrupted by noise. So, it is very important to design schemes and algorithms robust to noise. That is to say we would like that the result obtained by the algorithm from a noisy image be close to the ideal result obtained from the perfect image. This robustness is mathematically expressed by the continuity of the application which, given an image \( I \), returns the associated surface \( u \).

In the research report [128], section 4.1.3, we have applied corollary 2.1 to the Hamiltonian \( H^\text{orth}_{R/T} \) associated to the orthographic SFS problem. Thus, we have proved that if the intensity image \( I \) verifies \( I(x) < 1 \) for all \( x \) in \( \overline{\Omega} \), then the viscosity solutions (of this SFS problem) are robust to noise. This also applies to the other SFS Hamiltonians \( H^\text{orth}_s \) and \( H^\text{pers}_s \).

In chapter 4, section 4.3.2, we consider in details this fundamental point. In particular, we deal with the case where the intensity image \( I \) reaches the value 1. Moreover, we also show the robustness of the Shape from Shading solutions to errors on parameters.

### 2.2.8 SFS with discontinuous images; shadows

The reader has most probably noticed that the existence theorems 2.2 and 2.3, and the uniqueness theorems 2.4 and 2.5 require regularity of the Hamiltonians
with respect to the space variable $x$. For the SFS Hamiltonians, these regularity hypotheses impose to take intensity functions $I$ which are \textit{(Lipschitz) continuous}.

Let us emphasize that this limitation is very constraining; in effect, generally, edges, black shadows and occluding boundaries involve discontinuities. Therefore the \textit{theoretical part} of our method (based on the notion of the viscosity solutions) cannot deal with such singularities, yet. Most probably, ongoing work will shortly allow to extend the theory to discontinuous Hamiltonians in the space variables. See the work of Ostrov \cite{78, 112}, the work of Soravia \cite{146} or the work of Camilli and Siconolfi \cite{28} which only deals with the Eikonal case.

\textit{Nevertheless}, as we will see in the following chapter, the \textit{numerical method} we propose does not require such a regularity of the intensity function $I$. In effect, we prove that our schemes are stable (see remark at the end of section 3.1.3.1 at the page 105, the last remark at the page 107 and remark at page 108) and the associated algorithms converge (see remark at page 120) without such hypotheses. Also, that holds for our \textit{Shape From Shading} method (see section 3.2.3). In particular \textit{in practice}, our algorithms produce suitable numerical solutions even when the input image has some black shadows and some discontinuities (see section 3.2.4).
2.3 Conclusion and contributions of chapter 2

- Contrary to most of the SFS methods (which have been developed under the assumption of orthographic projection), in this chapter, we model the SFS problem by assuming that the camera is a pinhole (i.e. performs a perspective projection of the scene). We have rigorously derived the corresponding explicit PDEs (equations (2.6) and (2.8)) and the associated Hamiltonians $H_{P/F}^{pers}$ and $H_F^{pers}$. The light source can be located at infinity (in any direction) or at the optical center. These explicit formulations allow in particular to prove existence and uniqueness results. We call “classical SFS” the problem consisting in solving the PDEs introduced in this chapter.

- We have developed a complete mathematical study of the “classical” orthographic and perspective SFS problems. After having introduced and shown the interest of the notion of discontinuous viscosity solutions in the Shape from Shading problem, we have proved the existence of the viscosity solutions of the associated PDEs. We have demonstrated that the characterization introduced by Rouy and Tourin in [134] for the orthographic SFS is still relevant for the perspective SFS. More precisely, the continuous viscosity solutions of the “classical” SFS problems can be characterized by their values on the boundary of the image and at the singular points (i.e. the points $x$ such that $I(x) = 1$). This is one of the reasons which led us to qualify as “classical” the models and the PDEs we have described in this chapter.

- Finally, by introducing a “generic” Hamiltonian, we have unified the “orthographic” and “perspective SFS” problems and we have simplified the formalism. Moreover, we have rewritten the “generic SFS Hamiltonian” as a Hamilton-Jacobi-Bellman Hamiltonian.

- Note: several articles stem from this chapter. A first publication has been accepted to ECCV’02 [127], a second to ICCV’03 [120]. An article has been submitted to the International Journal of Computer Vision [123]. Another has been accepted to RFIA’04 [121]...
Chapter 3

Monotonous approximation schemes and associated numerical algorithms; application to the “classical” Shape from Shading

In this chapter, in a first time, we describe a general method for solving Hamilton Jacobi equation. We also detail various tools and theoretical results allowing to demonstrate the relevance and the applicability of this method in practice. In a second time, we apply this method to the “classical” SFS problem.

3.1 Monotonous approximation schemes and associated numerical algorithms; Examples for HJB equations

3.1.1 Approximation schemes of the form $S(\nu, x, u(x), u) = 0$

First, let us define the notion of approximation schemes, we use in this thesis. Let $\Omega$ a open subset of $\mathbb{R}^N$ ($N \in \mathbb{N}, N \geq 1$). We call “continuous mesh” (or “mesh”) a map

$$\nu: \overline{\Omega} \rightarrow \mathcal{P}_F(\mathbb{R}^N),$$

where $\mathcal{P}_F(\mathbb{R}^N)$ is the set of the finite subsets of $\mathbb{R}^N$. For a point $x \in \overline{\Omega}$, we denote $\mathcal{V}_x := \nu(x)$. $\mathcal{V}_x$ is the set of the “neighborhoods” of $x$. We denote
\( M \) the set of all the continuous meshes. An important example of meshes is the case of the “regular meshes”. We say that a mesh \( \nu \) is a regular mesh when there exists a vectorial base \((V_1, ..., V_N)\) of \( \mathbb{R}^N \) such that for all \( x \in \overline{\Omega} \), \( \forall x = \{x \pm V_i; i = 1, ..., N\} \). For all \( i = 1, ..., N \), we denote \( h_i = |V_i|, \rho = (h_1, ..., h_N) \) and \( h = \max_i h_i \). This defines the size of the mesh. For lots of applications, it is relevant to consider the canonical base:

\[
\forall i = [1, ..., N], \ V_i = h_i \mathbf{e}_i.\]

In this case, we say that the mesh is “canonical”. For example, the canonical mesh is generally used in the “basic” Shape from Shading problem\(^1\) and in the computation of the Connectivity Mapping of the White Matter using TDI \([93, 94]\). In this particular case, the mesh is completely characterized by \( \rho \). If \( h_1 = h_2 = ... = h_N \), we let \( \rho = h_i \in \mathbb{R}^+ \). Also, we (mis)use the notation “\( \forall \rho > 0 \)” which stands for “\( \forall \rho \in \mathbb{R}^N \) such that \( \forall i \in 1, ..., N, \ h_i > 0 \)”.

An approximation scheme is a functional equation of the form

\[
T(\nu, x, u) = 0 \quad \forall x \in \overline{\Omega},
\]

where \( T : M \times \overline{\Omega} \times B(\overline{\Omega}) \to \mathbb{R} \), and \( B(D) \) is the space of bounded functions defined on a set \( D \). \( \nu \in M \) corresponds to the mesh that is used in the corresponding numerical algorithms, see section 3.1.5. \( u^\nu \) is a solution of the scheme \( T \), for a fixed mesh \( \nu \).

Following [9], we introduce the representations \( S \) of a scheme \( T \) as

\[
S(\nu, x, u(x), u) = 0 \quad \forall x \in \overline{\Omega},
\]

where

\[
S : \ M \times \overline{\Omega} \times \mathbb{R} \times B(\overline{\Omega}) \longrightarrow \mathbb{R} \quad (\nu, x, t, u) \longrightarrow S(\nu, x, t, u).
\]

Note that a representation of a scheme is also a scheme. It is in effect a way to simplify computations, see below. For example, suppose we want to approximate a function \( u \) such that its directional derivative in the direction \( \overrightarrow{\nu} \) at point \( x \) is equal to \( \lambda(x) \). We can use the following scheme \( S(\rho, x, u(x), u) = 0 \) in \( \mathbb{R}^N \) (case of a canonical mesh of size \( \rho = h_1 = h_2 = ... = h_N \)):

\[
S(\rho, x, t, u) = \frac{u(x + \rho \overrightarrow{\nu}) - t}{\rho} - \lambda(x).
\]

\(^1\)Until now, except for a very few number of papers (for example [135]), all the Shape from Shading methods are based on “canonical” meshes. This restriction is due to the structure of data: the pixels of the image define explicitly a regular mesh.
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\section*{Remark 9.} For a scheme \( T(\nu, x, u) = 0 \), we can come up with various representations
\[
S : \mathcal{M} \times \overline{\Omega} \times \mathbb{R} \times B(\overline{\Omega}) \to \mathbb{R}
\]
such that \( S(\nu, x, u(x), u) = T(\nu, x, u) \).
For example, we can take
\[
S_1(\nu, x, t, u) = T(\nu, x, u),
\]
or
\[
S_2(\nu, x, t, u) = u(x) + T(\nu, x, u) - t, \quad \text{etc.}
\]
In the sequel, we will see that the choice of the representation \( S \) implies some important differences in the corresponding numerical algorithm (see section 3.1.5). It also influences greatly the complexity of the proofs of stability and convergence, see sections 3.1.3 and 3.1.4.

Here, we consider \textit{finite difference} schemes. So for all schemes
\( S(\nu, x, u(x), u) = 0 \), we assume the hypothesis (H15).

(H15) \textit{Let} \( \nu \) \textit{be a fixed mesh. For all} \((x, t)\) \textit{in} \( \overline{\Omega} \times \mathbb{R} \), \textit{the value of} \( S_{\nu, x, t}(u) := S(\nu, x, t, u) \) \textit{does not depend on all the values of the function} \( u \) \textit{but only on the values that} \( u \) \textit{takes on the neighborhood} \( \mathcal{V}_x \) \textit{of} \( x \) \textit{(i.e. at points} \( y \in \mathcal{V}_x \)). \textit{In other words, we can rewrite} \( S(\nu, x, t, u) \) \textit{as} \( \tilde{S}(\nu, x, t, (u(y))_{y \in \mathcal{V}_x}) \).

As we have remarked in the previous chapter, the Hamilton-Jacobi equations are generally ill-posed and require boundary conditions. In our applications, we impose \textit{Dirichlet boundary conditions}. Also, here we consider “schemes with Dirichlet conditions”. These schemes are defined by \( S(\nu, x, u(x), u) = 0 \), where \( S \) is defined by
\[
S(\nu, x, t, u) = \begin{cases} \tilde{S}(\nu, x, t, u) & \text{if} \ x \in \Omega_{\nu}, \\ t - \varphi(x) & \text{if} \ x \in b\Omega_{\nu}, \end{cases}
\]
(3.1)
where
\[
\Omega_{\nu} = \{ x \in \Omega \mid \forall y \in \mathcal{V}_x, \ \text{we have} \ y \in \overline{\Omega} \} = \{ x \in \Omega \mid \mathcal{V}_x \subset \overline{\Omega} \},
\]
and \( b\Omega_{\nu} = \overline{\Omega} - \Omega_{\nu} \). Since \( \varphi \) \textit{is defined only on} \( \partial \Omega \), \textit{we assume in (3.1) that we have extended it continuously to} \( \Omega_{\nu} \). \textit{Let us note that this choice of boundary conditions} (Dirichlet conditions) \textit{can be modified}. For example, the methods presented here can be easily adapted to some Neumann conditions.

We now introduce the
Definition 3.1 (monotonicity) The scheme \( S(\nu, x, u(x), u) = 0 \) defined on \( \overline{\Omega} \), is monotone if \( \forall \nu \in \mathcal{M}, \forall x \in \overline{\Omega}, \forall t \in \mathbb{R} \) and \( \forall u, v \in B(\overline{\Omega}) \),

\[
   u \leq v \implies S(\nu, x, t, u) \geq S(\nu, x, t, v)
\]

(that is to say: the scheme is nonincreasing with respect to \( u \))

There exists essentially only one method for proving the convergence of the solutions of schemes toward viscosity solutions, i.e. the one presented by Barles and Souganidis in [9]. This method requires the monotonicity of the scheme; this is why we design monotone schemes in the sequel.

Remark 10. The representation of a scheme \( T(\nu, x, u) = 0 \) by a scheme of the form \( S(\nu, x, u(x), u) = 0 \) is not innocent. In particular, this formulation suggests an iterative algorithm for computing a numerical approximation of the solution of the scheme. Given \( u^n \) (the approximation of \( u^n \) at step \( n \)), and a point \( x \) of \( \Omega \), the associated algorithm consists in solving the equation

\[
   S(\nu, x, t, u^n) = 0 \tag{3.2}
\]

with respect to \( t \). A solution of (3.2) is the updated value of \( u^n \) at \( x \) (see section 3.1.5). In other words, it is \( u^{n+1}(x) \). When this solution can be obtained explicitly we talk about explicit schemes, when it cannot, we talk about implicit schemes, see next section.

### 3.1.2 Decentered schemes for HJB equations

In the previous chapter, we have shown that the “classical” modeling of the Shape from Shading problem leads to solving HJB equations. Let us remind that these equations are of the form

\[
   \lambda u(x) + \sup_{a \in A} \{-f(x, a) \cdot \nabla u(x) - l(x, a)\} = 0 \quad \forall x \in \Omega. \tag{2.18}
\]

Also throughout this chapter we will consider in particular the HJB equations. To start, we present some schemes allowing to approximate these equations. Thereby this allows to solve numerically the SFS equations. Despite the fact that for SFS problems we only need the two-dimensional case, we consider the general case.

In a first time, we design an “implicit” scheme and a “semi-implicit” scheme on a canonical mesh. In a second time, we deal with irregular meshes.
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3.1.2.1 An “implicit” decentered scheme

We consider here a canonical mesh \( \mathcal{M} \) defined by \( \rho = (h_1, \ldots, h_N) \). Since for the canonical meshes, the meshes are characterized by \( \rho = (h_1, \ldots, h_N) \), we denote the solution of the scheme \( u^\rho \) instead of \( u^\rho \). We need the following notations:

**Notation.** Given a function \( g : B \to \mathbb{R} \), we denote

\[
g_+ : B \to \mathbb{R}, \quad \begin{cases} g(x) & \text{if } g(x) > 0, \\ 0 & \text{otherwise}; \end{cases} \quad g_- : B \to \mathbb{R}, \quad \begin{cases} -g(x) & \text{if } g(x) < 0, \\ 0 & \text{otherwise}; \end{cases}
\]

**Remark 11.** The functions \( g_+ \) and \( g_- \) are positive.

We want to design an approximation scheme of (2.18) by using only the backward and forward approximations of the partial derivatives. Thus in order to guarantee the monotonicity of the scheme, it appears natural to substitute \( \partial_{\overline{\epsilon}_i} u(x) \) with \( \left( \frac{1-u(x-h_i \overline{\epsilon}_i)}{h_i} \right) \) when \( -f_i(x, a) \geq 0 \) and by \( \left( \frac{u(x+h_i \overline{\epsilon}_i)-t}{h_i} \right) \) when \( -f_i(x, a) \leq 0 \).

We therefore consider the scheme \( S \) with \( \tilde{S} \) (see equation (3.1)) defined as

\[
\tilde{S}(\rho, x, t, u) = \lambda t + \sup_{a \in A} \left\{ \sum_{i=1}^{N} (f_i(x, a))_- \frac{t-u(x-h_i \overline{\epsilon}_i)}{h_i} + \sum_{i=1}^{N} (f_i(x, a))_+ \frac{t-u(x+h_i \overline{\epsilon}_i)}{h_i} - l(x, a) \right\},
\]

which can be rewritten as

\[
\tilde{S}(\rho, x, t, u) = \lambda t + \sup_{a \in A} \left\{ t \sum_{i=1}^{N} \frac{|f_i(x, a)|}{h_i} - \sum_{i=1}^{N} \left( \frac{(f_i(x, a))_- u(x-h_i \overline{\epsilon}_i)}{h_i} + \frac{(f_i(x, a))_+ u(x+h_i \overline{\epsilon}_i)}{h_i} \right) - l(x, a) \right\}.
\]

We note \( s_i(x, a) \) the sign of \( f_i(x, a) \) and obtain

\[
\tilde{S}(\rho, x, t, u) = \lambda t + \sup_{a \in A} \left\{ \sum_{i=1}^{N} f_i(x, a) \frac{t-u(x+s_i(x, a)h_i \overline{\epsilon}_i)}{s_i(x,a)h_i} - l(x, a) \right\}
\]

\[
= \lambda t + \sup_{a \in A} \left\{ \sum_{i=1}^{N} (-f_i(x, a)) \frac{t-u(x+s_i(x, a)h_i \overline{\epsilon}_i)}{-s_i(x,a)h_i} - l(x, a) \right\}.
\]
The scheme (3.3) is clearly nondecreasing with respect to $t$ and nonincreasing with respect to $u$. Let us emphasize the fact that the scheme $S$ with $\tilde{S}$ defined by (3.3) is monotone. Also in section 3.1.3, we prove that this scheme is stable under some mild conditions. Since the variable $t$ appears inside the sup operator, the scheme is implicit (see remark 10).

### 3.1.2.2 A “Semi implicit” decentered scheme

A classical method to deal with the implicit scheme (3.3) consists in transforming the scheme into a fixed point problem. We multiply $\tilde{S}$ by a fictitious time increment $-\Delta \tau$ (with $\Delta \tau > 0$) and we add $u(x)$ to both sides of the equation $\tilde{S} = 0$. In other words, instead of considering the scheme defined by $\tilde{S}(\rho, x, t, u)$, we consider the one defined by the function

$$\tilde{S}(\rho, x, t, u) = t - u(x) + \Delta \tau \tilde{S}(\rho, x, u(x), u).$$

For the sake of simplicity, we write $s_i$ for $s_i(x, a)$ in the sequel. Thus we obtain a new formulation of the scheme $S(\rho, x, u(x), u) = 0$ by defining

$$\tilde{S}_2(\rho, x, t, u) = t(1 + \lambda \Delta \tau) - u(x)$$

$$+ \Delta \tau \sup_{a \in A} \left\{ \sum_{i=1}^{N} f_i(x, a) \frac{u(x) - u(x + s_i h_i e_i)}{-s_i h_i} - l(x, a) \right\}, \quad (3.6)$$

or, equivalently,

$$\tilde{S}_3(\rho, x, t, u) = t + \frac{1}{1 + \lambda \Delta \tau}$$

$$\sup_{a \in A} \left\{ - \left( 1 - \Delta \tau \sum_{i=1}^{N} \frac{|f_i(x, a)|}{h_i} \right) u(x) - \Delta \tau \sum_{i=1}^{N} \frac{|f_i(x, a)|}{h_i} u(x + s_i h_i e_i) - \Delta \tau l(x, a) \right\}. \quad (3.7)$$

Note that $\tilde{S}(\rho, x, t, u)$ is nondecreasing with respect to $t$ and nonincreasing with respect to $u$ as soon as the function $q \mapsto -q + \Delta \tau \tilde{S}(\rho, x, q, u)$ is nonincreasing. Also, we can verify easily that the scheme associated to (3.6) and (3.7) is monotone if $\Delta \tau$ is small enough ($\Delta \tau \leq \left( \frac{\sum_{i=1}^{N} |f_i(x, a)|}{h_i} \right)^{-1}$, for all $a$ in $A$ and for all $x$ such that $f(x, a) \neq 0$; if $f(x, a) = 0$, then no constraints are required). In other words, this formulation of the decentered schemes requires that some conditions be satisfied in order to be monotone. Despite this disadvantage, the formulation (3.6) or (3.7) is interesting because it yields semi implicit algorithms whereas the formulation (3.3) provides totally implicit algorithms. We use the expression “semi implicit” because the value of the sup has to be evaluated at each point $x$, but it does not involve $t$. Nevertheless in
SFS problems, we will see that the algorithms resulting from the formulation (3.3) can be made explicit through the use of calculus.

**Remarks 12.**

r12.1 - Let us mention that the larger the "parameter" \( \Delta \tau \), the faster the convergence. Therefore, if \( f(x, a_0) \neq 0 \) (where \( a_0 \) is the optimal control of (3.6)), we can choose an optimal \( \Delta \tau \):

\[
\Delta \tau_{opt} = \left( \sum_{i=1}^{N} \frac{|f_i(x, a_0)|}{h_i} \right)^{-1},
\]

where \( a_0 \) is the optimal control of (3.6).

Let us remark that \( a_0 \) and the optimal \( \Delta \tau_{opt} \) depend on \( x \), but that \( a_0 \) does not depend on \( \Delta \tau \).

Thus, for all \( x \) such that \( f(x, a_0) \neq 0 \), if we choose \( \Delta \tau = \Delta \tau_{opt} \), the scheme (3.6) becomes:

\[
\tilde{S}_2^{opt}(\rho, x, t, u) = (1 + \frac{\lambda}{\sum_{j=1}^{N} \frac{|f_j(x, a_0)|}{h_j}}) t
- \frac{\sum_{i=1}^{N} \frac{|f_i(x, a_0)|}{h_i}}{\sum_{j=1}^{N} \frac{|f_j(x, a_0)|}{h_j}} u(x + s_i h_i e_i) - \frac{1}{\sum_{j=1}^{N} \frac{|f_j(x, a_0)|}{h_j}} l(x, a_0),
\]

where \( a_0 \) is the optimal control of (3.6).

For \( x \) such that \( f(x, a_0) = 0 \),

\[
\tilde{S}_2(\rho, x, t, u) = t - \frac{u(x)}{1 + \frac{\Delta \tau}{\lambda}} - \frac{\Delta \tau}{1 + \frac{\Delta \tau}{\lambda}} l(x, a_0).
\]

Therefore, for such an \( x \), if \( \lambda \neq 0 \) then the optimal (semi-implicit) scheme is

\[
\tilde{S}_2^{opt}(\rho, x, t, u) = t - \frac{\Delta \tau}{\lambda} l(x, a_0).
\]

If \( \lambda = 0 \) and \( f(x, a_0) = 0 \), there exist optimal \( \Delta \tau \). In this case the scheme is

\[
\tilde{S}_2(\rho, x, t, u) = t - u(x) - \Delta \tau l(x, a_0).
\]

r12.2 - Let us emphasize that the schemes defined with (3.6) have exactly the same solutions as the schemes defined with (3.3).

### 3.1.2.3 Decentered schemes for irregular meshes

In this section, we extend the implicit decentered scheme (designed in section 3.1.2.1) to irregular meshes. Of course the extension to the semi-implicit scheme follows trivially.
First, let us recall that for a function \( u \in C^1(\Omega, \mathbb{R}) \) we have:
\[
\forall v \in \mathbb{R}^N, \quad \forall x \in \Omega, \quad \nabla u(x) \cdot v = \partial_v u(x),
\]
where \( \partial_v u(x) \) is the directional derivative of \( u \) in the direction \( v \):
\[
\partial_v u(x) = \lim_{h \to 0} \frac{u(x + hv) - u(x)}{h}.
\]
So, if \( v = (v_1, ..., v_N) \) is a vectorial basis of \( \mathbb{R}^N \), we have:
\[
\begin{pmatrix}
    t_{v_1} \\
    \vdots \\
    t_{v_N}
\end{pmatrix}
\begin{pmatrix}
    \partial_{v_1} u(x) \\
    \vdots \\
    \partial_{v_N} u(x)
\end{pmatrix} = \begin{pmatrix} \nabla u(x) \end{pmatrix}.
\]
If we denote \( B_v = \begin{pmatrix} t_{v_1} \\
    \vdots \\
    t_{v_N} \end{pmatrix} \), we have:
\[
\nabla u(x) = B_v^{-1} \begin{pmatrix}
    \partial_{v_1} u(x) \\
    \vdots \\
    \partial_{v_N} u(x)
\end{pmatrix}.
\]
Thus, if we know the values of \( u \) at the points \( x, x + v_1, ..., x + v_N \), it is natural to approximate \( \nabla u(x) \) by:
\[
\nabla u(x) \cong B_v^{-1} \begin{pmatrix}
    u(x + v_1) - u(x) \\
    \vdots \\
    u(x + v_N) - u(x)
\end{pmatrix}.
\]
So, if we replace \( u(x) \) by \( t \), it is natural to approximate \( -f(x, a) \cdot \nabla u - l(x, a) \) by
\[
\begin{pmatrix} [B_v^{-1} f(x, a)] \end{pmatrix} \begin{pmatrix}
    t - u(x + v_1) \\
    \vdots \\
    t - u(x + v_N)
\end{pmatrix} - l(x, a).
\]
Second, for a fixed basis of \( \mathbb{R}^N \) \( v = (v_1, ..., v_N) \), let us denote
\[
S_v = \{ \lambda_1 v_1 + ... + \lambda_N v_N; (\lambda_1, ..., \lambda_N) \in (\mathbb{R}^+)^N \}.
\]
We remark that\(^2\)
\[
\forall k = 1, ..., N, \quad \begin{pmatrix} [B_v^{-1} f(x, a)] \end{pmatrix}_k \geq 0 \iff [f(x, a) \in S_v].
\]
\(^2\)Let us remind that if \( V \in \mathbb{R}^N \) and \( k \in [1, ..., N] \) we denote \( [V]_k \) the \( k^{th} \) component of \( V \).
In other words, \( [V]_k = V \cdot e_k \), where \( e_k \) is the \( k^{th} \) vector of the canonical basis.
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In other words, \( f(x, a) \in S_\nu \) iff all the components of \( t^{-1}B_\nu^{-1}f(x, a) \) are nonnegative.

**Proof.** \( \forall i = 1, ..., N \), let \( f_{v_i} \in \mathbb{R} \) be such that

\[
f(x, a) = \sum_{i=1}^{N} f_{v_i} v_i.
\]

Let \( k \in [1, ..., N] \), we have:

\[
[t^{-1}B_\nu^{-1}f(x, a)]_k = \sum_{i=1}^{N} f_{v_i} [t^{-1}B_\nu^{-1}v_i]_k.
\]

Since \( \forall i = 1, ..., N \) \( t^{-1}B_\nu^{-1}v_i = e_i \), it follows:

\[
[t^{-1}B_\nu^{-1}f(x, a)]_k = f_{v_k}.
\]

\( \square \)

Now, let us complete the hypotheses on the mesh \( \nu \).

For all \( x \in \Omega \), let \( V_x \) be the finite set of vectors \( \{x^y; y \in \mathcal{V}_x\} \). We assume here that for all \( x \in \Omega \), there exists a finite family \( (v_i)_{i=1...q} \) of bases \( \mathcal{V}_i = (v_1^i, ..., v_N^i) \) where \( \forall i \in [1...q] \) and \( \forall j \in [1...N] \), \( v_j^i \in V_x \) and such that

\[
\bigcup_{i=1...q} S_{v_i} = \mathbb{R}^N
\]

and

\[
S_{v_i} \cap S_{v_j} = \emptyset, \quad \forall i \neq j.
\]

Roughly speaking, the family of the sets \( S_{v_i} \) defines a partition of \( \mathbb{R}^N \). Also, we can define:

\[
A_i = \{a \in A \mid f(x, a) \in S_{v_i}\}.
\]

Of course, we have:

\[
A = \bigcup_{i=1...q} A_i.
\]

These notations in hand, we can easily design a monotonous approximation scheme for equation (2.18). For that, we can approximate

\[
\sup_{a \in A} \{-f(x, a) \cdot \nabla u(x) - l(x, a)\}
\]

by

\[
\max_{i=1...q} \sup_{a \in A_i} \left\{ t - u(x + v_i^j) \cdot \begin{pmatrix} t - u(x + v_i^1) \\ \vdots \\ t - u(x + v_i^N) \end{pmatrix} - l(x, a) \right\}. \quad (3.8)
\]
In other words, we approximate $\nabla u$ by one of the vectors
\[ B_{\nu_i}^{-1} \begin{pmatrix} u(x + v_i^1) - u(x) \\ \vdots \\ u(x + v_i^N) - u(x) \end{pmatrix}, \quad i \in [1..q]. \]

The choice of the relevant basis $\nu_i$ (the good simplex) depends on the dynamic of the optimal control. In other words, this scheme is an “upwind scheme”.

To conclude, let us remark that for all $i$ in $[1..q]$, the supremum of (3.8) is restricted to the controls $a$ in $A_i$. Therefore
\[ f(x, a) \in S_{\nu_i} \]

and so
\[ \forall k = 1, ..., N, \quad [B_{\nu_i}^{-1} f(x, a)]_k \geq 0. \]

The monotonicity of the scheme follows.

### 3.1.3 Stability of the approximation schemes

**Definition 3.2 (stability)** The scheme $T(\nu, x, u) = 0$ defined on $\overline{\Omega}$, is stable if for all $\nu \in \mathcal{M}$, it has a solution $u^\nu \in B(\overline{\Omega})$.

**Remark 13.** The stability of a scheme requires the existence of a solution but not its uniqueness.

**Definition 3.3 (uniform stability)** The scheme $T(\nu, x, u) = 0$ defined on $\overline{\Omega}$, is uniformly stable if it is stable and if its solutions $u^\nu$ are bounded independently of $\nu$.

**Remark 14.** Note that a scheme (3.6) is (uniformly) stable iff the associated scheme (3.3) is (uniformly) stable.

There exists only two main methods for proving the stability of a scheme, they use

1. the monotonicity,

2. fixed point theorems.

Here, we use the monotonicity.
3.1.3.1 Stability of monotonous schemes

We need the definition of a subsolution of a scheme.

**Definition 3.4 (subsolution of an approximation scheme)**

For a fixed mesh \( \nu \in \mathcal{M} \), \( v : \Omega \to \mathbb{R} \) is a subsolution of the scheme \( S(\nu, x, u(x), u) = 0 \) if \( \forall x \in \Omega \), \( S(\nu, x, v(x), v) \leq 0 \).

The stability theorem 3.1 is based on the monotonicity.

**Theorem 3.1 (Stability of monotonous schemes)** Let us consider a finite difference scheme

\[
S(\nu, x, u(x), u) = 0, \quad \forall x \in \Omega. \tag{3.9}
\]

We suppose that the scheme (3.9) verifies (H15) and the following hypotheses:

(H16) \( \forall \nu \in \mathcal{M}, x \in \Omega, u \in B(\Omega), \) the function \( S_{\nu, x, u} : t \mapsto S(\nu, x, t, u) \) is continuous, nondecreasing and \( \lim_{t \to +\infty} S_{\nu, x, u}(t) \geq 0 \).

(H17) The scheme is monotonous (see definition 3.1).

(H18) \( \forall \nu \in \mathcal{M}, \ x \in \Omega, \) the function \( \tilde{S}_{\nu, x} \) is continuous with respect to \( \left( t, (u(y))_{y \in \mathcal{V}_x} \right) \) (we denote \( \tilde{S}_{\nu, x}(\cdot, \cdot, \cdot) := \tilde{S}(\nu, x, \cdot, \cdot) \) where \( \tilde{S} \) is defined in the hypothesis (H15)).

(H19) \( \forall \nu \in \mathcal{M}, \) there exists a subsolution of the scheme (3.9).

(H20) \( \forall \nu \in \mathcal{M}, \) there exists \( M^\nu \in \mathbb{R} \) such that for all subsolutions \( v^\nu \) of (3.9), \( \forall x \in \Omega, \ v^\nu(x) \leq M^\nu \).

Then the scheme (3.9) is stable.

**Proof of Theorem 3.1.** The idea of the proof is the following:

\( \nu \) being fixed, we construct a nondecreasing sequence of functions \( u_n \) such that for all \( x \) of \( \Omega \),

\[
S(\nu, x, u_n(x), u_n) \leq 0.
\]

In other words, we construct a nondecreasing sequence of subsolutions of the scheme (3.9). By the hypothesis (H20), this sequence is upper bounded therefore convergent. We note \( u^\nu \) its limit. For all \( x \) in \( \Omega \), the sequence \( u_n \) is constructed such that \( S(\nu, x, u_n(x), u_n) \) is zero. Thus by an argument of continuity, we prove that the limit \( u^\nu \) of the sequence \( u_n \) is a solution of the scheme (3.9).

Let us now fix \( \nu \in \mathcal{M} \).
1. Recursive construction of the sequence of functions \((u_n)_{n \in \mathbb{N}}\):

(a) Let \(u_0\) be a subsolution of the scheme (3.9) (see hypothesis (H19)).

(b) Let us suppose that we have constructed the first \(n\) elements \((u_k)_{k=0..n-1}\) of our sequence such that:

\[
\forall k \in [0..n-2], \quad u_{k+1} \geq u_k,
\]

and \(\forall k \in [0..n-1]\),

\[
\forall x \in \Omega, \quad S(\rho, x, u_k(x), u_k) \leq 0.
\]

- We now construct \(u_n\):

  \forall x \in \Omega, \ u_n(x) \) is chosen in such a way that

  \[
  S(\nu, x, u_n(x), u_{n-1}) = 0. \tag{3.10}
  \]

Note that this is always possible, by hypothesis (H16). In effect, we know that

\[
S(\nu, x, u_{n-1}(x), u_{n-1}) \leq 0;
\]

and

\[
\lim_{t \to +\infty} S(\nu, x, t, u_{n-1}) \geq 0.
\]

So the “intermediate values” theorem applied to the continuous function \(t \mapsto S(\nu, x, t, u_{n-1})\) allows us to conclude.

- By (H16), the function \(t \mapsto S(\nu, x, t, u_{n-1})\) is nondecreasing. Then \(\forall x \in \Omega, \ u_n(x) \geq u_{n-1}(x)\). Therefore

\[
\forall x \in \Omega, \ u_n \geq u_{n-1} \text{ on } \Omega.
\]

- Finally, \(u_n\) is a subsolution of the scheme (3.9):

  By the monotonicity of the scheme (hypothesis (H17)), we have

  \[
  S(\nu, x, u_n(x), u_n) \leq S(\nu, x, u_n(x), u_{n-1}).
  \]

  The property (3.10) allows to conclude that

  \[
  \forall x \in \Omega, \quad S(\nu, x, u_n(x), u_n) \leq 0.
  \]

Thus we have constructed a nondecreasing sequence \((u_n)_{n \geq 0}\) of subsolutions of the scheme (3.9).

2. Convergence and properties of the limit:

The functions \(u_n\) are subsolutions of the scheme; then the hypothesis (H20) implies that they are upper bounded. Being nondecreasing and upper bounded, the sequence \((u_n)_{n \geq 0}\) converges toward a limit. We note this limit \(u^\nu\).
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Let us fix $x$ in $\overline{\Omega}$. Obviously, $\forall y \in \mathcal{V}_x$, $u_n(y) \to u^\nu(y)$. Since $\mathcal{V}_x$ is finite, then we have clearly by hypothesis (H18):

$$\lim_{n \to +\infty} S(\nu, x, u_n(x), u_{n-1}) = S(\nu, x, u^\nu(x), u^\nu).$$

Moreover, for all $n > 0$, we have $S(\nu, x, u_n(x), u_{n-1}) = 0$. Therefore, $S(\nu, x, u^\nu(x), u^\nu) = 0$, $u^\nu$ is a solution of the scheme (3.9). Also, we have clearly $u^\nu \leq M^\nu$.

\[\square\]

Remarks 15.

R15.1 - By replacing the hypothesis (H20) by (H21)

(H21) There exists $M \in \mathbb{R}$ such that for all $\nu \in \mathcal{M}$, all subsolutions of (3.9) are upper bounded by $M$,

we have the uniform stability of the scheme.

R15.2 - Jacobi and Gauss-Seidel methods:

In the proof of theorem 3.1, we construct a sequence $(u_n)_{n \geq 0}$ of subsolutions by using an update at all points $x$ of $\overline{\Omega}$: i.e., $\forall x \in \overline{\Omega}$, $u_n(x)$ is chosen in such a way that $S(\nu, x, u_n(x), u_{n-1}) = 0$. As an alternative, we can update the sequence only on part of $\overline{\Omega}$.

For simplicity we assume here that $\nu$ is a canonical mesh and that $\overline{\Omega}$ is a bounded set. Of course, this remark can be easily extended to the irregular meshes. Let us pave the set $\overline{\Omega}$ with $h_1 \times \cdots \times h_N$ boxes (or subsets thereof), see figure 3.1. We order the boxes lexicographically as $P^1, \ldots, P^q$; since $\overline{\Omega}$

![Figure 3.1: Partition of \overline{\Omega} in dimension 2.](image)

is bounded this is possible with a finite number of boxes. Also, we can
impose that the subsets $P_1^i, \ldots, P_q^i$ form a partition of $\Omega$ (the partition is non unique). Now, let us define the infinite periodic sequence $(P_n)_{n \in \mathbb{N}}$ by $P_n = P_i$, where $i \equiv n [q]$.

For updating the sequel $(u_n)_{n \geq 0}$, we can use the subset $P_n$:

$$
\begin{cases}
\forall x \in \overline{\Omega} - P_n, & \text{let } u_n(x) = u_{n-1}(x) \\
\forall x \in P_n, & \text{let } u_n(x) \text{ is chosen in such a way that } S(\nu, x, u_n(x), u_{n-1}) = 0.
\end{cases}
$$

As above, we prove that the sequence $(u_n)_{n \geq 0}$ is a nondecreasing sequence of subsolutions of the scheme (3.9). Let us fix $x \in \overline{\Omega}$ and denote $n_x$ the integer such that $n_x \in [1..q]$ and $x \in P^{n_x}$. For all $n$ in $\mathbb{N}$ such that $n \equiv n_x (q)$, we have $S(\rho, x, u_n(x), u_{n-1}) = 0$. Thus, as above, by (H18), the sequence $(u_n)_{n \geq 0}$ converges toward a solution of the considered scheme.

From a theoretical point of view we gain nothing. Nevertheless, from an algorithmic point of view, this remark is very interesting. In effect, numerically, for approximating the solution of the scheme (3.9), we compute the sequence $u_n$. More precisely, for a fixed $\nu$, we consider a mesh $Z_\nu$,

$$
Z_{\nu} := \overline{\Omega} \cap \left\{ x_k = \sum_{i=1..N} k_i h_i e_i; k \in \mathbb{Z}^N \right\}
$$

and we approximate $u^\nu(x_k)$ by $u_n(x_k)$. Thus, the sequence $u_n$ designed in the proof of theorem 3.1 yields Jacobi-type algorithms. The sequence $u_n$ constructed in this remark yields Gauss-Seidel-type algorithms. In both cases, we prove the convergence of the algorithms. Finally, let us emphasize that if, mathematically, the “Jacobi method” is “better” than the “Gauss-Seidel method” in the sense that it is more elegant, nevertheless numerically, the opposite is true. In effect, numerically, we call “iteration”, an update of all the pixels. An iteration of the “numerical Jacobi method” allows to compute the approximations $\{u_{n+1}(x_k)\}_k$ from the approximations $\{u_n(x_k)\}_k$. For the “numerical Gauss-Seidel method”, an iteration allows to compute the approximations $\{u_{n+1}[Z_\nu(x_k)]\}_k$ from the approximations $\{u_n(x_k)\}_k$ (where $|Z_\nu|$ is the cardinal number of the set $Z_\nu$). Also, unlike the “numerical Gauss-Seidel method”, during one iteration of the “numerical Jacobi method”, the update of the approximation of $u$ at the pixel $x_k$ does not use the update of the approximation of $u$ at the previous pixels (of the same iteration). Therefore, one iteration of the “numerical Gauss-Seidel method” is more effective than one iteration of the “numerical Jacobi method”.

r15.3 - In theorem 3.1, we can replace hypotheses (H16),(H19) and (H20) by hypotheses (H16'), (H19') and (H20').
3.1 Monotonous approximation schemes and associated numerical algorithms; Examples for HJB equations

(H16') \( \forall \nu \in \mathcal{M}, x \in \overline{\Omega}, u \in B(\overline{\Omega}), \) the function \( S_{\nu,x,u} : t \mapsto S(\nu, x, t, u) \) is continuous, nondecreasing and \( \lim_{t \to -\infty} S_{\nu,x,u}(t) \leq 0. \)

(H19') \( \forall \nu \in \mathcal{M}, \) there exists a supersolution of the scheme (3.9)

\[ (v \text{ is a supersolution of the scheme } S(\nu, x, u(x), u) = 0 \text{ if } \forall x \in \overline{\Omega}, S(\nu, x, v(x), v) \geq 0). \]

(H20') \( \forall \nu \in \mathcal{M}, \) there exists \( M^{\nu} \in \mathbb{R} \) such that for all supersolutions \( v^{\nu} \) of (3.9), \( \forall x \in \overline{\Omega}, v^{\nu}(x) \geq M^{\nu}. \)

In this case, the sequence \( u_n \) we design is a nonincreasing sequence of supersolutions of the scheme (3.9).

The interest of this remark appears in practice. In effect it allows to prove the convergence of the algorithms with initial surfaces \( U_0 \) which are supersolutions. Also, the number of iterations required to obtain the convergence is much smaller when \( U_0 \) is a supersolution than when \( U_0 \) is a subsolution; see section 3.2.2.

R15.4 - Let us emphasize that theorem 3.1 does not impose regularity hypotheses with respect to the space variable \( x. \)

3.1.3.2 Stability of the implicit schemes (3.3) associated with HJB equations

In this section, we assume that the mesh \( \nu \) is canonical. Also, since in this case \( \nu \) is characterized by \( \rho, \) we identify the both notations. Let us note that the results presented here can be easily generalized to irregular meshes. We prove the stability of the “scheme with Dirichlet conditions”

\[ S(\rho, x, u(x), u) = 0 \]

with \( S \) defined by

\[ S(\rho, x, t, u) = \begin{cases} \tilde{S}(\rho, x, t, u) & \text{if } x \in \Omega_{\rho}, \\ t - \varphi(x) & \text{if } x \in b\Omega_{\rho}. \end{cases} \quad (3.11) \]

and \( \tilde{S} \) defined by (see section 3.1.2)

\[ \tilde{S}(\rho, x, t, u) = \lambda t + \sup_{a \in A} \left\{ \sum_{i=1}^{N} \left( f_i(x, a) - \frac{t - u(x - h_i \tilde{e}_i)}{h_i} \right) + \sum_{i=1}^{N} \left( f_i(x, a) + \frac{t - u(x + h_i \tilde{e}_i)}{h_i} \right) - t(x, a) \right\}, \quad (3.12) \]
which can be rewritten as \( \bar{S}(\rho, x, t, u) = \lambda t + \)

\[
\sup_{a \in A} \left\{ t \sum_{i=1}^{N} \frac{|f_i(x, a)|}{h_i} - \sum_{i=1}^{N} \left( (f_i(x, a))^- u(x - h_i e_i) + (f_i(x, a))^+ u(x + h_i e_i) \right) - l(x, a) \right\}.
\]

(3.13)

**A stability result based on subsolutions**

**Proposition 3.1** Consider the scheme \( S \) described in (3.11) with \( \bar{S} \) defined by (3.12). Suppose that for all \( x \) in \( \overline{\Omega} \), the functions \( f(x, \cdot) : a \mapsto f(x, a) \) and \( l(x, \cdot) : a \mapsto l(x, a) \) verify the hypotheses (H6'), (H7') and (H22) (described below). Suppose also that \( \forall \rho > 0 \), there exists a subsolution of the scheme \( S \) and that there exists \( M^\rho \in \mathbb{R} \) such that for all subsolutions \( v^\rho \) of \( S \), \( \forall x \in \overline{\Omega}, v^\rho(x) \leq M^\rho \). Then the scheme \( S \) is stable.

Also, if \( M^\rho \equiv M \in \mathbb{R} \) does not depend on \( \rho \) then the stability is uniform.

(H6') \( A \) is a compact topological space;

(H7') \( f : A \to \mathbb{R}^N \) is continuous;

\( l : A \to \mathbb{R} \) is continuous and bounded.

(H22) For all \( x \in \Omega \), we have:

there exists \( a_x \in A \) such that \( f(x, a_x) \neq 0 \).

**Proof of proposition 3.1.** See section 3.1.3.3. \( \square \)

**Remarks 16.**

r16.1 - Let us remind the reader that the (uniform) stability of an implicit decentered scheme given by (3.11) implies the (uniform) stability of the associated semi implicit scheme (3.6).

r16.2 - The difficulty for proving the stability of an implicit decentered scheme given by (3.11) lies in the proof of the existence of subsolutions and in the proof that the subsolutions are bounded. In the next subsection, we present some results for dealing with the HJB equation with null interest rate \( (\lambda = 0) \).

r16.3 - Proposition 3.1 holds for \( \lambda \neq 0 \) and \( \lambda = 0 \).
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The hypotheses (H6') and (H7') do not impose regularity of $f$ and $l$ with respect to the space variable $x$. Therefore, proposition 3.1 does not require the regularity with respect to $x$, to be applied.

The difficulty in applying proposition 3.1 lies in the proof of the existence of subsolutions. In the case $\lambda = 0$ which is true for the SFS problems, things turn out to be simpler, as shown next.

**Particular case of the HJB equations with null interest rate ($\lambda = 0$)**

In this section we consider an HJB equation with null interest rate.

Concerning the existence of the subsolutions of the decentered schemes for Hamiltonians $H$ with nonnegative running cost (or equivalently such that $H(x,0) \leq 0$), we have the following result:

**Proposition 3.2** Let $H$ be an HJB Hamiltonian with null interest rate ($\lambda = 0$), defined on $\bar{\Omega} \times \mathbb{R}^N$. Let $\varphi$ be a bounded function defined on a neighbourhood of $\partial \Omega$. If $H$ has a nonnegative running cost $l$ then all constant functions $u$ on $\bar{\Omega}$ such that $u \leq \min_x \varphi(x)$, are subsolutions of the associated decentered scheme $S$ defined by (3.11).

**Proof.** See section 3.1.3.3.

In order to apply proposition 3.1, we also need to prove that all the subsolutions of the scheme $S$ are upper bounded.

**Notation.** For $K > 0$, we denote by $\mathcal{M}_K$ the set of canonical meshes $\rho$ such that

$$\max_{i=1..N} h_i \leq K \min_{i=1..N} h_i.$$  

In particular, if we choose $\rho$ such that $h_1 = \ldots = h_N$, then $\rho \in \mathcal{M}_1$.

**Proposition 3.3** Consider an implicit decentered scheme $S$ defined by (3.11) with $\lambda = 0$. Assume that $\Omega$ is a bounded open subset of $\mathbb{R}^N$.

We suppose that for all $x$ in $\bar{\Omega}$, there exists a control $a_x \in A$ such that for all $i = 1..N$, the sign of $f_i(x,a_x)$ does not depend on $x$. For $i = 1..N$, we denote by $s_i$ the sign of $f_i(x,a_x)$. Also, let us suppose that there exists $\varepsilon > 0$ and $j$ in $[1..N]$ such that $\forall x \in \bar{\Omega}$, $s_j f_j(x,a_x) \geq \varepsilon$.

If $l$ and $\varphi$ are upper bounded (on $\Omega \times A$ and on a neighbourhood of $\partial \Omega$) then all the subsolutions of $S$ are upper bounded.
Also, for all $K > 0$, there exists $B_K > 0$ such that $\forall \rho \in \mathcal{M}_K, \forall v_\rho$ subsolution of $S$, we have $v_\rho \leq B_K$.

**Proof.** See section 3.1.3.3. □

**Remark 17.** Let us emphasize that all the results described in this section (section 3.1.3) do not require regularity of the Hamiltonian with respect to the space variable $x$.

### 3.1.3.3 Proofs of propositions 3.1, 3.2 and 3.3

The proof of proposition 3.1 requires the following notations and lemmas:

**Notation.** Let $B$ be a set. For a function

$$g : B \rightarrow \mathbb{R}^N$$

$$x \mapsto (g_1(x), \ldots, g_i(x), \ldots, g_N(x))$$

we define

$$g_+ : B \rightarrow \mathbb{R}^N$$

$$x \mapsto (g_1^+(x), \ldots, g_{N+}^+(x))$$

and

$$g_- : B \rightarrow \mathbb{R}^N$$

$$x \mapsto (g_1^-(x), \ldots, g_{N-}^-(x)).$$

**Lemma 3.1** Let $f : A \rightarrow \mathbb{R}^N$ and $l : A \rightarrow \mathbb{R}$ be such that the hypotheses (H6') and (H7') are verified. Then the function

$$H(p) = \sup_{a \in A} \{ -f(a) \cdot p - l(a) \}$$

is continuous.

**Proof.** See lemma III.2.11 of Bardi and Capuzzo-Dolcetta 's book [5]. □
Lemma 3.2 Let $f : A \rightarrow \mathbb{R}^N$ and $l : A \rightarrow \mathbb{R}$ be such that the hypotheses (H6') and (H7') are verified. Let

$$
\overline{f} : A \rightarrow \mathbb{R}^{2N} \quad a \mapsto \begin{pmatrix} f(a)_+ \\ f(a)_- \end{pmatrix}
$$

and

$$
\overline{H} : \mathbb{R}^N \times \mathbb{R}^N \rightarrow \mathbb{R} \\
(p, q) \mapsto \sup_{a \in A} \left\{ -\overline{f}(a) \cdot \begin{pmatrix} p \\ q \end{pmatrix} - l(a) \right\}
$$

Then $\overline{H}$ is continuous.

Proof. Since the hypotheses (H6') and (H7') hold for $f$, they also hold for $\overline{f}$, and lemma 3.1 applies to $\overline{H}$. \hfill \Box

Lemma 3.3 Let $S$ be defined by (3.11) with $\tilde{S}$ defined by (3.12). For all $\rho > 0$, $x \in \overline{\Omega}$ and $u : \overline{\Omega} \rightarrow \mathbb{R}$, the function $S_{\rho, x, u} : \mathbb{R} \rightarrow \mathbb{R} : t \mapsto S(\rho, x, t, u)$ is nondecreasing. If the hypothesis (H22) holds, then $\lim_{t \to +\infty} S_{\rho, x, u}(t) \geq 0$. Moreover if for all $x$ in $\overline{\Omega}$, the functions $f(x, \cdot) : a \mapsto f(x, a)$ and $l(x, \cdot) : a \mapsto l(x, a)$ verify the hypotheses (H6') and (H7'), then the functions $S_{\rho, x, u}$ and $\tilde{S}_{\rho, x}$ are continuous.

Proof. For $x \in \partial \Omega$, the result is obvious.

Let us fix $x$ in $\Omega$. We have $S_{\rho, x, u} = \tilde{S}_{\rho, x, u}$.

Since $\lambda$ and $\sum_{i=1}^N \frac{|f_i(x, a_x)|}{h_i}$ are positive, the formulation (3.13) implies that $\tilde{S}_{\rho, x, u}$ is nondecreasing. Because of hypothesis (H22) there exists $a_x \in A$ such that $f(x, a_x) \neq 0$, therefore $\sum_{i=1}^N \frac{|f_i(x, a_x)|}{h_i} > 0$. By using the formulation (3.13), we have

$$
\tilde{S}_{\rho, x, u}(t) \geq \left( \lambda + \sum_{i=1}^N \frac{|f_i(x, a_x)|}{h_i} \right) t + F(x, a_x)
$$

where

$$
F(x, a_x) = -\sum_{i=1}^N \left( \frac{f_i(x, a_x)}{h_i} u(x - h_i e_i) + \frac{(f_i(x, a_x))_+}{h_i} u(x + h_i e_i) \right) - l(x, a_x).
$$

Therefore $\lim_{t \to +\infty} \tilde{S}_{\rho, x, u}(t) = +\infty$.

By lemma 3.2, $\overline{H}$ is continuous. Let us fix $\rho > 0$ and $u : \overline{\Omega} \rightarrow \mathbb{R}$. The functions
$p$ and $q$

\[
p : \mathbb{R} \rightarrow \mathbb{R}^N \quad q : \mathbb{R} \rightarrow \mathbb{R}^N \quad \begin{cases} t \mapsto \left( \frac{t-u(x+h_1 e_i)}{h_1} \\ \vdots \\ \frac{t-u(x+h_N e_N)}{h_N} \right) \end{cases} \begin{cases} t \mapsto \left( \frac{t-u(x-h_1 e_i)}{h_1} \\ \vdots \\ \frac{t-u(x-h_N e_N)}{h_N} \right) \end{cases}
\]

are continuous. Since $\tilde{S}_{\rho,x,u}(t) = \lambda t + \overline{H}(x,p(t),q(t))$, the function $\tilde{S}_{\rho,x,u}$ is a composition of continuous functions, hence continuous. Therefore $\tilde{S}_{\rho,x,u}$ is continuous.

In the same way, we prove the continuity of $\dot{\tilde{S}}_{\rho,x}$.

\[ \square \]

**Proof of Proposition 3.1.** We apply theorem 3.1.

Clearly the hypothesis (H15) is true ($\mathcal{V}_x = \{ x \pm h_i e_i, \ i = 1..N \}$). The hypotheses (H16) and (H18) are true by lemma 3.3. Clearly (H17) is true.

Remark 15.1 allows us to deal with the uniform stability case.

\[ \square \]

**Proof of proposition 3.2.** If $u$ is a constant function, we have

- $\forall x \in \Omega_\rho$,
  \[
  S(\rho, x, u(x), u) = \tilde{S}(\rho, x, u, u) = \sup_{a \in A} \{ -l(x, a) \} = H(x, 0) \leq 0.
  \]

- $\forall x \in \overline{\Omega}_\rho$,
  \[
  S(\rho, x, u(x), u) = u - \varphi(x) \leq 0.
  \]

\[ \square \]

**Proof of proposition 3.3.** Let $v$ be a subsolution of the scheme $S$. By definition, for all $x \in \overline{\Omega}$,

\[
S(\rho, x, v(x), v) \leq 0. \quad (3.14)
\]
For all $x$ in $\mathbb{b}\Omega_\rho$, (3.14) implies $v(x) \leq \varphi(x)$. Thus for all $x$ in $\mathbb{b}\Omega_\rho$, $v(x) \leq \max \varphi$. For all $x$ in $\Omega_\rho$, (3.14) implies

$$\sup_{a \in A} \left\{ \sum_{i=1}^{N} \text{sign}(f_i(x,a)) f_i(x,a) \frac{v(x) - v(x + s_i h_i \overline{e}_i)}{h_i} - l(x,a) \right\} \leq 0.$$ 

In particular,

$$\sum_{i=1}^{N} s_i f_i(x,a_x) \frac{v(x) - v(x + s_i h_i \overline{e}_i)}{h_i} - l(x,a_x) \leq 0.$$ 

Let us note $w_i(x)$ the quantity $\frac{s_i f_i(x,a_x)}{h_i}$. We have

$$v(x) \sum_{i=1}^{N} w_i(x) \leq l(x,a_x) + \sum_{i=1}^{N} w_i(x) \frac{v(x + s_i h_i \overline{e}_i)}{h_i}.$$ 

Therefore, by considering $L$, an upper bound of $l$, we have:

$$v(x) \leq \frac{L}{\sum_{k=1}^{N} w_k(x)} + \sum_{i=1}^{N} \frac{w_i(x)}{\sum_{k=1}^{N} w_k(x)} v(x + s_i h_i \overline{e}_i).$$ 

Since $\sum_{k=1}^{N} w_k(x) \geq w_j(x) \geq \frac{C}{h_j}$, then

$$v(x) \leq \frac{L h_j}{\varepsilon} + \sum_{i=1}^{N} \frac{w_i(x)}{\sum_{k=1}^{N} w_k(x)} v(x + s_i h_i \overline{e}_i).$$ 

We notice that $\sum_{i=1}^{N} \frac{w_i(x)}{\sum_{k=1}^{N} w_k(x)} v(x + s_i h_i \overline{e}_i)$ is a barycentric combination of the $\{v(x + s_i h_i \overline{e}_i)\}_{i=1..N}$, therefore

$$v(x) \leq \frac{L}{\varepsilon} h_j + \max_{i=1..N} v(x + s_i h_i \overline{e}_i).$$ 

Since $\overline{\Omega}$ is bounded and since $\forall i = 1..N$, $s_i$ does not depend on $x$, then by recursivity

$$v(x) \leq \left( \frac{L}{\varepsilon} h_j \right) \left( \sum_{i=1}^{N} \frac{X}{h_i} \right) + \max_{y \in \overline{\Omega}} \varphi(y)$$

where $\overline{\Omega}$ is a subset of the box $[-\frac{X}{2}, \frac{X}{2}]^N$, and therefore $v$ is bounded above. We continue with

$$v(x) \leq \left( \frac{L}{\varepsilon} h_j \right) N \frac{1}{\min_{h_i} h_i} + \max \varphi,$$

$$v(x) \leq \frac{L}{\varepsilon} N \frac{\max_i h_i}{\min_i h_i} + \max \varphi,$$

If $\rho \in \mathcal{M}_K$ (we can suppose that $K = \frac{\max_i h_i}{\min_i h_i}$), we have

$$v(x) \leq \frac{LKNX}{\varepsilon} + \max \varphi.$$
Let us denote $B_K := \frac{LKNX}{\varepsilon} + \max \varphi$.
We have $v \leq B_K$. \hfill \qed

### 3.1.4 Convergence of the solutions of the approximation schemes toward the viscosity solutions

The main method for proving the convergence of the solutions of an approximation scheme toward the viscosity solution of an Hamilton-Jacobi equation is due to Barles and Souganidis [9] and is based on the notion of weak limits.

In this section, we consider a canonical mesh. As in the previous sections, we denote it $\rho$. In the sequel, we suppose that $\rho \in \mathbb{R}$. In other words we suppose that $\rho = h_1 = \ldots = h_N$.

#### 3.1.4.1 Consistency of a scheme (with an equation) and convergence of its solutions towards discontinuous viscosity solutions

We now give the definition of the consistency of an approximation scheme according to Barles and Souganidis [9].

Remember that in the framework of discontinuous viscosity solutions, the PDE with Dirichlet boundary conditions must be rewritten as:

$$F(x, u(x), \nabla u(x)) = 0, \quad \forall x \in \overline{\Omega}; \tag{3.15}$$

where $F$ is defined on $\overline{\Omega} \times \mathbb{R} \times \mathbb{R}^N$ by

$$F(x, u, p) = \begin{cases} H(x, u, p) & \text{for } x \text{ in } \Omega, \\ u(x) - \varphi(x) & \text{for } x \text{ on } \partial \Omega. \end{cases} \tag{3.16}$$

**Definition 3.5 (consistency)** The scheme $S(\rho, x, u(x), u) = 0$ defined on $\overline{\Omega}$, is consistent with equation (3.15) if:

$\forall x \in \overline{\Omega}$ and $\forall \phi \in C_b^\infty(\overline{\Omega})$

$$\limsup_{\rho \to 0, \ y \to x, \ \xi \to 0} \frac{S(\rho, y, \phi(y) + \xi, \phi + \xi)}{\rho} \leq F^*(x, \phi(x), \nabla \phi(x)),$$

and

$$\liminf_{\rho \to 0, \ y \to x, \ \xi \to 0} \frac{S(\rho, y, \phi(y) + \xi, \phi + \xi)}{\rho} \geq F_*(x, \phi(x), \nabla \phi(x)).$$

$F^*$ and $F_*$ are defined on page 63.

Let us recall the definitions of the functions $\overline{w}$ and $\underline{u}$:
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Definition 3.6 \( \forall x \in \overline{\Omega}, \)

\[
\overline{u}(x) = \limsup_{\rho \to 0, \ y \to x, y \ in \ \overline{\Omega}} u^\rho(y)
\]

\[
u(x) = \liminf_{\rho \to 0, \ y \to x, y \ in \ \overline{\Omega}} u^\rho(y)
\]

With these definitions in hand we can now formulate the following theorem:

Theorem 3.2 If an approximation scheme \( S \) is monotonous, uniformly stable and consistent with equation (3.15) then \( \overline{u} \) and \( \underline{u} \) are respectively viscosity subsolution and supersolution of this equation.

Proof. See theorem 2.1 of [9].

Thus, as soon as we have a strong uniqueness property (definition 2.7 on page 79), a proof of the convergence follows:

Theorem 3.3 (convergence toward the viscosity solution) Let \( S \) be a monotonous, uniformly stable and consistent (with equation (3.15)) approximation scheme. Let us suppose that the strong uniqueness property is verified on a subset \( D \) of \( \overline{\Omega} \). Then the solutions \( u^\rho \) of the scheme \( S \) converge on \( D \) toward the viscosity solution of (3.15) when \( \rho \to 0 \).

Proof. By theorem 3.2, the functions \( \overline{u} \) and \( \underline{u} \) are respectively viscosity subsolution and supersolution of the PDE (3.15). The strong uniqueness property involves \( \overline{u} \leq \underline{u} \) on \( D \). By definition, we have \( \underline{u} \leq \overline{u} \), and hence:

\[ \overline{u} = \underline{u} \ (\text{on} \ D). \]

For all \( x \in D \), we now know that the limit \( \lim_{\rho \to 0} u^\rho(x) \) exists and is equal to \( u(x) := \overline{u}(x) \) (which is also equal to \( \underline{u}(x) \)). Finally, let \( v \) be a viscosity solution of (3.15). By definition 2.3, \( v^* \) and \( v_* \) is a subsolution and a supersolution, respectively; so the strong uniqueness property involves:

\[ \forall x \in D, \ \overline{u}(x) \leq v_*(x) \leq v^*(x) \leq \underline{u}(x) \]
Therefore \( u = v_* = v^* = v \) on \( D \) and \( \lim_{\rho \to 0} u^\rho(x) = v(x) \).

\[ \square \]

**Remark 18.** Note that despite the fact that we do not have uniqueness of the viscosity solution on \( \Omega \), we have it within \( D \). Hence all viscosity solutions coincide on \( D \).

Another important interpretation of the result presented in theorem 3.3 is the following:

**Theorem 3.4 (existence result of a discontinuous viscosity solution)**

If the hypotheses of theorem 3.3 are verified then equation (3.15) has a discontinuous viscosity solution.

In other words, the existence of a solution of a HJ PDE can be obtained directly by designing a monotonous scheme and by using the strong uniqueness result.

### 3.1.4.2 Application to the decentered schemes for the HJB equations

Theorem 3.3 applies to the implicit decentered schemes \( S \) (presented in section 3.1.2)

\[
S(\rho, x, t, u) = \begin{cases} 
\tilde{S}(\rho, x, t, u) & \text{if } x \in \Omega_\rho, \\
t - \varphi(x) & \text{if } x \in \partial \Omega_\rho,
\end{cases}
\]

(3.17)

where \( \tilde{S} \) is defined by

\[
\tilde{S}(\rho, x, t, u) = \lambda t + \sup_{a \in A} \left\{ \sum_{i=1}^{N} (f_i(x, a))_+ \frac{t - u(x - \rho e_i)}{\rho} + \sum_{i=1}^{N} (f_i(x, a))_- \frac{t - u(x + \rho e_i)}{\rho} - l(x, a) \right\}.
\]

It also applies to HJB equations, \( \forall x \in \Omega \), \( F(x, u(x), \nabla u(x)) = 0 \), where \( F \) is defined by

\[
F(x, u, p) = \begin{cases} 
\lambda u + \sup_{a \in A} \{-f(x, a) \cdot p - l(x, a)\} & \text{if } x \in \Omega, \\
u - \varphi(x) & \text{if } x \in \partial \Omega.
\end{cases}
\]

(3.18)

In effect, we have following proposition:

**Proposition 3.4 (consistency of the decentered schemes with HJB equations)**
Let \( f : \Omega \times A \to \mathbb{R}^N \) and \( l : \Omega \times A \to \mathbb{R} \) be two functions such that the hypotheses (H6)-(H8) are verified. Then the scheme \( S(\rho, x, u^\rho(x), u^\rho) = 0 \) with

\[
S(\rho, x, t, u) = \begin{cases} 
\tilde{S}(\rho, x, t, u) & \text{if } x \in \Omega, \\
\lambda t & \text{if } x \in \partial \Omega.
\end{cases}
\]

\( \tilde{S} \), defined by (3.3):

\[
\tilde{S}(\rho, x, t, u) = \lambda t + 
\sup_{a \in A} \left\{ \sum_{i=1}^{N} \left( f_i(x, a) - \frac{t - u(x - h_i e_i)}{h_i} \right) + \sum_{i=1}^{N} \left( f_i(x, a) + \frac{t - u(x + h_i e_i)}{h_i} \right) - l(x, a) \right\},
\]

is consistent with the HJB equation

\[
\forall x \in \Omega, \quad F(x, u(x), \nabla u(x)) = 0,
\]

(3.19)

where \( F \) is defined by

\[
F(x, u, p) = \begin{cases} 
\lambda u + \sup_{a \in A} \{-f(x, a) \cdot p - l(x, a)\} & \text{if } x \in \Omega, \\
u - \varphi(x) & \text{if } x \in \partial \Omega.
\end{cases}
\]

**Proof.** See section 3.1.4.3. \( \square \)

We can now state the main result of this section.

**Proposition 3.5 (convergence for the decentered schemes and the HJB equations)**

Consider the decentered scheme \( S \) defined by (3.17) and the associated HJB equation (3.18). Suppose that \( f \) and \( l \) verify the hypotheses (H6)-(H8). Suppose that there exist subsolutions of the scheme \( S \) and \( M \in \mathbb{R} \) such that \( \forall \rho > 0, \forall u^\rho \) subsolution of \( S \), \( \forall x \in \Omega \), \( v^\rho(x) \leq M \). Suppose also that the strong uniqueness property is verified on a subset \( D \) of \( \Omega \).

Then the solutions \( u^\rho \) of the scheme \( S \) converge on \( D \) toward the unique restriction to \( D \) of the viscosity solutions of the HJB equation when \( \rho \) vanishes to zero.

**Proof.** The monotonicity of the scheme \( S \) is clear. The uniform stability is given by proposition 3.1. The consistency of \( S \) with the HJB equation is given by proposition 3.4. Theorem 3.3 allows to conclude. \( \square \)
Remark 19. Since the solutions of the semi-implicit scheme (3.6) are the same as the solutions of the implicit scheme (3.11), the conclusion of proposition 3.5 applies also to the semi-implicit scheme.

3.1.4.3 Proof of proposition 3.4

The proof of proposition 3.4 needs the following lemmas:

Lemma 3.4 Let \( f: \mathcal{Y} \times A \rightarrow \mathbb{R}^N \) and \( l: \mathcal{Y} \times A \rightarrow \mathbb{R} \) be such that the hypotheses (H6)-(H8) are verified. Then the function

\[
H(x, p) = \sup_{a \in A} \{-f(x, a) \cdot p - l(x, a)\}
\]

is continuous.

Proof. See lemma III.2.11 of Bardi and Capuzzo-Dolcetta’s book [5]. \( \square \)

Lemma 3.5 Let \( f: \mathcal{Y} \times A \rightarrow \mathbb{R}^N \) and \( l: \mathcal{Y} \times A \rightarrow \mathbb{R} \) be such that the hypotheses (H6)-(H8) are verified. Let

\[
\mathcal{F}: \mathcal{Y} \times A \rightarrow \mathbb{R}^N
\]

\[
(x, a) \mapsto \begin{pmatrix} f(x, a)_+ \\ f(x, a)_- \end{pmatrix}
\]

and

\[
\mathcal{H}: \mathcal{Y} \times \mathbb{R}^N \times \mathbb{R}^N \rightarrow \mathbb{R}
\]

\[
(x, p, q) \mapsto \sup_{a \in A} \left\{ -\mathcal{F}(x, a) \cdot \begin{pmatrix} p \\ q \end{pmatrix} - l(x, a) \right\}
\]

Then \( \mathcal{H} \) is continuous.

Proof. See proof of lemma 3.2. \( \square \)

Proof of proposition 3.4. Instead of considering the scheme

\[
S(\rho, x, u^\rho(x), w^\rho) = 0 \quad \text{in } \mathcal{Y},
\]
we consider the scheme

\[ S'(\rho, x, u^\rho(x), u^\rho) = 0 \quad \text{in } \overline{\Omega}, \]

such that

\[ S'(\rho, x, t, u) = \rho S(\rho, x, t, u). \]

Monotonicity, stability and solutions are exactly the same for both schemes. We prove that \( S' \) is consistent with equation (3.19), i.e.: \( \forall x \in \overline{\Omega} \text{ et } \forall \phi \in C^2_b(\overline{\Omega}) \)

\[
\begin{align*}
\text{i) } & \quad \limsup_{\rho \to 0, \ y \to x, \ \xi \to 0} \frac{S'(\rho, y, \phi(y) + \xi, \phi + \xi)}{\rho} \leq F^*(x, \phi(x), \nabla \phi(x)), \\
\text{ii) } & \quad \liminf_{\rho \to 0, \ y \to x, \ \xi \to 0} \frac{S'(\rho, y, \phi(y) + \xi, \phi + \xi)}{\rho} \geq F^*(x, \phi(x), \nabla \phi(x)).
\end{align*}
\]

We only prove i), the proof of ii) being identical. We consider two cases.

1. \( x \in \Omega \):
   For \( \rho \) sufficiently small and \( y \) sufficiently close to \( x \), we have \( y \in \Omega_\rho \), and

\[
\begin{align*}
\frac{S'(\rho, y, \phi(y) + \xi, \phi + \xi)}{\rho} &= \tilde{S}(\rho, y, \phi(y) + \xi, \phi + \xi) \\
&= \lambda(\phi(y) + \xi) + \\
&\sup_{a \in A} \left\{ \sum_{i=1}^{N} (f_i(y, a)_- \frac{\phi(y) - \phi(y - \rho e_i^\ast)}{\rho} + \sum_{i=1}^{N} (f_i(y, a)_+ \frac{\phi(y) - \phi(y + \rho e_i^\ast)}{\rho} - l(y, a) \right\}.
\end{align*}
\]

Since \( \phi \in C^2 \), we have

\[
\begin{align*}
\lim_{\rho \to 0, \ y \to x} \frac{\phi(y) - \phi(y - \rho e_i^\ast)}{\rho} &= \partial_{e_i^\ast} \phi(x), \\
\lim_{\rho \to 0, \ y \to x} \frac{\phi(y) - \phi(y + \rho e_i^\ast)}{\rho} &= -\partial_{e_i^\ast} \phi(x),
\end{align*}
\]

and the function \( K \)

\[
K : (\rho, y) \mapsto \left( y, \left( \frac{\phi(y) - \phi(y - \rho e_i^\ast)}{\rho} \right)_{i=1..N}, \left( \frac{\phi(y) - \phi(y + \rho e_i^\ast)}{\rho} \right)_{i=1..N} \right)
\]

is continuous on \( \mathcal{M} \times \Omega \) and

\[
\lim_{\rho \to 0, \ y \to x} K(\rho, y) = \left( x, (\partial_{e_i^\ast} \phi(x))_{i=1..N}, (-\partial_{e_i^\ast} \phi(x))_{i=1..N} \right).
\]
Since \( f \) and \( l \) verify the hypotheses (H6)-(H8), lemma 3.5 involves:

\[
\limsup_{\rho \to 0, \ y \to x, \ \xi \to 0} \tilde{S}(\rho, y, \phi(y) + \xi, \phi + \xi)
\]

\[
= \lambda \phi(x) + \sup_{a \in A} \left\{ \sum_{i=1}^{N} (f_i(x,a))_+ \partial_{\gamma_i} \phi(x) + \sum_{i=1}^{N} (f_i(x,a))_- (-\partial_{\gamma_i} \phi(x)) - l(x,a) \right\}
\]

\[
= \lambda \phi(x) + \sup_{a \in A} \left\{ -f(x,a) \cdot \nabla \phi(x) - l(x,a) \right\}
\]

\[
= H(x, \phi(x), \nabla \phi(x))
\]

where \( H(x, u, p) = \lambda u + \sup_{a \in A} \{-f(x,a) \cdot p - l(x,a)\} \).

Since \( x \) is in \( \Omega \), for all \( y \) sufficiently close to \( x \), \( F(y, u, p) = H(y, u, p) \).

By continuity of \( H \) (by lemma 3.4), we have \( F^*(x, u, p) = F(x, u, p) = H(x, u, p) \). Thus

\[
\limsup_{\rho \to 0, \ y \to x, \ \xi \to 0} \frac{S'(\rho, y, \phi(y) + \xi, \phi + \xi)}{\rho} = F^*(x, u, p).
\]

2. \( x \in \partial \Omega \):

In the same way, by continuity of the involved functions, we have:

\[
\limsup_{\rho \to 0, \ y \to x, \ \xi \to 0} S(\rho, y, \phi(y) + \xi, \phi(y) + \xi)
\]

\[
= \max (H(x, \phi(x), \nabla \phi(x)), \phi(x) - \varphi(x))
\]

\[
= F^*(x, \phi(x), \nabla \phi(x)).
\]

We deal the same way with point iii), comparing the inferior limit and \( F^* \).

Thus, the scheme \( S' \) is consistent with the equation (3.19); This ends the proof of proposition 3.4.

\[\square\]

### 3.1.5 Numerical algorithm for monotonous schemes of the form \( S(\nu, x, u(x), u) = 0 \)

In section 3.1.1, we have described the monotonous schemes of the form \( S(\nu, x, u(x), u) = 0 \). In section 3.1.2, theorem 3.1 provides sufficient conditions ensuring the stability of such schemes. Later, theorem 3.3 establishes that the strong uniqueness property involves the convergence of the solutions \( u' \) toward the unique viscosity solution of the associated equation (section 3.1.4). For a fixed continuous mesh \( \nu \in \mathcal{M} \), we are now going to describe an algorithm that
computes an approximation of $u^\nu$, on a finite discret mesh $\mathcal{X}$ compatible with $\nu$ (see below). We also prove the convergence of our algorithm. It is important to keep in mind that this algorithm converges toward $u^\nu$ but not toward the viscosity solution.

Let us fix $\nu \in \mathcal{M}$.

**Definition 3.7** We say that a set $\mathcal{X} \subset \overline{\Omega}$ is a "finite discret mesh compatible with $\nu$" if $\mathcal{X}$ is finite and if $\forall x \in \mathcal{X}, V_x \subset \mathcal{X}$.

**Example**: Let us consider a canonical mesh $\nu$ characterized by $\rho = (h_1, \ldots, h_N)$. Let us denote $x_k = \left( \frac{k_1 h_1}{h_1}, \ldots, \frac{k_N h_N}{h_N} \right)$ for $k$ in $\mathbb{Z}^N$. Now, let us denote $\mathcal{X} = \{x_k; k \in \mathbb{Z}^N \} \cap \overline{\Omega}$. If $\overline{\Omega}$ is bounded, then $\mathcal{X}$ is a finite mesh compatible with the canonical mesh $\nu$.

The following algorithm computes for all $x \in \mathcal{X}$ a sequence of approximations $U^n_x$ of $u^\nu(x)$ (let us emphasize that $\mathcal{X}$ is a finite set):

**Algorithm 3.1**

1. **Initialisation** ($n = 0$):

   $$\forall x \in \mathcal{X}, \quad U^0_x = u_0(x),$$

   where $u_0$ is a subsolution of the considered scheme.

2. **Choice of a point** $x$ in the discret mesh $\mathcal{X}$ and modification (step $n + 1$) of $U^n_x$: We choose

   $$U^{n+1} = \sup \{ V = (V_y)_{y \in \mathcal{X}} \text{ such that } \forall y \neq x, \quad V_y = U^n_y \text{ and } S(\rho, x, V, V) = 0 \}. $$

   In other words, we choose $U^{n+1}$ such that

   $$\begin{cases} 
   U^{n+1}_y = U^n_y & \text{if } y \neq x, \\
   U^{n+1}_x = \max \{ t \mid S(\rho, x, t, U^n) = 0 \}. 
   \end{cases}$$

3. **Choose the next pixel** $x$ in such a way that all points of the discret mesh $\mathcal{X}$ are regularly visited and go back to 2.

**Definition 3.8** The algorithm 3.1 is well-defined if for all steps, the set of $V$’s defined at step (2) of the algorithm, is not empty and bounded; in other words, if for all steps we can compute the next approximation.

We have the following theorem:
Theorem 3.5 If the hypotheses of theorem 3.1 are satisfied, algorithm 3.1 is well-defined and the constructed sequence $U^n$ is increasing and converges when $n \rightarrow +\infty$ towards the solution $u^*$ of the considered scheme.

Proof. The elements of the sequence $U^n$ are the restrictions to $X$ of the functions $u_n$ introduced in the proof of the remark r15.2 (page 103). □

Remarks 20.

r20.1 - The algorithm we propose here is a Gauss-Seidel algorithm. The associated Jacobi algorithm also converges (see the proof of theorem 3.1), nevertheless it is less effective.

r20.2 - Let us emphasize the fact that in practice, the limit does not depend on the particular path used to traverse the pixels. Nevertheless, the convergence velocity strongly depends on this choice. For example, the strategy which consists in following back and forth the path indicated in figure 3.2 is the most effective one we have tested so far.

r20.3 - If hypotheses (H16'), (H19') and (H20') described in the remark r15.3 (page 104) are verified then the conclusion of theorem 3.5 holds even if the initial function $u_0$ (used at step 1 of algorithm 3.1) is a supersolution.

r20.4 - Since the theorem 3.1 does not impose regularity hypotheses with respect to the space variable $x$, therefore such hypotheses are also not required for ensuring the convergence of the computed solutions toward the solutions of the schemes; see remark r15.4 at page 105.

![Figure 3.2: Most effective path we have tested.](image-url)

---

3Path described by Dupuis and Oliensis in [47].
3.2 Application to the “classical” Shape from Shading problem

As in sections 3.1.3.2 and 3.1.4, for simplicity we assume that the mesh is canonical and we identify $\nu$ and $\rho$.

3.2.1 Decentered schemes for the “classical” SFS problem

In the previous section, we have described schemes allowing to approximate the HJB equations. In sections 3.1.3 and 3.1.4, we proved theorems and propositions which ensure the stability and the convergence (toward the viscosity solution) of these schemes.

In this section, we show that these results apply to the “classical” Shape from Shading problem.

3.2.1.1 Stability of the Decentered schemes for the “classical” SFS problem

In sections 2.1 and 2.2, we show that the classical modelings of the SFS problem lead to solving PDEs and that the associated Hamiltonians are special cases of a “generic” Hamiltonian $H_g$. In section 2.2.3 we proved that the “generic” Hamiltonian $H_g$ is a HJB Hamiltonian. Therefore the implicit (and semi implicit) schemes we described in section 3.1.2 allow to approximate SFS PDEs. Following the notations introduced in Definition 2.4 (page 64), we have $\lambda = 0$, $N = 2$, and $\Omega$ is bounded.

By using proposition 3.1 stated on page 106, we can prove the stability of the decentered schemes with SFS Hamiltonians.

- First, it is easy to verify that the functions $f_g(x,\cdot)$ and $l_g(x,\cdot)$ associated with the generic Hamiltonian $H_g$ (see at the page 68) verify the hypotheses (H6') and (H7'). Also, $x$ being fixed, we have for the generic Hamiltonian $H_g$,

$$\forall a \in A, f_g(x,a) = 0 \iff w_x = 0 \text{ and } \kappa_x = 0$$

(since $f_g(x,0) = 0$ involves\(^4\) $w_x = 0$; we conclude by using the definition of $Df_{il}$, equation (2.26) on page 68, the fact that $\mu_x \neq 0$ and $\nu_x \neq 0$).

Therefore the hypothesis (H22) is true iff for all $x$ in $\Omega$, $\kappa_x \neq 0$ or $w_x \neq 0$. Also, we have

- For $H_{R_i/R}$ and $H_{j,j,j}$, we have $w_x = 1$, therefore, if $l \neq 0$ then the hypothesis (H22) holds ($I(x)$ can be null). In the case where $l = 0$, the hypothesis (H22) holds iff $I(x) \neq 0$.

\(^4\)See equation (2.33) on page 73.
For \( H_{\text{Eiko}}^{\text{orth}} \) and \( H_F^{\text{pers}} \), the hypothesis (H22) holds iff \( I(x) \neq 0 \).

For \( H_F^{\text{pers}} \), \( w = 0 \) iff \( x = -\frac{f}{\gamma} \). Therefore the hypothesis (H22) holds iff \( I(-\frac{f}{\gamma}) \neq 0 \).

**Remark 21.** In practice, for \( H_{\text{Eiko}}^{\text{orth}} \) and \( H_F^{\text{pers}} \), and for \( H_F^{\text{pers}} \), \( H_2^{\text{pers}} \), \( H_{\text{R/T}}^{\text{orth}} \) and \( H_{\text{D/O}}^{\text{orth}} \) with \( l = 0 \), there are no shadows, therefore, \( I(x) \) is never null.

- Second,

  - since the intensity image \( I \) verifies \( I(x) \leq 1 \), proposition 3.2 (page 107) applies to the SFS Hamiltonians \( H_{\text{Eiko}}^{\text{orth}}, H_{(0,0.1)}^{\text{orth}}, H_F^{\text{pers}}, H_{(0,0.1)}^{\text{pers}}, H_{\text{R/T}}^{\text{orth}} \) and \( H_2^{\text{pers}} \). Thus for these SFS Hamiltonians, the associated decentered schemes (3.11) have subsolutions.

  - Concerning the Hamiltonian \( H_{\text{R/T}}^{\text{orth}} \), we prove that \( u_0(x) := -\frac{1}{\gamma} \cdot l \cdot x + C \) (where \( C \) is chosen such that \( \forall x \in \overline{\Omega}, u_0(x) \leq \min_y \varphi(y) \)) is a subsolution of the associated decentered scheme (3.11).

**Proof.**

  - \( \forall x \in \Omega, \) we have \( S(\rho, x, u_0(x), u_0) = \bar{S}(\rho, x, u_0(x), u_0) \).

    Since

\[
\frac{u_0(x) - u_0(x - h_1 e_1)}{h_1} = \frac{\alpha}{\gamma}, \quad \frac{u_0(x) - u_0(x + h_1 e_1)}{h_1} = \frac{\alpha}{\gamma},
\]

\[
\frac{u_0(x) - u_0(x - h_2 e_2)}{h_2} = \frac{\beta}{\gamma}, \quad \frac{u_0(x) - u_0(x + h_2 e_2)}{h_2} = \frac{\beta}{\gamma};
\]

then

\[
S(\rho, x, u_0(x), u_0) = \sup_{a \in \mathcal{A}} \{ [-f(x,a) - f(x,a)] \cdot \frac{1}{\gamma} - l(x, a) \}
\]

\[
= \sup_{a \in \mathcal{A}} \{ f(x,a) \cdot \frac{1}{\gamma} - l(x, a) \}
\]

\[
= H(x, -\frac{1}{\gamma} l)
\]

\[
\leq 0.
\]

  - \( \forall x \in b \Omega, \)

\[
S(\rho, x, u_0(x), u_0) = u_0(x) - \varphi(x) \leq 0.
\]
3.2 Application to the “classical” Shape from Shading problem

- We have not found subsolutions of the decentered scheme (3.11) associated
  with the Hamiltonian $H^{pers}_{P/F}$.
  The subsolution (of the Hamiltonian $H^{pers}_{P/F}$) proposed in section 2.2.6
  (at the page 78) is not a subsolution the decentered scheme (3.11).
  This shows the interest of the Hamiltonian $H^{pers}_{2}$, and more generally
  the interest of the Hamiltonians which verify $H(x, 0) \leq 0$.

- Third, since

$$ l_g(x, a) = - [K_x \kappa_x \sqrt{1 - |a|^2} + \kappa_x (i R_x v_x) \cdot a + c_x], $$

we have: if $\kappa_x, K_x, v_x$ and $c_x$ are bounded then the running cost $l_g$

is bounded. Moreover, since

$$ f_g(x, a) = - [Dil_x a + w_x], $$

we have: if for all $x$ in $\Omega$ we denote $a_x = Dil_x^{-1} \left[ \begin{pmatrix} 1 \\ 1 \end{pmatrix} - w_x \right]$, then we

have $f_g(x, a_x) = - \left[ \begin{pmatrix} 1 \\ 1 \end{pmatrix} \right]$. Therefore proposition 3.3 (page 107) applies

with the generic Hamiltonian $H_g$. Hence the subsolutions are bounded by

a same constant (uniformly for $\rho$ in $\mathcal{M}_K$). Obviously, as a consequence,

this result holds with all SFS Hamiltonians $H^{orth}_{\rho}$ and $H^{pers}_{\rho}$.

Consequently, proposition 3.1 applies with all SFS Hamiltonians. Therefore,

for all SFS Hamiltonians, the implicit (and therefore semi-implicit) decentered

schemes are stable (uniformly for $\rho$ in $\mathcal{M}_K$).

**Remark 22.** Let us emphasize that the continuity of the intensity

image $I$ is not required for obtaining the stability of our SFS schemes.

Therefore our numerical SFS method is still relevant when the intensity image

is discontinuous and when there are shadows.

3.2.1.2 Convergence toward the viscosity solutions of SFS

In the previous subsection we have described some sufficient conditions ensuring

the stability of the implicit schemes (and therefore of the semi-implicit schemes)

5 We assume that $\forall x \in \Omega, \kappa_x \neq 0$. If there exist some $x$ such that $\kappa_x = 0$ and if for example

$w_x$ is a nonnull constant function (this holds for example with $H^{orth}_{R/I}$ and $H^{orth}_{D/O}$ when $I \neq 0$),

then we can choose $a_x = 0$.

6 Except for $H^{pers}_{P/F}$, because we have not found subsolutions of the associated scheme.
associated with the "classical" SFS Hamiltonians. In other words, the SFS schemes we propose have uniformly bounded solutions. Now, we claim that (with some weak hypotheses) these solutions converge towards the viscosity solutions of the SFS PDEs when the size of the mesh vanishes to zero. This assertion can be proved easily by using proposition 3.5 (stated on page 115):

1. If the intensity image $I$ is Lipschitz continuous then hypotheses (H6)-(H8) are verified for all the SFS Hamiltonians\footnote{For the Hamiltonian $H_{H\text{SS}}^\text{th}$, we also need to impose $I > 0$ on $\overline{\Omega}$. In practice, this is not a problem; see the remark below.}; see section 2.2.4.2 in which we detail the conditions for which the generic Hamiltonian $H_g$ verifies the hypotheses (H6)-(H8).

2. Questions about subsolutions have also been studied in the previous subsection.

3. Some conditions involving the strong uniqueness property for the SFS equations are described at the end of section 2.2.6.

The reader will conclude without difficulty.

### 3.2.2 New "generic" algorithms for the "classical" Shape from Shading

#### 3.2.2.1 Two new "generic" algorithms for the "classical" Shape from Shading problem

In section 3.1.2 we have described two approximation schemes of the form $S(\rho, x, u(x), u) = 0$ (an implicit scheme and a semi-implicit one) allowing to approximate the solutions of HJB PDEs. Since the various models of the "classical" SFS problem we present all led to HJB equations, we have at our disposal two new approximation schemes, hence two new algorithms for computing numerical solutions of each formulation of the SFS problem.

We have implemented the algorithms associated with the implicit scheme and with the semi-implicit scheme, for the "generic SFS" Hamiltonian. Thus the code applies to all the "classical" SFS Hamiltonians. Let us emphasize the interest of the "generic" formulation of the SFS problems. In effect, instead of implementing an algorithm for each formulation of the SFS problem, we implement only one algorithm. In particular, a single algorithm allows to compute numerical solutions of the "perspective SFS" problem and of the "orthographic SFS" problem.

In return, our code is clearly not optimal for a particular formulation of the SFS problem. Nevertheless, it is very easy to optimize the code for a specific algorithm.
In other respects, let us remark that the implementation of the implicit algorithm is more difficult than that of the semi-implicit algorithm. Also, the cost of one iteration of the implicit scheme is greater than the cost of one iteration of the semi-implicit scheme. Nevertheless, the number of iterations required for reaching the convergence is much smaller for the implicit scheme than for the semi-implicit scheme. For a quantitative comparison see section 3.2.4.

**Remark 23.** The algorithm proposed by Rouy and Tourin in [134] is a particular case of the implicit algorithm with the Eikonal Hamiltonian. The first algorithm proposed by Dupuis and Oliensis in [47] is a particular case of the semi-implicit algorithm with the Hamiltonian $H^{\text{opt}}_{D/O}$. Therefore, from an algorithmic point of view, here, we generalize and unify the work of Rouy and Tourin [134] and the work of Dupuis and Oliensis [47]. Let us remind the reader that the implicit scheme and the semi-implicit scheme have the same solutions; see remark R12.2 in section 3.1.2.

### 3.2.2.2 Comments about initialisation

The algorithms we propose here are iterative. Also, the behaviour of the sequence of approximations $U^n$ strongly depends on the choice of the initial surface $u_0$. Nevertheless, in this section, we prove that in all cases (when $u_0$ is a subsolution and when $u_0$ is a supersolution) the sequence of approximations (computed with the implicit or the semi-implicit algorithm) converges toward the solutions of the scheme. Finally, we remark that the convergence velocity strongly depends on the choice of $u_0$.

1. **If $u_0$ is a subsolution:**

   - By using theorem 3.5 (stated on page 120), proposition 3.1 (stated on page 106) and the previous subsection, the reader will verify easily that, if $u_0$ is a subsolution\(^9\), then the numerical approximations computed with the associated implicit SFS algorithms converge toward the solutions of the scheme associated with the SFS Hamiltonians.

---

\(^8\) In [47], Dupuis and Oliensis describe two schemes and algorithms for computing numerical solutions of the "classical" SFS problem. The first algorithm corresponds with the one associated with the semi-implicit scheme; the second algorithm is another semi-implicit scheme based on the differential games instead of the control theory. Let us note that the both schemes of Dupuis and Oliensis have exactly the same solutions. Therefore they have also the same solutions as our implicit scheme.

\(^9\) The semi-implicit schemes and the implicit schemes have exactly the same supersolutions, the same subsolutions and the same solutions.
• Concerning the algorithms provided by the optimal semi-implicit scheme (described in the remark r12.1 at page 97) the reader will verify without difficulty that the hypotheses of theorem 3.1 are satisfied with all SFS Hamiltonians:
  o the hypotheses (H16) and (H17) are always true,
  o the hypothesis (H18) is true if for all \( x \) in \( Q \), the functions \( f(x,.) \) : \( a \mapsto f(x, a) \) and \( l(x,.) \) : \( a \mapsto l(x, a) \) verify the hypotheses (H6') and (H7'),
  o the subsolutions of the semi-implicit schemes are exactly the same as the subsolutions of the implicit schemes. Therefore, the study of the hypotheses (H19) and (H20) has been done previously.

Thereby, if \( u_0 \) is a subsolution of the scheme, then the numerical approximations computed with the SFS semi-implicit algorithms converge toward the solutions of the associated scheme.

Nevertheless, let us emphasize that in practice, the semi-implicit algorithms starting from a subsolution are really not effective.

**Remark 24.** Let us note that in [134], Rouy and Tourin start the algorithm from subsolutions.

2. **If \( u_0 \) is a supersolution:**

We prove easily that the hypotheses (H19') and (H20') described in the remark r15.3 (page 104) are verified with the SFS implicit schemes and the SFS semi-implicit schemes. Therefore, if the hypothesis (H16') holds, we can conclude that:

\[ \text{if the initial function } u_0 \text{ is a supersolution, then the numerical approximations computed with the SFS implicit / semi-implicit algorithms converge toward the solutions of the associated schemes.} \]

Clearly, the hypothesis (H16') holds with the semi-implicit schemes. Nevertheless, (H16') is not always true with the implicit schemes. For proving that (H16') holds with a specific implicit scheme, we can use the following proposition:

**Proposition 3.6** Let us consider an implicit scheme \( S \) as presented in section 3.1.2. We assume that \( A \) is a compact subset of \( \mathbb{R}^N \), that for all \( x \in \overline{Q} \), the function \( f(x,.) : a \mapsto f(x, a) \) is a homeomorphism (we
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Denote \( f^{-1}(x, \cdot) \) its inverse, and that the function \( l(x, \cdot) : a \mapsto l(x, a) \) is continuous on \( A \).

Therefore: If \( \lambda \neq 0 \), then

\[
\lim_{t \to -\infty} S_{\rho, x, u}(t) \leq 0,
\]

else, if there does not exist \( a \in A \) such that \( f(x, a) = 0 \) or if

\[
l(x, f^{-1}(x, 0)) \geq 0,
\]

then we have the same conclusion.

Remark 25.

Since for the “generic” Hamiltonian, we have \( H^s_g(x, q) = l_g(x, [-f_g]^{-1}(x, q)) \) and \( f_g^{-1}(x, 0) = [-f_g]^{-1}(x, 0) \) (we note \([ -f_g] \) the opposite of the function \( f_g \)), then the condition \( l_g(x, f_g^{-1}(x, 0)) \geq 0 \) is equivalent to \( H^s(x, 0) \geq 0 \).

By the previous proposition and the remark 25, for all SFS Hamiltonians with nonnegative running cost, \( (H_{Eiko}^{orth}, H_{(0,0,1)}^{orth}, H_F^{pers}, H_{(0,0,1)}^{pers}, H_2^{pers} \text{ and } H_{D/O}^{orth}) \), the numerical approximations computed with an implicit algorithm converge toward the solution of the adequate scheme, when \( u_0 \) is a supersolution.

The reader will verify easily that this is also true for the Hamiltonian \( H_{R/T}^{orth} \). Indeed, we have,

\[
f_{R/T}^{-1}(x, 0) = -\frac{1}{I(x)} 1
\]

and

\[
l_{R/T}(x, f_{R/T}^{-1}(x, 0)) = - \left[ \sqrt{I(x)^2 - |l|^2} - \sqrt{1 - |l|^2} \right] \geq 0
\]

(because \( I(x) \leq 1 \)).

Remarks 26.

R26.1 - By considering for example the Hamiltonian \( H_{R/T}^{orth} \), one can verify that, when \( x \) converges toward a singular point \( x_0 \), then

\[
\lim_{x \to x_0} l_g(x, f_g^{-1}(x, 0)) = 0.
\]
Thus, in a neighbourhood of such a point, the equation in $t$

$$S(\rho, x_{ij}, t, U) = 0$$

(3.20)
is almost degenerate. In particular, if we do not implement carefully
the resolving of the equation (3.20), it is possible that numerically, we
do not obtain solutions of the equation (3.20) (even if theoretically there
exists a solution). In this case, instead of solving the equation (3.20),
we can compute the value $t$ which minimizes $S(\rho, x_{ij}, t, U)$. Another
alternative consists in corrupting slightly the values of the intensity
image, considering the image $I_\varepsilon$ instead of $I$; where $I_\varepsilon$ is the image:

$I_\varepsilon(x) = I(x)$ if $I(x) < 1 - \varepsilon$, else $I_\varepsilon(x) = 1 - \varepsilon$; for a small $\varepsilon > 0$ (see
section 4.6; in particular section 4.6.2).

R26.2 - In some cases, it is easy to compute supersolutions. For example, one can verify that

$$u_0(x) = \frac{\gamma}{\|l\|^2} \cdot x + c$$

(where $c = -\min_{y \in \Omega_\rho} \frac{\gamma}{\|l\|^2} \cdot y + \max_{y \in \Omega_\rho} \varphi(y)$) is a supersolution
of the schemes (with DBC) associated with the Hamiltonian $H_{R/T}$.
Nevertheless, let us note that, in practice, we do not compute the
supersolution $u_0$ required for starting the algorithm. In effect a large
constant function $u_0$ with the appropriated boundary data does the
trick!

R26.3 - Let us note that in [47], Dupuis and Oliensis start the algorithm
from supersolutions.

About the convergence velocity

Finally, let us remark that in practice, the speed of convergence strongly depends
on the initial surface $u_0$ used at step one of the algorithm. For an optimal
velocity, we can start from a supersolution; a quantitative comparison can be
found in chapter 3.2.4.

Proof of proposition 3.6

Let us remind the reader the

**Proposition 3.6** Let us consider an implicit scheme $S$ as presented in
section 3.1.2. We assume that $A$ is a compact subset of $\mathbb{R}^N$, that for all $x \in \Omega$,
the function $f(x,.) : a \mapsto f(x, a)$ is a homeomorphism (we denote $f^{-1}(x,.)$ its
inverse), and that the function $l(x,.) : a \mapsto l(x, a)$ is continuous on $A$.
Therefore: If $\lambda \neq 0$, then

$$\lim_{t \to -\infty} S_{\rho, x, u}(t) \leq 0,$$
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else, if there does not exist \( a \in A \) such that \( f(x, a) = 0 \) or if

\[
l(x, f^{-1}(x, 0)) \geq 0,
\]

then we have the same conclusion.

Proof. We consider the case where \( \lambda = 0 \) (the case where \( \lambda \neq 0 \) is easier to prove). By contradiction, let us assume that

\[
\lim_{t \to -\infty} S_{\rho, x, u}(t) > 0,
\]

that is to say

\[
\lim_{t \to -\infty} \sup_{a \in A} \left\{ \sum_{i=1}^{N} (-f_i(x, a)) \frac{t - u(x + s_i(x, a) \overline{e_i})}{-s_i(x, a) \overline{h_i}} - l(x, a) \right\} > 0, \quad (3.21)
\]

where \( s_i(x, a) \) is the sign of \( f_i(x, a) \).

For all \( (s_1, ..., s_N) \in \{\pm 1\}^N \), we denote

\[
A_{s_1, ... , s_N} := \{ a \in A \mid \forall i = 1..N, \ s_i f_i(x, a) \geq 0 \}.
\]

By (3.21) there exists \( (s_1, ..., s_N) \in \{\pm 1\}^N \), such that

\[
\lim_{t \to -\infty} \sup_{a \in A_{s_1, ... , s_N}} \left\{ \sum_{i=1}^{N} (-f_i(x, a)) \frac{t - u(x + s_i h_i \overline{e_i})}{-s_i h_i} - l(x, a) \right\} > 0. \quad (3.22)
\]

Since \( f(x, .) \) and \( l(x, .) \) are continuous, there exists a control \( a_t \) maximizing the supremum of (3.22). Therefore, we have

\[
\lim_{t \to -\infty} \sum_{i=1}^{N} \frac{f_i(x, a_t)}{s_i h_i} (t - u(x + s_i h_i \overline{e_i})) - l(x, a_t) > 0. \quad (3.23)
\]

We now proceed in two steps.

\circ Now, let us assume that

\[
\text{there does not exist } a \text{ in } A \text{ such that } f(x, a) = 0. \quad (3.24)
\]

Therefore, by compactness of \( A_{s_1, ... , s_N} \), there exists \( \varepsilon > 0 \) such that

\[
\forall a \in A_{s_1, ... , s_N}, \ \sum_{i=1}^{N} \frac{f_i(x, a)}{s_i h_i} \geq \varepsilon.
\]

Therefore, for all \( t \) sufficiently small \( (t \leq \min_i u(x + s_i h_i \overline{e_i})) \),

\[
\sum_{i=1}^{N} \frac{f_i(x, a_t)}{s_i h_i} (t - u(x + s_i h_i \overline{e_i})) \leq \varepsilon \left( t - \min_i u(x + s_i h_i \overline{e_i}) \right). \]
Since \( l(x, \cdot) \) is bounded\(^{10}\),
\[
\lim_{t \to -\infty} \sum_{i=1}^{N} \frac{f_i(x, a_t)}{s_i h_i} \left( t - u(x + s_i h_i \overline{e_i}) \right) - l(x, a_t) = -\infty.
\]

We obtain a contradiction with (3.23). Therefore (3.24) does not hold.

Thus, we assume that there exists \( a \) in \( A \) such that \( f(x, a) = 0 \). Now, we claim that
\[
\lim_{t \to -\infty} f(x, a_t) = 0.
\]

**Proof.** By contradiction, let us assume that there exist \( \varepsilon_1 > 0 \) and a sequence \( t_n \to -\infty \) such that \( \forall n \)
\[
|f(x, a_{t_n})| \geq \varepsilon_1.
\]
So, there exists \( \varepsilon_2 > 0 \) such that
\[
\forall n \in \mathbb{N}, \quad \sum_{i=1}^{N} \frac{f_i(x, a_{t_n})}{s_i h_i} \geq \varepsilon_2.
\]

Since \( l(x, \cdot) \) is bounded, we obtain as above that
\[
\lim_{n \to +\infty} \sum_{i=1}^{N} \frac{f_i(x, a_{t_n})}{s_i h_i} \left( t_n - u(x + s_i h_i \overline{e_i}) \right) - l(x, a_{t_n}) = -\infty.
\]

This contradicts equation (3.23). \( \square \)

So \( \lim_{t \to -\infty} f(x, a_t) = 0 \). Also, \( f(x, \cdot) \) being a homeomorphism, we obtain
\[
\lim_{t \to -\infty} a_t = f^{-1}(x, 0).
\]

In other respects, since
\[
\lim_{t \to -\infty} \sum_{i=1}^{N} \frac{f_i(x, a_t)}{s_i h_i} \left( t - u(x + s_i h_i \overline{e_i}) \right) - l(x, a_t) > 0,
\]
and since for all \( t \) sufficiently small \( (t \leq \min_i u(x + s_i h_i \overline{e_i})) \), we have
\[
\sum_{i=1}^{N} \frac{f_i(x, a_t)}{s_i h_i} \left( t - u(x + s_i h_i \overline{e_i}) \right) \leq 0,
\]
then
\[
\lim_{t \to -\infty} -l(x, a_t) > 0.
\]

By continuity of \( l(x, \cdot) \), we conclude that
\[
l(x, f^{-1}(x, 0)) < 0.
\]

\(^{10}\)Because \( l(x, \cdot) \) is continuous on the compact set \( A \).
3.2.3 Pushing things to the limit: SFS with discontinuous images and black shadows

Among the difficulties encountered when attempting to solve the SFS problem, the intensity discontinuities such as those caused by black shadows are among the most difficult to deal with. Despite the fact that the notion of viscosity solutions provides a natural framework for dealing with non smooth surfaces\(^{11}\) (with edges) this theory does not yet apply to discontinuous images\(^{12}\) (and hence to black shadows). Technically, when the Hamiltonian is discontinuous with respect to the space variable \(x\) (which is the case in SFS when the intensity image is discontinuous), the main difficulty is the loss of uniqueness of the viscosity solution. Note that, in the particular case of the black shadows, this difficulty is increased by the loss of coercivity of the Hamiltonian.

In order to deal with black shadows, Lions et al. [96] do not “recover” surfaces in the areas of 0 intensity and pose the problem in terms of boundary conditions. This is not necessary since, as noted in [56], in the black shadows areas the surface formed by the rays of light grazing the solution surface, verify the irradiance equation, see figure 3.3. Thus, for recovering a solution, we do not need, as in [96], to separate the “shading areas” and the “shadow areas” and in general\(^{13}\) our generic algorithm graciously computes approximations of the exact solutions in shading areas and the grazing rays of light in the black shadows areas (as does the algorithm proposed by Falcone [56] for the “orthographic SFS”), see figures 3.3 and 3.11.

Finally all the results presented in section 3.2.1.1 and section 3.2.2 (the stability of our approximation schemes and the convergence of the numerical solutions computed by our algorithms) hold even when the image contains discontinuities and black shadows, even though the theory of viscosity solutions does not yet apply to this case, see for example the remark 17 at the page 108 and the remark 22 at the page 123. As an illustration of this, the pyramid example displayed in figures 3.6, 3.13 and 3.15 shows the ability of our numerical algorithms to deal with discontinuous images while figure 3.11 shows their ability to deal with black shadows.

\(^{11}\)Viscosity solutions are weak (i.e. non differentiable) solutions.

\(^{12}\)Most probably, some recent work \([112, 78, 146, 28]\) on the Eikonal equation will shortly remove this limitation.

\(^{13}\)If we assume that the critical points and the boundary of the image are not covered by the shadows.
Figure 3.3: a) Original surface \( u(x) \); b) Solution computed by our and Falcone’s algorithms [56].

### 3.2.4 Experimental results

We have implemented for the “generic Hamiltonian” \( H_g \) the algorithms described in the previous sections for approximating the solutions of the “schemes with Dirichlet conditions”

\[
S(\rho, x, t, u) = \begin{cases} 
\tilde{S}(\rho, x, t, u) & \text{if } x \in \Omega_{\rho}, \\
 t - \varphi(x) & \text{if } x \in \partial \Omega_{\rho},
\end{cases}
\]

for the implicit decentered scheme defined by

\[
\tilde{S}(\rho, x, t, u) = \sup_{a \in A} \left\{ \sum_{i=1}^{N} (f_i(x, a)) - \frac{t - u(x - h_i e_i)}{h_i} + \sum_{i=1}^{N} (f_i(x, a))_+ \frac{t - u(x + h_i e_i)}{h_i} - l(x, a) \right\},
\]

and for the (optimal) semi-implicit decentered scheme defined by

\[
\tilde{S}(\rho, x, t, u) = (1 + \frac{\lambda}{\sum_{j=1}^{N} |f_j(x, a_0)|/h_j}) t - \sum_{i=1}^{N} \frac{|f_i(x, a_0)|/h_i}{\sum_{j=1}^{N} |f_j(x, a_0)|/h_j} u(x + s_i h_i e_i) - \frac{1}{\sum_{j=1}^{N} |f_j(x, a_0)|/h_j} l(x, a_0),
\]

where \( a_0 \) is the optimal control of (3.6); see remark 12 at page 97.

**Remark 27.**

- In [127] and [128], we have implemented and tested the algorithm associated with the implicit decentered scheme for the “orthographic SFS” problem (with the Hamiltonian \( H^{\text{orth}}_{R/T} \)) in the case where \( l = (\alpha, 0) \).

- In [120], we have implemented and tested the algorithm associated with the implicit decentered scheme for the “perspective SFS” problem.
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- In [127, 128, 120] we start the algorithms from subsolutions.

Let us emphasize that in this chapter **we assume that we have the exact knowledge of the Dirichlet boundary data on** \( \partial \Omega' = \partial \Omega \cup \{ x \mid I(x) = 1 \} \). This is required for characterizing a solution (see section 2.2.6). In other words, in order to compute the correct solution (i.e. the original surface used for creating the image; remember that there exist several viscosity solution), **we must provide the “height” of the solution at the boundary of the image and at all singular points** (the pixels \( x_{ij} \) such that \( I(x_{ij}) = 1 \)).

In the following subsections, we compare the results obtained with all our algorithms. This comparison is based on the speed of convergence and the reconstruction error (the groundtruth data is available since in these experiments, we deal with synthetic images).

We start with the algorithms associated with the orthographic SFS problem. In this context, we emphasize the comparison of the implicit and semi-implicit algorithms, and the influence of the initial surface \( u_0 \) on the speed of convergence. We have tested our algorithms with synthetic images generated by shapes with several degrees of regularity e.g. \( C^\infty \) (a paraboloid, a sinusoid and a smoothed vase, see figures 3.4, 3.5, 3.14), or \( C^0 \) (a pyramid, see figures 3.6, 3.15), to demonstrate the ability of our method to work with smooth and nonsmooth objects. Next, we deal with the perspective SFS algorithms.

In all the examples, the parameters are \( n \), the number of iterations, \( \varepsilon_1, \varepsilon_2 \) and \( \varepsilon_\infty \) the mean absolute errors between the reference and reconstructed surfaces measured according to the \( L_1, L_2 \) and \( L_\infty \) norms, respectively, \( \theta \) the angle of the direction of illumination with the z-axis. We denote \( \mathbf{L} = (1, \gamma) \) the light vector and \( f \) the focal length.

### 3.2.4.1 Experimental results for the “classical orthographic SFS”

**Comparison of the implicit algorithm and the semi-implicit algorithm**

We tested the orthographic SFS algorithms (i.e. the algorithms associated with the Hamiltonians \( H_{orth}^* \)) with synthetic images generated by an orthographic projection.

In all cases, we show the original object, the input image and the reconstructed surface.

First we show that the accuracy of the implicit algorithm is approximately the same as that of the semi-implicit algorithm. This confirms the prediction of the theory which states that an implicit scheme and its associated semi-implicit
scheme have the same solutions, and that the computed numerical approximations converge towards the solution of these schemes. Figures 3.4 and 3.5 show the reconstructions of smooth surfaces obtained by the implicit algorithm (associated with the Hamiltonian $H_{R/T}^{\text{th}}$) and by the semi-implicit algorithm, starting from a subsolution and from a supersolution. Since, in practice, the combination of the semi-implicit algorithms with the subsolutions is really not effective, we only return the results obtained with the three other combinations. Also, in these three other cases, we recover almost exactly the same surface. Contrariwise, the numbers of iterations required for converging are very different. Globally, the number of iterations required for converging with a semi-implicit algorithm is very larger than with an implicit algorithm. For example, when $u_0$ is a supersolution, approximately 100 iterations are required for obtaining the sinusoidal surface with the semi-implicit algorithm (figure 3.5-d), when only 20 iterations are sufficient with the implicit algorithm (figure 3.5-e). Furthermore, the number of iterations required when the approximation sequence starts from a subsolution is very larger than when it starts from a supersolution. For the example of the sinusoidal surface displayed in figure 3.5, the implicit algorithm requires approximately 600 iterations for converging when $u_0$ is a subsolution; when only $\simeq 20$ iterations are required when $u_0$ is a supersolution.

Clearly, the optimal algorithm is the implicit algorithm starting from a supersolution.

To demonstrate the ability of our method to deal with nonsmooth objects, we have tested our algorithms with a pyramidal surface; see figure 3.6. The previous remarks about accuracy and speed of convergence are still true for nonsmooth surfaces.

**Remarks 28.**

r28.1 - In [47], Dupuis and Oliensis propose two numerical algorithms for the orthographic SFS. The scheme associated with their first algorithm corresponds with our semi-implicit scheme. Their second algorithm, based on the differential games, is faster than their first one because the control dependency is quadratic. The scheme associated with this original algorithm is still semi-implicit; therefore, it is "theoretically" less effective than our implicit algorithm.

r28.2 - In figures 3.4, 3.5 and 3.6, we show results obtained by applying the Gauss-Seidel method. Convergence using the Jacobi updating is much slower. As explained by Dupuis and Oliensis [47] the expected convergence

\[^{14}\text{see [47], for more details...}\]
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<table>
<thead>
<tr>
<th>iteration</th>
<th>$\varepsilon_1$ error</th>
<th>$\varepsilon_2$ error</th>
<th>$\varepsilon_\infty$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>0.0182615</td>
<td>0.0379</td>
<td>0.112334</td>
</tr>
<tr>
<td>60</td>
<td>0.0100561</td>
<td>0.0244</td>
<td>0.0664543</td>
</tr>
<tr>
<td>90</td>
<td>0.00679089</td>
<td>0.0178</td>
<td>0.050051</td>
</tr>
<tr>
<td>120</td>
<td>0.0049317</td>
<td>0.0128</td>
<td>0.0391274</td>
</tr>
<tr>
<td>150</td>
<td>0.0035902</td>
<td>0.0086</td>
<td>0.0336975</td>
</tr>
<tr>
<td>200</td>
<td>0.00202838</td>
<td>0.0032</td>
<td>0.0336975</td>
</tr>
</tbody>
</table>

Table 3.1: Errors associated to figure 3.7 (implicit algorithm starting from a subsolution).

<table>
<thead>
<tr>
<th>iteration</th>
<th>$\varepsilon_1$ error</th>
<th>$\varepsilon_2$ error</th>
<th>$\varepsilon_\infty$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>0.0215886</td>
<td>0.0358</td>
<td>0.0881951</td>
</tr>
<tr>
<td>16</td>
<td>0.00840164</td>
<td>0.0157</td>
<td>0.056211</td>
</tr>
<tr>
<td>24</td>
<td>0.00420738</td>
<td>0.0086</td>
<td>0.0389878</td>
</tr>
<tr>
<td>32</td>
<td>0.00288298</td>
<td>0.0058</td>
<td>0.0335179</td>
</tr>
<tr>
<td>40</td>
<td>0.00234463</td>
<td>0.0042</td>
<td>0.0335179</td>
</tr>
<tr>
<td>48</td>
<td>0.00206178</td>
<td>0.0033</td>
<td>0.0335179</td>
</tr>
</tbody>
</table>

Table 3.2: Errors associated to figure 3.8 (semi-implicit algorithm starting from a supersolution).

Time for the Jacobi method is on the order of the maximum length of the optimal path. In effect, when we perform an iteration (i.e. we once scan of all pixels) of the Jacobi method, the information is only able to propagate by “one pixel” along the optimal path. For a Gauss-Seidel method, the information is able to propagate all along the optimal path in only one iteration. Note that for obtaining convergences as fast as those we obtain, we need to use the path indicated in the remark 3.1.5. In effect, this path provides a homogeneous propagation\textsuperscript{15} of the information.

Figures 3.7-3.9 show the speed of convergence of the two algorithms for two different initial conditions, i.e. a subsolution (except for the semi-implicit scheme, as mentioned above) and a supersolution. Clearly, as shown in tables 3.1-3.3, the combination (implicit, supersolution) is the best.

Robustness to noise

We also show the stability of our method with respect to pixel noise. Uniformly distributed white noise has been added to all pixels of the input images and the corresponding reconstructed surfaces are shown, see figure 3.12

\textsuperscript{15}i.e in all directions and in all senses
Figure 3.4: Results for a synthetic image generated by a paraboloidal surface sampled on a grid of size $32 \times 32$ with $l = (0, 0)$ ($\theta \approx 0^\circ$):

a) original surface (groundtruth), b) original image,

c) surface reconstructed from b) with the implicit algorithm starting from a subsolution: $n = 18, \varepsilon_1 = 0.0015, \varepsilon_2 = 0.0018, \varepsilon_\infty = 0.0021$;

d) surface reconstructed from b) with the semi-implicit algorithm starting from a supersolution: $n = 15, \varepsilon_1 = 0.0014, \varepsilon_2 = 0.0016, \varepsilon_\infty = 0.0020$;

e) surface reconstructed from b) with the implicit algorithm starting from a supersolution: $n = 5, \varepsilon_1 = 0.0015, \varepsilon_2 = 0.0018, \varepsilon_\infty = 0.0020$. 
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Figure 3.5: Results for a synthetic image generated by a sinusoidal surface sampled on a grid of size 200 × 200 with I = (0.1, 0.3) (θ ≈ 18.5°):

a) original surface, b) original image,
c) surface reconstructed from b) with the implicit algorithm starting from a subsolution: \( n \approx 700, \varepsilon_1 = 0.003902, \varepsilon_2 = 0.005762, \varepsilon_\infty = 0.00740; \)
d) surface reconstructed from b) with the semi-implicit algorithm starting from a supersolution: \( n \approx 120, \varepsilon_1 = 0.003900, \varepsilon_2 = 0.005762, \varepsilon_\infty = 0.00747; \)
e) surface reconstructed from b) with the implicit algorithm starting from a supersolution: \( n \approx 25, \varepsilon_1 = 0.003905, \varepsilon_2 = 0.005768, \varepsilon_\infty = 0.00747; \)
Figure 3.6: Results for a synthetic image generated by a pyramidal surface sampled on a grid of size $200 \times 200$ with $l = (0.5, 0.3) \ (\theta \approx 35.6^\circ)$:

a) original surface, b) original image,

c) surface reconstructed from b) with the implicit algorithm starting from a subsolution: $n \approx 1000, \varepsilon_1 = 8.461e-05, \varepsilon_2 = 1.6116e-04, \varepsilon_\infty = 9.40e-04$;

d) surface reconstructed from b) with the semi-implicit algorithm starting from a supersolution: $n \approx 110, \varepsilon_1 = 8.461e-05, \varepsilon_2 = 1.6116e-04, \varepsilon_\infty = 9.40e-04$;

e) surface reconstructed from b) with the implicit algorithm starting from a supersolution: $n \approx 50, \varepsilon_1 = 8.461e-05, \varepsilon_2 = 1.6116e-04, \varepsilon_\infty = 9.40e-04$;
3.2 Application to the “classical” Shape from Shading problem

Figure 3.7: Experimental results obtained with the implicit algorithm starting from a subsolution, for a synthetic image representing Mozart’s face.

a) Original surface of size $\simeq 150 \times 150$,
b) synthetic image generated from the original surface a) with $l = (0.2, 0.1)$ ($\theta \simeq 13^\circ$),
c) to h) surface $U^n$ at the $n^{th}$ iteration for $n = 0$, $n = 30$, $n = 60$, $n = 90$, $n = 120$ and $n = 150$, respectively.
i) Final result : $n = 200$
j) visual comparison of the final result i) with the original surface a).
Error : $\varepsilon_1 \triangleq 0.002$, $\varepsilon_2 \triangleq 0.0032$, $\varepsilon_\infty \triangleq 0.034$;
The errors of each iteration are given in the table 3.1.
Figure 3.8: Experimental results obtained with the *semi-implicit algorithm* starting from a *supersolution*, for a synthetic image representing Mozart’s face.

a) Original surface of size $\simeq 150 \times 150$,
b) synthetic image generated from the original surface a) with $l = (0.2, 0.1)$ ($\theta \simeq 13^\circ$),
c) to h) surface $U^n$ at the $n^{th}$ iteration for $n = 8$, $n = 16$, $n = 24$, $n = 32$, $n = 40$ and $n = 48$, respectively.
i) Final result : $n \leq 50$;
j) visual comparison of the final result i) with the original surface a).
Error : $\varepsilon_1 \equiv 0.002$, $\varepsilon_2 \equiv 0.0033$, $\varepsilon_\infty \equiv 0.0335$;
The errors of each iteration are given in the table 3.2.
Figure 3.9: Experimental results obtained with the implicit algorithm starting from a supersolution, for a synthetic image representing Mozart’s face.

a) Original surface of size $\simeq 150 \times 150$,
b) synthetic image generated from the original surface a) with $l = (0.2, 0.1)$ ($\theta \simeq 13^\circ$),
c) to h) surface $U^n$ at the $n^{th}$ iteration for $n = 4, n = 8, n = 12, n = 16, n = 20$ and $n = 24$, respectively.
i) Final result: $n = 30$;
j) visual comparison of the final result i) with the original surface a).

Error: $\varepsilon_1 \cong 0.002$, $\varepsilon_2 \cong 0.0032$, $\varepsilon_\infty \cong 0.0336$;
The errors of each iteration are given in the table 3.3.
<table>
<thead>
<tr>
<th>iteration</th>
<th>$\varepsilon_1$ error</th>
<th>$\varepsilon_2$ error</th>
<th>$\varepsilon_\infty$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.00281226</td>
<td>0.0046</td>
<td>0.0432186</td>
</tr>
<tr>
<td>8</td>
<td>0.00217095</td>
<td>0.0034</td>
<td>0.0333782</td>
</tr>
<tr>
<td>12</td>
<td>0.00203401</td>
<td>0.0032</td>
<td>0.0335754</td>
</tr>
<tr>
<td>16</td>
<td>0.00199646</td>
<td>0.0032</td>
<td>0.033603</td>
</tr>
<tr>
<td>20</td>
<td>0.00199058</td>
<td>0.0032</td>
<td>0.03361</td>
</tr>
<tr>
<td>24</td>
<td>0.00198982</td>
<td>0.0032</td>
<td>0.03361</td>
</tr>
<tr>
<td>28</td>
<td>0.00198976</td>
<td>0.0032</td>
<td>0.03361</td>
</tr>
</tbody>
</table>

Table 3.3: Errors associated to figure 3.9  (implicit algorithm starting from a supersolution).

for the sinusoidal surface and 3.13 for the pyramidal surface. The Signal to Noise Ratio (SNR) is equal to 3.2 in figure 3.12 and to 2.7 in figure 3.13. As seen from these figures, our algorithms are very robust to intensity noise, as also observed in [134, 47].

Remarks 29.

r29.1 - The pyramid example shows the remarkable ability of the numerical algorithms to deal with surfaces which are only continuous as well as with discontinuous images.

r29.2 - Figures 3.10 and 3.11 show the ability of the numerical algorithms to deal with shadows, as predicted by the theory and pointed out in section 3.2.3.

r29.3 - The synthetic surfaces of the vase and of Mozart’s face, as well as other surfaces are available by anonymous ftp under the pub/tex_paper/survey directory at eustis.cs.ucf.edu (132.170.108.42). They are associated to the paper by Zhang et al. [172].

3.2.4.2 Experimental results for “perspective SFS”

We have tested the “perspective” algorithms (i.e. the algorithms associated with the Hamiltonians $H^\text{pers}_s$) with synthetic images generated by using a “perspective” projection. The previous remarks about the speed of convergence of the orthographic SFS algorithms still hold for the perspective SFS algorithms. In the following results, the solutions are computed with the implicit algorithm associated with the Hamiltonian $H^\text{pers}_s$ starting from subsolutions (figures 3.14, 3.15 and 3.16) or from a supersolutions (figure 3.17).
3.2 Application to the “classical” Shape from Shading problem

a) Original surface, b) Synthetic image generated from a), c) Original shaded surface, d) Initial reconstructed surface, e) and f) The reconstructed surface at the 100th and 1000th iterations, respectively. g) Final result, h) Synthetic image generated from the surface g), i) Reconstructed surface, textured with image h), j) Error surface (a-g).

Size of the image = 256 x 256.
Algorithm: implicit algorithm starting from a subsolution: \( n < 2500. \)
\[
\mathbf{L} = (\alpha, \beta, \gamma) = (0.8, 0.0, 0.6) \quad \text{i.e.} \quad \theta = 53^\circ.
\]

Figure 3.10: First example of a reconstruction from an image with black shadows: the case of the vase.
Monotonous approximation schemes; application to the “classical”
Shape from Shading

Size of the image $\approx 1000 \times 1000$.
Algorithm: implicit algorithm starting from a supersolution:

$n < 90$.

Figure 3.11: Second example of a reconstruction from an image with black shadows: the case of the Mexican hat. a) Original surface (the direction of the visualisation light is $(0, 0, 1)$), different from $L$; b) Synthetic image computed from the surface a) with $L = (0.8, 0.0, 0.6)$ (the angle between the light direction $L$ and the camera axis is around 53°); c) Solution recovered by our algorithm from the image b) (the direction of the visualisation light is $(0, 0, 1)$); d) Surface c) illuminated by a light of direction $(0.8, 0.0, 0.6)$. 
3.2 Application to the "classical" Shape from Shading problem

Figure 3.12: Results for a noisy image generated by a sinusoidal surface sampled on a grid of size 200 × 200 with \( l = (0.1, 0.3) \) \( (\theta = 18.5^\circ) \).

a) Original surface, b) Original image, c) Noisy image;

d) Reconstructed surface from b): \( n \approx 25, \varepsilon_1 = 0.003905, \varepsilon_2 = 0.005768, \varepsilon_\infty = 0.00747 \);

e) Reconstructed surface from c): \( n \approx 30, \varepsilon_1 = 0.003905, \varepsilon_2 = 0.005766, \varepsilon_\infty = 0.00748 \)
Figure 3.13: Results for a noisy image generated by a pyramidal surface sampled on a grid of size 200 × 200 with l = (0.5, 0.3) (θ = 35.6°).

a) original surface, b) original image, c) noisy image;

d) surface reconstructed from b):  n ≃ 50, ε_1 = 8.461 \times 10^{-5}, ε_2 = 1.6116 \times 10^{-4}, ε_∞ = 0.000940;

e) surface reconstructed from c):  n ≃ 50, ε_1 = 0.00467, ε_2 = 0.00916, ε_∞ = 0.044.
3.2 Application to the “classical” Shape from Shading problem

In all cases we show the original object, the input image and the surface reconstructed by the new “perspective algorithm” (see figures 3.14, 3.15 and 3.16). As for the orthographic algorithms, we demonstrate the stability of the perspective SFS algorithms with respect to image intensity errors due to noise (see figure 3.17, SNR≈ 3.7). As seen from these figures, the algorithms are quite robust to intensity noise.

Figure 3.14: “Perspective SFS” results for an image generated by a smooth surface (computed by the implicit algorithm starting from a subsolution):
a) original surface, b) original image
(l = (0.2, 0.2), r = 2.5, size=128 × 128),
c) surface reconstructed from b) by the “perspective algorithm”:
\[ n \approx 1000, \quad \varepsilon_1 = 0.0041, \quad \varepsilon_2 = 0.00485, \quad \varepsilon_\infty = 0.00814; \]

Figure 3.15: “Perspective SFS” results for an image generated by a pyramidal surface (computed by the implicit algorithm starting from a subsolution):
a) original surface, b) original image (l = (0.2, 0.2), r = 2.1, size= 100 × 100),
c) surface reconstructed from b) by the “perspective algorithm”:
\[ n \approx 76, \quad \varepsilon_1 \approx 0.00015, \quad \varepsilon_2 \approx 0.0005, \quad \varepsilon_\infty \approx 0.00110; \]
Figure 3.16: “Perspective SFS” results for an image generated by Mozart’s face (computed by the implicit algorithm starting from a supersolution):

a) original surface, b) original image \((l = (0.1, 0.3), \text{size} \approx 200 \times 200, f = 4)\),
c) surface reconstructed from b) by the “perspective algorithm”,
\[ n \approx 5, \quad \varepsilon_1 = 0.00197, \quad \varepsilon_2 = 0.00338, \quad \varepsilon_\infty = 0.00721; \]

Figure 3.17: “Perspective SFS” results for an image of Mozart’s face corrupted by a uniformly distributed noise.

light parameter: \(l = (0.1, 0.3)\) (\(\theta = 18.4^\circ\)); focal length: \(f = 4\).
a) original image, b) and c) surface reconstructed from a):
\[ n \approx 5, \quad \varepsilon_1 = 0.00197, \quad \varepsilon_2 = 0.00338, \quad \varepsilon_\infty = 0.00721; \]
d) noisy image, e) and f) surface reconstructed from d):
\[ n \approx 7, \quad \varepsilon_1 = 0.00247, \quad \varepsilon_2 = 0.0045, \quad \varepsilon_\infty = 0.0116. \]
3.3 Conclusion and contributions of chapter 3

- We have described some tools and a general method allowing to deal with monotonous schemes. In particular, we have stated and proved a general theorem ensuring the stability of these schemes. Some convergence results for the associated algorithms follow automatically. The described tools are mainly based on the monotonicity and on the existence of subsolutions or supersolutions.

  In other respects, we have designed some monotonous approximation schemes adapted to (and consistent with) the Hamilton-Jacobi-Bellman equations. We have applied our stability results to them.

  Let us note that the method applies to irregular meshes and it does not require regularity with respect to the space variable.

- We have demonstrated the practicality of our tools by applying them to the "classical SFS" problem. We have proposed two new "generic" SFS algorithms: a semi-implicit algorithm and an implicit one. We have proved the convergence of the numerical solutions computed by our algorithms toward the viscosity solution of the considered SFS problem.

  Let us emphasize the fact that the "generic" formulation of the SFS problem allows to design a unique SFS algorithm which can be used to solve numerically the various formulations of the "classical" SFS problem.

  Moreover, we have generalized and unified the algorithmic part of the work of Rouy and Tourin [134], Dupuis and Oliensis [47] and Prados and Faugeras [127, 120]. Let us recall that the basic fast marching method of Sethian [138, 139] is based on the approximation scheme of Rouy and Tourin [134].

- We have tested our new SFS methods.

  Our algorithms are robust to pixel noise. When starting from a supersolution the implicit algorithm is one of the most efficient iterative algorithms of the SFS literature.

  In other respects, our algorithms can deal with discontinuous images and with black shadows; let us recall that the stability of our SFS schemes and the convergence of our SFS algorithms hold for such images.

- At this stage, the computation of a numerical solution of the SFS problem requires Dirichlet data on the boundary of the image and at all the singular points.

- Note: the algorithmic and numerical parts of our articles [120, 123, 121] are based on the content of this chapter.
Chapter 4

A viscosity method for “classical” Shape from Shading without boundary data

This chapter is the result of a friendly and profitable collaboration with Fabio Camilli\(^1\). I would like to thank Fabio Camilli for the warm and important exchanges that I could have with him.

The main weakness of the theoretical results presented in the previous chapters is due to the fact that we need to provide data (height of the solution) on the boundary of the image and at all the singular points. Also, in practice with real images, we rarely have such data. In this chapter, we weaken this constraint. In particular, we design a viscosity framework allowing to characterize solutions without requiring data on the boundary of the image.

4.1 Weaknesses of the previous theoretical approaches of the SFS problem

The theory of viscosity solutions was first used to solve SFS problems by Lions, Rouy and Tourin [134, 96] in the 90s. Their work was based upon the notion of continuous viscosity solution. Let us remind that the viscosity solutions

\(^1\)Pure and Applied Mathematics Department of the University of L’Aquila, Italy (camilli@ing.univaq.it).
are PDE solutions in a weak sense. In particular, they are not necessarily differentiable and can have edges. Let us emphasize that continuous viscosity solutions are continuous (on the closure of the set where they are defined) and that a solution in the classical sense is a viscosity solution; see chapter 2. As we explain in section 2.2.2, a drawback of this notion is due to the compatibility condition necessary to the existence of a solution (constraint on the variation of the boundary conditions [95]). For example, the equation

\[ |\nabla u(x)| = 1 \text{ for all } x \text{ in } [0,1] \] (4.1)

with \( u(0) = u(1) = 0 \), does not have classical solutions but has a continuous viscosity solution (see figure 4.1-a)). The same equation (4.1) with \( u(0) = 0 \), \( u(1) = 1.5 \) does not have continuous viscosity solutions (see section 2.2.2). Also,

Figure 4.1: a) Continuous viscosity solution of (4.1) with \( u(0) = u(1) = 0 \); b) discontinuous viscosity solution of (4.1) with \( u(0) = 0 \) and \( u(1) = 1.5 \).

let us suppose that we make a large error on the boundary condition, when we compute a numerical solution of the SFS problems. If this error is too large then there do not exist continuous viscosity solutions. In this case one may wonder what the numerical algorithm of [134, 96] computes. In chapter 2, we answer this question by proposing to use the more general idea of discontinuous viscosity solutions. For example, equation (4.1) with \( u(0) = 0 \), \( u(1) = 1.5 \) has a discontinuous viscosity solution; (see figure 4.1-b)). Let us remind that a “discontinuous viscosity solution” can have discontinuities and that a continuous viscosity solution is a discontinuous viscosity solution.

In sections 2.2.4 and 2.2.6, we show that the classical theory of viscosity solutions offers simple and general theorems of existence and uniqueness of solutions for exactly the type of PDEs that arise in the context of SFS. In particular the theory allows to characterize exactly all possible continuous viscosity solutions: given a particular Dirichlet condition on the image boundary (verifying the compatibility condition), if the set of singular points (points of maximal intensity, i.e. \( I(x) = 1 \)) is empty, then there exists a unique continuous viscosity solution satisfying the boundary conditions. If the set of singular points is not empty there exists an infinity of continuous viscosity solutions which are characterized by their values at the singular points. Note that this result is general and applies equally to all the SFS models described in section 2.1. As a consequence, the SFS problem is ill-posed and, in section 3.2, to compute a
4.1 Weaknesses of the previous theoretical approaches of the SFS problem

numerical approximation of a solution, we must assume that the values of the
solutions are given at the image boundary and at the singular points (see in
particular section 3.2.4). This is quite unsatisfactory, even more so since small
errors on these values create undesirable crests, see figure 4.2-b) or [127] for an
example with a real image.

Figure 4.2: a) original surface $u$; b) solution $u_\varepsilon$ associated to corrupted bound-
ary conditions and to the image obtained from the original surface a) with the
Eikonal equation; c) maximal solution $u_{\text{max}}$ (in Falcone’s sense [24, 55, 56])
associated to the same image. $u_\varepsilon$ and $u_{\text{max}}$ present a kink at $x_0$ and $x_1$.

Falcone [24, 55, 56] proposes to not specify anymore the values of the solution
at the singular points (he still requires to specify the values at the image
boundary though). In order to achieve this, he uses the notion of “maximal”
viscosity solutions developed by Camilli and Siconolfi [24, 26, 23]. Despite its
advantages, this approach is not really adapted to the SFS problem, see for ex-
ample figure 4.2-c). In this figure, the maximal solution $u_{\text{max}}$ associated to the
image obtained from the original surface $u$ shows a highly visible crest where
the surface should be smooth. Even with the correct boundary conditions,
Falcone’s method does not allow to recover the original surface, but only the
maximal surface with the same brightness $I(x)$.

To summarize the work of Rozu et al. [134], Prados et al. [127, 120] and
Falcone et al. [24, 55, 56] suggests theories and numerical methods based on
the concept of viscosity solutions and requiring data on the boundary of the
image. At the opposite, Dupuis and Oliensis [47] consider $C^1$ solutions and
value functions. They characterize a $C^1$ solution by specifying only its val-
es at the singular points which are local minima. In particular, they do not
specify the values of the solution on the boundary of the image. Also, they pro-
vide algorithms for approximating these solutions. Nevertheless, in practice,
because of noise, of incorrect modeling, errors on parameters or on the depth
values enforced at the singular points, there do not exist $C^1$ solutions to the
SFS equations; also the notion of value functions is not always very intuitive.
Considering the drawbacks and the advantages of all these methods, it seems
important to consider an other class of weak solutions such that the character-
ization of Dupuis and Oliensis holds, which provides a (theoretical and num-
rical) solution when there do not exist smooth solutions, and which unifies all
this previous work.
As we show in the second part of section 2.2.6.3, the notion of discontinuous viscosity solutions does not allow to impose the values of the solution at the singular points (this does not allow to characterize the discontinuous viscosity solutions). Therefore, this notion cannot provide an extension of the Dupuis and Oliensis work. Moreover, the notion of singular viscosity solutions developed by Camilli and Siconolfi in [26, 23, 27] uses Dirichlet conditions all around the boundary of the image. Thus, it does not also provide a direct extension of the Dupuis and Oliensis work. For such an extension, we must slightly modify these notions and we must consider a “new” type of boundary conditions (called “state constraints” [145]). It turns out that the correct notion of viscosity solution for the “classical” SFS problem is the “singular discontinuous viscosity solution with Dirichlet boundary conditions and state constraints”. These solutions can be interpreted as maximal solutions and have the great advantage of not necessarily requiring boundary or singular points conditions. Moreover, this notion provides a mathematical framework unifying the work of Rouy et al. [96, 134], Prados et al. [127, 120], Falcone et al. [24, 55, 56] and Dupuis and Oliensis [47].

4.2 Singular discontinuous viscosity solutions with Dirichlet boundary conditions and state constraints (SDVS)

The notion of singular viscosity solutions was pioneered by Ishii and Ramaswamy [77] and has been recently upgraded by Camilli and Siconolfi [26, 23, 27]. In this section, we slightly modify the tools developed in these papers introducing the notion of “singular viscosity solution with Dirichlet boundary conditions and state constraints” (SDVS), and we prove the existence and uniqueness of the SVDS. Some stability results are proved. Moreover, we show that this framework allows to characterize the classical discontinuous viscosity solutions by their “minimums”.

Let $\Omega$ be a bounded open subset of $\mathbb{R}^N$ with smooth boundary (say $W^{2,\infty}$). In the SFS problem $N = 2$. So $\Omega$ is a smooth part of rectangular domain $[0, X] \times [0, Y]$ which typically represents the domain of definition of the image. We consider the partial differential equation (PDE):

$$H(x, \nabla u) = 0, \quad \forall x \in \Omega,$$

(4.2)

where $H : \Omega \times \mathbb{R}^N \to \mathbb{R}$ is a continuous (hypothesis (H4)), convex (with respect to $p$) Hamiltonian (hypothesis (H1)), and satisfies the coercitivity condition

$$(H2') \quad \liminf_{|p| \to +\infty} H(x, p) = +\infty, \quad \text{for any } x \in \overline{\Omega}. $$
Moreover we assume that

(H3') there exists a subsolution \( \psi \in C^1(\Omega) \cap W^{1,\infty}(\Omega) \) of (4.2) 
(i.e. \( \forall x \in \Omega, \ H(x, \nabla \psi(x)) \leq 0 \))

and

(H23) for any \( \lambda \in (0, 1), \ p \in \mathbb{R}^N \) s.t \( H(x, p) \leq 0 \) then 
\[ H(x, \lambda p + (1 - \lambda) \nabla \psi(x)) < 0. \]

Note that the previous hypotheses hold for all the “classical” SFS Hamiltonians considered in section 2.1 as soon as the intensity image \( I \) is continuous and verifies \( I(x) > 0 \) for any \( x \in \Omega \).

We say that \( \psi \) is a strict subsolution of (4.2) at \( x \) when \( H(x, \nabla \psi(x)) < 0 \). We denote by \( S \) the set of singular points of \( H \) respect to \( \psi \):

\[ S = \{ x \in \overline{\Omega} \mid H(x, \nabla \psi(x)) = 0 \}, \]

i.e. the set where \( \psi \) fails to be a strict subsolution of (4.2). \( S \) is closed by the continuity of \( \nabla \psi \) and \( H \).

We also assume that

\[ S \cap \partial \Omega = \emptyset. \] (4.3)

**Remarks 30.**

\textbf{r30.1 -} In the case where \( H \) is an Hamilton-Jacobi-Bellman (HJB) Hamiltonian

\[ H(x, p) = \sup_{a \in A} \{-f(x, a) \cdot p - l(x, a)\} \] (4.4)

with \( f : \overline{\Omega} \times A \to \mathbb{R}^N, \ l : \overline{\Omega} \times A \to \mathbb{R} \) and the running cost \( l \) is nonnegative, \( S \) corresponds to the set

\[ \{ x \in \overline{\Omega} \mid l(x, a) = 0 \text{ for some } a \in A \}. \]

In this case \( \psi \equiv 0 \) is a subsolution of the equation. Yet, at the opposite to [23], here we do not assume that \( l \) is a nonnegative function. As it was shown in chapter 2, the Rouy/Tourin Hamiltonian \( H_{R/T}^{\text{ar}} \) (where, \( l_{R/T}(x, a) = I(x) \sqrt{1 + |a|^2 - \gamma} \)) and the perspective Hamiltonian \( H_{P/F}^{\text{per}} \), which fit in the class of Hamiltonians given by (4.4) but with a cost of arbitrary sign, admit a regular subsolution. Therefore, in this chapter, to each “classical” SFS Hamiltonian we systematically associate the corresponding subsolution \( \psi \) defined in section 2.2.6.1 (at the page 78).
In section 2.2.6, we prove that for all the “classical” SFS equations presented in section 2.1 the set of singular points \( S \) corresponds to the set \( \{ x \in \Omega \mid I(x) = 1 \} \) where \( I \) is the intensity image. Note that in the SFS problem, even if we do not make this assumption, it may appear natural to assume that \( S = \{ x_1, \ldots, x_k \} \), since the situation where \( \hat{S} \) (the interior of the set \( S \)) is not empty, is non generic\(^2\). Nevertheless, in practice, due to some saturation or discretisation effects, several connected points can have an intensity equal to the maximal intensity (i.e \( I(x) = 1 \)).

As we have shown in subsection 2.2.4.1, the coercivity hypothesis (H2') is not systematically verified for all the SFS Hamiltonians. Globally, it does not hold for the pixels of the image with a low brightness, i.e. \( I(x) \) close to 0, when the direction of the distant light source is very different to the one of the camera. In this work, we do not weaken this hypothesis explaining in various remarks some difficulties involved by the non coercivity.

**Definition 4.1** Let \( u \) be a locally bounded function on a set \( E \). For any \( x \in E \), we set:

\[
\begin{align*}
    u^*(x) &= \limsup_{y \to x} u^*(y) = \sup\{ \limsup_{n \to \infty} u(x_n) : x_n \to x \}, \\
    u_*(x) &= \liminf_{y \to x} u_*(y) = \inf\{ \liminf_{n \to \infty} u(x_n) : x_n \to x \}.
\end{align*}
\]

\( u^* \) and \( u_* \) are respectively called the upper semicontinuous envelope and lower semicontinuous envelope of \( u \).

Recall that, if \( u \) is a locally bounded function, then \( u^* \) is u.s.c and \( u_* \) is l.s.c. (see sections V-1 and V-2.1 of [5] for more details).

We now give the definition of viscosity subsolution. The definition of viscosity supersolution, which is modified respect to the standard one to solve the uniqueness issue, is postponed to the next subsection.

**Definition 4.2 (Viscosity subsolution of (4.2))** A locally bounded function \( u \), u.s.c in \( \Omega \), is said a viscosity subsolution of equation (4.2) if

\[
\forall \phi \in C^1(\Omega), \forall x_0 \in \Omega \quad \text{local maximum of } (u - \phi), \quad H(x_0, \nabla \phi(x_0)) \leq 0.
\]

The regularity of \( \partial \Omega \) and the hypothesis on \( H \) imply that a viscosity subsolution of (4.2) is Lipschitz continuous in \( \Omega \). Moreover we have (see Prop. 4.3 in [26])

**Proposition 4.1** The following three properties are equivalent

\(^2\)In effect, for a given experimental setup (surface, light, camera) such that \( \hat{S} \neq \emptyset \), an arbitrarily small change in the experimental parameters (for example, when the light moves) will make \( \hat{S} = \emptyset \). An image such that \( \hat{S} \neq \emptyset \) is highly unlikely.
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- $u$ is a viscosity subsolution of (4.2) in $\Omega$;
- $u$ is a Lipschitz continuous a.e. subsolution of (4.2) in $\Omega$;
- $u$ is Lipschitz continuous and, defined the (Clarke) generalized gradient [34] by

$$\partial u(x) = \sigma\{p \in \mathbb{R}^N : p = \lim_n \nabla u(x_n),$$

for a sequence $x_n \in \text{Dom}(\nabla u)$ converging to $x$, then the inequality

$$H(x, p) \leq 0$$

holds for any $x \in \Omega$, $p \in \partial u(x)$.

Remark 31. If the Hamiltonian is noncoercive then the subsolutions are not necessarily Lipschitz continuous. Moreover, subsolutions can yield discontinuities at the points $x$ where $p \mapsto H(x, p)$ is non coercive. Nevertheless, note that, if $S$ is empty, only the coercivity on a neighborhood of $\partial \Omega$ is sufficient for ensuring the strong uniqueness, and so the continuity of the discontinuous viscosity solution on $\Omega$. For a proof of this fact, see for example theorem 4.5 of [7] and more especially its Corollary 4.1. In this corollary, the "HNCL" hypotheses of [7] is implied by convexity, existence of a strict subsolution and regularity of the Hamiltonian. The coercivity hypotheses (H18) and (H20) of [7] are only required on a neighborhood of $\partial \Omega$. The reader can also refer to [8].

With equation (4.2), we associate the Dirichlet boundary conditions (DBC)

$$u(x) = \varphi(x), \quad \forall x \in \partial \Omega \cup S$$

(4.5)

where $\varphi$ is defined on $\partial \Omega \cup S$ into $\mathbb{R} \cup \{+\infty\}$, l.s.c., bounded from below and continuous in $\{x \in \partial \Omega \cup S : \varphi(x) < +\infty\}$, with $\varphi \neq +\infty$. At points $x$ where $\varphi(x) = +\infty$, we say that we impose a state constraint boundary condition (see [145, 29]).

Definition 4.3 (Viscosity subsolution of (4.2)-(4.5)) A locally bounded function $u$, u.s.c on $\overline{\Omega}$, is said a viscosity subsolution of (4.2)-(4.5) if $u$ is a viscosity subsolution of (4.2) and if:

- $\forall x_0 \in S$, $u(x_0) \leq \varphi(x_0)$.
- $\forall x_0 \in \partial \Omega$,
\[ \begin{align*}
\circ & \quad u(x_0) \leq \varphi(x_0) \\
\circ & \quad \forall \phi \in C^1(\Omega) \text{ s.t. } x_0 \text{ is a local maximum of } (u - \phi), \\
& \quad H(x_0, \nabla \phi(x_0)) \leq 0.
\end{align*} \]

Note that points \( x \in \partial \Omega \) where \( \varphi(x) = +\infty \), the boundary condition is automatically satisfied.

### 4.2.1 Singular viscosity supersolutions of (4.2)-(4.5)

Before giving the definition of the singular viscosity supersolution of (4.2)-(4.5), we need to detail various assumptions and definitions.

#### The multivalued map

Let \( \mathcal{Z}(x) \) be the multivalued map on \( \Omega \) defined as:

\[ \mathcal{Z}(x) = \{ p \in \mathbb{R}^N : H(x, p) \leq 0 \}. \tag{4.6} \]

For all the “classical” SFS Hamiltonians, it is easy to see that:

\[ (H24) \quad \forall x \in \mathcal{S}, \quad \mathcal{Z}(x) = \{ \nabla \psi(x) \}. \]

Therefore, in the sequel, we assume that hypothesis (H24) holds.

#### Remarks 32.

- **r32.1** - Under the hypothesis (H24), the continuity of \( H \) provides a new characterization of \( \mathcal{S} \):

\[ x \in \mathcal{S} \iff \mathcal{Z}(x) = \{ \nabla \psi(x) \}. \]

- **r32.2** - Assumption (H24) and proposition 4.1 imply that for a subsolution \( u, \partial u(x) = \{ \nabla \psi(x) \} \) for \( x \in \mathcal{S} \). Therefore a subsolution \( u \) is strictly differentiable (see [34]) on the singular set.

By hypotheses (H2') and (H23), the set-valued map \( \mathcal{Z}(x) \) is continuous in \( \overline{\Omega} \) respect to the Hausdorff metric. Moreover, for any \( x \in \overline{\Omega} \), the set \( \mathcal{Z}(x) \) is compact, convex and strictly star-shaped respect to \( \nabla \psi(x) \) and

\[ \partial \mathcal{Z}(x) = \{ p \in \mathbb{R}^N \mid H(x, p) = 0 \}. \tag{4.7} \]

As explained in [27], (4.7) is a geometric property which allows us to study the equation \( H(x, \nabla u) = 0 \) through the level sets \( \mathcal{Z}(x) \). Let \( W \) an open subset of \( \Omega \). If \( F(x, p) \) is any continuous function representing \( \mathcal{Z}(x) \) in the sense that for all \( x \in W \),

\[ F(x, p) < 0 \quad \text{if and only if} \quad p \in \mathcal{Z}(x), \]
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\[ F(x, p) = 0 \quad \text{if and only if} \quad p \in \partial Z(x), \]

then the equation

\[ F(x, \nabla u) = 0, \quad \forall x \in W \]

is equivalent to \( H(x, \nabla u) = 0 \) in \( W \) from a viscosity point of view. Moreover the definition of subsolution could be equivalently expressed by the condition \( \nabla u(x) \in Z(x) \) in viscosity sense for any \( x \in \Omega \).

Let us remark that, the assumptions imposed in this section are properties satisfied by the map \( Z(x) \). They are not directly about the Hamiltonian \( H \).

A new Hamiltonian with the same multivalued map

Now, let us introduce the gauge function \( \rho(x, p) \) of \( Z(x) \). We set for any \( x \in \overline{\Omega}, p \in \mathbb{R}^N \),

\[ \rho(x, p) = \inf\{ \lambda > 0 : \lambda^{-1} p + (1 - \lambda^{-1}) \nabla \psi(x) \in Z(x) \}. \] (4.8)

As in [7, 6], (see also proposition 5.1 of [27]), we can prove that the function \( \rho \) is l.s.c in \( \overline{\Omega} \times \mathbb{R}^N \) (continuous in \( (\overline{\Omega} - \mathcal{S}) \times \mathbb{R}^N \) and verifies the homogeneity condition:

\[ \forall \mu > 0 \quad \text{and} \quad \forall (x, p) \in \overline{\Omega} \times \mathbb{R}^N, \quad \rho(x, \mu p + (1 - \mu) \nabla \psi(x)) = \mu \rho(x, p). \] (4.9)

Moreover, \( p \in Z(x) \) if and only if \( \rho(x, p) \leq 1 \). If \( x \in \mathcal{S} \), we have \( \rho(x, \nabla \psi(x)) = 0 \) and \( \rho(x, p) \) is infinite for \( p \neq \nabla \psi(x) \). Then the equation

\[ \rho(x, \nabla u) = 1, \quad \forall x \in \Omega \]

defines an equation equivalent to (4.2) in \( \Omega - \mathcal{S} \) and singular for \( x \in \mathcal{S} \).

Adaptation of the topology

Now, let us set, \( \forall x \in \overline{\Omega} \),

\[ r(x) = \sup\{ r > 0 \mid B(\nabla \psi(x), r) \subset \mathcal{Z}(x) \}. \]

In [27], lemma 3.1 it is proved that \( r(x) \) is continuous in \( \overline{\Omega} \), \( r(x) \) is nonnegative and \( r(x) = 0 \) if and only if \( x \in \mathcal{S} \).

**Remark 33.** For the SFS Hamiltonians \( H_{R/T}^{\text{orth}}, H_{D/Q}^{\text{orth}}, H_{Eiko}^{\text{orth}}, H_F^{\text{orth}} \), it is possible to prove that \( \forall x \in \overline{\Omega}, r(x) \) is finite and that \( r(.) \) is bounded on \( \overline{\Omega} \) (even when these Hamiltonians are not coercive)\(^3\). The proof of Lemma 3.1 of [27] is essentially based on the fact that \( r(.) \) is bounded. Thus, this result

\(^3\)For the coercivity of \( H_{Eiko}^{\text{orth}} \) and \( H_F^{\text{orth}} \), we must assume that \( I > 0 \) on the compact set \( \overline{\Omega} \).
applies to the previous SFS Hamiltonians, even at the points \( x \) where they are not coercive.

Note that by definition of \( r(\cdot) \) and (H24) we have

- \( x \in \mathcal{S} \iff \mathcal{Z}(x) = \{\nabla \psi(x)\} \iff r(x) = 0 \),
- \( x \notin \mathcal{S} \iff \exists r > 0 \text{ s.t. } B(\nabla \psi(x), r) \subset \mathcal{Z}(x) \iff r(x) > 0 \).

As in [26, 27], we proceed defining a semidistance on \( \overline{\Omega} \). We set for any \( x, y \in \overline{\Omega} \),

\[
S(x, y) = \inf \left\{ \int_0^1 r(\xi(t)) \mid \xi'(t) \right\} : \xi(t) \in W^{1, \infty}([0, 1], \overline{\Omega})
\]

\[
\text{s.t. } \xi(0) = x \text{ and } \xi(1) = y . \quad (4.10)
\]

It is easy to verify that \( S \) satisfies:

\[
S(x, y) \leq S(x, z) + S(z, y) \quad x, y, z \in \overline{\Omega},
\]

\[
S(x, y) = S(y, x) \quad x, y \in \overline{\Omega},
\]

\[
S(x, x) = 0 \quad x \in \overline{\Omega}
\]

and

\[
0 \leq S(x, y) \leq \|r\|_{\infty} d_E(x, y) \quad x, y \in \overline{\Omega}
\]

where \( d_E(x, y) \) is the Euclidean geodesic distance in \( \Omega \) (i.e. the distance defined as in (4.10) with \( r(x) \equiv 1 \)).

So \( S \) is a semidistance on \( \overline{\Omega} \), but in general not a distance since, if \( x_0 \in \mathcal{S} \), the set of points which have 0 \( S \)-distance from \( x_0 \) is in general a subset of \( \mathcal{S} \) containing elements different from \( x_0 \). The family of balls:

\[
B_S(x_0, R) = \{x \in \Omega \mid S(x_0, x) \leq R\}
\]

induces a topology \( \tau_S \) in \( \Omega \). Note that on a neighborhood of a point \( x \in \Omega - \mathcal{S} \) the topology \( \tau_S \) is equivalent to the Euclidean topology. At a point \( x \in \mathcal{S} \), it is a weaker topology.

We denote by \( B_S(x_0) \) the subset

\[
B_S(x_0) = \{x \in \overline{\Omega} \mid S(x_0, x) = 0\}.
\]

**Definition of singular viscosity supersolutions and solutions**

**Definition 4.4 (Strict subsolution of (4.2))** A function \( v \) is said to be a strict subsolution of (4.2) in an open subset \( A \) of \( \Omega \) if \( v \) is a viscosity subsolution of

\[
\rho(x, \nabla v) \leq \theta \quad x \in A
\]

for some \( \theta \in [0, 1[. \)
**Definition 4.5** ([Strict] Subtangent) For a l.s.c. function $v$, a Lipschitz continuous function $\phi$ is called $S$-subtangent to $v$ at $x_0 \in \Omega$ if $x_0$ is a minimizer of $v - \phi$ in a $\tau_S$-neighborhood of $x_0$ (or equivalently, in a neighborhood $A$ of $B_S(x_0)$). The $S$-subtangent is called strict if the inequality
\[(v - \phi)(x) > (v - \phi)(x_0)\]
holds for $x \in A - B_S(x_0)$.

**Definition 4.6** (Singular viscosity supersolution of (4.2) at $x_0 \in \Omega$) A l.s.c. function $v : \Omega \rightarrow \mathbb{R}$ is said singular viscosity supersolution of (4.2) at $x_0 \in \Omega$, if it does not admit a $S$-subtangent at $x_0$ which is a strict subsolution of (4.2) in a neighborhood of $B_S(x_0)$.

**Note:** It is worth noting that if $x_0 \notin S$, the previous definition coincides with the standard notion of discontinuous discontinuous viscosity supersolution of equation (4.2), i.e. a locally bounded function $v$, l.s.c in $\Omega$, is said a viscosity supersolution if
\[\forall \phi \in C^1(\Omega), \forall x_0 \in \Omega \quad \text{local minimum of } (u - \phi), \quad H(x_0, \nabla \phi(x_0)) \geq 0.\]

**Definition 4.7** (Singular viscosity supersolution of (4.2)-(4.5)) A locally bounded function $v : \overline{\Omega} \rightarrow \mathbb{R}$, l.s.c. on $\overline{\Omega}$, is said singular viscosity supersolution of (4.2)-(4.5) if:
- $\forall x_0 \in \Omega - S$, $v$ is a singular viscosity supersolution of (4.2) at $x_0$.
- $\forall x_0 \in \partial \Omega \cup S$,
  - $v$ is a singular viscosity supersolution of (4.2) at $x_0$
  - or there exists $x \in B_S(x_0)$ such that $v(x_0) \geq \phi(x) + \psi(x_0) - \psi(x)$.

Let us emphasize that, if the set of singular points $S$ is empty, then the singular supersolutions of (4.2)-(4.5) coincide with the standard discontinuous viscosity supersolutions of (4.2)-(4.5). Let us also recall that, at the points $x_0$ where $\varphi(x_0) = +\infty$, the Dirichlet boundary condition corresponds to a state constraint condition [145, 29].

Note that if $x_0 \in S$, then $B_S(x_0)$ can be larger than $\{x_0\}$. As the definition of supersolution, also the boundary condition on $S$ is adapted to the weak topology induced by $S$.

Now, we can give the definition of the singular viscosity solution of (4.2)-(4.5).
Definition 4.8 (Singular viscosity solution of (4.2)-(4.5))
A locally bounded function \( u : \overline{\Omega} \to \mathbb{R} \) is said singular viscosity solution of (4.2)-(4.5) if \( u^* \) is a subsolution of (4.2)-(4.5) and if \( u_* \) is a singular supersolution of (4.2)-(4.5).

We will call “singular discontinuous viscosity solutions with Dirichlet boundary conditions and state constraints” (SDVS), the singular solution of (4.2)-(4.5).

4.2.2 Existence of the singular solution of (4.2)-(4.5)

In this section, we prove the existence of SDVS by giving an explicit representation formula of it.

Let \( \delta : \Omega \times \mathbb{R}^N \to \mathbb{R} \) be the support function of the set \( \mathcal{Z}(x) = \mathcal{Z}(x) - \nabla \psi(x) \), i.e.:

\[
\delta(x, p) = \max\{pq : q \in \mathcal{Z}(x)\}.
\]

(4.11)

\( \delta(x, p) \) is continuous in \( \Omega \times \mathbb{R}^N \), convex and positively homogeneous in \( p \) and there exists \( R \) such that

\[
0 \leq \delta(x, p) \leq R|p| \quad \forall x \in \overline{\Omega}, \ p \in \mathbb{R}^N
\]

(4.12)

(see [27]).

For \( A \subset \overline{\Omega} \), we denote: \( \forall x, y \in A \),

\[
L_A(x, y) = \inf \left\{ \int_0^1 \delta(\xi(t), -\xi'(t))dt \mid \xi(t) \in W^{1, \infty}([0, 1], A) \quad \text{s.t.} \quad \xi(0) = x \text{ and } \xi(1) = y \right\}
\]

and we set \( L(x, y) := L_\Omega(x, y) \). From (4.12) it follows that \( 0 \leq L(x, y) \leq Rd_E(x, y) \) and therefore \( y \mapsto L(x, y) \) is Lipschitz continuous in \( \overline{\Omega} \) for any fixed \( x \in \overline{\Omega} \) (with a Lipschitz constant which does not depend on \( x \)).

Remark 34. If \( x \in \mathcal{S} \), then \( \mathcal{Z}(x) = \{0\} \) and therefore \( \delta(x, p) = 0 \) for any \( p \in \mathbb{R}^N \). Also, the inverse statement holds. Hence

\[
\delta(x, p) = 0, \forall p \in \mathbb{R}^N \iff x \in \mathcal{S} \iff r(x) = 0.
\]

So \( \forall x, y \in \overline{\Omega} \),

\[
L(x, y) = 0 \iff S(x, y) = 0.
\]

In other words,

\[
\forall x_0 \in \overline{\Omega}, \quad B_S(x_0) = \{x \in \Omega : L(x_0, x) = 0\}.
\]

(4.13)
Remark 35. When the Hamiltonian is not coercive, there can exist \( x \in \overline{\Omega} \) such that \( Z(x) \) is unbounded. Hence for some \( p \in \mathbb{R}^N \), we can have \( \rho(x, p) = 0 \) and \( \delta(x, p) = +\infty \). So, for some \( (x, y) \in \overline{\Omega} \times \overline{\Omega} \), we can have \( L(x, y) = +\infty \). Note that, since \( L \) is in general nonsymmetric, it can result \( L(y, x) < +\infty \).

Let us consider the function \( V \):
\[
V(x) = \psi(x) + \min\{ L(x, y) + \varphi(y) - \psi(y) \mid y \in \partial\Omega \cup S \}, \tag{4.14}
\]

**Theorem 4.1** The function \( V \) is a singular solution of (4.2)-(4.5).

It is standard to prove that \( V \) is a viscosity subsolution of (4.2) (see [95, 29]). To show that \( V \) is a singular supersolution of (4.2)-(4.5), we need some preliminary results.

**Proposition 4.2** \( u \) is a subsolution of (4.2) in \( \Omega \) if and only if
\[
u(x) \leq \psi(x) + u(y) - \psi(y) + L(x, y) \quad \text{for any } x, y \in \Omega \tag{4.15}
\]

**Proof.** See proposition 4.7 in [28].

**Proposition 4.3** Set
\[
\Gamma_V = \{ x \in S \mid V(x) \geq \varphi(y) + \psi(x) - \psi(y) \text{ for some } y \in B_S(x) \}.
\]
If \( x_0 \in \Omega - \Gamma_V \), then \( B_S(x_0) \cap \Gamma_V = \emptyset \).

**Proof.** Assume by contradiction that there exists \( x_1 \in B_S(x_0) \cap \Gamma_V \). Hence there exists \( y \in B_S(x_1) \) such that \( V(x_1) \geq \varphi(y) + \psi(x_1) - \psi(y) \). Since \( S(x_0, y) \leq S(x_0, x_1) + S(x_1, y) = 0, y \in B_S(x_0) \). By (4.13), (4.15) and \( x_0 \notin \Gamma_V \) we have
\[
V(x_1) \leq V(x_0) + \psi(x_1) - \psi(x_0) < \varphi(y) + \psi(x_0) - \psi(y) + \psi(x_1) - \psi(x_0)
\]
and so
\[
V(x_1) < \varphi(y) + \psi(x_1) - \psi(y)
\]
hence a contradiction.
Proposition 4.4 (Dynamic programming principle) For all \( x \in \Omega - \Gamma_V \) and all \( \tau_S \)-neighborhood \( A \) of \( x \) s.t. \( A \cap (\Gamma_V \cup \partial \Omega) = \emptyset \),
\[
V(x) = \psi(x) + \min_{y \in \partial A} \{ L(x, y) + V(y) - \psi(y) \}. \tag{4.16}
\]

Proof. Classic; see for example [5]. \( \square \)

Proposition 4.5 Let \( u \) be a l.s.c. function, \( \phi_0 \) a \( S \)-subtangent to \( u \) at a point \( x_0 \) and a strict subsolution of (4.2) in a \( \tau_S \)-neighborhood of \( x_0 \). Then there exists a function \( \phi \) which is strict \( S \)-subtangent to \( u \) at \( x_0 \) and a strict subsolution of (4.2) in a \( \tau_S \)-neighborhood of \( x_0 \) and such that for any \( x \in \Omega, q \in \partial \phi(x) \), one can select \( p \in \partial \phi_0(x) \) verifying
\[
\rho(x, q) \leq \rho(x, p) + L(x_0, x) \tag{4.17}
\]

Proof. See the proofs of proposition 6.1 of [27] and of proposition 5.1 of [26]. \( \square \)

Proof of Theorem 4.1. We argue by contradiction.

1. Let \( x_0 \in \Omega - \Gamma_V \). Let us assume that there exists a function \( \phi_0 \), a neighborhood \( A \) of \( B_S(x_0) \) and \( \theta \in [0, 1] \) s.t. \( \phi_0 \) is a \( S \)-subtangent to \( V \) at \( x_0 \) with \( \phi_0(x_0) = V(x_0) \) and
\[
\rho(x, \nabla \phi_0) \leq \theta, \quad x \in A \tag{4.18}
\]
in the viscosity sense.

Let \( \phi \) be a strict \( S \)-subtangent to \( V \) at \( x_0 \) verifying the statement of proposition 4.5. By continuity of the function \( x \mapsto L(x_0, x) \) and (4.13), we can select a neighborhood \( A' \) of \( B_S(x_0) \) and with \( \overline{A'} \subset A \) satisfying
\[
\sup_{x \in A'} L(x_0, x) < 1 - \theta, \tag{4.19}
\]
\[
\phi < V \text{ on } \partial A' \tag{4.20}
\]
and
\[
A' \cap (\Gamma_V \cup \partial \Omega) = \emptyset. \tag{4.21}
\]
4.2 Singular discontinuous viscosity solutions with Dirichlet boundary conditions and state constraints (SDVS)

Since \( x_0 \in \Omega - \Gamma_V \), we can assume the dynamic programming principle (4.16) holds on \( A' \), so there exists \( y_0 \in \partial A' \) such that

\[
V(x_0) = \psi(x_0) + L_{A'}(x_0, y_0) + V(y_0) - \psi(y_0).
\]

By

\[
V(x_0) = \phi(x_0) \quad \text{and} \quad V(y_0) > \phi(y_0)
\]

we get

\[
L_{A'}(x_0, y_0) + [\phi(y_0) - \psi(y_0)] - [\phi(x_0) - \psi(x_0)] < 0.
\]

So we can select a path \( \xi \in W^{1, \infty}([0, 1], \mathcal{F}) \) joining \( x_0 \) to \( y_0 \) satisfying

\[
\int_0^1 \left[ \delta(\xi(t), -\dot{\xi}(t)) + \frac{d}{dt}(\phi(\xi(t)) - \psi(\xi(t))) \right] dt < 0.
\]

Hence there exists \( t_0 \in [0, 1] \) such that the functions \( \phi(\xi(t)) \) and \( \xi(t) \) are differentiable at \( t_0 \) and

\[
\delta(\xi(t_0), -\dot{\xi}(t_0)) - \dot{\xi}(t_0) \nabla \psi(\xi(t_0)) + \frac{d}{dt}\phi(\xi(t_0)) < 0. \quad (4.22)
\]

Using the chain rule for the generalized gradient (see [34]), we derive from (4.22)

\[
\delta(\xi(t_0), -\dot{\xi}(t_0)) < -\dot{\xi}(t_0)(q_0 - \nabla \psi(\xi(t_0)))
\]

for some \( q_0 \in \partial \phi(\xi(t_0)) \). Hence

\[
\rho(\xi(t_0), q_0) > 1.
\]

Therefore by (4.17) and (4.19) the inequality

\[
\rho(\xi(t_0), p_0) > \theta
\]

holds for a suitable \( p_0 \in \partial \phi(\xi(t_0)) \). This contradicts (4.18) and proposition 4.1 .

2. Let \( x_0 \in \Gamma_V \). By definition of \( \Gamma_V \), we have \( V(x_0) \geq \varphi(x) + \psi(x_0) - \psi(x) \) for some \( x \in B_S(x_0) \).

3. If \( x_0 \in \partial \Omega \), assumption (4.3) implies that \( B_S(x_0) = \{ x_0 \} \). If \( V(x_0) > \varphi(x_0) \) and the conditions of viscosity supersolution does not hold. We can obtain a contradiction by adapting the proof of theorem V.4.13 of [5].

\( \square \)

Remarks 36.
r36.1 - $\Gamma_V$ is the set where $V$ takes the boundary datum $\varphi$ in the sense of the topology $\tau_S$.

r36.2 - In the case where the Hamiltonian is not coercive, we can have $V(x) = +\infty$, for some $x$ in $\overline{\Omega}$. Nevertheless, note that this difficulty is mainly due to the state constraints. In effect if we assume that there exists $p_0 \in \mathbb{R}^N$ such that $\forall x \in \overline{\Omega}$, $\delta(x, p_0) \leq R < +\infty$ for some $R$ not depending on $x$ (this hypothesis holds for all the “classical” SFS Hamiltonians) and if we enforce Dirichlet boundary conditions on $\partial \Omega$ (with $\Omega$ bounded), therefore

$$\forall x \in \overline{\Omega}, \quad V(x) < +\infty.$$  

4.2.3 Uniqueness results

In this section we prove the uniqueness of the SDVS. This result applies for all the “classical” Shape from Shading equations described in section 2.1. We start this section with a maximum principle:

**Theorem 4.2 (Maximum principle)** Let $u, v : \Omega \rightarrow \mathbb{R}$ be respectively an u.s.c. subsolution of (4.2) and a l.s.c. singular supersolution of (4.2)-(4.5). Let us denote

$$\Gamma_v = \{ x \in S \mid v(x) \geq \varphi(y) + \psi(x) - \psi(y) \text{ for some } y \in B_S(x) \}.$$  

Then

$$\min_{\overline{\Omega}} \{ v - u \} = \min_{\partial \Omega \cup \Gamma_v} \{ v - u \}.$$  

**Proof:** Given $\theta \in [0,1]$, the function $u_\theta = \theta u + (1-\theta)\psi(x)$ is a strict subsolution of (4.2) in $\Omega$ by the homogeneity of $\rho$ (see (4.9)). Let us assume that $x_0 \in \Omega - \Gamma_v$ is a minimizer of $(v - u_\theta)$ in $\overline{\Omega}$. Therefore $u_\theta$ is a $S$-subtangent of $v$ at $x_0$ which is also a strict subsolution of (4.2) in $\Omega$. This contradicts that $v$ is a singular supersolution at $x_0$. So the minimizers of $(v - u_\theta)$ are in $\partial \Omega \cup \Gamma_v$. The assertion is obtained by letting $\theta$ go to 1.  

In the sequel, we assume that there exists a neighborhood $A$ of $\partial \Omega$ and $\lambda > 0$ such that:

$$|H(x, p) - H(x, q)| \leq \lambda|p - q| \quad \forall x \in A, \quad \forall p, q \in \mathbb{R}^N.$$  

In other words, we impose that $H$ is Lipschitz continuous in $p$ (with a Lipschitz constant which does not depend on $x \in A$) on a neighbourhood of $\partial \Omega$. Note that the “classical” SFS Hamiltonians $H^*_{\text{pers}}$ and $H^*_{\text{orth}}$ verify the hypothesis
(H12”) (see section 2.2.6.2). Using the maximum principle, we deduce the following strong uniqueness result:

**Theorem 4.3 (Strong uniqueness of the SDVS with \( \varphi = +\infty \) on \( \partial \Omega \))**

Let \( u, v : \Omega \to \mathbb{R} \) be respectively an u.s.c. subsolution of (4.2)-(4.5), and a l.s.c. singular supersolution of (4.2)-(4.5), with \( \varphi \) verifying \( \forall x \in \partial \Omega, \varphi(x) = +\infty \). If \( H \) verifies (H12”) then

\[
\forall x \in \Omega, \quad u(x) \leq v(x). \quad (4.23)
\]

**Proof.** We consider \( M = \max_{\Omega} (u(x) - v(x)) \). We argue by contradiction and assume that \( M > 0 \). By the maximum principle (theorem 4.2), we have:

\[
M = \max_{x \in \Omega} (u(x) - v(x)) = \max_{x \in \partial \Omega \cup \Gamma_v} (u(x) - v(x)).
\]

Let \( x \in \Gamma_v \) and \( y \in B_S(x) \) be such that \( v(x) \geq \varphi(y) + \psi(x) - \psi(y) \). By (4.15) and because \( \Gamma_v \subset S \)

\[
v(x) \geq \varphi(y) + \psi(x) - \psi(y) \geq u(y) + \psi(x) - \psi(y) \geq u(x).
\]

So, \( \forall x \in \Gamma_v, u(x) - v(x) \leq 0 \) and therefore

\[
M = \max_{x \in \Omega} (u(x) - v(x)) = \max_{x \in \partial \Omega} (u(x) - v(x)).
\]

In other words, \( M \) is reached at a point \( x_0 \in \partial \Omega \). Henceforth, we can work on a neighborhood \( A \) of the boundary \( \partial \Omega \) where hypothesis (H12”) holds. We can assume that \( A \cap S = \emptyset \). So in this neighborhood \( A \), the notion of singular viscosity solution coincides with the classical notion of discontinuous viscosity solutions. Therefore, we can obtain a contradiction exactly as in the proof of theorem 4.6 of [7] (let us recall that we have assumed that \( H \) is coercive in \( p \) uniformly with respect to \( x \)). \( \square \)

More generally, we have the theorem:

**Theorem 4.4 (Strong uniqueness of the SDVS)** Let \( u, v : \Omega \to \mathbb{R} \) be respectively an u.s.c. subsolution of (4.2)-(4.5), and a l.s.c. singular supersolution of (4.2)-(4.5). Then

\[
\forall x \in \Omega, \quad u(x) \leq v(x).
\]

**Proof.** The statement can be proved combining the proofs of the previous theorem and of theorem 4.5 (and of its Corollary 4.1) of Barles’ book [7]. \( \square \)

Let us note that clearly the strong uniqueness involves the uniqueness on \( \Omega \) of
the singular viscosity solution of (4.2)-(4.5): i.e, if \( u_1 \) and \( u_2 \) are two singular viscosity solutions of (4.2)-(4.5), then \( \forall x \in \Omega \), \( u_1(x) = u_2(x) \). Moreover, it proves that this solution is continuous on \( \Omega \) (\( u = u^* = u_* \)), therefore it is Lipschitz continuous on \( \Omega \) (because subsolutions are Lipschitz continuous).

### 4.2.4 Stability of the singular solution

In this section, we show that the notion of SDVS enjoys some significative stability properties. This stability has important and appreciable consequences for the Shape from Shading problem.

#### A general stability result

We consider for \( n \in \mathbb{N} \) the equations:

\[
H_n(x, \nabla u) = 0, \quad \forall x \in \Omega \tag{4.24}
\]

with continuous, convex and coercive Hamiltonians \( H_N \) satisfying the hypotheses (H2'),(H3') and (H23).

We set for any \( x \in \overline{\Omega} \):

\[
\mathcal{Z}_n(x) = \{ p \in \mathbb{R}^N \mid H_n(x, p) \leq 0 \},
\]

\[
\mathcal{S}_n(x) = \{ x \in \overline{\Omega} \mid H_n(x, \nabla \psi(x)) = 0 \}.
\]

We require the following conditions:

\[
\text{there exists } M > 0 \text{ s.t. } \mathcal{Z}_n(x) \subset B(0, M) \text{ for any } x \in \overline{\Omega}, \ n \in \mathbb{N} \tag{4.25}
\]

\[
\theta_n \mathcal{Z}(x) + (1 - \theta_n) \nabla \psi(x) \subset \mathcal{Z}_n(x) \quad \text{for any } \ x \in \overline{\Omega}, \ n \in \mathbb{N} \tag{4.26}
\]

\[
H(x, p) \leq \liminf_{n \to +\infty} H_n(x, p) \quad \text{for any } (x, p) \in \overline{\Omega} \times B(0, M) \tag{4.27}
\]

where \( \theta_n \) is a sequence converging to 1.

#### Remarks 37.

**r37.1** - Assumption (4.25) implies that the SDVSs \( u_n \) of (4.24)-(4.5) verify \( ||\nabla u_n||_\infty \leq M \), for any \( n \). So the functions \( u_n \) are uniformly Lipschitz continuous and also uniformly bounded on \( \overline{\Omega} \).

**r37.2** - By (H24) and remark 32, (4.26) involves

\[
\mathcal{S}_n \subset \mathcal{S}
\]

and

\[
\theta_n \mathcal{S}(x, y) \leq \mathcal{S}_n(x, y), \quad \forall x, y \in \overline{\Omega},
\]

where \( \mathcal{S}_n \) is the distance defined as in (4.10) with \( r_n(x) = \sup\{ r > 0 \mid B(\nabla \psi(x), r) \subset \mathcal{Z}(x) \} \) in place of \( r(.) \). In particular, the topology \( \tau_n \) is stronger than the topology \( \tau \).
We have the following stability result:

**Theorem 4.5 (stability)** Let \( u_n : \overline{\Omega} \to \mathbb{R} \) be a sequence of SDVS of (4.24)-(4.5) (with \( S_n \) in place of \( S \)) on \( \overline{\Omega} \). Assume that (4.25)-(4.27) are satisfied. If \( u \) is the SDVS of (4.2)-(4.5), then

\[
    u(x) = \lim_{n \to \infty} u_n(x)
\]

uniformly in \( \overline{\Omega} \).

**Proof.** By (4.25) the sequence \( u_n \) is uniformly bounded and uniformly Lipschitz continuous in \( \overline{\Omega} \). Hence, all the subsequences of \( (u_n)_{n \in \mathbb{N}} \) converging toward \( \limsup^*_n u_n \) and \( \liminf^*_n u_n \) converge uniformly and \( \limsup^*_n u_n \) and \( \liminf^*_n u_n \) are bounded and Lipschitz continuous on \( \overline{\Omega} \). By (4.27) it follows that \( \limsup^*_n u_n \) is a viscosity subsolution of (4.2)-(4.5) (see for example [5], [6]).

If \( \liminf^*_n u_n \) is a singular supersolution of (4.2)-(4.5), then by theorem 4.4, we get

\[
    \limsup^*_n u_n \leq \liminf^*_n u_n.
\]

Since the reverse inequality is true by definition we get that \( \limsup^*_n u_n = \liminf^*_n u_n \) and therefore the sequence \( u_n \) converges uniformly toward the SDVS of (4.2)-(4.5). So, to conclude, it is sufficient to prove that all the limits of subsequences of \( u_n \) uniformly convergent are singular supersolutions of (4.2)-(4.5):

1. Let \( x_0 \in S \) be such that \( u(x_0) < \varphi(y) + \psi(x_0) - \psi(y) \) for any \( y \in B_S(x_0) \), otherwise the conclusion is obvious. Note that, by continuity of \( u, \varphi \) and \( \psi \), this inequality holds on a neighborhood of \( B_S(x_0) \).

   - By (4.26), we have
   \[
   \rho_n(x, p) \leq \theta_n \rho(x, p)
   \]  
   for any \( n \in \mathbb{N}, x \in \Omega \) and \( p \in \mathbb{R}^N \).

   - Assume for purpose of contradiction that there is a strict \( S \)-subtangent \( \phi \) to \( u \) at \( x_0 \) which is also a strict viscosity subsolution of (4.2) in a neighborhood \( A \) of \( B_S(x_0) \), i.e.
   \[
   (u - \phi)(y) > (u - \phi)(x_0), \text{ for any } y \in A - B_S(x_0),
   \]
   \[
   \rho(y, \nabla \phi(y)) \leq \eta
   \]
   in \( A \) in the viscosity sense, for some \( \eta \in [0,1] \).
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- A standard argument in viscosity solution theory gives the existence of a sequence \( x_n \) of minimizer of \( u_n - \phi \) verifying \( S(x_0, x_n) \to 0 \) (see [7], Lemma 4.2). By the uniform convergence of \( (u_n)_{n \in \mathbb{N}} \), we have that \( u_n(x_n) < \varphi(y) + \psi(x_n) - \psi(y) \) for any \( y \in B_{S_n}(x_n) \subset B_S(x_n) \subset A \) for \( n \) sufficiently large. Hence, even if \( x_n \in S_n \), for \( n \) sufficiently large, \( u_n \) verifies at \( x_n \) the singular supersolution property. Since \( A \) is a neighborhood of \( B_{S_n}(x_n) \), \( \phi \) is \( S_n \)-subtangent to \( u_n \) at \( x_n \).

- (4.28) and (4.29) involve:

\[
\rho_n(y, \nabla \phi(y)) \leq \theta_n \eta, \quad \forall y \in A,
\]

in viscosity sense. Hence \( \phi \) is a strict subsolution of (4.24) for \( n \) large enough. This contradicts \( u_n \) being a singular supersolution of (4.24) at \( x_n \).

2. If \( x_0 \in \overline{\Omega} - S \) then \( \rho(x, p) \geq 1 \) if and only if \( H(x, p) \geq 0 \) and singular and discontinuous viscosity supersolution coincide. Hence the previous argument can be adapted to show that \( u \) is a viscosity supersolution also in this case.

\[ \square \]

4.2.5 A new characterization of the discontinuous viscosity solutions by their “minimums”

Let us denote by \( \Pi_u \) the set of points in \( \Omega \) such that a constant function cannot be \( S \)-subtangent to \( u - \psi \) at \( x \). If \( x \notin S \) or \( B_S(x) = \{ x \} \), this means that \( x \) cannot be a local minimum point for \( u - \psi \). For this reason we call \( \Pi_u \) the set of minimum points of \( u - \psi \). We also set

\[ \Gamma_u = \{ x \in \Omega \mid \exists y \in B_S(x) \text{ verifying } u(x) \geq \varphi(y) + \psi(x) - \psi(y) \} \).

**Theorem 4.6** Let \( u \) be a (discontinuous) viscosity solution of (4.2)-(4.5) such that \( u(x) \leq \varphi(x) \) for any \( x \in S \). If \( \Pi_u \subset \Gamma_u \) then \( u \) is the SDVS of (4.2)-(4.5).

In other words, the SDVS is the unique (discontinuous) viscosity solution \( u \) of (4.2)-(4.5) (verifying \( \forall x \in S, u(x) \leq \varphi(x) \)) without local minima on \( \Omega - \Gamma_u \). Of course, the reciprocal statement of theorem 4.6 holds. That is to say that the SDVS cannot have points of local minimum (in \( \Omega \)) outside of \( \Gamma_u \). In effect, by contradiction, if \( u - \psi \) admits a constant function \( S \)-subtangent to \( x_0 \notin \Gamma_u \), then the function \( \psi \) is a \( S \)-subtangent to \( u \) at \( x_0 \). Since by the definition of
4.2 Singular discontinuous viscosity solutions with Dirichlet boundary conditions and state constraints (SDVS)

\(S, \psi\) is a strict subsolution of (4.2) it follows that \(u\) cannot be a (singular) supersolution at \(x_0\).

An important interpretation and consequence of theorem 4.6 is the following:

*The (discontinuous) viscosity solutions of (4.2)-(4.5) can be characterized only by their minima.*

That is to say, if \(u\) is a (discontinuous) viscosity solutions of (4.2)-(4.5) then \(u\) is the (unique) SDVS of

\[
\begin{align*}
H(x, \nabla u) &= 0, \quad \forall x \in \Omega, \\
u(x) &= \varphi(x), \quad \forall x \in \partial \Omega \cup S,
\end{align*}
\]

where

\[
\varphi(x) = \varphi(x), \quad \forall x \in \Pi_u \cup \partial \Omega,
\]

and \(\varphi(x) = +\infty, \quad \forall x \in S - \Pi_u\).

**Proof of Theorem 4.6.** We have just to prove that the solution \(u\) is a singular supersolution at all the singular points which are not in \(\Gamma_u\). We assume for simplicity that \(B_S(x_0) = \{x_0\}\) but it is straightforward to extend the argument to the general case.

We argue by contradiction assuming that there exists a function \(\phi\), a neighborhood \(A \subset \Omega - \Gamma_u\) of \(x_0\) and \(\theta \in ]0, 1]\) such that \(\phi\) is a \(S\)-subtangent to \(u\) at \(x_0\) with

\[
\begin{align*}
\phi(x_0) &= u(x_0), \\
\phi(x) &\leq u(x), \quad x \in A, \\
\phi(x) &\leq u(x) - \eta, \quad x \in \partial A
\end{align*}
\]

for some \(\eta > 0\) and

\[
\rho(x, \nabla \phi) \leq \theta \quad x \in A
\]

in the viscosity sense. Since \(u\) is a solution of (4.2) in \(A\) we have (see \([95, 5]\))

\[
u(x) = \psi(x) + \min\{u(y) - \psi(y) + L_A(x, y) : y \in \partial A\} \wedge \{u(x_0) - \psi(x_0) + L(x, x_0)\}.
\]

(4.30)

Since \(x_0\) is not a minimum point of \(u - \psi\), we can find \(x_n\) such that \(L(x_n, x_0) \to 0\) for \(n \to \infty\) and \(u(x_n) - \psi(x_n) \leq u(x_0) - \psi(x_0)\). It follows that \(u(x_0) - \psi(x_0) + L(x_n, x_0) > u(x_n) - \psi(x_n)\) (since \(L(x_n, x_0) > 0\)). By (4.30), we can find \(y_n \in \partial A\) such that \(u(x_n) = \psi(x_n) + u(y_n) - \psi(y_n) + L(x_n, y_n)\). Hence

\[
0 \geq u(y_n) - \psi(y_n) - u(x_0) + \psi(x_0) + L(x_n, y_n) - L(x_n, x_0) \geq \phi(y_n) + \eta - \psi(y_n) - \phi(x_0) + \psi(x_0) + L(x_n, y_n) - L(x_n, x_0).
\]

(4.31)
Passing to a subsequence we can assume that $y_n \to y_0$ with $y_0 \in \partial A$. Since $L(x_n, y_n)$ and $L(x_0, y_n)$ converge to $L(x_0, y_0)$ and $L(x_0, x_0)$ converges to $0$, we can find $n$ large such that

$$L(x_n, y_n) - L(x_n, x_0) + \eta > L(x_0, y_n).$$

Substituting the previous inequality in (4.31) we get

$$0 > \phi(y_n) - \psi(y_n) - \phi(x_0) + \psi(x_0) + L(x_0, y_n).$$

Fixed such $n$, we can find $\xi \in W^{1, \infty}([0, 1], \overline{A})$ joining $x_0$ to $y_n$ satisfying

$$\int_0^1 \left( \delta(\xi(t), -\dot{\xi}(t)) + \frac{d}{dt}(\phi(\xi(t)) - \psi(\xi(t))) \right) dt < 0.$$

From the previous inequality we get a contradiction to the definition of singular viscosity supersolution as in the proof of theorem 4.1. \hfill \square

## 4.3 Application to the “classical” Shape from Shading problem

### 4.3.1 Existence and uniqueness of the SDVS of the “classical” SFS equations

The hypotheses required for applying the theory developed in section 4.2 are

\begin{enumerate}
  \item[(H1)] $H$ is convex with respect to $p$ for all $x$ in $\overline{\Omega}$.
  \item[(H4)] $H \in C(\overline{\Omega} \times \mathbb{R}^N)$.
  \item[(H3')] There exists a subsolution $\psi \in C^1(\Omega) \cap W^{1, \infty}(\Omega)$ of (4.2) (i.e. $\forall x \in \Omega$, $H(x, \nabla \psi(x)) \leq 0$).
  \item[(H23)] For any $\lambda \in (0, 1)$, $p \in \mathbb{R}^N$ s.t $H(x, p) \leq 0$ then
    \[ H(x, \lambda p + (1 - \lambda)\nabla \psi(x)) < 0. \]
\end{enumerate}

By using chapter 2, one can verify easily that these hypotheses hold for all the “classical” SFS Hamiltonians (considered in section 2.1) as soon as the intensity image $I$ is continuous and verifies $I(x) > 0$ for any $x \in \overline{\Omega}$.

It is also required that the following coercitivity condition holds:

\begin{enumerate}
  \item[(H2')] $\lim \inf_{|p| \to +\infty} H(x, p) = +\infty$, for any $x \in \overline{\Omega}$.
\end{enumerate}
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This coercivity hypothesis is not systematically verified for all the SFS Hamiltonians (see subsection 2.2.4.1). Globally, it does not hold for the pixels of the image with a low brightness (i.e. \( I(x) \) close to 0) when the direction of the distant light source is very different to the one of the camera.

Moreover, one can verify easily that the hypotheses

\[
(H24) \quad \forall x \in S, \quad Z(x) = \{ \nabla \psi(x) \}
\]

and

\[
(H12^\prime) \quad |H(x, p) - H(x, q)| \leq \lambda|p - q| \quad \forall x \in A, \quad \forall p, q \in \mathbb{R}^N
\]

hold for all the “classical” SFS Hamiltonians. So theorems 4.1 and 4.4 ensure\(^4\) the existence and the uniqueness of the SDVS of all the “classical” SFS equations.

4.3.2 Applications of the stability of the SDVS to the Shape from Shading problem

In this subsection we apply theorem 4.5 to the “classical” SFS problem.

1. Approximation of the degenerated equations by non-degenerated equations:

The lack of uniqueness of the solution to (4.2) is a noteworthy problem for numerical computations of a solution to the Shape from Shading problem, since it causes numerical instability and sometimes failure of convergence of standard approximation schemes. It is therefore usual to regularize (4.2) by cutting the image intensity at a certain level strictly less than 1 before applying the approximation procedure. As a first application of Theorem 4.5, we show that the notion of SDVS is stable respect to this type of regularization.

Given a continuous image \( I \) and \( \varepsilon > 0 \), we set\(^5\)

\[
I_{\varepsilon}(x) = \min(I(x), 1 - \varepsilon), \quad \forall x \in \Omega.
\]

For a SFS Hamiltonian \( H \), we denote by \( H_{\varepsilon} \) the new Hamiltonian obtained replacing \( I(x) \) by \( I_{\varepsilon}(x) \) in \( H \). Since \( I_{\varepsilon} \leq I \), the reader will verify easily that for all the “classical” SFS Hamiltonians,

\[
\forall x \in \Omega, \quad \forall p \in \mathbb{R}^N, \quad H_{\varepsilon}(x, p) \leq H(x, p).
\]

Therefore,

\[
\forall x \in \Omega, \quad Z(x) \subset Z_{\varepsilon}(x).
\]

\(^4\)Under the condition that the coercivity hypothesis (H2') holds.

\(^5\)Let us remind the reader that we assume that the intensity is between 0 and 1.
So the condition (4.26) holds for $\theta = 1$. Moreover, it is easy to prove that $H_\varepsilon$ converge toward $H$ (when $\varepsilon \to 0$) uniformly with respect to $(x, p) \in \overline{\Omega} \times K$ for all compact set $K \subset \mathbb{R}^N$. Therefore, theorem 4.5 applies and the singular viscosity solutions of (4.24)-(4.5) converge toward the unique singular viscosity solution of (4.2)-(4.5).

Now, let us remark that, $\forall \varepsilon > 0$, the SFS Hamiltonian $H_\varepsilon$ (associated with $I_\varepsilon$) is not degenerate anymore (i.e $\mathcal{S} = \emptyset$). So, its (unique) singular viscosity solution is the (unique) classical discontinuous viscosity solution. Thus, for approximating its solution, we can use the classical tools we have developed in chapter 2.

2. Robustness of the Shape from Shading solutions to the image regularization:

In computer vision or more generally in image processing, the images are always corrupted by noise. To remove this noise, the images are often regularized [159]. In other respects, most of CCD sensors slightly smooth the images and defocus effects can strongly diffuse the brightness information [57]. Since, we do not have taken into account these regularization effects in the modeling, it seems important to guarantee the robustness of our SFS methods to them.

We consider a sequence of noisy (or denoised) images $I_n$ converging uniformly to $I$ and we set $\omega_n = \|I - I_n\|_{L^\infty(\Omega)}$.

Unfortunately, in this general situation, stability does not hold. It is possible to design counter examples for which $I_n$ converges uniformly toward $I$ but the corresponding SDVSs do not converge uniformly (see for example [10]). Here we show that if the images $I_n$ are appropriately regularized, we recover again the stability of SDVSs.

Let $\varepsilon_n$ be a sequence such that $\omega_n/\varepsilon_n \to 0$ for $n \to +\infty$. Set

$$I_{n\varepsilon_n} = \min(I_n(x), 1 - \varepsilon_n), \quad \forall x \in \overline{\Omega},$$

let $H_n(x, p)$ be the SFS Hamiltonians corresponding to the intensity $I_{n\varepsilon_n}$ and $Z_n = \{p \in \mathbb{R}^N : H_n(x, p) \leq 0\}$. For simplicity we assume that both the limit equation (4.2) and the regularized equations corresponding to the Hamiltonians $H_n$ admit $\psi \equiv 0$ as a subsolution. We want to show that assumption (4.26), with $\psi \equiv 0$, holds (the other assumptions of the stability theorem being obvious).

Set $\mathcal{S}^n = \{x \in \Omega : I(x) \geq 1 - \varepsilon_n\}$. We distinguish two cases

---

\[\text{Let us recall that by an appropriate change of variables, the SFS Hamiltonians } H_{p/p}^\text{pert} \text{ and } H_{R/T}^\text{pert} \text{ can be reduced to this case.}\]
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(a) If \( x \in S^n \), then \( I_{n\varepsilon_n}(x) \leq 1 - \varepsilon_n \leq I(x) \), hence, recalling that the SFS Hamiltonians are increasing in \( I \), we get \( Z(x) \subset Z_n(x) \).

(b) If \( x \notin S^n \), then

\[
I(x) \geq I_n(x) - \omega_n \geq I_{n\varepsilon_n}(x) - \omega_n = I_{n\varepsilon_n}(x) - \frac{\omega_n}{\varepsilon_n} \varepsilon_n \geq I_{n\varepsilon_n}(x) - \frac{\omega_n}{\varepsilon_n} (I_{n\varepsilon_n}(x) - 1) \geq (1 - \frac{\omega_n}{\varepsilon_n}) I_{n\varepsilon_n}(x).
\]

Therefore, recalling that \( \omega_n/\varepsilon_n \to 0 \), we find that hypothesis (4.26) is satisfied with \( \theta_n = (1 - \frac{\omega_n}{\varepsilon_n})^{-1} \).

**Example:** A typical example of a denoised sequence of images is given by \( I_n(x) = (I * \eta_n)(x) \), where \( \eta_n \) is a standard mollifier, i.e. \( \eta_n(x) = n^N \eta(nx) \) with \( \eta : \mathbb{R}^N \to \mathbb{R} \) a smooth, nonnegative function such that the support of \( \eta \) is contained in the unit ball and \( \int_{\mathbb{R}^N} \eta(z) dz = 1 \) (we assume for simplicity that \( I \) is defined in a neighborhood of \( \Omega \), so \( I_n \) can be defined in \( \overline{\Omega} \) for \( n \) sufficiently large). \( I_n \) is a smooth function and \( 0 \leq I_n(x) \leq 1 \). Moreover \( I_n(x) = 1 \) if and only if \( I(y) = 1 \) for any \( y \in B(x, 1/n) \). Hence \( S_n = \{x \in \Omega : I_n = 1\} \) is a proper subset of \( S \). If \( S \) reduces for example to a finite number of points, the regularized problem is not singular. Note that \( H_n \) satisfies the same hypothesis of \( H \), i.e. it is continuous, convex and, since \( I \geq m > 0 \) implies \( I_n \geq m > 0 \), also coercive in \( p \).

### 3. Robustness of the Shape from Shading solutions to pixel noise and errors on parameters:

As we have pointed out previously, in computer vision, the images are always corrupted by noise. It is therefore very important to design schemes and algorithms robust to noise. That is to say we would like that the result obtained by the algorithm from a noisy image be close to the ideal result obtained from the perfect image. Moreover, the computer vision algorithms use frequently various parameters. In this work, we assume that the camera is calibrated and that the position of the light source is known. So, for applying our algorithms, the user must input (as parameters) the focal length, the size of the pixels (width, height) and a vector representing the light source direction (following the chosen modeling). In practice, these additional data can be not known precisely and the inputs provided by the user can contain important errors. Consequently, to be applicable, the algorithms must be robust to these unavoidable errors.
on parameters. In other words, the returned results by the algorithms with corrupted parameters must be close to the results returned with the perfect theoretical parameters.

Mathematically, the robustness is expressed by the continuity of the application which from an image \( I \) (a focal length \( f \) or a light source direction \( L \),...), respectively), returns the solution \( u \) of the associated PDE. In other words, we would like that, for all sequences of noisy images \( I_n \) (of focal lengths \( f_n \) or of light source directions \( L_n \),...), respectively) converging toward an image \( I \) (\( f \) or \( L \),...), respectively), the sequence of recovered solutions \( u_n \) converges toward the solution \( u \) associated to \( I \) (\( f \) or \( L \), respectively). In other words, if we denote \( H_n \) the Hamiltonian obtained by replacing the parameters \( L, f \) and \( I \) by \( L_n, f_n \) and \( I_n \) in \( H \), then the desired stability property corresponds with the convergence of the SDVSs of (4.24)-(4.5) towards the SDVS of (4.2)-(4.5) when \( n \to +\infty \). Theorem 4.5 allows to demonstrate that this property is satisfied.

Below, we sketch an example of steps for proving that theorem 4.5 applies to SFS problem. We consider the case, where \( L_n \) and \( f_n \) converge toward \( L \) and \( f \) (here, we fix \( I_n = I \)). Up to a change of variables, we assume that \( \psi = 0 \). For a maximum of generality, we deal with the generic SFS Hamiltonian.

(a) Let us recall that the “classical” SFS Hamiltonians are special cases of the generic SFS Hamiltonian

\[
H_g(x, p) = \kappa_x \sqrt{|A_x p + v_x|^2 + K^2_x} + w_x \cdot p + c_x
\]

where \( \kappa_x, A_x, v_x, K_x, w_x \) and \( c_x \) are completely described in chapter 2. For all the “classical” SFS Hamiltonians, the functions \( \kappa_x, A_x, v_x, K_x, w_x \) and \( c_x \) depend continuously on \( x \), \( L \) and \( f \) (see appendix B for details). Let us denote \( L_n \) and \( f_n \) the approximations of \( L \) and \( f \). \( \kappa^n_x, A^n_x, v^n_x, K^n_x, w^n_x, c^n_x \) the approximations of \( \kappa_x, A_x, v_x, K_x, w_x, c_x \) obtained by replacing \( L \) and \( f \) by \( L_n, f_n \). \( H_n \) is the approximation of \( H_g \).

(b) Let us remind that the notion of SDVS requires the coercivity of the Hamiltonians. So we assume that there exists \( \delta > 0 \) such that

\[
\forall x \in \overline{\Omega}, \quad \kappa_x - \left| tA^{-1}_x w_x \right| > \delta
\]

(see proposition 2.3 at page 71). If we assume that \( L_n \to L \) and \( f_n \to f \) then for all the “classical” SFS Hamiltonians, we have by continuity: for all \( n \) large enough,

\[
\forall x \in \overline{\Omega}, \quad \kappa^n_x - \left| tA^{-1}_x w^n_x \right| > \frac{\delta}{2}
\]
so, the functions $H_n$ are coercive in $p$ uniformly with respect to $x \in \overline{\Omega}$ and $n \in \mathbb{N}$. In particular, the hypothesis (4.25) holds.

(c) For all $x \in \overline{\Omega}$ and $p \in S^2$ (the unit sphere in $\mathbb{R}^2$), let us consider $g : \Omega \times \mathbb{R}^+ \rightarrow \mathbb{R}$ defined by

$$g(x, r) = H(x, \nabla \psi + rp)$$

and $g_n$ the approximation of $g$ designed from $H_n$ (instead of $H$). Clearly, there exist $a(x, p)$, $b(x, p)$, $c(x, p)$, $\mu(x, p)$ and $\nu(x, p)$ in $\mathbb{R}$ such that

$$g(x, r) = \kappa_x \sqrt{a(x, p)r^2 + b(x, p)r + c(x, p)} + \mu(x, p)r + \nu(x, p).$$

Obviously, we have the same rewriting of $g_n$ with $a_n$, $b_n$, $c_n$, $\mu_n$ and $\nu_n$, which are the appropriate approximations. The uniform coercivity of the functions $H_n$ and function $H$ involves that there exists $\delta > 0$ such that $\forall x \in \overline{\Omega}, p \in S^N, n \in \mathbb{N},$

$$(\kappa_x^n)^2 a_n(x, p) - \mu_n(x, p)^2 > \delta \quad \text{and} \quad \kappa_x^n a(x, p) - \mu(x, p)^2 > \delta.$$

Since $\psi = 0$ is a subsolution, we have

$$(\kappa_x^n)^2 c_n(x, p) - \nu_n(x, p)^2 \leq 0 \quad \text{and} \quad \kappa_x^n c(x, p) - \nu(x, p)^2 \leq 0$$

with a strict inequality outside of $\mathcal{S}$ (note that since $I_n = I$ then $\mathcal{S}_n = \mathcal{S}$).

Note that $\nu$ and $\nu_n$ are non positive.

So, by using the appendix C.4, we can claim that the equation $g(x, r) = 0$ has an unique solution in $\mathbb{R}^+$. It is given by:

$$r(x, p) = -\frac{(\kappa_x^n b(x, p) - 2\mu(x, p)\nu(x, p)) + \sqrt{\Delta(x, p)}}{2(\kappa_x^n a(x, p) - \mu(x, p)^2)}$$

where

$$\Delta(x, p) = (\kappa_x^n b(x, p) - 2\mu(x, p)\nu(x, p))^2 - 4(\kappa_x^n c(x, p) - \nu(x, p)^2)(\kappa_x^n a(x, p) - \mu(x, p)^2).$$

(4.32)

Of course, the same result holds for the equation $g_n(x, r) = 0$. We denote $r_n(x, p)$ its solution. By using the adequate approximations, we obtain the same expression as $r(x, p)$.

---

Let us fix $x$ in $\overline{\Omega} \setminus \mathcal{S}$. For all our SFS Hamiltonians we have $\psi(x) = \text{argmin}_p H_x(x, p)$ and $H(x, \nabla \psi(x)) < 0$. So, by continuity, coercivity and convexity of $H$, for all $p \neq 0$, the equation (in $r \in \mathbb{R}$) $H(x, \nabla \psi + rp) = 0$ has two solutions: a positive one and a negative one. The positive solution is the largest...
(d) For all \( x \in \overline{\Omega} \setminus \mathcal{S} \) and \( p \in S^2 \), let us denote

\[
\theta_n(x, p) = \frac{r_n(x, p)}{r(x, p)}.
\]

If \( (x, p) \) is fixed in \( \overline{\Omega} \setminus \mathcal{S} \times S^2 \), then we have \( \theta_n(x, p) \to 1 \), when \( n \to +\infty \). As we explain in the sequel, the conclusion follows as soon as we have proved that this convergence is uniform. In the following example, we show that, with a few additional regularity hypotheses (for example, \( I \in C^1(\overline{\Omega}) \)), this step can be done by considering some precise SFS Hamiltonians. But this step is not obvious because \( r(x, p) \) and \( r_n(x, p) \) vanishes on \( \mathcal{S} \). Also, we do not have find a generic proof.

(e) Now let us prove that the conclusion follows as soon as \( \theta_n(x, p) \to 1 \) uniformly when \( n \to +\infty \).

Let us denote

\[
\theta_n = \min_{(x, p) \in \overline{\Omega} \setminus \mathcal{S} \times S^2} \theta_n(x, p),
\]

we have \( \theta_n \to 1 \) when \( n \to +\infty \). In other respects, by hypothesis (H23), we have:

\[
\forall x \in \overline{\Omega}, \forall q \in \mathcal{Z}(x), \exists \mu \geq 1 \text{ such that } \mu q \in \partial \mathcal{Z}(x).
\]

By definition of \( \theta_n(x, p) \), we have

\[
\theta_n \left( x, \frac{q}{|q|} \right) (\mu q) \in \partial \mathcal{Z}_n(x).
\]

Since \( 0 \leq \theta_n \leq \mu \theta_n \left( x, \frac{q}{|q|} \right) \), the hypothesis (H23) involves

\[
\theta_n q \in \mathcal{Z}_n(x).
\]

Thus, we have proved \( \forall x \in \overline{\Omega}, \)

\[
\theta_n \mathcal{Z}(x) \subset \mathcal{Z}_n(x).
\]

So,

\[
\theta_n \mathcal{Z}(x) + (1 - \theta_n) \nabla \phi \subset \mathcal{Z}_n(x).
\]

So the hypothesis (4.26) holds.

Let us remind that above, we have shown that in general the hypotheses (4.25) also holds with the SFS equations (when the focal length, the light source direction (\( \ldots \)) are corrupted and when errors vanish). (4.27) clearly holds. Therefore, theorem 4.5 applies. The stability is then proved.
Example: Let us consider the example of the Hamiltonian $H_{D/O}^{\text{ext}}$ with $L_n \rightarrow L$. So
\[
H(x, p) = I(x)\sqrt{1 + |p|^2 - 2p \cdot 1 + p \cdot 1 - 1}
\]
and
\[
H_n(x, p) = I(x)\sqrt{1 + |p|^2 - 2p \cdot 1_n + p \cdot 1_n - 1}.
\]

Easily, one can verify that
\[
r(x, p) = \sqrt{1 - I(x)^2} \frac{I(x)\sqrt{1 - (p \cdot 1)^2} - (p \cdot 1)\sqrt{1 - I(x)^2}}{I(x)^2 - (p \cdot 1)^2},
\]
and that $\forall x \in \overline{\Omega}, \forall p \in S^N$,
\[
\theta_n(x, p) = \frac{I(x)\sqrt{1 - (p \cdot 1_n)^2} - (p \cdot 1_n)\sqrt{1 - I(x)^2}}{I(x)\sqrt{1 - (p \cdot 1)^2} - (p \cdot 1)\sqrt{1 - I(x)^2}} \cdot \frac{I(x)^2 - (p \cdot 1)^2}{I(x)^2 - (p \cdot 1_n)^2}.
\]

If the brightness image $I$ is differentiable and if $\nabla I$ is bounded on $\overline{\Omega}$\footnote{for example, since $\Omega$ is bounded, $\nabla I$ is bounded as soon as $I \in C^1(\overline{\Omega})$.} then, $\partial_x \theta_n(x, p)$ is bounded independently of $x \in \overline{\Omega}$, $n \in \mathbb{N}$ and $p$ on a neighborhood of $S^N$.

Proof. Let us denote $s_n = p \cdot 1_n$ and $s = p \cdot 1$.

Note that $s_n \rightarrow s$ uniformly with respect to $p$ in a neighborhood of $S^N$.

Let us consider the function
\[
T : \mathbb{R} \rightarrow \mathbb{R}, \quad X \mapsto \sqrt{\frac{1 - s_nX - s_n\sqrt{1 - X^2}}{1 - sX - s\sqrt{1 - X^2}}}, \tag{4.33}
\]

$\forall \delta > 0$ (and small enough), we have for all $n$ large enough, $|s_n| < |s| + \delta \leq 1$, $T$ is continuously derivable on $[s+\delta, 1]$ and $T'$ is bounded independently of $s_n$\footnote{so independently of $n$ and $p$ in a neighborhood of $S^N$.}.

By the uniform coercivity assumption, there exists $\delta > 0$ such that for all $p$ in a neighborhood of $S^N$ and for all $n$ large enough,
\[
|s_n| < |s| + \delta < \min_{x \in \overline{\Omega}} I(x) \leq 1.
\]

Since,
\[
\nabla_x (T \circ I)(x) = T'(I(x)) \nabla_x I(x),
\]
therefore $\nabla_x (I \circ I)$ is bounded independently of $x, p$ and $n$. We can conclude by using the fact that the function

$$x \mapsto \frac{I(x)^2 - (p \cdot 1)^2}{I(x)^2 - (p \cdot I_n)^2}$$

and its gradient are bounded independently of $x$ in $\bar{\Omega}$, $n$ in $\mathbb{N}$ and $p$ in a neighborhood of $S^N$. \qed

In a same way, we prove that $\partial_p \theta_n(x, p)$ is uniformly bounded. Let us denote $X = (x, p)$. So we have $\nabla_X \theta_n(X)$ uniformly bounded. Moreover,

$$\forall X, Y \in \bar{\Omega} \times S^N, \quad |\theta_n(X) - \theta_n(Y)| \leq |\nabla_X \theta_n|_\infty L(X, Y),$$

where $L(X, Y)$ is the Euclidean geodesic distance in $\Omega \times S^N$. Also, it is well known [95] that for any fixed $X \in \bar{\Omega}$, $Y \mapsto L(X, Y)$ is Lipschitz continuous in $\bar{\Omega} \times S^N$ and that the Lipschitz constant does not depend on $X$. Thus the functions $\theta_n$ are uniformly Lipschitz continuous. Therefore the convergence of the sequence $\theta_n$ is uniform.

**Remark 38.** In a general way, the above development is not systematically applicable when the images are noised and the corrupted images $I_n$ converge toward $I$. For example, let us consider the Hamiltonian $H^\text{opt}_{D/O}$ with $I_n \rightarrow I$ and $L = (0, 0, 1)$. So

$$H(x, p) = I(x) \sqrt{1 + |p|^2} - 1$$

and

$$H_n(x, p) = I_n(x) \sqrt{1 + |p|^2} - 1.$$ 

$\forall x \in \bar{\Omega} \setminus \mathcal{S}$, $\forall p \in S^N$, we have

$$\theta_n(x, p) = \frac{I(x)}{I_n(x)} \frac{\sqrt{1 - I_n(x)^2}}{\sqrt{1 - I(x)^2}}.$$ 

### 4.4 A general framework for the “classical” Shape from Shading problem

In this section, we explain *why the notion of state constraints is relevant* when we do not know the values of the solution and we describe this boundary condition in a more intuitive way. Moreover, we show that *the notion of SDVS*
provides a general mathematical framework unifying the previous mathematical frameworks based on viscosity solution theory proposed in the SFS literature.

The main contribution of the notion of SDVS lies in the possibility to impose the heights of the solution at the singular points when we know them\(^\text{10}\) and on the possibility to “send to infinity” the boundary conditions when we do not know them. This possibility also holds for all the points located on the boundary of the image \(\partial \Omega\). Let us recall that in previous work [134, 127, 120, 119, 24, 55, 56], the various notions of viscosity solutions [continuous, discontinuous or singular] are used with (finite) Dirichlet conditions on the boundary of the images. Note that, in [96], Lions et al. have already used the notion of states constraints, but they used it only to deal with apparent contours and in the eikonal setup. More precisely, they use it only at the points \(x \in \partial \Omega\) such that \(I(x) = 0\) and \(\frac{\partial I}{\partial n} = -\infty\). Here, we use the state constraints at each point of \(\partial \Omega \cup \mathcal{S}\), where we do not know the value of the solution.

Let us focus on the points on the boundary \(\partial \Omega\) of the image. For simplicity, let us assume that we know the values of the solution at all the singular points. First, in contrast with the Dirichlet and Neumann boundary conditions, the state constraints are interesting because they do not require any data. Let us recall that the Dirichlet (respectively, Neumann) boundary conditions require the knowledge of the values of the solution (respectively, the values of \(\nabla u(x) \cdot n(x)\), where \(n(x)\) is the unit inward normal vector to \(\partial \Omega\) at the point \(x\)) on the boundary of the domain. Also, we rarely have such data at our disposal. Second, the notion of state constraints is also interesting because it provides a relevant solution as soon as the image is the one of a “surface” \(u\) which verifies the supersolution constraint on \(\partial \Omega\). Also, as we explain below, this constraint is very weak and it is commonly verified with real observable surface. Recall that an equivalent way to define the viscosity supersolution constraint at a point \(x \in \partial \Omega\) is to require that

\[
H(x, \xi) \geq 0, \quad \forall \xi \in D^- u(x) \tag{4.34}
\]

where

\[
D^- u(x) = \left\{ \xi \in \mathbb{R}^N \mid \liminf_{y \to x, y \in \Omega} \frac{u(y) - u(x) - (\xi, y - x)}{|y - x|} \geq 0 \right\}
\]

(see for example [7, 5, 29]). This constraint can be roughly interpreted as following: For all plane \(P\) subtangent to \(u\) at \(x\), the gradient \(\nabla P\) verifies \(H(x, u(x), \nabla P) \geq 0\). To better understand the constraint (4.34) for \(x\) in \(\partial \Omega\), let us consider the particular case of a differentiable solution.

\(^{10}\)This is impossible with discontinuous viscosity solutions; see the second part of section 2.2.6.3. It is possible with continuous viscosity solutions but compatibility conditions are required. In [24, 55, 56], Falcone et al. “send” systematically the singular points “at the infinity”.
Proposition 4.6 Let $u$ be a solution differentiable on $\Omega$ of the HJB equation associated with the Hamiltonian

$$H(x, p) = \sup_{a \in A} \{-f(x, a) \cdot p - l(x, a)\}, \quad (4.35)$$

and denote by $a_0(u, x)$ the optimal control of (4.35) associated to $u$ at the point $x$ (i.e. $a_0(u, x)$ is the control $a \in A$ maximizing $-f(x, a) \cdot \nabla u(x) - l(x, a)$). If for $x \in \partial \Omega$,

$$f(x, a_0(u, x)) \cdot n(x) > 0, \quad (4.36)$$

where $n(x)$ is the unit inward normal vector to $\partial \Omega$ at the point $x$, then (4.34) is satisfied.

In other words, the surface $u$ is a supersolution on $\partial \Omega$ (i.e. $u$ verifies the state constraints on $\partial \Omega$) as soon as the dynamic of the optimal control (associated with $u$) points inward of $\Omega$ at all points $x$ on the boundary $\partial \Omega$. In the classical example of the Eikonal equation, the optimal control associated to a differentiable function $u$ is

$$f(x, a_0(u, x)) = -a_0(u, x) = -\frac{\nabla u(x)}{\|\nabla u(x)\|}.$$ 

So in this example, $u$ is a supersolution on $\partial \Omega$ as soon as for all $x$ on $\partial \Omega$, the gradient $\nabla u(x)$ points outward of $\Omega$, i.e. roughly speaking, when $u(x)$ “increases” when $x$ come up to $\partial \Omega$. More generally, (4.36) can be globally interpreted as “$u(x) - \psi(x)$ increases when $x$ come up to $\partial \Omega$”.

In other respects, let us note that proposition 4.6 shows that the notion of state constraints coincides with the constraint formulated by Dupuis and Oliensis in assumption 2.1 of [47] and introduced in the case of $C^1$ solutions.

Proof of Proposition 4.6. Let $x \in \partial \Omega$ be such that (4.36) is satisfied. We have for $c \leq 0$

$$H(x, \nabla u(x) + cn(x)) = H(x, \nabla u(x) + cn(x)) - H(x, \nabla u(x))$$

$$\geq -f(x, a_0(x, u)) \cdot (\nabla u(x) + cn(x)) - l(x, a_0(x, u))$$

$$- (-f(x, a_0(x, u)) \cdot \nabla u(x) - l(x, a_0(x, u)))$$

$$= -f(x, a_0(x, u)) \cdot cn(x) \geq 0$$

Moreover, since $u$ is differentiable on $\Omega$, we have

$$D^- u(x) = \{\xi \mid \xi = \nabla u(x) + cn(x), c \leq 0\}.$$ 

Thus, for any $\xi \in D^- u(x)$,

$$H(x, \xi) \geq 0.$$
So the constraint (4.34) holds.

Now, let us focus on the singular points. In section 4.2.5, we have denoted by \( \Pi_u \) the set of points in \( \Omega \) such that a constant function cannot be \( S \)-subtangent to \( u - \psi \) at \( x \). Let us remind that if \( x \not\in S \) or \( B_S(x) = \{x\} \), this means that \( x \) cannot be a local minimum point for \( u - \psi \). For this reason we have called \( \Pi_u \) the set of minimum points of \( u - \psi \). We have also set

\[
\Gamma_u = \{x \in \Omega \mid \exists y \in B_S(x) \text{ verifying } u(x) \geq \varphi(y) + \psi(x) - \psi(y)\}
\]

and demonstrated

**Theorem 4.6** Let \( u \) be a (discontinuous) viscosity solution of (4.2)-(4.5) such that \( u(x) \leq \varphi(x) \) for any \( x \in S \). If \( \Pi_u \subset \Gamma_u \) then \( u \) is the SDVS of (4.2)-(4.5).

In other words, the SDVS is the unique (discontinuous) viscosity solution \( u \) of (4.2)-(4.5) (verifying \( \forall x \in S, u(x) \leq \varphi(x) \)) without local minima on \( \Omega - \Gamma_u \).

Of course, the reciprocal statement of theorem 4.6 holds. As we explain in section 4.2.5, an important interpretation and consequence of theorem 4.6 is the following:

The (discontinuous) viscosity solutions of (4.2)-(4.5) can be characterized only by their minima

(see section 4.2.5). Thus this result extends consistently the work of Dupuis and Oliensis [47]. In [47], the authors characterize the \( C^1 \) solutions by their values at the local minimum points. Here, we have extended this characterization to the (discontinuous) viscosity solutions.

Finally, let us emphasize that the notion of SDVS allows to unify the various theories based on viscosity solutions used for solving the SFS problem. Indeed,

- in the case where the Dirichlet Boundary Conditions (DBC) are finite on \( \partial \Omega \cup S \) and the compatibility condition (see [95]) holds, then the SDVS of (4.2)-(4.5) is the continuous viscosity solution used by [134, 96, 127, 120];

- in the case where the DBC are finite on \( \partial \Omega \) and where there do not exist singular points, then the SDVS of (4.2)-(4.5) coincides with the discontinuous viscosity solution used by [120, 119, 123] (the compatibility conditions are no more required);

- when the DBC are finite on the boundary of the image and state constraints are imposed at the singular points, the SDVS of (4.2)-(4.5) corresponds
to the Camilli and Siconolfi’s singular viscosity solutions [26, 23, 27] used by Falcone et al. [24, 55, 56];

- as we have demonstrated above the SDVSs coincide with the $C^1$ solutions of (4.2) verifying the assumption 2.1 of Dupuis and Oliensis (when smooth solutions exist). Therefore, when there does not exist $C^1$ solutions$^{11}$, the notion of SDVS allows to extend consistently the work of Dupuis and Oliensis [47] to the notion of viscosity solutions. Also, the SDVS coincides with the value function (of the associated optimal control problem) considered in [47].

Lastly, let us note that in [47], the authors introduce the SFS Hamiltonian $H_{D/O}^{ort}$ (instead of dealing with $H_{R/T}^{ort}$) in order to obtain a Hamiltonian with a nonnegative Legendre transform. Also, most of their proofs are based on this hypothesis ($H^*(x, q) \geq 0$). Here, we also relax this constraining assumption: we can deal with all the classical SFS Hamiltonians, in particular with $H_{R/T}^{ort}$.

As a consequence, all the theoretical results of Falcone et al. [24, 55, 56]$^{12}$, Rouy et al. [134, 96]$^{13}$, Prados et al. [127, 120]$^{14}$ and Dupuis et al. [47]$^{15}$ are automatically extended to the “perspective SFS” (use $H_F^{pers}$ and $H_F^{pers}$).

Finally, one can conjecture that by using the work of [78, 112, 146, 28], the notion of SDVS can be extended to solve SFS problem with discontinuous images. This would be very difficult without the tool of viscosity solutions.

### 4.5 Minimal and global viscosity solutions

The SDVS allows to send the boundary conditions at $+\infty$, thereby obtaining the “maximal” solution. So for obtaining the “minimal” solution, it can seem natural to send them at $-\infty$. Nevertheless with such boundary conditions there do not exist solutions. In other respects, the viscosity solutions of the equation $H(x, \nabla u) = 0$ are different from the viscosity solutions of $-H(x, \nabla u) = 0$. For example, the opposite two equations on $]0,1[$ associated with $H_1(x, p) = |p| - 1$ constrained by $u(0) = u(1) = 0$ have a unique viscosity solution given by figure 4.3. By schematizing, the solution of $H(x, \nabla u) = 0$ allows upward kinks when $-H(x, \nabla u) = 0$ allows downward kinks. Moreover, it is well known that:

---

$^{11}$Let us recall that, because of noise, of errors on parameters (focal length, light position, etc) and of incorrect modeling (interreflections, nonpunctual light source, nonlambertian reflectance...) there never exists such smooth solutions in practice.

$^{12}$Who only deal with “orthographic Shape from Shading”.

$^{13}$Who only deal with “orthographic SFS” by using $H_{R/T}^{ort}$.

$^{14}$Who deal with $H_{R/T}^{ort}$ and $H_F^{pers}$.

$^{15}$Who deal with “orthographic SFS” by using $H_{D/O}^{ort}$. Nevertheless let us note that their work deals more generally with convex Hamiltonians with nonnegative Legendre transform.
4.6 Numerical approximation of the SDVS of the “classical” Shape from Shading problem

\[ u \text{ solution of } -H(x,p) \iff [-u \text{ solution of } H(x,-p)] . \]

Thus it is natural to define the “minimal” solution of \( H(x,p) \) by the opposite of the SDVS of \( H(x,-p) \). Obviously, the Hamiltonians \( H(x,-p) \) associated with all the SFS Hamiltonians are particular cases of the generic SFS Hamiltonian. Therefore all the previous theoretical and algorithmic results hold for the “minimal” SFS solutions.

The interest of the notion of the “minimal” solution is twofolds: first it allows to recover surfaces which are “globally” concave (whereas SDVSs are “globally” convex). The second interest of these “minimal” solutions lies on a possible extension of the “global algorithm” of Oliensis [108, 47].

![Diagram](image)

Figure 4.3: solutions of \( H \) versus \(-H\); minimal solutions

4.6 Numerical approximation of the SDVS of the “classical” Shape from Shading problem

This section explains how to compute a numerical approximation of the SDVS of the generic SFS equation. This requires four steps. First we deal with the state constraints. Second, we “regularize” the equation. Third, we approximate the “regularized” SFS equation by approximation schemes. Finally, from the approximation schemes, we design numerical algorithms.

4.6.1 Management of the state constraints

In this section, we explain how to deal with the state constraints in practice. In particular, we show that, in this setup, the state constraints can always be rewritten as Dirichlet boundary conditions.

Let \( u \) be the SDVS of equation (4.2)-(4.5):

\[
\begin{align*}
H(x, \nabla u) &= 0 \quad \forall x \in \Omega, \\
u(x) &= \varphi(x) \quad \forall x \in \partial \Omega \cup S
\end{align*}
\]
In section 4.2, we have seen that $u$ is Lipschitz continuous and then bounded on $\Omega$. Let $M \in \mathbb{R}$ an upper bound of $u$ on $\Omega$ such that

$$\forall x \in \Omega, \quad u(x) < M - 1.$$ 

Now, let us consider $\bar{\varphi}$ the real function defined on $\partial \Omega \cup S$ by

$$\bar{\varphi}(x) = \min(M, \varphi(x)),$$$$

and let $\bar{u}$ be the SDVS of equation

$$\begin{cases} 
H(x, \nabla u) = 0 & \forall x \in \Omega, \\
u(x) = \bar{\varphi}(x) & \forall x \in \partial \Omega \cup S.
\end{cases}$$

Following these notations, we have

**Proposition 4.7** $\bar{u}$ and $u$ coincide on $\Omega$, i.e.

$$\forall x \in \Omega, \quad \bar{u}(x) = u(x).$$

**Proof.** Thank to the strong uniqueness of the SDVS (theorem 4.3), it is sufficient to prove that $\bar{u}$ is an SDVS of (4.2)-(4.5). Let us recall that the uniqueness of the SDVS only holds on $\Omega$ but not on $\overline{\Omega}$. Also, $\bar{u}$ and $u$ can take different values at some points of $\partial \Omega$.

First, since $\bar{\varphi} \leq \varphi$, by the maximum principle (theorem 4.2) we have,

$$\forall x \in \Omega, \quad \bar{u}(x) \leq u(x).$$

- $\bar{u}^*$ is a subsolution of (4.2)-(4.5):
  - $\bar{u}^*$ is a subsolution of (4.2) on $\Omega - S$;
  - for all $x_0$ in $\partial \Omega \cup S$ such that $\bar{u}^*(x_0) \leq \bar{\varphi}(x_0)$ we have trivially $\bar{u}^*(x_0) \leq \varphi(x_0)$.
  - for all $x_0$ in $\partial \Omega$ such that $\bar{u}^*(x_0) > \bar{\varphi}(x_0)$, $\bar{u}^*$ verifies the subsolution property.

- $\bar{u}_*$ is a supersolution of (4.2)-(4.5):
  - $\bar{u}_*$ is a supersolution of (4.2) on $\Omega - S$;
  - Let $y \in \partial \Omega \cup S$ be a point such that $\bar{u}_*(y) \geq \bar{\varphi}(y) = \min(\varphi(y), M)$. So $\bar{u}_*(y) \geq M$ or $\bar{u}_*(y) \geq \varphi(y)$. But $\bar{u}_*(y) \geq M$ is impossible (because, for all $z \in \Omega$, $\bar{u}(z) \leq u(z) < M - 1$, then for all $y \in \overline{\Omega}$ $\bar{u}_*(y) \leq M - 1 < M$). Therefore $\bar{u}_*(y) \geq \varphi(y)$. 

4.6 Numerical approximation of the SDVS of the “classical” Shape from Shading problem

Let \( x_0 \in \partial \Omega \cup S \). If there exist \( y \in B_S(x_0) \) such that \( \bar{u}_*(y) \geq \bar{\varphi}(y) \), then by the previous item, \( \bar{u}_*(y) \geq \varphi(y) \). Else, the singular viscosity property holds for \( \bar{u}_* \) at \( x_0 \).

Therefore \( \bar{u}_* \) is a supersolution of (4.2)-(4.5) for all points \( x_0 \in \partial \Omega \cup S \).

Therefore, equations (4.2)-(4.5) with some state constraints (i.e. such that for some \( x \in \partial \Omega \cup S \) \( \varphi(x) = +\infty \)) can rewritten as equations without state constraints; i.e with (finite) Dirichlet boundary conditions on the whole set \( \partial \Omega \cup S \).

So in practice, we always consider (finite) Dirichlet boundary conditions: when we know the values of the solution on \( \partial \Omega \) we can transfer these informations in \( \varphi \); when we do not have these data and we want to compute the solution of with state contraints, we impose \( \varphi \) to be a “great” constant. In our (C++) code, this constant is fixed as the value of \texttt{FLT}_\texttt{MAX}. Let us emphasize that by modifying \( \varphi \) in such a way, we do not change the solution of (4.2)-(4.5) neither the approximation computed by our algorithm.

4.6.2 Regularization of the generic SFS equation

For an intensity image \( I \) and \( \varepsilon > 0 \), let us consider the truncated image \( I_\varepsilon \) defined by \( I_\varepsilon(x) = \min(I(x), 1 - \varepsilon) \). By using the stability result of theorem (4.5), we have proved in section 4.3.2 that for all SFS Hamiltonians, the classical discontinuous viscosity solution\(^{16}\) associated with the image \( I_\varepsilon \) converges uniformly toward the singular viscosity solution associated with the image \( I \), when \( \varepsilon \to 0 \). Thus for approximating this equation, we can use the tools we have developed in chapter 3.

4.6.3 Approximation schemes for the nondegenerate SFS equations

Let us consider the “regularized” generic SFS equation. In chapter 3, we design SFS monotonous approximation schemes which are always stable (existence of a solution). Moreover, we also prove that (as soon as the intensity image is Lipschitz continuous and the Hamiltonian is coercive) the solutions of these schemes converge toward the unique (classical) discontinuous viscosity solution of the adequate nondegenerate SFS equation when the mesh size vanishes.

\(^{16}\)equation associated with \( I_\varepsilon \) is no more degenerate.
4.6.4 Numerical algorithms for the generic SFS problem

In chapter 3, we design algorithms that compute some numerical approximations of the solutions of the considered schemes. Moreover, we prove that the computed numerical approximations converge toward the solution of the considered schemes.

4.6.5 Examples of SFS results obtained from synthetic images

Let us recall that our method does not necessarily require boundary data (except at least at one point\(^\text{17}\) in \( \partial \Omega \cup S \)). Figure 4.4 shows some reconstructions of the Mozart face when using the exact boundary data on the boundary of the image and at all singular points (Fig.4.4-c), when using the exact boundary data at all the singular points and state constraints on the boundary of the image (Fig.4.4-d), and with no boundary data, except for the tip of the nose (Fig.4.4-e). Let us remark that, as the theory predicted, our algorithms show an exceptional robustness to noise and errors on the parameters; This robustness is even bigger when we send the boundary to infinity (apply the state constraints). Figure 4.5 displays a reconstruction of Mozart’s face from an image perturbed by additive uniformly distributed white noise (SNR \( \approx 5 \)) by using the implicit algorithm (see [119]) with the wrong parameters \( l_y = (0.2, -0.1) \) and \( f_x = 10.5 \) (focal length) and without any boundary data. The original image Fig.4.5-a) has been synthetized with \( l = (0.1, -0.3) \) and \( f = 3.5 \). The angle between the initial light vector \( L \) and the corrupted light vector \( L_c \) is around 13°.

4.7 Toward applications of Shape from Shading

Now that we have removed the requirement of the knowledge\(^\text{18}\) of the data on the boundary of the image \( \partial \Omega \), we can apply our method to real images. Also, we can suggest some applications of our SFS method. Note that, here, we do not provide complete descriptions, but we hope that the results will convince the reader of the applicability of our SFS method to real problems.

Let us emphasize that all the results we present in this section are obtained from real images:

Note: When we apply SFS methods to real images we assume that the camera is geometrically and photometrically calibrated. In our experiments of sections 4.7.1 and 4.7.2 we know the focal length (5.8 mm) and approximately the pixel size (0.0045 mm; CCD size = 1/2.7") of our cheap digital camera.

\(^{17}\)Let us remind the reader that the boundary condition \( \varphi \) must verify \( \varphi \neq \infty \).

\(^{18}\)Let us emphasize that we must at least choose the pixel (a singular point) which will have the minimal depth.
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Figure 4.4: Reconstruction of Mozart’s face with and without boundary data. a) original surface; b) image generated from a) [size ≈ 200 × 200]; c) reconstructed surface from b) with the implicit algorithm (IA) after only 3 iterations, using the exact boundary data on the boundary of the image and at all singular points; d) reconstructed surface by the IA (after 3 iterations) with state constraints on the boundary of the image; e) reconstructed surface by the IA (after 3 iterations) with state constraints on the boundary of the image and at all the singular points except at the one on the nose.
Figure 4.5: Reconstruction of Mozart’s face from a noisy image with the wrong parameters \( l = (0.2, -0.1) \) and \( f = 10.5 \).

a) Image generated from Mozart’s face represented in Fig.4.4-a) with \( l = (0.1, -0.3) \) and \( f = 3.5 \) [size \( \approx 200 \times 200 \)]; b) noisy image (SNR \( \approx 5 \)); c) reconstructed surface from b) after 4 iterations of the implicit algorithm, using the incorrect parameters \( l = (0.2, -0.1) \) and \( f = 10.5 \), and with state constraints on the boundary of the image and at all the singular points except at the singular point on the nose.

(Pentax Optio 330GS). In section 4.7.3, we choose some arbitrary reasonable parameters. Also, note that there exists classical methods to calibrate photometrically a camera [98, 99]. In our tests, we do not use them, but we make some educated guesses for gamma correction (when the photometric properties of the images seem incorrect).

### 4.7.1 Document restoration using SFS

In this section, we propose a \textit{reprographic system}\footnote{Suggested to us by Durou (private communication); see [36].} to remove the geometric and photometric distortions generated by the classical photocopy of a bulky book. A first solution has been proposed by Wada and coworkers [163] who deal with \textit{scanner} images involving a complex optical system (with a moving light). Here, the acquisition process we use is a classical camera\footnote{Note that a camera snapshot is practically instantaneous, whereas a scan takes several seconds.}. The book is illuminated by a single light source located at infinity or close to the optical center (following the models we describe in section 2.1.3). Note that Cho et al. [31] propose a similar system but they use two light sources\footnote{We can also note that the numerical method proposed by [31] requires that global variations of depth only exist along one direction. Our method does not require this hypothesis.}. The acquired images are then processed using our SFS method to obtain the shape of the photographed
page. Let us emphasize that, for obtaining a compact experimental system, the camera must be located relatively close to the book. Therefore the perspective model is especially relevant for this application. Also, the distortion due to the perspective clearly appears in the image a) of figure 4.8.

In our SFS method we assume that the albedo is constant. In this application, this does not hold because of the printed parts. Before recovering the surface of the page, we therefore localize the printed parts by using image statistic (similar to Cho’s [31])\(^{22}\) and we erase them automatically by using e.g. the inpainting algorithm of Tschumperlé and Deriche [160]. This step can produce an important pixel noise. Nevertheless, this is not a problem for us because, as figure 4.7-b) shows, our SFS method is extremely robust to pixel noise: figure 4.7-b) displays the result produced by our algorithm (after 10 iterations) using the image of a text page with its pigmented parts, Fig.4.7-a). In this test, characters are considered as noise. Note that one could say that such a restoration system (based on SFS) is flawed because it does not use the information provided by the rows of characters. This is partially true but nevertheless, for pages containing few rows of characters but a lot of graphics and pictures (separated by large white bands\(^{23}\)), such a SFS method could provide a simple and efficient solution.

Once we have recovered the three-dimensional shape of the page, we can flatten the surface by using e.g. the algorithm of Brown and Seales\(^{24}\) [20]. Note that at each step of this restoration process (3D reconstruction and flattening) we keep the correspondences with the pixels in the image. Thus, at the final step, we can restore the printed parts.

To prove the applicability of this method, we have tested it on a page mapped on a cylindrical surface\(^{25}\) (we have used our cheap camera and flash in an approximately dark room). Figure 4.8 shows the original image in a), the reconstructed surface (after 10 iterations) (textured by the ink parts of a) in b) and an orthographic projection of the reconstructed surface, in c). Figure 4.8-c) indicates that our method allows to remove the perspective and photometric distortions.

### 4.7.2 Face reconstruction from SFS

The interest of the SFS methods for some applications dealing with faces has been demonstrated in e.g. the work of Zhao and Chellappa [173] (who use symmetric SFS for illumination-insensitive face recognition), by Smith and Hancock [143] (who use SFS needle map for face recognition), and by Choi and coworkers

\(^{22}\)Most probably, we can also achieve this step by using the excellent work of Bell and Freeman [12] who propose a learning-based approach.

\(^{23}\)This is often the case for scientific documents.

\(^{24}\)Not yet implemented, because of time.

\(^{25}\)For emphasizing the perspective effect.
Figure 4.6: Singular points of the profile of a face. a) Singular points (6) for a homogeneous horizontal light; b) Singular point for a point light source at the optical center.

[33] (who use SFS for determining the face pose). In this section we propose a very simple protocol based on SFS for face reconstruction. We use one camera equipped with a basic flash in an approximately dark place. As shown in figure 4.6, the interest of this method lies in the fact that, with such a protocol, the generated image should contain a unique singular point (if the distance of the face to the camera and the focal length are sufficiently small). Therefore, the propagation of the height information starts from this unique singular point.

We have tested our generic algorithm on a real image of a face located at ≈700 mm of the camera in an approximately dark place (see Fig.4.9-a)). Figure 4.9-b) shows the surfaces recovered by our generic algorithm (after 5 iterations) with the perspective SFS model with a point light source at the optical center. As in the previous application, the albedo is not constant over the whole image. Therefore we removed the eyes and the eyebrows in the image by using e.g. the inpainting algorithm of Tschumperlé and Deriche [160]. Moreover, note that this step can be automated by matching the image to a model image already segmented. Figure 4.9 shows in c) the surface recovered from the image obtained after the inpainting process.

### 4.7.3 Potential applications to medical images

In this section, we are interested in applying our SFS method to some medical images. Our interest is motivated by the work of Craine et al. [38], Okatani and Deguchi [103], Forster and Tozzi [58], Smithwick and Seibel [144], Yeung et al. [169], Gillies et al. [149, 86] and Yamany et al. [168]. For illustrating the relevance of the “perspective SFS” modeling with the light source located at

---

26Slightly made-up to be more Lambertian.

27We can use for example the very robust multi-modal and non-rigid matching method proposed by Hermosillo and Faugeras in [62].
Figure 4.7: a) Real image of a page of text [size ≈ 800 × 800]; b) Surface recovered from a) by our generic algorithm (without removing the printed parts of a)).

infinity, we apply our algorithm to an endoscopic image of a normal stomach\(^{28}\) (see figure 4.10-a)). In fact, for producing such an image, the light source must be very close to the camera, because of space constraints. In figure 4.10-b), we show the result obtained (after 3 iterations) by our generic algorithm in the perspective case with the light source at the optical center. In figure 4.10-b), the surface is visualized with a light source located at the optical center. This reconstruction looks quite good. To further show the quality of the reconstruction, we display in c), the surface b) with a different illumination. Finally, notice that the stomach wall is not perfectly Lambertian (see Fig.4.10-a)). This suggests the robustness of our SFS method to departures from the Lambertian hypothesis.

\(^{28}\)Suggested by Tankus and Sochen (private communication) and downloaded from http://www.gastrolab.net/.
Figure 4.8: a) real image of a page containing pictures and graphics [size \(\approx 2000 \times 1500\)], b) surface (textured by the printed parts of a)) recovered from a) by our generic algorithm (after having removed and inpainted the ink parts of a)). c) An orthographic projection of the surface b): the geometric (and photometric) distortions are significantly reduced.

Figure 4.9: Face reconstruction from SFS: a) Real face image [size \(\approx 450 \times 600\)]; b) surface recovered from a) by our generic algorithm with the perspective model with the light source located at the optical center; c) surface recovered by our generic algorithm with the same modeling hypotheses after the inpainting process.
4.8 Conclusion and contributions of chapter 4

- In the first part of this chapter, we have slightly modified the notion of singular viscosity solutions developed in [77, 26, 23, 27] in order to obtain a discontinuous viscosity solution on a domain $\Omega$ containing some singular points without necessarily requiring data on the boundary $\partial \Omega$. Thereby we have defined the notion of SDVS. We have demonstrated the existence and the uniqueness of the SDVS for a wide class of convex Hamilton-Jacobi equations $H(x, \nabla u) = 0$. Some stability results have been proved. In other respects, we have shown that this new framework allows to characterize the classical discontinuous viscosity solutions by their “minima”.

- In the second part of this chapter, we have shown that the notion of SDVS allows to unify the various theoretical results proposed in the Shape from Shading literature. More precisely, it unifies the work of Lions et al. [96, 134], of Dupuis and Oliensis [47], of Falcone et al. [24, 55, 56] and of Prados and Faugeras [127, 120]. Thus, it also allows to generalize this previous work to all the “classical” SFS Hamiltonians, in particular to the “perspective SFS” ones.

Moreover, let us point out that the notion of SDVS is really more adapted to the SFS specifications than the other classical notions of weak solutions used in chapter 2 and in [96, 134, 24, 55, 56, 127, 120]. In particular, it does not necessarily require data on the boundary of the image and at all the critical points. Nevertheless, let us note that for characterizing and computing a solution we need to fix at least one point\(^{29}\). Also, when the image contains several singular points, to

\(^{29}\text{Since the boundary condition } \varphi \text{ must verify } \varphi \neq \infty.\)
be able to compute an approximation of the original surface, we need to know the depth of all its points of local “minima”.

Finally, using a stability result, we have shown how to approximate numerically the SDVS of the “classical” SFS equations. Also, we have proved the convergence of the computed approximations toward the SDVS.

- We have successfully applied our SFS method to real images and we have suggested that it may be useful in a number of real-life applications.

- Note: our ECCV’04 paper [124] is extracted from this chapter. Several other communications have been based on its content; let us cite for example [126, 125]. Some journal articles are in preparation.
Chapter 5

Toward more realistic modelizations.
Shape from Shading: a well-posed problem?

Before starting the main parts of this chapter, let us emphasize on the ill-posedness of the “classical” formulation of the Shape from Shading problem. As we have underlined in the introduction (chapter 1), the resolving of the Shape from Shading problem is confronted with some ambiguities. In particular, when the lighting and the reflectance of the scene are unknown, its exact 3D structure cannot be recovered. This difficulty is well illustrated by the concave/convex ambiguity displayed in figure 1.2 and by the “Bas-relief Ambiguity” demonstrated by Belhumeur and his coworkers [11]; see figure 1.3. Also, it is reasonable to assume that we know all the parameters of the light source, the surface reflectance and the camera. Nevertheless this knowledge is not sufficient to get rid of some concave/convex ambiguities. In effect, even though we assume complete control of the experimental setup, we are hampered by this kind of difficulty. For example, let us focus on the “Eikonal” framework; i.e. we assume that the camera performs an orthographic projection of the scene, that the surface is Lambertian and that the light source direction\(^1\) is the same as that of the axis of the camera. In this setup, a concave/convex duality clearly appears, see Figures 5.1 and 5.2. The surfaces represented in Figure 5.1-a) and in Figure 5.1-b) yield the same image. This also holds for the more complex surfaces represented in Figures 5.2-a),5.2-b), 5.2-c) and 5.2-d). In these figures, the

\(^1\)We consider here that the light source is at infinity.
various surfaces have been obtained from the surfaces a) by applying horizontal symmetries. Today, this concave/convex ambiguity is completely understood.

![Diagram](image)

Figure 5.1: Concave/convex duality in the Eikonal framework: The surfaces a) and b) yield the same image.

It is due to the existence of the singular points that we have described in section 2.2.6. Let us remind that these points are the pixels of the image corresponding to points of the surface such that the surface normal coincides with the light direction. These points $x$ have maximal brightness: $I(x) = 1$. In effect, the presence of the singular points is due to the modeling. In particular it is due to the fact that the authors assume that the scene is illuminated by a single point light source located at infinity (or to the fact that they neglect the $1/r^2$ attenuation term in the brightness equation, see section 5.1). Also, this kind of ambiguity holds for all the “classical” SFS modelings. In particular, it holds for the orthographic SFS (see section 2.1.1) as well as for the perspective SFS (see sections 2.1.2 and 2.1.3) problem. In particular, it holds even when the light source direction does not coincide with the camera axis. Nevertheless, in contradiction with all these results, we are going to prove now that the Shape from Shading problem can be well-posed. Not surprisingly, this new result is obtained by considering a more realistic image formation model.

These last ten years, various authors have attempted to improve the applicability of the Shape from shading methods by modeling the physics of the problem, in particular the illumination process, in a more realistic manner. In a similar vein, Bakshi, or Lee and Kuo [4, 92] propose a solution for some non-Lambertian Shape from Shading problems. Some authors take into account the interreflections [147, 59]. Other authors deal with multiple light sources [155]. Finally, various solutions have been proposed for taking into account the perspective effect [114, 91, 61, 165, 171, 120, 152, 124, 37, 153]. Looking at some recent Shape from Shading surveys, one may have the feeling that the work of [4, 92, 147, 59, 155, 114, 91, 61, 165, 171, 120, 152, 124, 37, 153] has appeared

\footnote{For example [172, 49].}
Figure 5.2: Consequences of the concave/convex duality in the Eikonal framework. Examples of more complex surfaces. The surfaces a), b), c) and d) yield the same image...
too early, insofar as the existing Shape from Shading methods dealing with the traditional framework, i.e. Lambertian surface + light source at infinity + orthographic projection, are quite unsatisfactory\(^3\) even with very simple synthetic images verifying the modeling hypotheses. Also, since we are not able to solve the simplest version of the SFS problem, it seems unreasonable to attempt to solve this problem by modeling it in a more complex way. Here, we hope to remove this feeling.

One of the reasons why SFS is ill-posed is the over-simplification in the modeling. Now, we are going to prove that by using more realistic hypotheses than the classical ones, the Shape from Shading becomes well-posed (modulo some weak a priori on the creases of the solution near the boundary). As a consequence it becomes easier to solve. In detail, we assume that the camera is a pinhole and that the light source is located at the optical center. Nevertheless, contrary to the modeling of section 2.1.3 (which is also the modeling associated to the report [122]), now, we do not neglect the \(1/r^2\) attenuation term (see section 5.1). As proved in section 5.3, this “new” term makes the problem better posed. In particular, the notion of singular points does not make sense anymore and the concave/convex duality disappears.

This chapter first describes a complete theoretical study of the Shape from Shading problem in this particular setup (section 5.3). Second, it proposes an original and rigorous numerical method allowing to approximate numerically the solutions of the problem. We detail a stable and consistent approximation scheme and we describe a provably convergent numerical algorithm (section 5.4). Finally, we demonstrate the practical relevance of our method by displaying some experimental results (section 5.5).

### 5.1 More realistic modeling of the SFS problem

In order to obtain a more realistic modeling of the SFS problem, we are going to recall the image formation process. To do this, we will upstream the light ray from the optical system to the light source. For more details we refer to [65].

- We start with the relationship between the image brightness and the surface radiance. This relationship is well-known, see for example [65]:

\[
E_i = L_s \pi \frac{d}{f}^2 \cos^2 \alpha ,
\]

where \(E_i\) is image irradiance, which is assumed to be equal to the image brightness. \(L_s\) denotes the surface radiance\(^4\). \(d\) is the diameter of the

\(^3\)See the results shown in [172, 49].

\(^4\)I.e. the radiance of the surface in the direction of the viewer (the optical center).
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lens, $f$ is the focal length and $\alpha$ is the angle between optical axis and the line of sight to a surface point of a corresponding image point. Because the term $\cos^4 \alpha$ is easily derived from the image coordinates and can be compensated for, image brightness is substantially proportional to surface irradiance.

- Next we assume that the scene is illuminated by a single point light source and that there are no interreflections. In this case, the relationship between the radiance $L_s$ of a point of the surface (in the view direction) with the surface normal (at this point) and the light source direction is generally described by the Bi-directional Reflectance Distribution Function (BRDF):

$$L_s = F(\theta_i, \theta_r, \phi_r)E_s,$$

where $E_s$ is the irradiance of the surface and the angles $\theta_i, \theta_r$ and $\phi_r$ are described in Figure 5.3. In this figure $N$ is the object surface normal, $L$ is the direction to the light source, and $V$ is the direction to the viewer. $\theta_i$ is the angle between $L$ and $N$, and $\theta_r$ is the angle between $V$ and $N$, respectively. $\phi_r$ is the azimuthal angle between $L$ and $V$ with respect to the surface normal $N$.

![Figure 5.3: The surface local coordinate system (see [103, 65]).](image)

**A fundamental example:** An ideal Lambertian surface is one that appears equally bright from all viewing directions and reflects all incident light, absorbing none. Its BRDF is then a constant ($\frac{1}{\pi}$, see [65]) and we have:

$$L_s = \frac{1}{\pi}E_s.$$

- Finally, we describe the irradiance $E_s$ of the surface point. We have (see [65]):

$$E_s = I_0 \frac{\cos \theta_i}{r^2}$$
where \( I_0 \) is the intensity of the light source and \( r \) is the distance between
the light source and the considered surface point.

In summary, combining (5.1), (5.2) and (5.4), the brightness image is given
by:

\[
E_i = \sigma_1 F(\theta_i, \theta_r, \phi_r) \frac{\cos \theta_i}{r^2},
\]

(5.5)

where \( \sigma_1 \) is a constant coefficient related to the parameters of imaging
system and the intensity of the light source.

For a \textit{Lambertian surface}, the brightness image is then:

\[
E_i = \sigma_2 \frac{\cos \theta_i}{r^2},
\]

(5.6)

\( \sigma_2 \) being a constant coefficient.

\textbf{Remark 39.} In the case where the light source is located far from the
surface, the variations of the brightness of the image is essentially due
to those of \( \cos \theta_i \) and we can assume that \( r \) is constant. In this case the
brightness image is given by:

\[
E_i = \sigma_3 F(\theta_i, \theta_r, \phi_r) \cos \theta_i,
\]

(5.7)

where \( \sigma_3 \) is a constant coefficient. For a Lambertian surface, the bright-
ness image is even simpler:

\[
E_i = \sigma_4 \cos \theta_i
\]

(5.8)

(\( \sigma_4 \) being a constant coefficient).

In effect, \textit{this setup corresponds exactly to the one of the “classical” Shape
from Shading problem} we have considered in chapter 2.

Let us recall that in the Shape from Shading literature, the surface is always
assumed Lambertian (except, to our knowledge, for very few papers [4, 102, 92])
and the light source is unique, reduced to a point and located at infinity (except
for an extremely small number of papers [102, 163, 31]). To simplify even
more the problem, the authors usually assume that the camera performs an
orthographic projection of the scene. As Okatani and Deguchi [102] and as in
section 2.1.3, in this chapter we model the camera as a \textit{pinhole} (therefore we
assume that the camera performs a perspective projection of the scene) and we
assume that the scene is illuminated by a single point light source \textit{located at
the optical center} (hence not at infinity). Let us remind that this modeling is

\[^n\text{i.e. the normal vector } N(x) \text{ (or } \cos \theta_i(x) \text{) “varies more than” the distance } r(x), \text{ when the}
\text{point } x \text{ parameterizes the surface.}\]
quite relevant for many applications. In particular, we show in section 4.7 that it nicely corresponds to the situation encountered in some medical protocols like endoscopy and to the situation encountered when we use a simple camera equipped with a flash; see section 4.7, for more details. Finally, let us emphasize that, contrary to the “classical” modeling of the SFS problem, in the sequel we do not neglect the $\frac{1}{f}$ term.

5.2 New mathematical formulation of the SFS problem

In this section, we formulate the problem as that of solving a Partial Differential Equation (PDE). More precisely, we describe some Hamilton-Jacobi equations arising from equation (5.6) and we detail the associated Hamiltonians.

Exactly as in section 2.1, let us pose $\Omega$ be an open subset of $\mathbb{R}^2$. Let us remind that $\Omega$ represents the image domain, e.g., the rectangle $[0, X] \times [0, Y]$. The surface $\mathcal{S}$ is parameterized by the function $S : \overline{\Omega} \rightarrow \mathbb{R}^2$:

$$S(x) = \frac{f \cdot u(x)}{\sqrt{|x|^2 + f^2}} (x, -f),$$

as in section 2.1.3. Let us recall that $f > 0$ denotes the focal length, see Figure 2.2.

As in section 2.1.3, we show that for such a surface $\mathcal{S}$, a normal vector $\mathbf{n}(x)$ at the point $S(x)$ is given by:

$$\mathbf{n}(x) = \left( f \nabla u(x) - \frac{f u(x)}{|x|^2 + f^2} x, \nabla u(x) \cdot x + \frac{f u(x)}{|x|^2 + f^2} f \right).$$

**Remark 40.** It is possible to parameterize differently the surface $\mathcal{S}$; for example, we can define

$$S(x) = u(x)(x, -f), \quad \forall x \in \overline{\Omega}.$$

In this case, we have

$$\mathbf{n}(x) = \left( f \nabla u(x), u(x) + x \cdot \nabla u(x) \right).$$

For $y \in \mathbb{R}^3$, we denote $\mathbf{L}(y)$ the unit vector representing the light source direction at the point $y$. Since we assume that the light source is located at the optical center, the vector $\mathbf{L}(S(x))$ is equal to\footnote{We choose $\mathbf{L}(S(x))$ such that its third coordinate is positive.}:

$$\mathbf{L}(S(x)) = \frac{1}{\sqrt{|x|^2 + f^2}} \left(-x, f\right).$$
Now, let us assume that the surface is Lambertian. If we denote \( I(x) = \frac{E_i(x)}{\sigma^2} \), the brightness equation (5.6) becomes\(^7\):

\[
I(x) = \frac{\cos \theta_i}{r^2}. 
\] (5.9)

Since \( \cos \theta_i \) is the dot product

\[
\cos \theta_i = \mathbf{L}(S(x)) \cdot \frac{\mathbf{n}(x)}{||\mathbf{n}(x)||}
\]

and

\[
r = f u(x),
\]

we obtain from (5.9) the following PDE:

\[
I(x) = \frac{u(x)}{\sqrt{[f^2[\nabla u(x)]^2 + (\nabla u(x) \cdot x)^2]/Q(x)^2 + u(x)^2} \cdot f^2 u(x)^2},
\] (5.10)

where \( Q(x) = \sqrt{f^2/[|x|^2 + f^2]} \). For convenience we rewrite Equation (5.10) as:

\[
-u(x)^{-2} + I(x) f^2 \frac{\sqrt{[f^2[\nabla u(x)]^2 + (\nabla u(x) \cdot x)^2]/Q(x)^2 + u(x)^2}}{u(x)} = 0. 
\] (5.11)

If we assume that the surface \( \mathcal{S} \) is visible, i.e. in front of the optical center, \( u \) is strictly positive, see Figure 2.2. This allows us to simplify equation (5.11) by using the change of variables \( v = \ln(u) \):

\[
-e^{-2v(x)} + J(x) \sqrt{f^2[\nabla v(x)]^2 + (\nabla v(x) \cdot x)^2 + Q(x)^2} = 0, 
\] (5.12)

where \( J(x) = \frac{I(x) f^2}{Q(x)} \) is a positive function. To this equation, we associate the Hamiltonian

\[
H_F(x,u,p) = -e^{-2u} + J(x) \sqrt{f^2[p]^2 + (p \cdot x + 1)^2 + Q(x)^2}.
\]

**Remark 41.** In the case where we parameterize \( \mathcal{S} \) by \( S(x) = u(x)(x,-f) \), we obtain the equation

\[
-e^{-2v(x)} + J(x) \sqrt{f^2[\nabla v(x)]^2 + (\nabla v(x) \cdot x + 1)^2} = 0, 
\] (5.13)

instead of (5.12), and the Hamiltonian

\[
H_F(x,u,p) = -e^{-2u} + J(x) \sqrt{f^2[p]^2 + (p \cdot x + 1)^2}
\]

\(^7\)We assume that all the parameters of the camera (diameter of lens, focal length...), of the light source and of the surface (albedo) are known. Therefore \( \sigma^2 \) and hence \( I(x) \) are known.
5.3 Shape From Shading can be a completely well-posed problem!

5.3.1 Related work

To our knowledge, only Okatani and Deguchi [102] deal with the model considered here (pinhole camera and light source at the optical center).

In [102], Okatani and Deguchi do not address at all the theoretical question of existence and uniqueness of a solution. Also, they do not write the adequate Hamilton-Jacobi equation (as we do in section 5.2). They only propose a numerical method based on the propagation of the iso-distance contours, turning the static equation (5.5) into an evolution equation.

In the previous chapters, we have yet considered this modeling (pinhole camera and light source at the optical center), but in effect, we have dealt with equation (5.8) but not with equation (5.6). We have neglected the $1/r^2$ term. By simplifying the modeling, one can think simplify the problem. On the contrary, we make it more complex. In effect, as explained in chapter 2 by ignoring the $1/r^2$ attenuation term the problem becomes ill-posed: the uniqueness of the solution does not hold. To obtain a unique solution (more exactly, a characterization) one needs to specify Dirichlet boundary conditions on the boundary of the image and at all the singular points (as in the case of a distant point light source), see section 2.2.6.

To get around this difficulty\footnote{For example, for some fixed $(x, u)$, $H_F(x, u, p)$ reaches its minimum at $p = 0$. Also, the application $\lambda \mapsto H_F(x, u, \lambda p)$ is nondecreasing for $\lambda \in \mathbb{R}^+$. These properties do not hold for the Hamiltonian $H_F'$.} in chapter 4, we have obtained the uniqueness of a maximal solution by using sophisticated mathematical tools. In particu-
lar, the tools we have developed in chapter 4 allow to “send to infinity” the boundary conditions (at the singular points and at the boundary of the image) when we do not know them. Even if we obtain excellent numerical results with real images with a unique singular point (see section 4.7) this method presents some difficulties when there exist several singular points. Aware of the major role played by the singular points, Oliensis and Dupuis [108] and Kimmel and Bruckstein [79] propose some “global” methods (based on the nature of these particular points) allowing to recover some (very) smooth and constrained surfaces\(^{10}\) (in the case where these surfaces exist). Okatani and Deguchi, in [104, 105], use the isophotes of the image for classifying part of the singular points. They also suggest how to use the informations they obtain for improving the global methods of Dupuis and Oliensis [108] and of Kimmel and Bruckstein [79].

Note that although the papers [108, 79, 104, 105] are based on an orthographic camera and a single distant light source, this work can be easily extended to the more realistic modelings described in chapter 2 by using the tools developed in chapter 4. Nevertheless, despite their advantages, these global methods [108, 79, 104, 105] have an important weakness. In effect, in practice, because of noise, of errors on the parameters (focal length, light position, etc...) and of incorrect modeling (interreflections, spatially extended light source, non-lambertian reflectance...) the SFS equations (such as those described in [108, 79, 122]) do not have smooth solutions! Also, the global methods proposed in [108, 79, 104] are quite disappointing when applied to real images. These global methods tend to return satisfying results only with simple synthetic images.

Opposite to all the previous work [108, 79, 104, 105] and the study of chapters 2 and 4, let us stress that the notion of singular points does not make any sense as soon as we do not neglect the \(1/r^2\) attenuation term. This is particularly relevant in the framework considered here, i.e. a pinhole camera with a single light source located at the optical center. As a result of a more realistic modeling, the difficulties described above completely disappear.

The results presented in the next section are based on the classical notion of viscosity solutions of the Hamilton-Jacobi PDEs [95, 41, 40, 5, 7].

---

\(^{10}\)They consider \(C^2\) surfaces with second order derivatives satisfying some properties: for example, Kimmel and Bruckstein [79] consider surfaces represented by Morse functions (with non-degenerate Hessians).
5.3.2 Well-posedness of the SFS problem

Let us assume that $\Omega$ is bounded, a very reasonable assumption since the CCD sensors have finite size. In this case, it is well known that Hamilton-Jacobi equations, in particular the SFS equation

$$-e^{-2u(x)} + J(x) \sqrt{\tau^2 |\nabla u(x)|^2 + (\nabla u(x) \cdot \mathbf{x})^2 + Q(x)^2} = 0, \quad \forall x \in \Omega,$$

(5.14) do not have a unique (discontinuous) viscosity solution [95, 7, 5]. To overcome this difficulty we need to add some a priori. In the viscosity framework, the authors generally add boundary conditions. The main classical boundary conditions are Dirichlet's, Neumann's [95, 7, 5] or Soner's state contraints [145, 29]. For the Shape from Shading problem, the authors generally consider Dirichlet boundary conditions [134, 55, 56, 127, 120, 123, 119]. With such boundary conditions, equation (5.14) becomes

$$\begin{cases}
-e^{-2u(x)} + J(x) \sqrt{\tau^2 |\nabla u(x)|^2 + (\nabla u(x) \cdot \mathbf{x})^2 + Q(x)^2} = 0, \quad \forall x \in \Omega, \\
u(x) = \varphi(x), \quad \forall x \in \partial \Omega,
\end{cases}$$

(5.15)

where $\varphi$ is a real continuous function defined on $\partial \Omega$. In this case, the following theorem ensures the uniqueness of the (discontinuous) viscosity solution.

**Theorem 5.1** \(^{11}\) Let $\Omega$ be bounded and smooth enough\(^{12}\), and $H:\Omega \times \mathbb{R} \times \mathbb{R}^2 \mapsto \mathbb{R}$, continuous. If $\varphi$ is continuous and if the hypotheses (H25)-(H9') and the boundary hypotheses (H12')-(H13')-(H14') (described below) hold, then we have a strong uniqueness property for equation

$$\begin{cases}
H(x, u(x), \nabla u(x)) = 0, \quad \forall x \in \Omega, \\
u(x) = \varphi(x), \quad \forall x \in \partial \Omega
\end{cases}$$

(5.16)

(in the discontinuous viscosity sense) on $\Omega$.

Let us recall that the *strong uniqueness* property (on a subset $D$ of $\Omega$) is the following:

*If $u$ and $v$ are a (discontinuous) viscosity subsolution and supersolution, respectively, then

$$u \leq v \text{ on } D$$

Let us remind that the strong uniqueness property involves the uniqueness of the (discontinuous) viscosity solution. Also, since the set of classical solutions is a subset of the (discontinuous) viscosity solutions, therefore the uniqueness

\(^{11}\text{See theorem 4.5 and corollary 4.1 of Barles' book [7].}\)

\(^{12}\Omega \in W^{2,\infty}.$
of the (discontinuous) viscosity solution implies the uniqueness of the solution in the classical sense. Let us also recall that the strong uniqueness property involves the continuity of the (discontinuous) viscosity solution. Finally, note that in theorem 5.1, the strong uniqueness holds on $\Omega$ and not on $\overline{\Omega}$.

The hypotheses (H25) and (H9') are:

(H25) \[ H(x, u, p) - H(x, v, p) \geq \gamma_R(u - v), (\gamma_R > 0) \]
for all $x \in \Omega$, $-R \leq v \leq u \leq R$, and $p \in \mathbb{R}^2$ $(\forall 0 < R < +\infty)$.

(H9') \[ |H(x, u, p) - H(y, u, p)| \leq m_R(|x - y|(1 + |p|)) \]
for all $x, y \in \Omega$, $-R \leq u \leq R$ and $p \in \mathbb{R}^2$,
where $m_R(t) \longrightarrow 0$ when $t \to 0$.

The boundary hypotheses (H12'), (H13') and (H14') are the following:

There exists a subset $\Gamma$ of $\mathbb{R}^2$ which is a neighborhood of $\partial \Omega$ such that

(H12') for all $0 < R < +\infty$, there exists $m_R(t) \longrightarrow 0$ when $t \to 0$ such that

\[ |H(x, u, p) - H(x, u, q)| \leq m_R(|p - q|) \]
for all $x \in \Gamma$, $-R \leq u \leq R$ and $p, q \in \mathbb{R}^2$.

(H13') for all $0 < R < +\infty$, there exists $C_R > 0$ such that

\[ H(x, u, p + \lambda \eta(x)) \leq 0 \implies \lambda \leq C_R(1 + |p|), \]
for all $(x, u, p) \in \Gamma \times [-R, R] \times \mathbb{R}^2$.

(H14') $\forall R_1, R_2 \in \mathbb{R}^+$,
\[ H(x, u, p - \lambda \eta(x)) \longrightarrow +\infty \quad \text{when} \quad \lambda \longrightarrow +\infty, \]
uniformly for $(x, u, p)$ in $\Gamma \times [-R_1, R_1] \times B(0, R_2)$.

In hypotheses (H13') and (H14'), $\eta(x)$ is the unit outward pointing normal vector to $\partial \Omega$.

Application of theorem 5.1 to the SFS Hamiltonian $H_F$:
We have the

Proposition 5.1 i) The hypothesis (H25) holds for $H_F$, for all brightness image $I$;

ii) if the intensity image $I$ is differentiable and $I$ and $\nabla I$ are bounded on $\Omega$, then (H9') holds for $H_F$;
iii) if the intensity image \( I \) is upper bounded on a bounded neighborhood \( \Gamma \) of \( \partial \Omega \), then the hypothesis \((H12')\) holds for \( H_F \);

iv) if there exists a neighborhood \( \Gamma \) of \( \partial \Omega \) and \( \delta > 0 \) such that

\[
\forall x \in \Gamma, \quad \delta \leq I(x)
\]

then hypotheses \((H13')\) and \((H14')\) are verified with \( H_F \).

**Proof.** See section 5.6 at page 258.

So as soon as \( I \) is differentiable and such that there exist \( \delta > 0 \) and \( M \) verifying \( \delta \leq I(x) \leq M \) and \( |\nabla I(x)| \leq M \) (for all \( x \) in a bounded neighborhood of \( \Omega \)), therefore by proposition 5.1, the Shape From Shading equation (5.15) has a unique (discontinuous) viscosity solution. In other words, if we know on the boundary of the image the depth of the surface which has produced the image, we are able to recover uniquely this surface. This surface corresponds to the viscosity solution of (5.15). Let us emphasize that this result holds independently of the local properties of the original surface. More precisely, this result holds even if the function \( u \) representing the original surface has local minima and maxima on \( \Omega \). This is in contrast with the difficulties encountered with all the other “classical” SFS equations presented in chapter 2. In effect, for the other “classical” SFS equations, the local minima and maxima\(^\text{13}\) of \( u \) create singular points. So, even though we know the values of the solution on \( \partial \Omega \), the problem is still ill-posed. In particular some concave/convex ambiguities can appear. In order to recover a “global solution” [108, 79] we need to introduce some extra regularity hypotheses (we must consider at least \( C^2 \) solutions with nondegenerate Hessians, but let us recall that in practice such smooth solutions never exist) and to come up with a (very difficult) classification of the singular points [104]. Finally, if we want to characterize or compute a viscosity solution of such degenerate equations, we require the knowledge of the solution at the points of the local minima, see theorem 4.6 and its corollary in chapter 4 (at page 170). With the new modeling this kind of difficulty completely disappears.

In chapter 4 we have shown that the idea of *state constraints* provides a more convenient notion of boundary conditions than Dirichlet’s or Neumann’s\(^\text{14}\). Let

---

\(^{13}\)In fact, we must consider the local minima and maxima of \( u - \psi \), where \( \psi \) is an adequate subsolution; see chapter 4. For most of the SFS Hamiltonians, an adequate subsolution \( \psi \) is the null function.

\(^{14}\)Let us recall that, already in [47], Dupuis and Oliensis have introduced some similar tools in the case of the \( C^1 \) solutions. Also in [96], Lions, Rouy and Tourin used the notion of state constraint for dealing with occluding contours.
us recall that the “state constraint” is a boundary condition which is reduced to
\[ H(x, u(x), \nabla u(x)) \geq 0 \quad \text{on } \partial \Omega, \]
in the viscosity sense (see for example [7, 29]) and that this constraint corresponds to the Dirichlet’s conditions
\[ \forall x \in \partial \Omega, \quad u(x) = \phi(x) \quad \text{with } \phi(x) = +\infty \]
in the viscosity sense. In the sequel we will write this constraint as
\[ u(x) = +\infty, \quad \forall x \in \partial \Omega. \]

As we explain in chapter 4, the interest of the notion of state constraints is twofolds. 1) In contrast with the Dirichlet and Neumann boundary conditions, the state constraints do not require any data. Let us recall that the Dirichlet (respectively, Neumann) boundary conditions require the knowledge of the exact values of the solution (respectively, the exact values of \( \nabla u(x) \cdot n(x) \)), where \( n(x) \) is the unit inward normal vector to \( \partial \Omega \) at the point \( x \) on the boundary of the image. This is quite unrealistic because in the Shape from Shading problem, we rarely have such data at our disposal. 2) The notion of state constraints provides a relevant solution as soon as the image is obtained from a surface represented by \( u \) verifying that for all \( x \in \partial \Omega \),
\[ H(x, u, \xi) \geq 0, \quad \forall \xi \in D^- u(x), \tag{5.17} \]
see chapter 4, for more details and the proof of the fact that a function \( u \) verifies the constraint (5.17) as soon as
\[ \nabla_p H(x, u, \nabla u(x)) \cdot n(x) < 0. \]

For the Hamiltonian \( H_F \), a function \( u \) verifies the constraint (5.17) as soon as
\[ -f_c(x, \nabla u(x)) \cdot n(x) < 0 \] (where \( f_c \) is defined below in section 5.4.1), i.e. as soon as
\[ \nabla u(x) \cdot [Dil_x n(x)] < 0. \tag{5.18} \]

Since in this case the eigen values of \( Dil_x \) are strictly positive, the previous assumption holds roughly when \( u(x) \) “increases when \( x \) comes up to \( \partial \Omega \).”

**Remark 42.** The reader may wonder at this stage how constraining this condition really is. It is in fact not a strong constraint since for example, as soon as the image to be processed contains an object of interest in front of a background, the condition is satisfied in a neighbourhood of the object where \( u(x) \) increases rapidly.
5.3 Shape From Shading can be a completely well-posed problem!

In order to prove the uniqueness of the solution in the case of state constraints, we have the theorem\textsuperscript{15}

**Theorem 5.2** Let $\Omega$ be bounded and smooth enough\textsuperscript{16}, and $H : \Omega \times \mathbb{R} \times \mathbb{R}^2 \rightarrow \mathbb{R}$, continuous. If the hypotheses (H25)-(H9') hold and the boundary hypotheses (H12')-(H13') hold, then we have a strong uniqueness result for equation

$$\begin{cases}
    H(x, u(x), \nabla u(x)) = 0, & \forall x \in \Omega, \\
    u(x) = +\infty, & \forall x \in \partial\Omega
\end{cases}$$

(in the discontinuous viscosity sense) on $\Omega$.

By using theorem 5.2, we prove (as we have done for theorem 5.1) that the Shape From Shading equation

$$\begin{cases}
    -e^{-2u(x)} + J(x) \sqrt{\nabla^2 |\nabla u(x)|^2 + (\nabla u(x) \cdot x)^2 + Q(x)^2} = 0, & \forall x \in \Omega, \\
    u(x) = +\infty, & \forall x \in \partial\Omega
\end{cases}$$

has a unique (discontinuous) viscosity solution, as soon as $\delta < I(x) < M$ and $|\nabla I(x)| \leq M$. Thus we have a unique solution of (5.14) without requiring boundary data (as must be done with classical Neumann or Dirichlet boundary conditions). This solution corresponds to the actual surface producing the image as soon as this surface roughly increases when $x$ gets close to the boundary of the image\textsuperscript{17}. If this condition does not hold the resulting solution corresponds to the actual surface on the largest subset $\Theta$ of $\Omega$ for which (5.18) holds on $\partial\Theta$.

As in the case of Dirichlet boundary conditions (theorem 5.1), let us emphasize that this uniqueness result and the correspondence of the solution with the actual surface hold even when the actual surface has local minima and maxima on $\Omega$. In particular, we do not need to impose constraints at the singular points\textsuperscript{18}. In other words the concave/convex ambiguities linked to the presence of the singularities completely disappear. Finally, if we know a priori that the original surface “increases” toward $\partial\Omega$ then the SFS problem is completely well-posed and there are no ambiguities. Of course, this conclusion does not hold for all the other “classical” SFS equations.

**Remarks 43.**

**r43.1 -** We have discussed the uniqueness of the solution of the SFS equations (5.15) and (5.19) but we have not considered the problem of the *existence*

\textsuperscript{15}Theorem 4.6 of Barles' book [7].
\textsuperscript{16}$\Omega \in W^{2,\infty}$.
\textsuperscript{17}The exact condition is the condition (5.18).
\textsuperscript{18}Let us recall that the notion of singular points does not have sense in this setup!
of a solution. In fact, using some stability results, we prove below that equations (5.15) and (5.19) always have a solution. In particular, thanks to the strong uniqueness result, we prove in section 5.4.3 that the solutions of the schemes we propose in section 5.4.3 converge toward a function which is a (discontinuous) viscosity solution of (5.15) (or (5.19), see section 5.4.2).

43.2 - In large segments of the Shape from Shading literature, the authors state that the Shape from Shading problem is ill-posed and suggest that in order to solve it (numerically and/or theoretically) one has to resort to regularization. For example,

1. the minimization approaches [66, 42] add regularization terms in the SFS equations.

Contrary to this previous work, we prove here that regularization is not required for ensuring the well-posedness of the SFS problem and for computing a numerical approximation of its solution. In particular, we can characterize nonsmooth solutions and we do not need to add regularization terms in the equations.

5.4 A provably convergent numerical method

In [102, 103], Okatani and Deguchi describe a numerical method based on the propagation of the equal-distance contours. As Bruckstein and Kimmel [21, 80] for the Eikonal equation, they design an evolution equation and propose to solve it by using a level-set method [111, 110, 140]. Although the method of Okatani and Deguchi is rigorous, it suffers from an important drawback because it requires an initial equal-distance contour and uses the distance function of this contour. The consequences are twofolds. First, it decreases the applicability of the method since such data (initial equal-distance contour and distance function of this contour) is usually not available. Second because these data, when available, are noisy they in fact may perturb the reconstruction! In effect, as we show in section 5.3, in the modeling framework of this chapter (pinhole camera and light source located at the optical center, considering the attenuation term in $1/r^2$) the Shape from Shading problem is well posed\(^{19}\). Also, the characterization of the solution (and therefore its computation) does not require additional data. Let us note that when the initial equal-distance contour and

\(^{19}\)Here, we consider the SFS problem with state constraints on the boundary of the image.
distance function of this contour are exact, the numerical solution returned by
the algorithm of Okatani and Deguchi is an approximation of the solution of
equation (5.19) (equation completed with the state constraints). Nevertheless,
when the imposed initial data contain errors, the reconstructed surface does
not correspond with the solution of (5.19), neither with a solution of (5.15), for
some $\varphi$. This kind of difficulties shows the interest of the theoretical analyses
such as those presented in section 5.3.

We next propose a new numerical method. Contrary to [102, 103] it does
not require an initial equal-distance contour. Moreover, our method is provably
convergent: We prove that our numerical schemes are stable, consistent and that
their solutions converge toward the unique viscosity solution of the problem. Let
us note that Okatani and Deguchi do not even consider such questions whose
practical importance should not be underestimated because, for example, they
allow to certify algorithms, to guarantee their robustness and to describe their
limitations...

From another point of view (although we have not implemented their
method and hence have not made comparison tests), our numerical method
based on control theory (and computing directly the solution of the stationary
equation) is most probably much more efficient than theirs that solves an
evolution equation by a level-sets method.

In the following we first describe a control formulation of the Hamiltonian
$H_F$ (section 5.4.1) and we explain how to deal with the boundary conditions
(section 5.4.2). From this control formulation of $H_F$ we design two monotonous
approximation schemes and we prove their stability, consistence and conver-
gence (section 5.4.3). Finally, we propose numerical algorithms which compute
numerical approximations of the solutions of our new schemes (section 5.4.4).

5.4.1 Control formulation of the Hamiltonian $H_F$

Let us consider the function $H_C : \Omega \times \mathbb{R}^2 \rightarrow \mathbb{R}^2$ given by:

$$H_C(x, p) = J(x) \sqrt{f^2 |p|^2 + (p \cdot x)^2 + Q(x)^2}.$$  

We therefore have

$$H_F(x, u, p) = -e^{-2u} + H_C(x, p).$$

In section 2.2.3 (page 67), we have described a "generic" SFS Hamiltonian $H_g$
we recall here:

$$H_g(x, p) = \tilde{H}_g(x, A_x p + v_x) + w_x \cdot p + c_x,$$

with

$$\tilde{H}_g(x, q) = \kappa_x \sqrt{|q|^2 + K_x^2},$$
• $\kappa_x > 0$ and $K_x \geq 0$,

• $A_x = D_x R_x$, where

  $\circ \quad D_x = \begin{pmatrix} \mu_x & 0 \\ 0 & \nu_x \end{pmatrix}, \quad \mu_x, \nu_x \neq 0,$

  $\circ \quad$ if $x \neq 0$, $R_x$ is the rotation matrix $R_x = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix}$;

  $\quad$ where $\cos \theta = \frac{x_2}{|x|}$ and $\sin \theta = -\frac{x_1}{|x|}$,

  $\circ \quad$ if $x = 0$, $R_x = Id_{2 \times 2}$;

• $v_x, w_x \in \mathbb{R}^2$,

• $c_x \in \mathbb{R}$.

As in appendix B.1 (at page 277), we prove that $H_C$ is the particular case of $H_g$ corresponding to:

$$\mu_x = f \quad \nu_x = \sqrt{f^2 + |x|^2}$$

$$\kappa_x = J(x) \quad K_x = \sqrt{\frac{f^2}{f^2 + |x|^2}} \quad ( = Q(x) )$$

$$w_x = 0 \quad v_x = 0$$

$$c_x = 0.$$ 

Therefore we can use the control formulation of $H_g$ detailed in section 2.2.3 (at page 67):

$$H_g(x, p) = \sup_{a \in B_2(0, 1)} \{-f_g(x, a) \cdot p - l_g(x, a)\},$$

with

$$f_g(x, a) = -[Dil_x a + w_x],$$

$$l_g(x, a) = -[K_x \kappa_x \sqrt{1 - |a|^2} + \kappa_x (R_x v_x) \cdot a + c_x],$$

where $Dil_x = \kappa_x \frac{1}{c_x} R_x D_x R_x$.

If we denote $f_c$ and $l_c$ the functions $f_g$ and $l_g$ associated with $H_C$, we have

$$H_F(x, u, p) = -e^{-2u} + \sup_{a \in B_2(0, 1)} \{-f_c(x, a) \cdot p - l_c(x, a)\} \quad (5.20)$$

where

$$f_c(x, a) = -Dil_x a,$$

$$l_c(x, a) = -I(x) \frac{f^2 \sqrt{1 - |a|^2}}{}.$$ \quad (5.21)
5.4.2 Management of the boundary conditions

Exactly as in section 4.6.1 (at page 185), we prove that the state constraints can always be rewritten as Dirichlet boundary conditions. The main argument of the proof is based on the fact that all the viscosity solutions of (5.19) are bounded by the same constant (see lemma 5.3 of section 5.6 at page 260). More precisely, we prove that the discontinuous viscosity solution of (5.19) (equation with state constraints) coincides with the discontinuous viscosity solution of (5.15) (equation with Dirichlet’s conditions) with $\varphi(x) = M$ ($\forall x \in \partial \Omega$). In practice we therefore always consider Dirichlet boundary conditions. If we happen to know the values of the solution on $\partial \Omega$ we constrain $\varphi$ accordingly otherwise we choose $\varphi$ to be a “large” constant.

5.4.3 Two new approximation schemes

In this section, we propose two finite difference approximation schemes on a regular mesh. Note that as in chapter 3, the schemes we describe here can be easily extended to irregular meshes.

Let us just recall that an approximation scheme is a functional equation of the form

$$T(\rho, x, u) = 0 \quad \forall x \in \overline{\Omega};$$

where $T : \mathcal{M} \times \overline{\Omega} \times B(\overline{\Omega}) \rightarrow \mathbb{R}$, $\mathcal{M} = \mathbb{R}^+ \times \mathbb{R}^+$ and $B(D)$ is the space of bounded functions defined on a set $D$. $\rho = (h_1, h_2) \in \mathcal{M}$ defines the size of the mesh that is used in the corresponding numerical algorithms. Moreover, as in chapter 3, we use the representations $S$ of a scheme $T$ as

$$S(\rho, x, u(x), u) = 0 \quad \forall x \in \overline{\Omega},$$

where

$$S : \mathcal{M} \times \overline{\Omega} \times \mathbb{R} \times B(\overline{\Omega}) \rightarrow \mathbb{R}, \quad (\rho, x, t, u) \mapsto S(\rho, x, t, u).$$

and we consider “schemes with Dirichlet boundary conditions”, i.e. schemes such that:

$$S(\rho, x, t, u) = \begin{cases} \tilde{S}(\rho, x, t, u) & \text{if } x \in \Omega_\rho, \\ t - \varphi(x) & \text{if } x \in \partial \Omega_\rho, \end{cases}$$

where

$$\Omega_\rho = \{x \in \Omega \mid \forall i \in \{1, 2\}, \ x \pm h_i e_i \in \overline{\Omega}\} \quad \text{and} \quad \partial \Omega_\rho = \overline{\Omega} - \Omega_\rho.$$

Note that we assume in (5.22) that we have extended $\varphi$ continuously to $\partial \Omega_\rho$. 
Design of the approximation schemes

Let us recall that there exists more or less a standard method ensuring the convergence of the solutions of schemes toward viscosity solutions, i.e. the one presented by Barles and Souganidis in [9]. This method requires the monotonicity of the scheme; this is why, as in chapter 3, we design a monotous scheme in the sequel. We recall the definition:

**Definition 3.1 (monotonicity)** The scheme \( S(\rho, x, u(x), u) = 0 \) defined on \( \Omega \) is monotous if \( \forall \rho, \forall x \in \Omega, \forall t \in \mathbb{R} \) and \( \forall u, v \in B(\Omega), \)

\[
    u \leq v \quad \implies \quad S(\rho, x, t, u) \geq S(\rho, x, t, v)
\]

(that is to say: the scheme is nonincreasing with respect to \( u \)).

For proving the stability of our scheme, we apply the general theorem 3.1 given at page 101. This requires that the function \( t \mapsto S(\rho, x, t, u) \) is nondecreasing.

As in chapter 3, we approximate \( H_C(x, \nabla u(x)) \) by:

\[
    H_C(x, \nabla u(x)) \approx \sup_{a \in A} \left\{ \sum_{i=1}^{2} \left( -f_i(x, a) \right) \frac{u(x) - u(x + s_i(x, a)h_i e_i)}{-s_i(x, a)h_i} - l_c(x, a) \right\}
\]

\[
    = \sup_{a \in A} \left\{ \left( \sum_{i=1}^{2} \frac{|f_i(x, a)|}{h_i} \right) u(x) - \sum_{i=1}^{2} \frac{|f_i(x, a)|}{h_i} u(x + s_i(x, a)h_i e_i) - l_c(x, a) \right\}
\]

where here, \( f_i(x, a) \) is the \( i^{th} \) component of \( f_c(x, a) \), where \( s_i(x, a) \) is its sign and where \( A \) is the closed unit ball \( B(0, 1) \).

We can therefore approximate \( H_F(x, u(x), \nabla u(x)) \) by:

\[
    H_F(x, u(x), \nabla u(x)) \approx -e^{-2} u(x)
\]

\[
    + \sup_{a \in A} \left\{ \left( \sum_{i=1}^{2} \frac{|f_i(x, a)|}{h_i} \right) u(x) - \sum_{i=1}^{2} \frac{|f_i(x, a)|}{h_i} u(x + s_i(x, a)h_i e_i) - l_c(x, a) \right\}
\]

(5.24)

So, we can formulate a first representation (with Dirichlet boundary conditions) \( S_{impl} \) based on the function:

\[
    S_{impl}(\rho, x, t, u)
\]

\[
    = -e^{-2} t + \sup_{a \in A} \left\{ \left( \sum_{i=1}^{2} \frac{|f_i(x, a)|}{h_i} \right) t - \sum_{i=1}^{2} \frac{|f_i(x, a)|}{h_i} u(x + s_i(x, a)h_i e_i) - l_c(x, a) \right\}
\]

\[
    = -e^{-2} t + \sup_{a \in A} \left\{ \sum_{i=1}^{2} \left( -f_i(x, a) \right) \frac{t - u(x + s_i(x, a)h_i e_i)}{-s_i(x, a)h_i} - l_c(x, a) \right\}
\]

(5.25)
Remarks 44.

r44.1 - The function \( t \mapsto S_{\text{impl}}(\rho, x, t, u) \) is obviously nondecreasing. The representation \( S_{\text{impl}} \) is also clearly monotonous.

r44.2 - This first representation should provide a very fast algorithm.

As in chapter 3 for HJB equations, here we can provide another (more explicit) representation. We multiply (5.25) by a fictitious time increment \( \Delta \tau \) (\( \Delta \tau > 0 \) can depend on \( x, \Delta \tau = \Delta \tau(x) \)), add \( u(x) \) and \(-u(x)\) and obtain:

\[
\hat{S}(\rho, x, u(x), u) = u(x) - \Delta \tau e^{-2u(x)}
\]

\[+
\sup_{a \in A} \left\{ - \left( 1 - \Delta \tau \sum_{i=1}^{2} \frac{|f_i(x, a)|}{h_i} \right) u(x) - \Delta \tau \sum_{i=1}^{2} \frac{|f_i(x, a)|}{h_i} u(x + s_i(x, a)h_i \bar{e}_i) - \Delta \tau l_c(x, a) \right\}.
\]

(5.26)

We can also choose a second representation (with Dirichlet boundary conditions) \( S_{\text{semi}} \) based on the function:

\[
\hat{S}_{\text{semi}}(\rho, x, t, u) = t - \Delta \tau e^{-2t}
\]

\[+
\sup_{a \in A} \left\{ - \left( 1 - \Delta \tau \sum_{i=1}^{2} \frac{|f_i(x, a)|}{h_i} \right) u(x) - \Delta \tau \sum_{i=1}^{2} \frac{|f_i(x, a)|}{h_i} u(x + s_i(x, a)h_i \bar{e}_i) - \Delta \tau l_c(x, a) \right\} = t - \Delta \tau e^{-2t} - u(x) + \Delta \tau \sup_{a \in A} \left\{ \sum_{i=1}^{2} \left( -f_i(x, a) \frac{u(x) - u(x + s_i(x, a)h_i \bar{e}_i)}{-s_i(x, a)h_i} \right) - l_c(x, a) \right\}.
\]

(5.27)

Remark 45. The function \( t \mapsto S_{\text{semi}}(\rho, x, t, u) \) is obviously nondecreasing. But the representation \( S_{\text{semi}} \) is not always monotonous.

Let us denote now \( a_0 \) the optimal control\(^{20} \) of (5.23). For all \( x \) such that \( a_0 \neq 0 \), let us introduce

\[
\Delta \tau_{\text{opt}} = \left( \sum_{i=1}^{2} \frac{|f_i(x, a_0)|}{h_i} \right)^{-1}.
\]

Remark 46. \( a_0 \) and the optimal \( \Delta \tau_{\text{opt}} \) depend on \( x \).

The reader will easily verify that the scheme \( S_{\text{semi}}(\rho, x, u(x), u) = 0 \) is

\(^{20}\)The \( a \) in \( A \) for which the maximum of (5.23) is reached
monotonous iff \( \Delta \tau \leq \Delta \tau_{opt} \). Let us mention that the larger the “parameter” \( \Delta \tau \), the faster the convergence. When we choose \( \Delta \tau = \Delta \tau_{opt} \), \( S_{semi} \) can be rewritten\(^{21} \):

\[
S_{semi}^{opt}(\rho, x, t, u) = t - \frac{1}{\sum_{j=1}^{N} |f_j(x, a_0)|/h_j} e^{-2t} \left( - \sum_{i=1}^{2} \frac{|f_i(x, a_0)|/h_i}{\sum_{j=1}^{2} |f_j(x, a_0)|/h_j} u(x + s_i h_i \tilde{e}_i) - \frac{1}{\sum_{j=1}^{2} |f_j(x, a_0)|/h_j} l_e(x, a_0). \right)
\]

(5.28)

In summary the representation \( S_{impl} \) is always monotonous, the representation \( S_{semi} \) is monotonous iff \( \Delta \tau \leq \Delta \tau_{opt} \), the representation \( S_{semi}^{opt} \) is always monotonous and it is the most effective monotonous representation of the form \( S_{semi} \).

**Remark 47.** The reader will verify that the numerical method we describe here can be applied to all equations of the form:

\[
G(u(x)) + H(x, \nabla u(x)) = 0,
\]

where \( G \) is a nondecreasing function and \( H \) is a convex Hamiltonian (with respect to \( p \)).

**Stability of our approximation schemes**

Thanks to the monotonicity properties we can apply theorem 3.1 which proves the stability of our new schemes. Here, let us just recall that an approximation scheme is “(uniformly) stable” when it has (uniformly) bounded solutions; (see page 100 for the definition of the stability).

**Remark 48.** By construction \( S_{semi}(\rho, x, u(x), u) = \Delta \tau S_{impl}(\rho, x, u(x), u) \). So the schemes \( S_{semi} \) and \( S_{impl} \) have exactly the same subsolutions, supersolutions and solutions. Therefore, \( S_{semi} \) is (uniformly) stable iff \( S_{impl} \) is (uniformly) stable.

The following proposition ensures the stability of our schemes.

**Proposition 5.2** If there exist \( \delta \) and \( M \) such that \( \forall x \in \Omega, M \geq I(x) \geq \delta > 0 \), then all the hypotheses of theorem 3.1 ((H15), (H16), (H17), (H18), (H19), (H20)) hold. Therefore the schemes \( S_{impl} \) and \( S_{semi} \) are uniformly stable.

\(^{21}a_0 \) does not depend on \( \Delta \tau \).
5.4 A provably convergent numerical method

Proof. See section 5.6 at page 261.

Moreover, let us note that we have also

**Proposition 5.3** If the hypotheses of proposition 5.2 are verified then the hypotheses (H16'), (H19') and (H20') hold.

Proof. See section 5.6 at page 262.

Therefore the schemes $S_{imp}$ and $S_{semi}$ are also stable when starting from a supersolution (see remark R15.3, page 104). This remark is very important because it ensures the convergence of the associated algorithm when starting from a supersolution. In practice we have noticed that the numerical algorithm converges much faster toward the solution of the scheme when we start from a supersolution than when we start from a subsolution.

**Remark 49.** The (uniform) stability of the schemes $S_{imp}$ and $S_{semi}$ does not require regularity of the brightness image $I$.

**Convergence toward the viscosity solutions**

In the previous section we have proved that the schemes $S_{imp}$ and $S_{semi}$ are uniformly stable. That is to say, for all fixed mesh size $\rho$, the schemes have solutions (i.e. there exists a function $u$ s.t. $\forall x \in \Omega$, $S(\rho, x, u(x), u) = 0$) and all the solutions are bounded independently of $\rho$. In this section we prove furthermore that the solutions of these schemes converge toward the unique (discontinuous) viscosity solution of the considered equation ((5.15) or (5.19)), when the size of the mesh $\rho$ vanishes.

First, by using proposition 3.4 (at page 115), the schemes $S_{imp}$ and $S_{semi}$ are consistent (following Barles and Souganidis's definition [9]; see definition 3.5 at page 112) as soon as $f_c$ and $l_c$ are continuous on $A \times \overline{\Omega}$ and Lipschitz continuous with respect to $x \in \overline{\Omega}$ and $l_c$ is bounded. More precisely, it is consistent as soon as the brightness image $I$ is Lipschitz continuous (the expressions of $f_c$ and $l_c$ are detailed on page 214).

Now let us assume that $\Omega$ is bounded, that the brightness image $I$ is Lipschitz continuous (hence upper bounded) and that there exists $\delta$ such that $\forall x \in \overline{\Omega}, I(x) \geq \delta > 0$, then by proposition 5.2, the schemes $S_{imp}$ and $S_{semi}$ are uniformly stable. By construction, these schemes are monotonous. Moreover
we have just seen that they are consistent with the SFS equations (5.15) and (5.19). Finally, in section 5.3 we have proved that the strong uniqueness property holds on $\Omega$. Therefore, we can apply theorem 3.3 (given at the page 113), we remind here:

**Theorem 3.3 (Convergence toward the viscosity solution)**

Let $S$ be a monotonous, uniformly stable and consistent\(^{22}\) approximation scheme. Let us suppose that the strong uniqueness property is verified on a subset $D$ of $\overline{\Omega}$. Then the solutions of the scheme $S$ converge on $D$ toward the viscosity solution of the considered equation when $\rho \to 0$.

The solutions of the schemes $S_{\text{imp}}$ and $S_{\text{semi}}$ hence converge on $\Omega$ toward the unique viscosity solution of considered equation ((5.15) or (5.19)) when the mesh size vanishes.

**Remark 50.** It is worth noting that this result (theorem 3.3) also proves the existence of the viscosity solution of equation (5.15). More precisely, this theorem shows that, when the mesh size vanishes, the solutions of our schemes converge toward a function which is a (discontinuous) viscosity solution of equation (5.15) (equation with Dirichlet Boundary Conditions). Similarly combining section 5.4.2 with theorem 3.3 allows to prove the existence of a (discontinuous) viscosity solution of equation (5.19) (equation with state constraints).

### 5.4.4 A numerical algorithm

Let \( \rho \) be a canonical mesh.

We now describe an algorithm that computes an approximation of the solutions of the scheme (5.27) for all $\rho > 0$. We also prove its convergence. It is important to keep in mind that the approximations computed by our algorithm converge toward solutions of the scheme but not toward the viscosity solution.

For a fixed $\rho > 0$, let us denote

- $x_k = (k_1h_1, k_2h_2)$ for $k$ in $\mathbb{Z}^2$, $x_{ij} = (ih_1, jh_2)$ for $i, j \in \mathbb{Z}$,
- $Q := \{k \in \mathbb{Z}^2$ such that $x_k \in \overline{\Omega}\}$.

We call “pixel” a point $x_k$ in $\overline{\Omega}$. Since $\overline{\Omega}$ is bounded; therefore the number of pixels is finite. The following algorithm computes for all $k \in Q$ a sequence of approximations $U^n_k$ of $u(x_k)$:

\(^{22}\)Consistent with the considered equation.
Algorithm 5.1

1. Initialisation \( (n = 0) \):

\[
\forall k \in Q, \quad U^n_k = u_0(x_k),
\]

where \( u_0 \) is a subsolution or a supersolution of the considered scheme.

2. Choice of a pixel \( x_k \) and modification (step \( n + 1 \)) of \( U^n_k \):

Choose

\[
U^{n+1} = \sup \{ V = (V_l)_{l \in Q} \text{ such that } \forall l \neq k, \quad V_l = U^n_l \text{ and } S(p, x_k, V_k, V) = 0 \}.
\]

In other words, we choose \( U^{n+1} \) such that

\[
\begin{cases}
U^{n+1}_l = U^n_l & \text{ if } l \neq k, \\
U^{n+1}_k = \max \{ t \mid S(p, x_k, t, U^n) = 0 \}.
\end{cases}
\]

3. Choose the next pixel \( x_k \) in such a way that all pixels are regularly visited and go back to 2.

This algorithm is exactly the same as algorithm 3.1 described at page 119. Therefore all the remarks of sections 3.1.5 and 3.2 about paths and speed of convergence still hold for this new method (the schemes described in the previous section are monotonous schemes of the form \( S(p, x, u^p(x), u^p) = 0 \)). For example, in practice, for an optimal velocity, we should start from a supersolution. Also, since all the hypotheses of theorem 3.1 (as well as the equivalent hypotheses adapted to supersolutions) hold for our two representations \( S_{imp} \) and \( S_{semi} \), theorem 3.5 ensures that the approximations converge toward the solutions of our new schemes. Moreover, let us remind that, when the intensity image is discontinuous, the viscosity solutions theory does not apply yet, but we can prove that the numerical approximation computed by our algorithms converge.

Details of the step 2 for the semi-implicit algorithm

Step 2 requires two stages. We suppose that we work with pixel \( x_{ij} \) and for simplicity we drop with upper index \( n \), i.e. write \( U_{ij} \) instead of \( U^n_{ij} \).

1. First we need to compute:

\[
M = \sup_{a \in A} \left\{ -f_c(x_{ij}, a) \cdot P^{s_1(x_{ij}, a), s_2(x_{ij}, a)} - l_c(x_{ij}, a) \right\},
\]

with

\[
P^{s_1, s_2}_{U, i, j} = \begin{pmatrix}
\frac{U_{i,j} - U_{i+1,j}}{-s_1 \Delta x_{11}} \\
\frac{U_{i,j} - U_{i,j+1}}{-s_2 \Delta x_{12}} \\
\frac{U_{i,j} - U_{i+1,j+1}}{s_1 \Delta x_{21}}
\end{pmatrix},
\]

where \( \Delta x_{ij} = (x_{i+1,j} - x_{ij}) \).
and where \( s_i(x,a) \) is the sign of \( f_i(x,a) \). To this end, we divide the set \( A \) into four subsets \( A_{s_1,s_2} = \{ a \in A \mid (s_1(x_{ij}, a), s_2(x_{ij}, a)) = (s_1, s_2) \} \), \( s_1, s_2 \in \{ \pm 1 \} \)

\[
A = \bigcup_{s_1, s_2 = \pm 1} A_{s_1, s_2}
\]

and we compute the optimal control \( a_0^{s_1, s_2} \) for each subset:

\[
a_0^{s_1, s_2} = \arg \sup_{a \in A_{s_1, s_2}} \left\{ -f_c(x_{ij}, a) \cdot P^{s_1, s_2}_{U, i, j} - l_c(x_{ij}, a) \right\}.
\]

This must be done carefully. In particular, we must separate the cases where \( a_0^{s_1, s_2} \) verifies \( f_i(x_{ij}, a_0^{s_1, s_2}) = 0 \) for some \( i \in \{1, 2\} \) (i.e. \( a_0^{s_1, s_2} \in \partial A_{s_1, s_2} \)) and the cases where \( a_0^{s_1, s_2} \in \text{Int} A_{s_1, s_2} \). To simplify this step, we use convexity arguments and differential calculus.

Moreover, if we write

\[
M_{s_1, s_2} = -f_c(x_{ij}, a_0^{s_1, s_2}) \cdot P^{s_1, s_2}_{U, i, j} - l_c(x_{ij}, a_0^{s_1, s_2}),
\]

it follows that \( M = \max_{s_1, s_2 \in \{ \pm 1 \}} M_{s_1, s_2} \).

**Remark 51.** Various simple tricks (for example based on the fact that the intersection \( \cap_{s_1, s_2 \in \{ \pm 1 \}} A_{s_1, s_2} \) is not empty) allow to decrease the computational complexity of this step, but because of space we do not detail them here. The interested reader will most probably discover very easily most of them.

2. Second, we need to solve with respect to \( t \) the equation

\[
t - \Delta \tau e^{-2t} + c = 0,
\]

where \( c \) is the constant coefficient:

\[
c = -U_{i, j} + \Delta \tau \sup_{a \in A} \left\{ -f_c(x_{ij}, a) \cdot P^{s_1, s_2}_{U, i, j} - l_c(x_{ij}, a) \right\}
\]

\[
= -U_{i, j} - \Delta \tau \cdot f_c(x_{ij}, a_0) \cdot P^{s_1, s_2}_{U, i, j} - \Delta \tau \cdot l_c(x_{ij}, a_0)
\]

(5.30)

which is also equal to

\[
c = -\Delta \tau \text{opt} \left[ f_c(x_{ij}, a_0) \cdot Q^{s_1, s_2}_{U, i, j} + l_c(x_{ij}, a_0) \right]
\]

with \( Q^{s_1, s_2}_{U, i, j} = (s_1 U_{i+s_1, j}/\Delta x_1, s_2 U_{i+j+s_2}/\Delta x_2) \), when \( \Delta \tau = \Delta \tau \text{opt} \).

For solving equation (5.29), we use Newton’s method. This method can be easily improved by using some acceleration technique (see for example [15]). Let \( g : \mathbb{R} \to \mathbb{R} \) be the \( C^\infty \) function defined by

\[
g(t) = t - \Delta \tau e^{-2t} + c
\]
and let \((t^k)_{k \in \mathbb{N}}\) be the sequence defined by:

\[
\begin{align*}
t^0 &= U_{i,j}, \\
t^{k+1} &= t^k - \frac{g(t^k)}{g'(t^k)}.
\end{align*}
\] (5.32)

**Proposition 5.4** For all \(\Delta \tau > 0\) and \(c\) in \(\mathbb{R}\), equation (5.29) has a unique solution \(\bar{t}\). Also, the sequence designed by (5.32) converges toward this solution.

**Proof.** \(g\) is continuous, \(\lim_{t \to -\infty} g(t) = -\infty\) and \(\lim_{t \to +\infty} g(t) = +\infty\). So equation (5.29) has always a solution. For all \(t\) in \(\mathbb{R}\), we have

\[
g'(t) = 1 + 2\Delta \tau e^{-2t} > 1.
\] (5.33)

\(g\) is therefore strictly increasing and the solution of (5.29) is unique. Let us denote \(\bar{t}\) this solution.

**Lemma 5.1** \(\forall k > 1\), \(t^k \leq t^{k+1} \leq \bar{t}\).

By lemma 5.1, \((t^k)_{k \geq 1}\) is an increasing and bounded sequence, hence convergent. By continuity of \(h : r \mapsto r - \frac{g(t)}{g'(t)}\) the limit of \((t^k)_{k \geq 1}\) is a fixed point of \(h\), so it is equal to \(\bar{t}\).

**Proof of Lemma 5.1.** First let us assume that \(t^1 \leq \bar{t}\).

Proof by recursion:

(a) \(t^1 \leq \bar{t}\).

(b) let us assume that \(t^k \leq \bar{t}\). Since \(g\) is a nondecreasing function we have \(g(t^k) \leq 0\). By (5.33), \(-\frac{g(t^k)}{g'(t^k)} \geq 0\). Therefore \(t^{k+1} \geq t^k\).

Graphically, \((t^{k+1}, 0)\) is on the tangent to the graph of \(g\) at \((t^k, g(t^k))\). Since \(g\) is strictly concave\(^2\) and \((t^{k+1}, 0)\) is above the graph of \(g\) and so above \((t^{k+1}, g(t^{k+1}))\). Hence \(g(t^{k+1}) \leq 0\) and therefore \(t^{k+1} \leq \bar{t}\) (because \(g\) is strictly increasing).

In short: \(t^k \leq t^{k+1} \leq \bar{t}\).

The proof that \(t^1 \leq \bar{t}\) is based on the same ideas. \(\square\)

\(\square\)

\(^2\) \(g''(t) = -4\Delta \tau e^{-2t} < 0\).
Examples of supersolutions of our schemes

In this section, we describe two examples of supersolutions of the schemes presented in section 5.4.3.
Let us recall that the implicit scheme (5.25) and the semi-implicit scheme (5.27) (and of course (5.28)) have exactly the same solutions, subsolutions and supersolutions.
We have the

**Proposition 5.5** The constant function \( u_0 : \Omega \rightarrow \mathbb{R} \) defined by

\[
u_0(x) = -\frac{1}{2} \ln \left( \delta \, r^2 \right)
\]

where \( \delta = \min(I(x)) > 0 \), and the function \( v_0 : \Omega \rightarrow \mathbb{R} \) defined by

\[
v_0(x) = -\frac{1}{2} \ln \left( I(x) \, r^2 \right) = -\left( \frac{1}{2} \ln I(x) + \ln r \right)
\]

are two supersolutions of the implicit scheme (5.25).

**Proof.** Let us consider the case of \( v_0 \). For all \( x \in \Omega \), we have

\[
\tilde{S}_{\text{impl}}(\rho, x, v_0(x), v_0) = -e^{-2 \, v_0(x)} + \sup_{a \in A} \left\{ \sum_{i=1}^{n} \left(-f_i(x, a)\frac{v_0(x) - v_0(x + s_i(x, a)h_i \vec{e}_i)}{-s_i(x, a)h_i} - l_c(x, a) \right) \right\},
\]

where \( A = \overline{B}(0,1) \). Since \( 0 \in A \), \( f(x,0) = 0 \) and \( l(x,0) = -I(x) \, r^2 \), we have

\[
\tilde{S}_{\text{impl}}(\rho, x, v_0(x), v_0) \geq -e^{-2 \, v_0(x)} + I(x) \, r^2 = 0.
\]

So \( v_0 \) is a supersolution of the scheme (5.25).
In the same way, we prove that \( u_0 \) is a supersolution of the scheme (5.25). \( \square \)

### 5.5 Experimental results

Let us emphasize that in all the experiments that follow, we have only imposed state constraints on the boundary of the images \( \partial \Omega \). In particular, we do not have imposed Dirichlet boundary conditions on \( \partial \Omega \). Of course, we have not imposed Dirichlet boundary conditions at the singular points. Let us recall that in our framework, the notion of singular points does not make sense anymore! In other words, in these experiments we have not used any boundary data.
5.5 Experimental results

We have implemented the algorithm associated with the optimal semi-implicit approximation scheme. The reader familiar with the numerical methods presented in chapter 3 will easily see that the implementation of this new semi-implicit algorithm is almost a direct extension of the implementation of the “generic” semi-implicit algorithm described in chapter 3. We only have to implement Newton’s method detailed in subsection 5.4.4 in order to solve equation (5.29) and we need to slightly change the update step... We have not implemented yet the algorithm associated to the implicit scheme. Since our new semi-implicit algorithm is iterative, to start the process we need an initial surface $U_0$. Of course, as usual, the choice of this initial surface is very important. As we show in section 5.4.4, starting from a supersolution ensures the convergence of the computed numerical approximations toward the solution of the associated scheme. In section 5.4.4, we have given two examples of supersolutions: the constant function

$$u_0(x) = -\frac{1}{2} \ln (\delta f^2),$$

where $\delta = \min(I(x)) > 0$, and the function

$$v_0(x) = -\left(\frac{1}{2} \ln I(x) + \ln f\right).$$

Figure 5.4 displays the supersolution $v_0$ associated to image of the classical Mozart’s face \(^2^4\). We have tested our algorithm with the two supersolutions. As the theory predicts, in both cases, we obtain the same numerical solutions (i.e. two extremely close solutions, with the same order of errors; the difference between the surfaces is invisible). But the number of iterations required for obtaining the convergence is very different. Indeed, starting from the supersolution $v_0$ is significantly faster than starting from the constant supersolution.

\(^2^4\)See Zhang et al. [172] (Computer Vision Lab. of the university of Central Florida).
u_0. On average, if we start from u_0, the convergence is reached after around 500 iterations, when if we start from v_0, less than 60 iterations are sufficient (the number of iterations is reduced by one order of magnitude). This result could be easily anticipated since the supersolution v_0 is very much closer to the solution than the supersolution u_0, as Figure 5.4 shows. Figures 5.10 and 5.11 illustrate the difference of the evolutions in the two cases: when the algorithm starts from u_0 and when it starts from v_0. In other respects, let us note that exactly as for the algorithms presented in Chapter 3, it is clear that the implicit version of this algorithm will allow to reduce again the number of iterations by one order of magnitude (on average, the implicit algorithm should converge in less than 10 iterations). In the results displayed in the sequel, n corresponds to the number of iterations. Our algorithms being iterative, they also require a stopping criterion. We choose to stop the iterations when the difference between the successive reconstructions is negligible. In practice, we have fixed a thresholds of \( s = 10^{-10} \) and we stop the process when

\[
\frac{1}{NM} \sum_{i,j} |U^{k+1}(i,j) - U^{k}(i,j)| \leq s,
\]

where NM is the number of pixels.

Let us also note the very high efficiency of Newton's method (summarized by equation (5.32) of section 5.4.4) for solving the equation (5.29). On average, the numerical solution of equation (5.29) is computed in 5 iterations; our stopping criteria is \( |t^{k+1} - t^{k}| \leq 10^{-20} \).

### 5.5.1 Experiments with synthetic images

We have tested our semi-implicit algorithm on several synthetic images provided by various types of surfaces. In such tests, we can compare the reconstructed surfaces with the groundtruth. In all the examples, the errors noted \( \varepsilon_1, \varepsilon_2 \) and \( \varepsilon_\infty \) are the mean absolute errors between the reference and reconstructed surfaces measured according to the \( L_1, L_2 \) and \( L_\infty \) norms, respectively. They are measured with the logarithm of the depth modulation in the coordinate system of the camera, i.e. the approximations of the solution \( v \) of equation (5.12). Let us remind that the parameter \( f \) corresponds to the focal length.

**Experiments on various synthetic images**

In this first series of results, we show the original object (i.e. the groundtruth) from two points of view (in a and b), the input image obtained from the original object (in c), the reconstructed surface from the same two points of view as the original object (in d and e). In f), we display the superposition of
the reconstructed surface and the original object in the same point of view as e)
. The groundtruth is always displayed in blue and the color of the reconstructed
solution is gold (this holds for all the experiments with synthetic images). Let
us recall that one of the most significant improvements of our method is that it
can recover surfaces containing several local mimima (and maxima) without
any additional data\textsuperscript{25}.

We have first tested our algorithm with images synthetized from such sur-
faces: in particular the “hills surface” displayed in Figure 5.5-ab) and the field
of bumps displayed in figure 5.6-ab). The second rows of these figures show
the surfaces returned by our algorithm (starting from the supersolution $v_0$) af-
ter convergence. The results are visually excellent and the computed errors
$\varepsilon_1, \varepsilon_2, \varepsilon_\infty$ are very small. Let us emphasize that these solutions have been com-
puted without any boundary data and that in this case, none of the classical
propagation/PDE's methods (\textsuperscript{[67, 134, 47, 80, 81, 123, 124]} among others can
return a satisfying solution. At this stage, let us remind the reader that to be
able to recover the original surface, this surface must verify the state constraints
(described in section 5.3.2, page 210) on the boundary of the image. The hills
surface and the field of bumps verify this constraint. In particular, the example
of the hills surface shows how weak this constraint is.

The classical Mozart's face associated to the paper by Zhang et al. \textsuperscript{[172]} (Com-
puter Vision Lab. of the university of Central Florida) is today an unavoidable
test. We have also applied our algorithm to this surface, see Figure 5.7. In \textsuperscript{[124]}
we needed to fix the height of the singular point on the nose for obtaining a
relatively satisfying solution. Here we do not need this information. Note that
the reconstruction errors of Mozart's face are mainly located in the part of the
image corresponding to the background of the scene. These errors are due to
the large discontinuity of the groundtruth along the apparent contours of the
face. Indeed, since we compute some approximations of the viscosity solution
which is continuous (due to the strong uniqueness), we are not able to recover
discontinuous surfaces. Let us note that the theory we have developped as-
sumes that the intensity image is continuous. Also, the surfaces and the images
of Figure 5.5 and Figure 5.6 are continuous and smooth.

In order to test the ability of our algorithm to deal with discontinuous images
we have applied it to synthetic images generated by shapes containing edges.
First, we use a surface containing (decreasing and increasing) edges such that
all its maxima\textsuperscript{26} are smooth, see Figure 5.8. In this case, the reconstruction
is perfect. Second, we use a more complex surface containing (decreasing and
increasing) edges with nonsmooth (local and global) maxima\textsuperscript{26}, see Figure 5.9.

\textsuperscript{25} We only use the image.

\textsuperscript{26} More precisely, we should consider the local minima of the depth modulation. The minima
of depth modulation are approximately the maxima of the visualized surface.
Table 5.1: Evolution of the errors associated to Figure 5.10: (Mozart’s face) with the number of iterations, starting from the supersolution $u_0$.

In this second case, the reconstructed surface is satisfying but not perfect. The size of the images of the hills, of the field of bumps, of the Mozart’s face and of surfaces containing edges are respectively: $300 \times 300$, $400 \times 400$, $250 \times 250$, $250 \times 250$, $250 \times 250$.

**Robustness of our method**

The second part of the experiments is aimed at demonstrating the robustness of our method to various errors on the parameters. For these tests, we have used Mozart’s face image.

In the series of figures associated to these experiments (Figures 5.13, 5.14, 5.15, 5.16, 5.17), we show:

- in the first row, the reconstruction obtained without noise and with the exact input parameters, as a reference;
- in the other rows, some reconstructions obtained with corrupted images and/or with errors on some parameters;
- in the first column, the input images when they have been corrupted;
- in the second and third column, the reconstructed surfaces from two points of view.
Figure 5.5: Example of results for an image of a surface with several local minima: the “hill surface”.

a) and b) original surface (groundtruth);
c) image obtained from the original surface a): \( f = 20 \, \text{mm}, \text{size} = 300 \times 300 \);
d) and e) surface reconstructed from the image c): \( n \approx 65, \varepsilon_1 \approx 0.00152397, \varepsilon_2 \approx 0.0019405, \varepsilon_\infty \approx 0.00655214 \);
f) superposition of the original surface (groundtruth) with the reconstructed surface (displayed in d) and e)).
a) and b) original surface (groundtruth);
c) image obtained from the original surface a): \( f = 23 \text{mm}, \text{size} = 400 \times 400; \)
d) and e) surface reconstructed from the image c): \( n \approx 70, \varepsilon_1 \approx 0.00136196, \varepsilon_2 \approx 0.00170217, \varepsilon_\infty \approx 0.00579273; \)
f) superposition of the original surface (groundtruth) with the reconstructed surface (displayed in d) and e)).

Figure 5.6: Example of results for the “field of bumps” image.
5.5 Experimental results

a) and b) original surface;
c) image obtained from the original surface a): \( f = 25 \text{ mm}, \text{ size} = 250 \times 250; \)
d) and e) surface reconstructed from the image c): \( n \approx 50, \varepsilon_1 \approx 0.0201287, \varepsilon_2 \approx 0.0332239, \varepsilon_{\infty} \approx 0.109705; \)
f) superposition of the original surface (groundtruth) with the reconstructed surface (displayed in d) and e).

Figure 5.7: Result for the image of Mozart's face.
a) and b) original surface;
c) image obtained from the original surface a):  \( f = 23 \text{mm} \), size= 250 \( \times \) 250;
d) and e) surface reconstructed from the image c):  \( n \approx 60, \varepsilon_1 \approx 0.00098814, \varepsilon_2 \approx 0.00139067, \varepsilon_{\infty} \approx 0.0094318 \);
f) superposition of the original surface (groundtruth) with the reconstructed surface (displayed in d) and e)).

Figure 5.8: Result for an image containing discontinuities.
5.5 Experimental results

a) and b) original surface (groundtruth);
c) image obtained from the original surface a): $f = 23 mm$, size $= 250 \times 250$;
d) and e) surface reconstructed from the image c): $n \approx 85$, $\varepsilon_1 \approx 0.00356152$, $\varepsilon_2 \approx 0.00407986$, $\varepsilon_\infty \approx 0.0265672$;
f) superposition of the original surface (groundtruth) with the reconstructed surface (displayed in d) and e)).

Figure 5.9: Results for another image containing discontinuities.
Figure 5.10: Evolution of the reconstructed surface for the image of Mozart’s face, starting from the supersolution $u_0$ (for errors, see Table 5.1).
5.5 Experimental results

Figure 5.11: Evolution of the reconstructed surface for the image of Mozart’s face, starting from the supersolution $v_0$ (for errors, see Table 5.2).
<table>
<thead>
<tr>
<th>iteration (n)</th>
<th>$\varepsilon_1$ error</th>
<th>$\varepsilon_2$ error</th>
<th>$\varepsilon_{\infty}$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0302943</td>
<td>0.0460551</td>
<td>0.180416</td>
</tr>
<tr>
<td>2</td>
<td>0.0220833</td>
<td>0.0312264</td>
<td>0.137289</td>
</tr>
<tr>
<td>4</td>
<td>0.0158622</td>
<td>0.0215666</td>
<td>0.124512</td>
</tr>
<tr>
<td>6</td>
<td>0.0133733</td>
<td>0.0177039</td>
<td>0.120779</td>
</tr>
<tr>
<td>10</td>
<td>0.0126053</td>
<td>0.0183098</td>
<td>0.111928</td>
</tr>
<tr>
<td>15</td>
<td>0.0133472</td>
<td>0.0213313</td>
<td>0.106305</td>
</tr>
<tr>
<td>20</td>
<td>0.0147987</td>
<td>0.0247051</td>
<td>0.108798</td>
</tr>
<tr>
<td>25</td>
<td>0.0165059</td>
<td>0.0277196</td>
<td>0.109686</td>
</tr>
<tr>
<td>30</td>
<td>0.0174543</td>
<td>0.0292335</td>
<td>0.109704</td>
</tr>
<tr>
<td>35</td>
<td>0.0185734</td>
<td>0.0309366</td>
<td>0.109705</td>
</tr>
<tr>
<td>40</td>
<td>0.0188836</td>
<td>0.0313961</td>
<td>0.109705</td>
</tr>
<tr>
<td>50</td>
<td>0.0201287</td>
<td>0.0332239</td>
<td>0.109705</td>
</tr>
<tr>
<td>60</td>
<td>0.0206475</td>
<td>0.0339851</td>
<td>0.109705</td>
</tr>
<tr>
<td>70</td>
<td>0.0208931</td>
<td>0.0343325</td>
<td>0.109705</td>
</tr>
<tr>
<td>80</td>
<td>0.0209713</td>
<td>0.0344363</td>
<td>0.109705</td>
</tr>
</tbody>
</table>

Table 5.2: Evolution of the errors associated to Figure 5.11: (Mozart's face) with the number of iterations, starting from the supersolution $v_0$. 
Figure 5.12: Evolution of the reconstructed surface from the image of the “field of bumps”, starting from the supersolution $v_0$ (for errors, see Table 5.3).
Table 5.3: Evolution of the errors associated to Figure 5.12: ("field of bumps") with the number of iterations, starting from the supersolution $v_0$.

- in the last column, the superpositions of the reconstructed surface with the groundtruth.

We show the stability of our method with respect to five types of errors:

1. **image intensity errors due to noise.** Uniformly distributed white noise has been added to all pixels of the input images and the corresponding reconstructed surfaces are shown, see Figure 5.13. The Signal to Noise Ratio (SNR) is equal to 10.63, 5.32 and 2.65 in images Fig.5.13-e), Fig.5.13-i), and Fig.5.13-m), respectively. As seen from this figure, our algorithm is quite robust to intensity noise.

2. **gamma factor.** Most of the usual image acquisition devices do not have a linear intensity response. The actual response is usually well approximated by a power law, whose exponent is the gamma factor. If $\gamma = 1$ the response is linear. Typical values of $\gamma$ range between 0.5 and 2.5. Figure 5.14 shows the reconstruction results when the algorithm is run on the original image raised to the power 0.5 and 2. The result corresponding to $\gamma = 0.5$ is flatter than the real surface whereas the form of the surface

<table>
<thead>
<tr>
<th>iteration (n)</th>
<th>$\varepsilon_1$ error</th>
<th>$\varepsilon_2$ error</th>
<th>$\varepsilon_\infty$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00134159</td>
<td>0.00167079</td>
<td>0.00474082</td>
</tr>
<tr>
<td>2</td>
<td>0.042826</td>
<td>0.0488785</td>
<td>0.117484</td>
</tr>
<tr>
<td>4</td>
<td>0.0276274</td>
<td>0.033543</td>
<td>0.10354</td>
</tr>
<tr>
<td>8</td>
<td>0.0147751</td>
<td>0.0197772</td>
<td>0.0751836</td>
</tr>
<tr>
<td>16</td>
<td>0.00667883</td>
<td>0.0105963</td>
<td>0.0485785</td>
</tr>
<tr>
<td>24</td>
<td>0.0039321</td>
<td>0.00657979</td>
<td>0.0332412</td>
</tr>
<tr>
<td>32</td>
<td>0.00273465</td>
<td>0.00440412</td>
<td>0.0225997</td>
</tr>
<tr>
<td>40</td>
<td>0.00205176</td>
<td>0.00310148</td>
<td>0.0152853</td>
</tr>
<tr>
<td>50</td>
<td>0.00160707</td>
<td>0.0022596</td>
<td>0.0116531</td>
</tr>
<tr>
<td>60</td>
<td>0.00142766</td>
<td>0.00185324</td>
<td>0.0087063</td>
</tr>
<tr>
<td>70</td>
<td>0.00136196</td>
<td>0.00170217</td>
<td>0.00579273</td>
</tr>
<tr>
<td>80</td>
<td>0.00134347</td>
<td>0.00167312</td>
<td>0.00474082</td>
</tr>
<tr>
<td>90</td>
<td>0.00134163</td>
<td>0.00167086</td>
<td>0.00474082</td>
</tr>
<tr>
<td>100</td>
<td>0.00134159</td>
<td>0.00167079</td>
<td>0.00474082</td>
</tr>
</tbody>
</table>
reconstructed with $\gamma = 2$ if amplified. Let us note that even if quantitatively the numerical errors are important (due to the global and large deformation of the surface), these results are qualitatively very good.

3. **Errors made on the parameters of the imaging system, on the calibration of the intensity of the light source and on the albedo of the surface.** As explained in section 5.1, these parameters are contained in the constant coefficient $\sigma_2$ of equation (5.6)

$$E_i = \sigma_2 \frac{\cos \theta_i}{r^2}.$$ 

Thus, for simulating errors on these parameters we distort the image by a linear transformation.

From the theoretical point of view, if we make an error on the $\sigma_2$ parameter, the input image is therefore $I_\lambda = \lambda I$ instead of $I$ (where $\lambda = \frac{\sigma_2}{\sigma_2'} > 0$ and where $\sigma_2'$ is the distorted parameter). Also, the algorithms compute some approximations of the solution of equation

$$-u(x)^{-2} + I_\lambda(x) r^2 \frac{\sqrt{[r^2|\nabla u(x)|^2 + (\nabla u(x) \cdot x)^2] / Q(x)^2 + u(x)^2}}{u(x)} = 0$$

(5.34)

instead of equation (5.11).

Let $u$ the viscosity solution of (5.11) (with state constraints). Clearly, $u$ is the solution of equation (with state constraints)

$$-\lambda u(x)^{-2} + \lambda I r^2 \frac{\sqrt{[r^2|\nabla u(x)|^2 + (\nabla u(x) \cdot x)^2] / Q(x)^2 + \left(\frac{u(x)}{\sqrt{\lambda}}\right)^2}}{\frac{u(x)}{\sqrt{\lambda}}} = 0;$$

so it is the solution of equation (with state constraints)

$$-\left(\frac{u(x)}{\sqrt{\lambda}}\right)^{-2} + I_\lambda r^2 \frac{\sqrt{[r^2|\nabla u(x)|^2 + (\nabla u(x) \cdot x)^2] / Q(x)^2 + \left(\frac{u(x)}{\sqrt{\lambda}}\right)^2}}{\frac{u(x)}{\sqrt{\lambda}}} = 0.$$  

By proposition 2.1 (change of unknown), $u_\lambda = \frac{u(x)}{\sqrt{\lambda}}$ is the viscosity solution of equation$^{27}$ (5.34). In other words, errors on the $\sigma_2$ parameter just involve changes of scale.

In practice, the experiments confirm this theoretical remark. Figure 5.15 shows two examples of reconstructions with such distortions. The intensities $I_\lambda$ of the images Fig.5.15-e) and Fig.5.15-i) correspond to $1.2I$ and $0.8I$, where $I$ is the intensity of the original image Fig.5.15-a). Of course, due to these changes of scale, the absolute errors $\varepsilon_1$, $\varepsilon_2$, $\varepsilon_\infty$.

$^{27}$With state constraints.
Table 5.4: Errors associated to Figure 5.13 for the noisy images of Mozart’s face.

4. incorrect estimation of the focal length \( f \) of the camera. We show in Figure 5.16 that errors of 10mm (40\%) on the focal length parameter \( f \) do not affect much the reconstructed surface. The image used in these experiments is the image Fig.5.7-c). The focal length used for synthetizing this image is \( f = 25\text{mm} \). The last two rows of Figure 5.16, show the reconstructions for \( f_\varepsilon = 15\text{mm} \) and \( f_\varepsilon = 35\text{mm} \).

5. modeling errors. In practice with real images, the light source is never located exactly at the optical center. For example when we use a camera equipped with a flash (situation corresponding quite nicely to the modeling hypotheses), the light source is generally located at several centimeters from the optical center. Note nevertheless that the distance between the flash and the optical center is usually inferior to 10cm. For testing the robustness of our method to this kind of errors, we have synthetized a series of images of Mozart’s face with the light source located at 10cm and 20cm, above, under, to the right and to the left of the optical center, see Figure 5.18. In Figures 5.19 and 5.20, we show the reconstructions obtained from these images. In Fig.5.19 we display the reconstructed surfaces from a frontal point of view; in Fig.5.20 we display the same surfaces from the side. As the reader can see, in all cases, the reconstructed surfaces are very good when the the light source is located at 10 cm. When the light source is located at 20 cm, the distortions are more important, but the results are still quite good. In Figures 5.18, 5.19 and 5.20 \( P_L \) is the position of the light source in the coordinate system of the scene. Let us recall that the optical center is located at \( O = (0, 0, 0) \).

In Figure 5.17, we display the results for some images of Mozart’s face corrupted by pixel noise, gamma corrections, albedo errors, and obtained with the wrong focal length \( f \). In addition to the accumulation effect, let us note that the errors imposed are quite important. Surprisingly, the algorithm produces relatively satisfying results given the large difference between the original image and the input images.
a) original image; b) and c) surface reconstructed from image a);
e) noisy image with a $SNR = 10.63$; f) and g) surface reconstructed from image e);
i) noisy image with a $SNR = 5.32$; j) and k) surface reconstructed from image i);
m) noisy image with a $SNR = 2.65$; n) and o) surface reconstructed from image m);
In the last column, we display the superpositions of the reconstructed surfaces with the ground truth.
For errors, see Table 5.4.

Figure 5.13: Results for the noisy images of Mozart’s face.
Chapter 5: Toward more realistic modelizations.
Shape from Shading: a well-posed problem?

a) original image; b) and c) surface reconstructed from image a);
e) image distorted with $\gamma = 0.5$ ($I_e = \sqrt{I}$);
f) and g) surface reconstructed from image e): $n \simeq 45$, $\varepsilon_1 \simeq 0.0559719$, $\varepsilon_2 \simeq 0.0568014$, $\varepsilon_\infty \simeq 0.079711$;
i) image distorted with $\gamma = 2$ ($I_e = I^2$);
j) and k) surface reconstructed from image i): $n \simeq 50$, $\varepsilon_1 \simeq 0.126682$, $\varepsilon_2 \simeq 0.146416$, $\varepsilon_\infty \simeq 3.60861$;

In the last column, we display the superpositions of the reconstructed surfaces with the groundtruth.

Figure 5.14: Results for the images of Mozart face distorted by *gamma distortions* $\gamma = 0.5$ and $\gamma = 2$, i.e. instead of the real image $I$ we used $\sqrt{I}$ and $I^2$. 
5.5 Experimental results

![Images of Mozart's face](image)

a) original image;  
b) and c) surface reconstructed from image a) with the correct constant coefficient $\sigma$;

e) distorted image $I_\varepsilon = 1.2I$;  
f) and g) surface reconstructed from image e);

$n \approx 40$, $\varepsilon_1 \approx 0.0719292$, $\varepsilon_2 \approx 0.077584$, $\varepsilon_\infty \approx 0.668079$;

i) distorted image $I_\varepsilon = 0.8I$;  
j) and k) surface reconstructed from image i);

$n \approx 50$, $\varepsilon_1 \approx 0.130974$, $\varepsilon_2 \approx 0.134119$, $\varepsilon_\infty \approx 0.46533$

In the last column, we display the superpositions of the reconstructed surfaces with the groundtruth.

Figure 5.15: Results for the images of Mozart’s face distorted by some intensity scaling corresponding to a distortion of the constant coefficient $\sigma$ (this contains the albedo distortion).
a) and b) surface reconstructed from image Fig.5.7-c) with the correct focal length parameter $f = 25\text{mm}$;
$n \approx 54, \varepsilon_1 \approx 0.0213, \varepsilon_2 \approx 0.0350, \varepsilon_\infty \approx 0.577$;
c) and d) surface reconstructed from image Fig.5.7-c) with the distorted focal length parameter $f_\varepsilon = 15\text{mm}$;
$n \approx 45, \varepsilon_1 \approx 0.507348, \varepsilon_2 \approx 0.507873, \varepsilon_\infty \approx 1.22922$;
e) and f) surface reconstructed from image Fig.5.7-c) with the distorted focal length parameter $f_\varepsilon = 35\text{mm}$;
$n \approx 60, \varepsilon_1 \approx 0.369157, \varepsilon_2 \approx 0.370821, \varepsilon_\infty \approx 0.457924$;
In the last column, we display the superposition of the reconstructed surface with the groundtruth.

Figure 5.16: Results obtained from Mozart’s face image with 
*distorted focal length parameter* $f$. 
5.5 Experimental results

Figure 5.17: Results for the image of Mozart's face distorted by pixel noise, by gamma $\gamma$ distortions, by albedo $\sigma$ errors, and with a wrong focal length $f$. 

a) original image;  
b) to d) surface reconstructed from image a) with all the correct parameters;  
e) image a) distorted by noise with a $SNR$ equal to 4.04, by a gamma distortion $\gamma = 2$ and by an albedo distortion $\sigma = 1.2\sigma$;  
f) to h) surface reconstructed from image e) with a wrong focal length parameter $f = 15mm$ (the correct parameter is $f = 25mm$): $n \simeq 40$, $\sigma_1 \simeq 0.610511$, $\sigma_2 \simeq 0.61432$, $\sigma_\infty \simeq 4.2899$;  
i) image a) corrupted by noise with a $SNR$ equal to 3.36, by a gamma distortion $\gamma = 0.5$ and by an albedo distortion $\sigma = 0.8\sigma$;  
j) to l) surface reconstructed from image i) with a wrong focal length parameter $f = 45mm$: $n \simeq 50$, $\sigma_1 \simeq 0.5105$, $\sigma_2 \simeq 0.5432$, $\sigma_\infty \simeq 2.2899$. 

In the last column, we display the superpositions of the reconstructed surfaces with the ground truth.
$P_L$ is the position of the light source in the coordinate system of the scene. The optical center is located at $O = (0, 0, 0)$.

Figure 5.18: Images of Mozart’s face with the light source located at 10cm or 20cm, above, under, to the right or to the left of the optical center.
Figure 5.19: Reconstructed surfaces from the images of Mozart’s face with the light source located at 10cm or 20cm, above, under, to the right or to the left of the optical center; these images are displayed in figure 5.18.
Figure 5.20: Reconstructed surfaces from the images of Mozart’s face (side view) with the light source located at 10 cm or 20 cm, above, under, to the right or to the left of the optical center; these images are displayed in figure 5.18.
5.5.2 Experimental results on real images

In this section we show some examples of reconstructions with *real images*. We have constructed a small database of real images of faces verifying approximately our modeling assumptions. A sample of this database is shown in Figure 5.25. This database is available online from:


For generating this database, we have used the same cheap digital camera as for the experiments of section 4.7 (the Pentax Optio 330GS). So the size of the pixels of the images provided by the camera is approximately $0.0045 \times 0.0045$ mm$^2$ (CCD size $= 1/2.7^\circ$). For reducing the pixel noise and the computation time, we have resized the images. The original images contain $2048 \times 1536$ pixels. The reduced images contain $512 \times 384$ pixels. After resizing, the size of the pixels is estimated to $0.018 \times 0.018$ mm$^2$. For all these images, the focal length was fixed to 5.8 mm. The photos have been taken in an approximately dark place.

In our experiments, we need to fix the parameter $\sigma_2$ introduced in equation (5.6)

$$E_i = \sigma_2 \frac{\cos \theta_i}{r^2}$$

(see page 202). In these tests we have chosen to fix $\sigma_2 = 1000$. In the previous section, we have proved that a modification of the constant $\sigma_2$ involves a change of scale in the reconstruction. Figure 5.24 illustrates this. In this figure, to the right of each reconstructed surface, we show (in blue) the value of the $\sigma_2$ constant used. Note that the values on the axes of the figures are in centimeters. Contrary to section 4.7 (or [122, 117]), we do not have modified the gamma parameter of the image (we have fixed $\gamma = 1$).

Our modeling of the problem assumes that the scene is lambertian and the albedo is constant. Here, these hypotheses do not hold. For example, the albedo of the eyes is not the same as the albedo of the skin. Moreover it is not constant. Since the iris is very dark, they do not cause difficulties (they only have local effects). At the opposite, the white parts of the eyes can produce important peaks in the reconstruction (mathematically, we see that the surface is pulled up by the pixels with high intensity). To remove this problem, we have painted manually\(^ {28}\) the eyes, see Figure 5.21, for an example of reconstructions from an image with or without eye inpainting. Figures 5.22 and 5.23 show the same surface as Figure 5.21-d) from various points of view and with two

\(^{28}\)This step can done automatically for example by matching the image to a model image already segmented. An example of a matching method is the robust multi-modal and non-rigid technique proposed by Hermosillo and Faugeras in [62].
different illuminations. Figure 5.26 displays the reconstructed surfaces from the images of Figure 5.25 (after having inpainted eyes); the photos and the associated reconstructions are ordered the same way. Figure 5.27 focuses on the results returned from the images Fig.5.26-k) and Fig.5.26-l). Note that these two images are very difficult to deal with. To our knowledge, none of the other SFS methods is able to return such results as ours.

In many of the reconstructions, one can see the appearance of peaks on the lips and on the forehead. These peaks are due to the highlights (the surfaces are clearly not Lambertian): contrary to the methods we have presented in the previous chapters (see section 4.7), this one seems fairly sensitive to highlights. Note methods allowing to automatically remove the highlights are available in the literature, e.g. the work of Ragheb and Hancock [129] and that of Tan et al. [151] (We have not tested these methods). We have also noticed that our new method can be fairly sensitive to salt and pepper noise. More precisely to “salt pixels” (but not to “pepper pixels”). In order to decrease this effect, we have first reduced the size of the images (2048 × 1536 → 512 × 384 pixels) and processed it with a simple filter reducing the “salt” effects.

In spite of these small defects, the results are quite satisfying and, to our knowledge, much better than those obtained by any of the previous SFS methods.

Let us mention that for all the images of Figure 5.25, the number of iterations required for recovering the surfaces of Figure 5.26 is inferior to 80.

To close this section, let us emphasize again that contrary to the experiments of section 4.7 which were also performed on a real image of a face, we do not need to fix the height of the singular point on the nose anymore. In section 4.7 is not a height datum; it is position datum. In effect, in section 4.7, we need to know the very important prior that the tip of the nose is the point of the surface which is the closest to the optical center of camera. In the experiments of this chapter, besides the intensity image, we do not use additional data except the intrinsic parameters of the camera (focal length and size of pixels) and photometric calibration ($\sigma_2$ constant).

---

29Let us recall that at the opposite of the framework of section 4.7, in our new and more realistic framework, the notion of singular points does not have sense anymore.
Figure 5.21: Example of reconstructions with or without eyes.

a) Original photo (512 × 384), b) surface reconstructed from a);
c) photo a) after we have painted the eyes, d) surface reconstructed from c).
Figure 5.22: Surface reconstructed from the photo Fig.5.21-c) viewed from several points of view and illuminated by a single light source located at infinite. The light source direction is (-49.00, 109, 100).

Figure 5.23: Same surface as Figure 5.22 illuminated by a single point light source located at the optical center, that is to say at (0,0,0).
Figure 5.24: Influence of the errors on the $\sigma_2$ parameter (albedo of the surface).
Figure 5.25: A sample of our database of real images of faces verifying approximately our modeling assumptions.
Figure 5.26: Surfaces reconstructed from the real images of Figure 5.25 (after having inpainted the eyes).
Figure 5.27: Surfaces reconstructed from the images Fig.5.26-k) and Fig.5.26-l).
Figure 5.28: Evolution of the reconstructed surfaces in the course of the iterations ($n=$number of iterations).
5.6 Proof of lemmas and propositions of chapter 5

Proposition 5.1

i) The hypothesis (H25) holds for $H_F$, for all brightness image $I$;

ii) if the intensity image $I$ is differentiable and $I$ and $\nabla I$ are bounded on $\Omega$, then (H9') holds for $H_F$;

iii) if the intensity image $I$ is upper bounded on a bounded neighborhood $\Gamma$ of $\partial \Omega$, then the hypothesis (H12') holds for $H_F$;

iv) if there exists a neighborhood $\Gamma$ of $\partial \Omega$ and $\delta > 0$ such that

$$\forall x \in \Gamma, \quad \delta \leq I(x)$$

then hypotheses (H13') and (H14') are verified with $H_F$.

Proof of Proposition 5.1.

i) The hypothesis (H25) holds for $H_F$, for all brightness image $I$. In effect, for $-R \leq v \leq u \leq R$ we have:

$$H_F(x, u, p) - H_F(x, v, p) = \Delta e^{-2u} + e^{-2v}$$

$$= 2(u - v)e^{-2c} \quad \text{(for some } c \in [v, u]; \text{ by Taylor's expansion with remainder)}$$

$$\geq 2(u - v)e^{-2R}$$

$$\geq \gamma_R(u - v);$$

where $\gamma_R = 2e^{-2R} > 0$.

ii) About hypothesis (H9'), we write:

$$|H_F(x, u, p) - H_F(y, u, p)| = |H_C(x, p) - H_C(y, p)|.$$  

Let us denote $T_p$ the function defined by $T_p : \Omega \rightarrow \mathbb{R} : x \mapsto H_C(x, p)$.

○ As soon as for all $x$ of $\Omega$, $|\nabla J(x)|$ and $J(x)$ are bounded, lemma 5.2 (see below) involves that for all $x$ and $y$ in $\Omega$, for all $u$ s.t. $-R \leq u \leq R$ and for all $p$ in $\mathbb{R}^2$, we have

$$|H_F(x, u, p) - H_F(y, u, p)| \leq \alpha|x - y|(1 + |p|).$$

That is to say (H9') holds with $m_R(t) = \alpha t$. 
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- Since $\Omega$ is bounded (this involves in particular that $\forall x \in \Omega$, $Q(x) \geq \delta > 0$), one can verify easily that if the intensity image $I$ is differentiable and $I$ and $\nabla I$ are bounded on $\Omega$, then $|\nabla J(x)|$ and $J(x)$ are bounded and so (H9') holds.

iii) For all $x$ in $\Gamma$, let us consider the function $R^x : \mathbb{R}^2 \rightarrow \mathbb{R}$ defined by $p \mapsto J(x) \sqrt{f^2|p|^2 + (x \cdot p)^2 + Q(x)^2}$.

One can verify that for all $p \in \mathbb{R}^2$, $|\nabla R^x(p)| \leq J(x) \sqrt{f^2 + |x|^2}$. If the intensity image $I$ is upper bounded on a bounded neighborhood $\Gamma$ of $\partial \Omega$,

then $J(x)$ and so $J(x) \sqrt{f^2 + |x|^2}$ are also upper bounded on $\Gamma$. Therefore $|\nabla R^x(p)|$ is bounded independently of $x$ and $p$. The reader will conclude easily that, as soon as the intensity image $I$ is upper bounded, the hypothesis (H12') holds.

iv) Let us assume that there exists a neighborhood $\Gamma$ of $\partial \Omega$ and $\delta > 0$ such that

$$\forall x \in \Gamma, \quad \delta \leq I(x).$$

For all $R > 0$ and for all $(x, u, p)$ in $\Gamma \times [-R, R] \times \mathbb{R}^2$, we have

$$H_F(x, u, p) \geq -e^{2R} + \delta |p|. $$

Therefore $H_F(x, u, p)$ is coercive$^{30}$ in $p$ uniformly with respect to $x \in \Gamma$ and $u \in [-R, R]$. Therefore hypotheses (H13') and (H14') are verified.

□

Lemma 5.2 If $J$ is differentiable on the smooth$^{31}$ and bounded set $\Omega$ and if for all $x$ in $\Omega$, $|\nabla J(x)|$ and $J(x)$ are upper bounded, then for all $p \in \mathbb{R}^2$, the function $T_p$ (defined at the page 258) is Lipschitz continuous with a Lipschitz' constant of the form $\alpha(1 + |p|)$ ($\alpha$ does not depend on $p$).

Proof of Lemma 5.2. Let us denote $R_p$ the function defined by

$$R_p : x \mapsto \sqrt{f^2|p|^2 + (x \cdot p)^2 + Q(x)^2}.$$  

$^{30}$i.e. $\lim_{p \rightarrow +\infty} H_F(x, u, p) = +\infty$ uniformly with respect to $x \in \Gamma$ and $u \in [-R, R]$.

$^{31}$i.e. if $\Omega$ is a locally Lipschitz continuous set.
Since $\Omega$ is bounded, one can verify that for all $x$ in $\Omega$,

\[ R_p(x) \leq \alpha_2 (1 + |p|) \]

and

\[ |\nabla R_p(x)| \leq \alpha_3 (1 + |p|). \]

Also, we have for all $x$ in $\Omega$,

\[
|\nabla T_p(x)| \leq |\nabla J(x)| R_p(x) + |J(x)||\nabla R_p(x)| \\
\leq \alpha (1 + |p|).
\]  

(5.35)

If $\Omega$ is convex, the conclusion follows by using the Mean value theorem. Else, we have

\[
\forall x, y \in \overline{\Omega}, \quad |T_p(x) - T_p(y)| \leq |\nabla T_p|_\infty L(x, y),
\]

where $L(x, y)$ is the Euclidean geodesic distance in $\Omega$, i.e.

\[
L(x, y) = \inf \left\{ \int_0^1 |\xi'(t)| \, dt \mid \xi(t) \in W^{1,\infty}([0, 1], \overline{\Omega}) \text{ s.t. } \xi(0) = x \text{ and } \xi(1) = y \right\}.
\]

It is known, [95], that for any fixed $x \in \overline{\Omega}$, $y \mapsto L(x, y)$ is Lipschitz continuous in $\overline{\Omega}$ and that the Lipschitz constant does not depend upon $x$.

\[ \square \]

**Lemma 5.3** If the intensity image $I$ verifies $\forall x \in \Omega$, $I(x) \geq \delta > 0$ then the solutions of (5.15) and (5.19) are bounded independently of $\varphi$.

**Proof of Lemma 5.3.** Let us define $M = -\frac{1}{2} \ln(\delta f^2)$.

We have:

\[
H(x, M, 0) = -e^{-2M} + J(x)Q(x).
\]

Since $Q(x) = \frac{I(x)f^2}{J(x)}$, we have

\[
H(x, M, 0) = -e^{-2M} + I(x)f^2.
\]

So by definition of $M$,

\[
H(x, M, 0) \geq 0.
\]

Therefore, the constant function $M$ is a supersolution of (5.14) on $\Omega$. Also, $\forall x \in \partial\Omega$ and $\forall \xi \in \mathbb{R}^2$, we have

\[
H(x, M, \xi) = -e^{-2M} + J(x)\sqrt{f^2|\xi|^2 + (x \cdot \xi)^2 + Q(x)^2} \geq -e^{-2M} + J(x)Q(x) \geq 0.
\]
So for all boundary conditions \( \varphi \), the constant function \( M \) is a supersolution of (5.15) on \( \overline{\Omega} \). It is also a supersolution of (5.19). Thus, by the strong uniqueness result (theorems 5.1 and 5.2), for all \( \varphi \), the solution of (5.15) and (5.19) are upper bounded by \( M \) on \( \Omega \).

\[ \square \]

**Proposition 5.2** If there exist \( \delta \) and \( M \) such that \( \forall x \in \overline{\Omega}, M \geq I(x) \geq \delta > 0 \), then the schemes \( S_{\text{impl}} \) and \( S_{\text{semi}} \) are uniformly stable.

**Proof of Proposition 5.2.**

- The hypotheses (H15), (H16) and (H17) are clearly satisfied.
- The proof that hypothesis (H18) holds is the same as the proof detailed in section 3.1.3 ensuring that (H18) holds for the implicit scheme associated to the HJB equations (see in particular proposition 3.1 at page 106).
- Let us assume that \( I(x) \) is bounded by \( M \) on \( \overline{\Omega} \). This implies that
  
  \[
  \sup_{a \in A, x \in \overline{\Omega}} \{-l_c(x,a)\} \leq M f^2.
  \]

  Considering equation (5.27) or (5.25), we see that, for all constant function \( u \), we have:
  
  \[
  \tilde{S}_{\text{semi}}(\rho, x, u(x), u) = \Delta \tau \tilde{S}_{\text{impl}}(\rho, x, u(x), u) = \Delta \tau \left( -e^{-2} u(x) + \sup_{a \in A} \{-l_c(x,a)\} \right).
  \]

  Since \( \lim_{u \to -\infty} -e^{-2} u = -\infty \), we can choose a constant function \( u \) such that
  
  \[
  \forall x \in \overline{\Omega}, \quad -e^{-2} u(x) \leq -M f^2.
  \]

  For such a function \( u \), we clearly have \( \forall x \in \overline{\Omega} \)
  
  \[
  \tilde{S}_{\text{semi}}(\rho, x, u(x), u) \leq 0.
  \]

  (of course, we also have, \( \tilde{S}_{\text{impl}}(\rho, x, u(x), u) \leq 0 \).

  Modulo the subtraction of \( \min \varphi(x) \) from \( u \), we conclude that \( u \) is a subsolution of \( S_{\text{semi}} \) and \( S_{\text{impl}} \). Therefore hypothesis (H19) holds for \( S_{\text{semi}} \) and \( S_{\text{impl}} \), as soon as \( I(x) \) is upper bounded by \( M \) on \( \overline{\Omega} \).

- We now show that all the subsolutions of our schemes are uniformly bounded.
  
  Let \( u \) be a subsolution of \( S_{\text{impl}} \) and \( S_{\text{semi}} \).
  
  For all \( x \in \partial \Omega_{\rho} \),
  
  \[
  u(x) \leq \varphi(x) \leq \max_{y \in \overline{\Omega}} \varphi(y).
  \]
Moreover, for all $x \in \Omega_p$, we have

$$-e^{-2} u(x) + \sup_{a \in A} \left\{ \sum_{i=1}^{2} \left( -f_i(x, a) \frac{u(x) - u(x + s_i(x, a) h_i e_i)}{-s_i(x, a) h_i} \right) - l_c(x, a) \right\} \leq 0.$$  

In particular (for $a = 0$)

$$-e^{-2} u(x) + \sum_{i=1}^{2} \left( -f_i(x, 0) \frac{u(x) - u(x + s_i(x, 0) h_i e_i)}{-s_i(x, 0) h_i} \right) - l_c(x, 0) \leq 0.$$  

Since $-l_c(x, 0) = I(x) f^2$ and $f_c(x, 0) = 0$, we have

$$-e^{-2} u(x) \leq -I(x) f^2.$$  

If we assume $\forall x \in \overline{\Omega}$, $I(x) \geq \delta > 0$, then for all $x$ in $\overline{\Omega}$,

$$-e^{-2} u(x) \leq -\delta f^2.$$  

Thus, as soon as $\forall x \in \overline{\Omega}$, $I(x) \geq \delta > 0$, we conclude that all the subsolutions of the scheme $S_{impl}$ and $S_{semi}$ are uniformly upper bounded by

$$\max\left\{ -\frac{1}{2} \ln(\delta f^2), \max_{y \in \overline{\Omega}} \varphi(y) \right\}$$

and so the hypothesis (H20) holds.

- We have proved that all the hypotheses of theorem 3.1 hold for our new schemes $S_{impl}$ and $S_{semi}$. This allows us to conclude that they are uniformly stable.

\[\square\]

**Proposition 5.3** If the hypotheses of proposition 5.2 are verified then the hypotheses (H16'), (H19') and (H20') hold.

**Proof of proposition 5.3.** Using the fact that $I(x) \geq \delta > 0$ and $\lim_{u \to +\infty} -e^{-2} u = 0$, the reader will verify easily that all “large enough” constant functions are supersolutions of $S_{impl}$ and $S_{semi}$. Therefore hypothesis (H19') holds. The proof that all supersolutions are uniformly lower bounded (hypothesis (H20')) is slightly more difficult:

Let $u$ be a supersolution. For each point $x \in \overline{\Omega}$, we can associated the grid $\mathcal{X}$:

$$\mathcal{X} := \left\{ x + \sum_{i=1.2} k_i h_i e_i \mid (k_1, k_2) \in \mathbb{Z}^2 \right\} \cap \overline{\Omega}.$$
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Since we have assumed that $\mathcal{F}$ is bounded then $\mathcal{X}_x$ is a finite set. Therefore $u\mid_{\mathcal{X}_x}$ has a minimum. Let us denote

$$y_x = \arg \min_{y \in \mathcal{X}_x} u(y).$$

Thus for all $i = 1 \ldots 2$, we have $u(y_x) - u(y_x + s_i(y_x, a)h_i e_i^x) \leq 0$; so

$$\sup_{a \in A} \left\{ \sum_{i=1}^{2} \left| f_i(y_x, a) \frac{u(y_x) - u(y_x + s_i(y_x, a)h_i e_i^x)}{h_i} - l_c(y_x, a) \right| \right\} \leq \sup_{a \in A} \{|l_c(y_x, a)|\} \leq I(y_x) r^2.$$

Since we have assumed that $u$ is a supersolution, we have

$$S(\rho, y_x, u(y_x), u) \geq 0.$$

1. If $y_x \notin \mathcal{O}_\rho$ then

$$u(y_x) \geq \varphi(y_x) \geq \min_{y \in \mathcal{F}} \varphi(y).$$

2. If $y_x \in \Omega_\rho$

$$\tilde{S}(\rho, y_x, u(y_x), u) \geq 0$$

then

$$-e^{-2} u(y_x) \geq \sup_{a \in A} \left\{ \sum_{i=1}^{2} \left| f_i(y_x, a) \frac{u(y_x) - u(x + s_i(y_x, a)h_i e_i^x)}{h_i} - l_c(y_x, a) \right| \right\}.$$

Hence

$$-e^{-2} u(y_x) \geq -I(y_x) r^2.$$

If $\forall x \in \Omega, I(x) < M$, then

$$u(y_x) \geq -\frac{1}{2} \ln(M r^2).$$

Let us denote $B := \min\{-\frac{1}{2} \ln(M r^2), \min_{y \in \mathcal{F}} \varphi(y)\}$. Since $u(x) \geq u(y_x)$ (because $u(y_x)$ is the minimum of $u\mid_{\mathcal{X}_x}$) therefore $u(x) \geq B$. $B$ being independent of $x$, we have $\forall x \in \Omega, u(x) \geq B$. $B$ being also independent of $\rho$, we conclude that the supersolutions are uniformly lower bounded. Therefore hypothesis (H20) holds.

Finally, the reader can verify easily that hypothesis (H16) also holds. \qed
5.7 Conclusion and contributions of chapter 5

The main difficulties encountered in chapters 2 and 4 where we deal with the “classical” SFS problems, are due to the (unavoidable) presence of singular points. In this chapter, we have shown that these difficulties disappear completely when we model the SFS problem in a more realistic way than it is usually done. In effect, the notion of singular points does not make sense anymore when we do not neglect the $1/r^2$ attenuation term of the lighting. In other words, we have shown that the “classical” SFS problem is ill-posed because of an oversimplification in the modeling! Also, we have proved that generally in practice the SFS problem is well posed.

More precisely we have:

- detailed the appropriate equations and Hamiltonians to the “perspective SFS” problem for Lambertian scenes illuminated by single point light source located at the optical center, in the case where we do not neglect the $1/r^2$ lighting attenuation term.

- developed a complete mathematical study of the obtained equations. We have proved the existence and the uniqueness of the discontinuous viscosity solutions of the new equations with Dirichlet boundary conditions or state constraints.

- designed monotonous schemes for approximating the new PDEs. We have proved that our schemes are stable and consistent and that their solutions converge toward the viscosity solution when the mesh vanishes. We have proposed two numerical algorithms (an implicit one and a semi-implicit one). Also, we have proved that the computed solutions converge toward the solutions of the schemes.

- implemented and tested experimentally the semi-implicit algorithm.

As by the predicted theory, in practice our method allows to recover any surface which verifies hypothesis (5.17) from its image only. We do not need any additional data or regularity assumptions. Let us stress the fact that our method works even when the surface has several local minima and maxima. There are not ambiguities anymore. To our knowledge none of the previous SFS methods is able to produce such results. In that sense, we are the first to provide a SFS solution which is really satisfying!

Let us emphasize the fact that the hypothesis (5.17) is actually quite weak. For example, as soon as the image to be processed contains an object of interest in front of a background, the condition is satisfied in a neighbourhood of the object where $u$ increases.
Finally, we have shown that our method is robust to pixel noise, to errors on the parameters and to modeling errors. Also, we have obtained quite good results with real images.
Chapter 6

Conclusion

When I started my PhD thesis in 2001, a quick study of the state of the art clearly showed that the interest in the Shape from Shading problem had decreased after the mid 90s. The reasons for this loss of interest were mostly connected to the fact that the results obtained with real images, but also with synthetic images (verifying all the modeling hypotheses and corresponding to the simplest version of the problem), were very disappointing. The problem was considered ill-posed and several researchers, e.g. Zhang et al. in 1999 [172], acknowledged failure.

Attempting to solve the Shape from Shading problem is an ambitious challenge. Indeed in this problem, the data are minimal. Contrary for example to photometric stereo and multiview reconstruction, in Shape from Shading one can only use one image. From this restriction follow important difficulties, theoretical and practical. This is why I think that the solution of the Shape from Shading problem lies in a tight interaction between Mathematics, Algorithmic and Modeling; this is what I have attempted to do in this work. Also, I hope to have convinced the reader of the interest of Mathematics in the Shape from Shading problem. For example, I hope to have shown that

- Mathematics allows to fully understand the difficulties of the “classical” Shape from Shading problem, why the previous Shape from Shading methods produce unsatisfying results and why our new method (presented in the last chapter) is intrinsically better than previous ones.
  Moreover when there do not exist classical solutions (i.e. smooth solutions), Mathematics allows to understand what we compute, in our case approximations of the viscosity solutions...

- Mathematics is a very helpful guide in the design of the numerical methods and algorithms. It also allows to certify the algorithms, to guarantee their
robustness and to describe their limitations...

As a side-effect, we also hope to have made the notion of viscosity solutions more accessible and to have convinced the reader of the usability of these tools.

More precisely, in this manuscript we have first studied in detail the “classical” Shape from Shading problem. After having shown how to take into account the perspective, we have unified various modelings of the problem by introducing a “generic” Hamiltonian. Thanks to a complete mathematical study, we have shown the difficulties of the problem (basically, it is ill-posed). In order to alleviate them as much as possible, we have designed a new mathematical framework based on the notion of the viscosity solutions. This viscosity framework does not necessarily require data on the boundary of the image\(^1\) and unifies the main theoretical results proved in the SFS literature [96, 134, 47, 24, 55, 56, 127, 120].

In the second part of our work, we have modeled the SFS problem in a more realistic way than is usually done. In particular, we do not neglect the attenuation effect of the lighting due to distance. With such a modeling the SFS problem becomes well posed. Thus, we have come up with a Shape from Shading method allowing to accurately recover a surface from one image only, without using any additional data or smoothness assumptions, thereby obtaining results never obtained previously. To get a better feel for the advances presented in this manuscript, we invite the reader to compare the results we display in the last chapter with, for example, those shown by the review articles of Zhang et al. in [172] and Durou et al. [49, 48].

\(^1\)But it still requires data at the local “minima” of the surface.
Conclusion (en français)

Lorsque j'ai commencé ma thèse, en avril 2001, un rapide éta de l'art m'a permis de constater une diminution importante de l'intérêt porté au problème du “Shape From Shading” depuis le milieu des années 90. Les raisons de cette baisse d'intérêt sont très probablement liées au fait que jusqu'à présent, les résultats obtenus avec des images réelles, mais également avec des images synthétiques (vérifiant toutes les hypothèses de la modélisation et correspondant à la version la plus simple du problème) restaient très décevants. De plus, le problème était considéré comme un problème mal posé. Ainsi, par exemple en 1999, Zhang et al. aboutissent à un constat d'échec [172].

Tenter de résoudre le problème du “Shape From Shading” est un défi ambitieux. En effet, contrairement aux autres problèmes de vision tridimensionnelle, ici les données sont minimales. Dans le problème du “Shape From Shading”, nous n’utilisons qu’une seule image! De cette restriction suit d’importantes difficultés, théoriques et pratiques. C’est pourquoi je pense que pour faire progresser ce domaine, nous devons impérativement faire interagir les mathématiques, l’algorithme et la modélisation. Aussi, c’est ce que j’ai essayé de faire dans ce travail. Par ailleurs, j’espère aussi avoir convaincu le lecteur de l’intérêt des mathématiques dans le problème du “Shape From Shading”.

Plus précisément, dans un premier temps, nous avons étudié en détail le problème “classique” du “Shape From Shading”. Nous avons montré ses limites (le problème est naturellement mal posé) puis nous avons essayé d’exploiter son potentiel au maximum en proposant un nouveau cadre.
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mathématique mieux adapté que les précédents.

Dans une deuxième partie de notre travail, nous avons modélisé le problème du SFS de manière plus réaliste que ce qui est fait habituellement. En particulier, nous n'avons pas négligé l'effet d'atténuation de l'éclairage dû à la distance. Aussi, avec une telle modélisation, le problème du SFS devient bien posé. Ainsi, nous avons obtenu une méthode de “Shape From Shading” permettant de retrouver avec précision une surface à partir d'une seule image, sans utiliser de données additionnelles ou d'hypothèses de régularité. De cette façon, nous arrivons à obtenir des résultats jamais obtenus auparavant. Pour se rendre compte clairement des contributions présentées dans ce manuscrit, nous invitons le lecteur à comparer les résultats exposés dans notre dernier chapitre, avec, par exemple, les résultats donnés dans les états de l'art de Zhang et al. dans [172] et dans celui de Durou et al. [49, 48].
Appendix A

How to transform a convex Hamiltonian into a HJB Hamiltonian; Legendre Tranform

In this section, we propose a method for transforming a convex Hamiltonian $H(x, \nabla u)$ into a HJB Hamiltonian.

In general, the Hamiltonian $H$ is not given in the form

$$H(x, p) = \sup_{a \in A} \{-f(x, a) \cdot p - l(x, a)\}$$

but explicitly. In the case where $H(x, p)$ is a convex continuous function with respect to $p$ (and Lipschitz continuous at least locally in $x$), it is possible to write $H(x, p)$ as a supremum of affine functions: We note $H^*$ the dual convex function of $H$ (also called the “Legendre transform” of $H$):

$$H^*(x, a) = \sup_{p \in \mathbb{R}^N} \{p \cdot a - H(x, p)\} \leq +\infty.$$  

We know that

$$H(x, p) = \sup_{a \in \text{Dom}(H^*(x, \cdot))} \{p \cdot a - H^*(x, a)\},$$

see for example [52]. We notice that in general $D_x := \text{Dom}(H^*(x, \cdot))$ depends on $x$. To remove this dependency we change variables (see below).

In the case where the Hamiltonian is $C^1$ with respect to $p$, we can compute $H^*$ explicitly through differential calculus. The method consists in computing
the gradient $\nabla_p \overline{H}$, solving equation $\nabla_p \overline{H}(p_0) = 0$ ($p_0$ depends on $x$), and calculating $H(x, p_0)$.

**Example**: for the Hamiltonian

$$H^\text{orth}_{R/T}(x, p) = I(x) \sqrt{1 + |p|^2} + p \cdot 1 - \gamma,$$

we find

$$H^\text{orth*}_{R/T}(x, a) = \begin{cases} 
-\sqrt{I(x)^2 - |a - 1|^2} + \gamma & \text{if } x \in \overline{B}(1, I(x)) \\
+\infty & \text{otherwise.}
\end{cases}$$

Therefore we have

$$H^\text{orth}_{R/T}(x, p) = \sup_{a \in \overline{B}(1, I(x))} \{p, a + \sqrt{I(x)^2 - |a - 1|^2 - \gamma}\}.$$

In this example, $D_x = \overline{B}(1, I(x))$ depends of $x$. The change of variables $b = (a - 1)/I(x)$ removes this dependency. Thus

$$H^\text{orth}_{R/T}(x, p) = \sup_{b \in \overline{B}(0, 1)} \left\{ -\left(-I(x)b - 1\right) \cdot p - \left(\gamma - I(x)\sqrt{1 - |b|^2}\right) \right\},$$

and $H^\text{orth}_{R/T}$ has the desired form.

**Remarks 52.**

r52.1 - With this method based on the Legendre transform, the set $A$ of the controls has the same dimension as $p$ (the second variable of $H(x, p)$).

There exist other methods for rewriting $H$ as a supremum. For example, for

$$H^\text{orth}_{R/T}(x, p) = I(x) \sqrt{1 + |p|^2} + p \cdot 1 - \gamma,$$

with $p \in \mathbb{R}^2$, Falcone [56] uses the identity

$$\forall X \in \mathbb{R}^3, |X| = \sup_{a \in B_3(0, 1)} \{a \cdot X\},$$

where $B_3(0, 1)$ is the unit ball of center 0 in $\mathbb{R}^3$. Thus, for $X = \begin{pmatrix} p \\ 1 \end{pmatrix}$:

$$\sqrt{1 + |p|^2} = \sup_{(a_1, a_2, a_3) \in B_3(0, 1)} \left\{ p \cdot \begin{pmatrix} a_1 \\ a_2 \end{pmatrix} + a_3 \right\}.$$

Therefore, we also have:

$$H^\text{orth}_{R/T}(x, p) = \sup_{a \in B_3(0, 1)} \left\{ [I(x) \begin{pmatrix} a_1 \\ a_2 \end{pmatrix} + 1] \cdot p + I(x) a_3 - \gamma \right\}.$$

Let us note that in this case the control dimension is equal to 3 when the dimension of $p$ is equal to 2.
r52.2 - The above method may be automated through a symbolic computation program such as Maple.
Appendix B

The “classical” SFS Hamiltonians and the generic Hamiltonian $H_g$

B.1 The Hamiltonians $H_{*}^{orth}$ and $H_{*}^{pers}$ are special cases of $H_g$

In this section, we detail the functions $\mu_x, \nu_x, \kappa_x, K_x, w_x, v_x$, and $c_x$ for the SFS Hamiltonians $H_{*}^{orth}$ and $H_{*}^{pers}$.

- For the “Rouy/Tourin Hamiltonian” [134]:
  $$H_{R/T}^{orth}(x,p) = I(x) \sqrt{1 + |p|^2 + p \cdot 1 - \gamma};$$
  $$\mu_x = 1 \quad \nu_x = 1$$
  $$\kappa_x = I(x) \quad K_x = 1$$
  $$w_x = 1 \quad v_x = 0$$
  $$c_x = -\gamma$$

- For the “Dupuis/Olenseis Hamiltonian” [47]:
  $$H_{D/O}^{orth}(x,p) = I(x) \sqrt{|p - 1|^2 + \gamma^2 + p \cdot 1 - 1};$$
  $$\mu_x = 1 \quad \nu_x = 1$$
  $$\kappa_x = I(x) \quad K_x = \gamma$$
  $$w_x = 1 \quad v_x = -R_x 1$$
  $$c_x = -1$$
Let us remind the reader that \( R_x \) is the rotation
\[
R_x = \begin{pmatrix}
\frac{x_2}{|x|} & -\frac{x_1}{|x|} \\
\frac{x_1}{|x|} & \frac{x_2}{|x|}
\end{pmatrix}.
\]

- For the “Eikonal Hamiltonian”:
\[
H_{Eik}^{\text{orth}}(x,p) = |p| - \sqrt{\frac{1}{f(x)^2}} - 1;
\]
\[
\begin{align*}
\mu_x &= 1 & \nu_x &= 1 \\
\kappa_x &= 1 & K_x &= 0 \\
\omega_x &= 0 & \nu_x &= 0 \\
c_x &= -\sqrt{\frac{1}{f(x)^2}} - 1
\end{align*}
\]

**Lemma B.1** We have
\[
\left| \begin{pmatrix} f_1 & 0 \\ 0 & \sqrt{f_1^2 + f_2^2|x|^2} \end{pmatrix} R_x p \right|^2 = f_1^2 |p|^2 + f_2^2 (x \cdot p)^2.
\]

Therefore
\[
f^2 |p|^2 + (p \cdot x)^2 = |D_x R_x p|^2,
\]
with \( \mu_x = f \) and \( \nu_x = \sqrt{f^2 + |x|^2} \).

**Proof.** Let us denote \( x^\perp := \begin{pmatrix} x_2 \\ -x_1 \end{pmatrix} \).

We have
\[
R_x p = \frac{1}{|x|} \begin{pmatrix} x^\perp \cdot p \\ x \cdot p \end{pmatrix},
\]

therefore
\[
\begin{pmatrix} f_1 & 0 \\ 0 & \sqrt{f_1^2 + f_2^2|x|^2} \end{pmatrix} R_x p = \frac{1}{|x|} \begin{pmatrix} f_1 x^\perp \cdot p \\ \sqrt{f_1^2 + f_2^2|x|^2} x \cdot p \end{pmatrix}.
\]

Thus the square of the norm of the previous expression is equal to
\[
f_1^2 \left( \frac{x^\perp}{|x|} \cdot p \right)^2 + [f_1^2 + f_2^2|x|^2] (\frac{x}{|x|} \cdot p)^2.
\]
\[
= f_1^2 \left[ \left( \frac{x^\perp}{|x|} \cdot p \right)^2 + (\frac{x}{|x|} \cdot p)^2 \right] + f_2^2 (x \cdot p)^2.
\]
\[
= f_1^2 |p|^2 + f_2^2 (x \cdot p)^2.
\]

\( \Box \)
For the “Perspective SFS” with a point light source located at the focal center:

\[ H^\text{Pers}_p(x, p) = I(x) \sqrt{\frac{f^2|p|^2 + (p \cdot x)^2}{f^2 + |x|^2}} - \sqrt{\frac{f^2}{f^2 + |x|^2}}, \]

Using lemma B.1, we have

\[ \begin{align*}
\mu_x &= f \\
\nu_x &= \sqrt{\frac{f^2 + |x|^2}{f^2}} \\
\kappa_x &= I(x) \\
K_x &= \sqrt{\frac{f^2}{f^2 + |x|^2}} \\
w_x &= 0 \\
\nu_x &= 0 \\
c_x &= -\sqrt{\frac{f^2}{f^2 + |x|^2}} (= -K_x)
\end{align*} \]

For the “Perspective SFS” with a point light source at infinity:

\[ H^\text{Pers}_1(x, p) = I(x) \sqrt{\frac{f^2|p|^2 + (x \cdot p + 1)^2}{f^2 + |x|^2}} - (f + \gamma x) \cdot p - \gamma, \]

therefore we have

\[ \begin{align*}
\mu_x &= f \\
\nu_x &= \sqrt{\frac{f^2 + |x|^2}{f^2}} \\
\kappa_x &= I(x) \\
K_x &= \sqrt{\frac{f^2}{f^2 + |x|^2}} \\
w_x &= -(f + \gamma x) \\
\nu_x &= D_x^{-1}R_x x = (0, \frac{|x|}{\sqrt{f^2 + |x|^2}}) \\
c_x &= -\gamma.
\end{align*} \]

Proof. By using lemma B.1, we have

\[ f^2|p|^2 + (x \cdot p + 1)^2 = |D_x R_x p|^2 + 2 \cdot x \cdot p + 1 \]

with \( \mu_x = f \) and \( \nu_x = \sqrt{\frac{f^2 + |x|^2}{f^2}}. \)

If we denote \( q := D_x R_x p, \) we have

\[ \begin{align*}
\frac{f^2|p|^2 + (x \cdot p + 1)^2}{f^2 + |x|^2} &= |q|^2 + 2 (\frac{1}{D_x^{-1}} D_x^{-1} x) \cdot q + 1 \\
&= |q|^2 + 2 [ D_x^{-1} R_x x ] \cdot q + 1.
\end{align*} \]

Since

\[ |q|^2 + 2 \nu \cdot q = |q + \nu|^2 - |\nu|^2, \]
then
\[ f^2|p|^2 + (x \cdot p + 1)^2 = |D_x R_x p + [D_x^{-1} R_x x]|^2 - |D_x^{-1} R_x x|^2 + 1. \]

Let us note that: \( D_x^{-1} R_x x = (0, \frac{|x|}{\sqrt{f^2 + |x|^2}}). \) □

### B.2 HJB formulation of \( H_g \)

In this section we show how to compute the HJB formulation of \( H_g \).

\[ H_g(x, p) = \tilde{H}_g(x, A_x p + v_x) + w_x \cdot p + c_x, \quad \text{(B.1)} \]

with \( A_x \in GL^N(\mathbb{R}), v_x, w_x \in \mathbb{R}^2, c_x \in \mathbb{R} \), and \( \tilde{H}_g(x, q) : \Omega \times A \to \mathbb{R} : (x, q) \mapsto \tilde{H}_g(x, q) \), convex with respect to \( q \).

We do not use the method presented in the previous section. We have

\[ \tilde{H}_g(x, q) = \sup_{a \in \text{Dom}(\tilde{H}_g^*(x, \cdot))} \{ q \cdot a - (\tilde{H}_g)^*(x, a) \}. \quad \text{(B.2)} \]

By replacing \( \tilde{H}_g \) by the supremum of (B.2) in the identity (B.1), we obtain:

\[ H_g(x, p) = \sup_{a \in \text{Dom}(\tilde{H}_g^*(x, \cdot))} \{ [ t A_x a + \overline{w_x} ] \cdot p - [ \tilde{H}_g^*(x, a) - \overline{v_x} \cdot a - c_x ] \}. \]

Let us emphasize that for computing the HJB formulation of \( H_g \), we do not need to compute the Legendre transform \( H_g^* \) of \( H_g \); we only need to compute the Legendre transform \( (\tilde{H}_g)^* \) of \( \tilde{H}_g \).
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Maxi(Mini)mization of various functions

In this section, we details some necessary results for coding the algorithms associated to the implicit and semi-implicit decentered schemes.

C.1 Maximisation of $\delta \sqrt{1 - |a|^2} + w \cdot a + c$

Let us consider the function $\Psi_1$ defined by:

$$\Psi_1 : \mathcal{B}_2(0,1) \rightarrow \mathbb{R} : a \mapsto \delta \sqrt{1 - |a|^2} + w \cdot a + c$$

with $w \in \mathbb{R}^2$ and $\delta, c \in \mathbb{R}$, $\delta > 0$.

The maximum of $\Psi_1$ is reached at

$$a_0 = \frac{1}{\sqrt{\delta^2 + |w|^2}} w.$$ 

The value of $\Psi_1$ at $a_0$ is:

$$\Psi_1(a_0) = \sqrt{\delta^2 + |w|^2} + c.$$ 

C.2 Maximisation of $\delta \sqrt{c - br - ar^2} + \mu r + \nu$

Let us consider the function $\Psi_2$ defined by:

$$\Psi_2 : I \subset \mathbb{R} \rightarrow \mathbb{R} : r \mapsto \delta \sqrt{c - br - ar^2} + \mu r + \nu$$

with $\delta, a, b, c, \mu, \nu \in \mathbb{R}$, $\delta > 0$ and $a > 0$.

We distinguish two cases:
1. \( b^2 + 4ac < 0 \):
   The definition set of \( \Psi_2 \) is the empty set \( (I = \emptyset) \).

2. \( b^2 + 4ac \geq 0 \):
   The maximum of \( \Psi_2 \) is reached at
   \[
   r_0 = \frac{1}{2a} \left[ \mu \sqrt{\frac{b^2 + 4ac}{a\delta^2 + \mu^2}} - b \right]
   \]
   The value of \( \Psi_2 \) at \( r_0 \) is:
   \[
   \Psi_2(r_0) = \frac{1}{2a} \sqrt{a\delta^2 + \mu^2} \sqrt{b^2 + 4ac} - \frac{\mu b}{2a} + \nu.
   \]

C.3 Minimization \( \delta \sqrt{c + br + ar^2} + \mu r + \nu \)

Let us consider the function \( \Psi_3 \) defined by:
\[
\Psi_3 : J \subset \mathbb{R} \to \mathbb{R} : r \mapsto \delta \sqrt{c + br + ar^2} + \mu r + \nu
\]
with \( \delta, a, b, c, \mu, \nu \in \mathbb{R} \), \( \delta > 0 \) and \( a > 0 \).

1. **If \( a\delta^2 - \mu^2 \leq 0 \), there are no minima.**
   To have a minimum, the function \( \Psi_3 \) needs to be coercive.
   We have:
   \( \Psi_3 \) is coercive
   \[
   \text{iff} \quad \lim_{r \to \pm \infty} \delta \sqrt{a} |r| + \mu r = +\infty
   \]
   \[
   \text{iff} \quad \delta \sqrt{a} \geq |\mu|
   \]
   \[
   \text{iff} \quad a\delta^2 - \mu^2 \geq 0.
   \]

2. **If \( 4ac - b^2 \leq 0 \), there are no minima.**
   Let us suppose that \( a\delta^2 - \mu^2 \geq 0 \).
   If \( 4ac - b^2 \leq 0 \), there are no minima in the set of definition of \( \Psi_3 \).
   If \( 4ac - b^2 \geq 0 \), then \( \Psi_3 \) reaches his minimum at
   \[
   r_0 = -\frac{b}{2a} - \frac{\mu}{2a} \sqrt{\frac{4ac - b^2}{a\delta^2 - \mu^2}}.
   \]
   The value of this minimum is:
   \[
   \Psi_3(r_0) = \frac{1}{2a} \sqrt{a\delta^2 - \mu^2} \sqrt{4ac - b^2} - \frac{\mu b}{2a} + \nu.
   \]
C.4 Solving $\sqrt{c + br + ar^2 + \mu r + \nu} = 0$ with respect to $r$

Let us consider the following function $\Psi_4$:

$$\Psi_4 : J \subset \mathbb{R} \rightarrow \mathbb{R} : r \mapsto \sqrt{c + br + ar^2 + \mu r + \nu}$$

with $a, b, c, \mu, \nu \in \mathbb{R}$, $a > 0$ ($\Psi_4$ is the above function $\Psi_3$ with $\delta = 1$).

We have:

$$\Psi_4(r) = 0 \iff \begin{cases} 
\mu r + \nu \leq 0, \\
\frac{c + br + ar^2 - (\mu r + \nu)^2}{2} = 0.
\end{cases}$$

The discriminant of

$$c - \nu^2 + (b - 2\mu\nu)r + (a - \mu^2)r^2 = 0$$

is:

$$\Delta = (b - 2\mu\nu)^2 - 4(c - \nu^2)(a - \mu^2).$$

- If $\Delta < 0$, then equation
  $$c + br + ar^2 - (\mu r + \nu)^2 = 0$$
  has no solutions.

- If $\Delta \geq 0$, then it has two solutions (which can be equal):

  $$r_{\pm} := \frac{-b - 2\mu\nu \pm \sqrt{\Delta}}{2(a - \mu^2)}.$$

Therefore, $\Psi_4(r) = 0$ can have two solutions: $r_{\pm}$

- if $\mu r_{+} + \nu \leq 0$, then $r_{+}$ is solution,
- if $\mu r_{-} + \nu \leq 0$, then $r_{-}$ is solution.
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List of all hypotheses

(H1) \( H \) is convex with respect to \( p \) for all \( x \) in \( \overline{\Omega} \). (page 60)

(H2) \( H(x, p) \to +\infty \) when \( |p| \to +\infty \) uniformly with respect to \( x \in \overline{\Omega} \). (page 60)

(H2') \( \lim \inf_{|p| \to +\infty} H(x, p) = +\infty \), for any \( x \in \overline{\Omega} \). (page 154)

(H3) \( \inf_{p \in \mathbb{R}^2} H(x, p) \leq 0 \) in \( \overline{\Omega} \). (page 61)

(H3') There exists a subsolution \( \psi \in C^1(\Omega) \cap W^{1, \infty}(\Omega) \) of (4.2) (i.e. \( \forall x \in \Omega, \ H(x, \nabla \psi(x)) \leq 0 \)). (page 155)

(H4) \( H \in C(\overline{\Omega} \times \mathbb{R}^N) \). (page 61)

(H5) \( \forall x, y \in \partial \Omega, \ \psi(x) - \psi(y) \leq L(x, y) \). (page 61)

(H6) \( A \) is a compact topological space and \( \Omega \) is a bounded open subset of \( \mathbb{R}^N \). (page 64)

(H6') \( A \) is a compact topological space. (page 106)

(H7) \( f : \overline{\Omega} \times A \to \mathbb{R}^N \) is continuous;
\( l : \overline{\Omega} \times A \to \mathbb{R} \) is continuous and bounded. (page 65)

(H7') \( f : A \to \mathbb{R}^N \) is continuous;
\( l : A \to \mathbb{R} \) is continuous and bounded. (page 106)

(H8) \( f \) and \( l \) are Lipschitz continuous in \( x \in \overline{\Omega} \) uniformly in \( a \in A \). (page 65)
(H9) There exists a nondecreasing function \( \omega \) which goes to zero at zero, such that \( \forall x, y \in \Omega, \forall p \in \mathbb{R}^N \),
\[
|H(x, p) - H(y, p)| \leq \omega(|x - y|(1 + |p|)).
\] (page 77)

(H9') \[ H(x, u, p) - H(y, u, p) \leq m_R(|x - y|(1 + |p|)) \]
for all \( x, y \in \Omega, \, -R \leq u \leq R \) and \( p \in \mathbb{R}^2 \),
where \( m_R(t) \rightarrow 0 \) when \( t \rightarrow 0 \). (page 208)

(H10) there exists a strict subsolution \( u \in C^1(\Omega) \cap C(\overline{\Omega}) \) of (2.36) (i.e. such that \( H(x, \nabla u(x)) < 0 \) for all \( x \) in \( \Omega \)). (page 77)

(H10') there exist \( u \in C^1(\Omega) \cap C(\overline{\Omega}) \) and \( \delta < 0 \) such that for all \( x \) in \( \Omega \),
\[ H(x, \nabla u(x)) < \delta. \] (page 80)

(H11) \( \Omega \) is a bounded open subset of \( \mathbb{R}^N \) of class \( W_p^2 \). (page 80)

(H12) There exists a function \( \omega \) which goes to zero at zero, such that
\[ \forall x \in \Gamma, \forall p, q \in \mathbb{R}^N, \, |H(x, p) - H(x, q)| \leq \omega(|p - q|). \] (page 80)

(H12') for all \( 0 < R < +\infty \), there exists \( m_R(t) \rightarrow 0 \) when \( t \rightarrow 0 \) such that
\[ |H(x, u, p) - H(x, u, q)| \leq m_R(|p - q|) \]
for all \( x \in \Gamma, \, -R \leq u \leq R \) and \( p, q \in \mathbb{R}^2 \). (page 208)

(H12'') \[ |H(x, p) - H(x, q)| \leq \lambda |p - q| \quad \forall x \in A, \, \forall p, q \in \mathbb{R}^N. \] (page 166)

(H13) \[ \forall x \in \Gamma, \forall p \in \mathbb{R}^N, \quad H(x, p + \lambda \eta(x)) \leq 0 \quad \Rightarrow \quad \lambda \leq C(1 + |p|). \] (page 80)

(H13') for all \( 0 < R < +\infty \), there exists \( C_R > 0 \) such that
\[ H(x, u, p + \lambda \eta(x)) \leq 0 \quad \Rightarrow \quad \lambda \leq C_R(1 + |p|), \]
for all \( (x, u, p) \in \Gamma \times [-R, R] \times \mathbb{R}^2 \). (page 208)

(H14) \[ \forall p \in \mathbb{R}^N, \quad H(x, p - \lambda \eta(x)) \rightarrow +\infty \quad \text{uniformly with respect to } x \]
in \( \Gamma \), when \( \lambda \rightarrow +\infty \). (page 80)

(H14') \[ \forall R_1, R_2 \in \mathbb{R}^{+*}, \]
\[ H(x, u, p - \lambda \eta(x)) \rightarrow +\infty \quad \text{when } \lambda \rightarrow +\infty, \]
uniformly for \( (x, u, p) \) in \( \Gamma \times [-R_1, R_1] \times B(0, R_2) \). (page 208)
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(H15) Let $\nu$ be a fixed mesh. For all $x, t$ in $\overline{\Omega} \times \mathbb{R}$, the value of $S_{\nu,x,t}(u) := S(\nu, x, t, u)$ does not depend on all the values of the function $u$ but only on the values it takes on the neighborhood $\mathcal{V}_x$ of $x$ (i.e. at points $y \in \mathcal{V}_x$). In other words, we can rewrite $S(\nu, x, t, u)$ as $\hat{S}(\nu, x, t, (u(y))_{y \in \mathcal{V}_x})$. (page 93)

(H16) $\forall \rho > 0, x \in \overline{\Omega}, u \in B(\overline{\Omega})$, the function $S_{\rho,x,u} : t \mapsto S(\rho, x, t, u)$ is continuous, nondecreasing and $\lim_{t \to +\infty} S_{\rho,x,u}(t) \geq 0$. (page 101)

(H16') $\forall \nu \in \mathcal{M}, x \in \overline{\Omega}, u \in B(\overline{\Omega})$, the function $S_{\nu,x,u} : t \mapsto S(\nu, x, t, u)$ is continuous, nondecreasing and $\lim_{t \to -\infty} S_{\nu,x,u}(t) \leq 0$. (page 104)

(H17) The scheme is monotonous (see definition 3.1). (page 101)

(H18) $\forall \nu \in \mathcal{M}, x \in \overline{\Omega}$, the function $\hat{S}_{\nu,x}$ is continuous with respect to $\left(t, (u(y))_{y \in \mathcal{V}_x}\right)$ (we denote $\hat{S}_{\nu,x}(\ldots) := \hat{S}(\nu, x, \ldots)$ where $\hat{S}$ is defined in the hypothesis (H15)). (page 101)

(H19) $\forall \nu \in \mathcal{M}$, there exists a subsolution of the scheme (3.9). (page 101)

(H19') $\forall \nu \in \mathcal{M}$, there exists a supersolution of the scheme (3.9) ($v$ is a supersolution of the scheme $S(\nu, x, u(x), u) = 0$ if $\forall x \in \overline{\Omega}$, $S(\nu, x, v(x), u) \geq 0$). (page 104)

(H20) $\forall \nu \in \mathcal{M}$, there exists $M^\nu \in \mathbb{R}$ such that for all subsolutions $v^\nu$ of (3.9), $\forall x \in \overline{\Omega}$, $v^\nu(x) \leq M^\nu$. (page 101)

(H20') $\forall \nu \in \mathcal{M}$, there exists $M^\nu \in \mathbb{R}$ such that for all supersolutions $v^\nu$ of (3.9), $\forall x \in \overline{\Omega}$, $v^\nu(x) \geq M^\nu$. (page 104)

(H21) There exists $M \in \mathbb{R}$ such that for all $\nu \in \mathcal{M}$, all subsolutions of (3.9) are upper bounded by $M$. (page 103)

(H22) For all $x \in \Omega$, we have:
there exists $a_x \in A$ such that $f(x, a_x) \neq 0$. (page 106)

(H23) For any $\lambda \in (0, 1)$, $p \in \mathbb{R}^N$ s.t $H(x, p) \leq 0$ then $H(x, \lambda p + (1 - \lambda)\nabla \psi(x)) < 0$. (page 155)

(H24) $\forall x \in \mathcal{S}$, $\mathcal{Z}(x) = \{\nabla \psi(x)\}$. (page 158)

(H25) $\forall x \in \mathcal{S}$, $\mathcal{Z}(x) = \{\nabla \psi(x)\}$.

$H(x, u, p) - H(x, v, p) \geq \gamma_R (u - v)$, ($\gamma_R > 0$)
for all $x \in \Omega$, $-R \leq v \leq u \leq R$, and $p \in \mathbb{R}^2$ ($\forall 0 < R < +\infty$).

(page 208)
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