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1 ABBREVIATIONS, SYMBOLS AND UNITS 
 
BLM  Biotic Ligand Model 
DIC  Dissolved Inorganic Carbon 
EDTA   EthylenDiamineTetraAcetate 
FIAM  Free-Ion Activity Model 
GNU  GNU’s NOT UNIX 
GPL  General Public Licence 
GSIM  Gill Surface Interaction Model 
GSL  GNU Scientific Library 
MC  Monte Carlo 
NEA  Nuclear Energy Authority 
NTA  NitriloTriAcetate 
OECD  Organisation for Economic Co-operation and Development 
QMC  Quasi-Monte Carlo 
 

Symbols, terminology and units used 
Pressure p/ Pa 
Volume V/ dm-3 

Mass m/ kg 
Temperature T/ K 
Gas constant (molar) R/ J K-1 mol-1 

Gibbs free energy (molar) Gm/ J mol-1 
Enthalpy (molar) Hm/ J mol-1

 

Entropy (molar) Sm/ J mol-1 K-1 

Heat capacity at constant pressure (molar) Cp,m 

Chemical potential of substance i µi/ J mol-1 

Partial pressure of substance i pi 
Fugacity of substance i fi 
Activity of substance i αi 

Activity coefficient of substance i γi/ mol-1 kg 
Molal concentration of substance i (amount of i dissolved 
divided by the mass of solvent) 

mi/ mol kg-1 

Molar concentration of substance i (amount of i dissolved 
divided by the volume of solvent) 

ci, [i] 

Equilibrium constant of a reaction Kr° 
Stoichiometric coefficient of substance i νI 

Charge number of ion i (positive for cations, negative for 
anions) 

zi 

Ionic strength: Im = 0.5Σimizi
2 or Ic = 0.5Σicizi

2 Ic / mol dm-3 

Superscript for standard state* ° 
Formation of a compound from its constituent elements ∆f 

General chemical reaction ∆r 
Pure liquid substance phase designator (l) 
Undissociated, uncharged aqueous species phase 
designator, e.g. CO2(aq) 

(aq) 

Crystalline solid phase designator (c) 
Amorphous solid phase designator (am) 
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Symbols, terminology and units used 
Solid phase designator (s) 
Gas phase designator (g) 
Negative logarithm of hydrogen ion activity pH 
 

*Standard state: the definition of IUPAC (Laffitte 1982) was adopted. The standard 

state refers to the standard pressure, p° = 105 Pa and the reference temperature of 

298.15 K. 

¾ The standard state for a gaseous substance is the pure substance in a 

(hypothetical) state in which it exhibits ideal gas behaviour. 

¾ The standard state for a pure liquid is the pure liquid. 

¾ The standard state for a pure solid is the pure solid. 

¾ The standard state for a solute i in a solution is the hypothetical solution in 

which mi = m° = 1 mol kg-1, and in which the activity coefficient γi is unity. 
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2 ABSTRACT 
 
The effects of varying solution composition on the interactions between uranium(VI) 

and excised gills of the freshwater bivalve Corbicula fluminea have been investigated 

in well defined solution media. A significant reduction in the uptake of uranium was 

observed on increasing the concentrations of the uranium complexing ligands citrate 

and carbonate. Saturation kinetics as a function of uranium concentration at a pH 

value of 5.0 were observed, indicating that the uptake of uranium is a facilitated 

process, probably involving one or several trans-membrane transport systems. A 

relatively small change in the uptake of uranium was found as a function of pH (factor 

of ca. 2), despite the extremely large changes to the solution speciation of uranium 

within the range of pH investigated (5.0 – 7.5).  

A comprehensive review of the thermodynamic data relevant to the solution 

composition domain employed for this study was performed. Estimates of the 

uncertainties for the formation constants of aqueous uranium(VI) species were 

integrated into a thermodynamic database. A computer program was written to predict 

the equilibrium distribution of uranium(VI) in simple aqueous systems, using 

thermodynamic parameter mean-values. The program was extended to perform Monte 

Carlo and Quasi Monte Carlo uncertainty analyses, incorporating the thermodynamic 

database uncertainty estimates, to quantitatively predict the uncertainties inherent in 

predicting the solution speciation of uranium.  

The use of thermodynamic equilibrium modelling as a tool for interpreting the 

bioavailability of uranium(VI) was investigated. Observed uranium(VI) uptake 

behaviour was interpreted as a function of the predicted changes to the solution 

speciation of uranium. Different steady-state or pre-equilibrium approaches to 

modelling uranium uptake were tested. Alternative modelling approaches were also 

tested, considering the potential changes to membrane transport system activity or 

sorption characteristics on varying solution composition. Finally the effect of 

uncertainty on the use of thermodynamic equilibrium modelling for interpretation of 

uranium(VI) bioavailability was assessed. 
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3 INTRODUCTION 

3.1 Uranium: A Freshwater Contaminant 

Uranium is a widely distributed naturally occurring element usually present in trace 

quantities, the average crustal abundance being 2 – 3 mg kg-1 (Ragnarsdottir and 

Charlet 2000). The concentrations found in natural waters are characterised by an 

extremely large range, from a few ng L-1 to over 2 mg L-1, usually reflecting the 

concentration of uranium in the surrounding rocks (WHO. 2001). The aqueous 

transport of uranium is dominated by redox conditions, it being sparingly soluble 

under reducing conditions where the U(IV) species is formed but considerably more 

soluble under oxic conditions where U(VI) is present as the dioxo cation UO2
2+ and 

various aqueous complexes. In oxic conditions the chemistry of uranium is governed 

by the hexavalent dioxo cation UO2
2+. In aqueous solution U(VI) forms a large 

number of inorganic complexes, including monomeric and oligomeric hydrolysis 

species, carbonato and phosphato species. The distribution of uranium among these 

species depends upon the solution pH, ligand concentrations and total uranium 

concentration. Uranium also readily forms organic complexes both with low 

molecular weight organic ligands and humic and fulvic substances e.g. (Denecke, 

Reich et al. 1998; Lenhart, Cabaniss et al. 2000; Montavon, Mansel et al. 2000; 

Crançon and van der Lee 2003). Under reducing conditions uranium is largely 

immobilised, the solubility being several orders of magnitude smaller than under 

oxidising conditions. There are many uranium solid phases, the most significant of 

which contain uranium in the U(IV) state; the principle primary ore minerals are 

uraninite and pitchblende, both UO2. Secondary minerals include schoepite 

(UO3·2H2O) and various phosphate and silicate minerals. Uranium has an atomic 

number of 92. All isotopes of uranium are radioactive, of which three are naturally 

occurring: 234U (0.0054 %), 235U (0.711 %) and 238U (99.2836 %) with a specific 

activity (in equilibrium with daughter nuclides) of 2.6·104 Bq kg-1.  

Various anthropogenic activities can considerably enhance levels of uranium in the 

environment, particularly in surface waters, the main industrial sources being related 

to the nuclear fuel cycle, mainly uranium-mining waste or phosphor-gypsum and oil-

scale/sludge. A recent additional source of contamination is from the use of depleted 
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uranium munitions, for example in the region of 10 tonnes of depleted uranium was 

used during the 1999 Kosovo conflict (UNEP 2000).  

Uranium has a double toxicity, both chemical and radiological. For animals, uranium 

is mainly present as the most stable form in the biological fluids, i.e. the uranyl ion 

which has a high affinity for carboxylate and phosphate functional groups, and as is 

the case for many heavy metals it exerts an oxidative stress at the cellular level. The 

ability of uranium to be accumulated by aquatic organisms has been demonstrated for 

a number of wildlife groups, for example see (Ribera, Labrot et al. 1996; Colle, 

Garnier-Laplace et al. 2001). Precipitation with phosphate to form phosphate granules 

in certain target organelles such as lysosomes has been observed in both crustaceans 

and molluscs (Chassard-Bouchaud 1983). The radiological aspect of uranium’s 

toxicity arises from the production of both α and β particles from its radioactive 

decay, and also the further decay of its daughter nuclides, including thorium, radon, 

radium and lead. Because of its low specific activity, natural uranium in freshwater is 

very often considered to be a significant chemical hazard, e.g. see (Cooley, Evans et 

al. 2000; Khune, Caldwell et al. 2002), although radiological effects cannot be ruled 

out (Miller, Stewart et al. 2002). 

3.2 Biological Model: Corbicula fluminea 

Bivalves are frequently employed as bioindicator organisms, they are generally 

sedentary, robust and hence easily maintained under laboratory conditions, of a size 

and lifespan amenable to experimentation. Most significantly however, their feeding 

strategy and means of respiration ensures a high throughput of the environmental 

medium, and allows the concurrent uptake of the contaminant from a range of the 

available physico-chemical forms. Corbicula fluminea was selected as the biological 

model for this study, it is a benthic species, which places it at the sediment-water 

interface exposed to three potential contamination sources, namely the dissolved and 

suspended sediment fractions and also the surfacial sediment. It is an invasive species 

that is now both ubiquitous and abundant throughout the majority of European 

freshwaters. This species has been already used for biomonitoring purposes within 

aquatic ecosystems, to assess early changes in the water/sediment quality by 

measuring the exposure and/or the induced biological effects, such as the 

accumulation of the contaminants within the soft bodies (Andres, Baudrimont et al. 
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1999; Gunther, Davis et al. 1999; Baudrimont, Andres et al. 1999.), biochemical 

perturbations (Cossu, Doyotte et al. 1997; Doyotte, Cossu et al. 1997) or behavioral 

changes (Sloff, De Zwart et al. 1983; Kramer, Jenner et al. 1989; Sluyts, Van Hoof et 

al. 1996). 

3.3 Biomonitoring In Ecotoxicology 

3.3.1 Concepts 

In order to manage aquatic ecosystems it is vital to know the biological status of the 

system, especially when evaluating the impact of a chemical stressor on the biota. 

Organisms respond to the totality of their usually complex and dynamic environment, 

and it is insufficient to define that environment by measuring selected physical and 

chemical parameters, both for reasons of the impracticability (or impossibility) of 

sufficiently characterising the system and also due to the limited knowledge of the 

interaction of toxicants (antagonistic or synergistic effects) and the effect of other 

stress factors (temperature, water velocity, dissolved oxygen concentration, etc.). 

Equally it is insufficient to consider the biological status in isolation from a 

comprehensive physical and chemical characterisation of the system, if a greater 

understanding of the controlling parameters is to be achieved, and hence the 

development of a predictive ability that can be applied to different ecosystems. 

Biomonitoring consists of using live organisms as detectors of changes in the quality 

of their environment, by measuring one or several effects on the organisms, such as 

the accumulation of the contaminant/contaminants, behavioural changes or 

biochemical perturbations. These two complementary approaches lead to a greater 

understanding of the mechanisms controlling the bioavailability of a contaminant 

within the natural environment, and hence an improved ability to predict the probable 

effects to the biota in diverse ecosystems.  

3.3.2 Bioaccumulation 

There are a number of factors that influence the transfer of contaminants from the 

environmental medium to the biota, which may be classed in two general categories: 

the medium specific characteristics such as the physico-chemical conditions and the 

nature of the contamination and also biological factors such as the behaviour and 
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physiology of the organisms. These factors are interrelated and must be considered 

together. Parameters such as the temperature, pH, major ions concentrations, 

concentration and composition of suspended material and water velocity can exert 

both a direct effect on the biota, such as behavioural or physiological changes (water 

processing, filtration and metabolic rates) and also the form of the contaminant 

(physico-chemical speciation). Both of these effects will impact on the rate and extent 

of contaminant transfer to the organisms. At the level of an individual organism the 

important factors that need to be considered are the behaviour, the physiological state 

of the individual, and the interactions of the contaminant with the biological 

membrane that controls the transfer of the contaminant to the organism.  

For the biological model selected for this study, behavioural effects play a significant 

role in regulating the transfer rate of the contaminant. Bivalves respire and obtain 

food in the form of suspended particulate material, by ventilation of water. The water 

enters via the inhalant siphon, is passed through the branchial filaments that retain 

suspended particles, and exits via the exhalent siphon. As the ventilation rate required 

to satisfy the respiratory demand in oxic conditions is small compared to the optimal 

ventilation rate for feeding (Tran, Boudou et al. 2002), these organisms have the 

ability to greatly modify their ventilation rate in response to stress factors, effectively 

isolating themselves from the external environment. This defensive behavioural 

response has an obvious effect on the transfer rate of the contaminant (Tran 2001). 

The interactions of the contaminant with the biological membrane are influenced both 

by the physiological state of the individual, and abiotic factors which both determine 

the chemical speciation of the contaminant and compete with it for membrane binding 

sites. Biotic factors are also important at the community level when the processes of 

bioaccumulation and trophic transfer are considered, where such factors as feeding 

strategy and assimilation efficiencies of food are important.  

The total concentration of a contaminant is generally not a good indicator of its 

bioavailability; this is especially true for uranium that has a very extensive and 

complex solution chemistry. The speciation of uranium, i.e. its distribution among 

various possible species is usefully described by its physical speciation, i.e. the 

distribution between dissolved, colloidal and particulate species, and its chemical 

solution speciation. 
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3.3.3 The biological interface 

All living cells are delimited from their environment by a selectively permeable 

plasma membrane (Simkiss and Taylor 1995). A bimolecular layer of amphipathic 

lipids, typically 4 to 10 nm thick, forms this membrane with the lipid hydrophobic 

chains forming the centre of the sheet and the hydrophilic ends oriented outwards to 

the two surfaces. A variety of embedded proteins occur as important components in 

these membranes, contributing in the range 1:4 to 4:1 by weight. These proteins 

perform a number of different roles, including membrane transport and structure. 

Some of the proteins are relatively loosely associated with the membrane, bound only 

to the surface (extrinsic or peripheral), while others are very strongly bound and can 

only be extracted by disruption of the membrane bilayer (intrinsic or integral 

proteins). The association of membrane proteins with the lipid bilayer is generally 

governed by hydrophobic interactions. Membrane proteins are generally responsible 

for the selective ionic permeability of the membrane. Membranes are asymmetric in 

that the compositions of the two faces differ according to the functions of each 

surface. Membrane phospholipids contain ionisable groups at the hydrophilic ends, 

which dissociate to create a net negative charge at the membrane surface. This charge 

is especially important on the cytoplasmic face of the membrane, generating a trans-

membrane potential difference. The negative surface potential of both faces of the 

membrane results in a near surface ionic environment different to that of the bulk 

solution, due to the tendency for charge neutralisation. The concentrations of ions in 

the near surface environment are related to, but different from, their concentrations in 

the bulk solution, cations having a higher and anions a lower concentration than in the 

bulk solution. Intrinsic proteins that traverse the lipid bilayer can provide water filled 

channels through which ions can permeate. Different channel proteins are selective 

for different ions, some being cation selective and others anion selective. Ion 

selectivity is performed with respect to both charge and size, solutes generally passing 

through the channels in their hydrated forms. Channels often have wide, charged 

mouths that facilitate the entry of ions and specific constrictions that selectively filter 

the ions that may pass. The permeability of an ion channel is inversely related to its 

selectivity, i.e. channels of high ionic flux rates are relatively poorly selective and 

vice versa. Ion channels may be either continuously open, or transiently in response to 

either a change in membrane potential or a specific cell-surface ligand receptor. These 
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regulated channels are termed “gated”. Ions may enter a cell by specific or non-

specific channels, by permeation by active processes either generally (e.g. membrane 

electrochemical potential) or specifically (e.g. ATPases). 

3.4 Behavioural Factors 

The behaviour and physiological state of the organisms during exposure to 

contaminants is critical in determining the uptake kinetics of the bioavailable forms of 

the contaminant. Preliminary experiments were performed to assess the importance of 

the behavioural response of Corbicula fluminea to both changes in the physico-

chemical conditions in their environment, and exposure to uranium. The behavioural 

response to varying solution composition was investigated by a valvometry technique. 

The impedance between two platinum microelectrodes attached to each valve was 

measured in real-time, allowing the valve gape of each individual to be assessed. This 

parameter is not directly related to the ventilation rate of the individual, which is most 

likely to be the factor controlling the uptake capacity of the individual. However it is 

sufficient to estimate the inter-individual behavioural variability and behavioural 

differences between different experimental conditions. Experiments were performed 

after acclimatising individuals to the experimental conditions. The effect of changing 

pH (with no uranium contamination) was investigated at two pH values of 5.5 and 6.5. 

A very significant difference in mean duration of valve opening time was found (a 

factor of approximately two was observed). The effect of uranium contamination on 

duration of valve opening was also investigated and an important response to 

increasing uranium concentration was observed (Fournier, Tran et al. 2004). These 

behavioural modifications in response to the environmental conditions suggest that 

interpretation of uptake data merely in terms of changes in the solution speciation is a 

gross oversimplification of the processes involved in the accumulation of a 

contaminant. Further, the inter-individual variability in duration of valve opening was 

assessed in non-contaminated systems and found to be extremely high for short-

duration monitoring periods. These observations highlight the difficulty of performing 

short-duration experiments with organisms that have the capability of modifying their 

behaviour to protect themselves against unfavourable conditions.  
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3.5 Research Objectives And Adopted Methodology 

The two main objectives of this study were to investigate the effects of solution 

speciation on the chemical bioavailability of uranium(VI) and assess whether a 

chemical equilibrium based approach is appropriate for modelling the bioavailability 

of uranium. The importance of behavioural factors in the uptake of contaminants by 

bivalves has been discussed above. This significantly limits the interpretation of 

contaminant uptake by bivalves in terms of the physical and chemical processes 

involved. Indeed, initial experiments performed to assess the uptake kinetics of 

uranium by C. fluminea in well defined conditions, resulted in extreme inter-

individual variability due principally to the behavioural responses of the organisms to 

the exposure conditions. In light of these findings, an in-vitro approach was adopted 

in order to study the physico-chemical processes involved in the uptake of uranium at 

the level of the biological interface. The gills of bivalve molluscs are known to be 

critical organs for the uptake and accumulation of metals from the medium (Pentreath 

1973; Vercauteren and Blust 1996). The use of excised gill tissues to study exchange 

processes has previously been adopted as a viable experimental approach for both fish 

(Pärt and Svanberg 1981; Playle 1998; Taylor, Baker et al. 2002) and bivalves 

(Winkle 1972; Swinehart, Giannini et al. 1998; Mubiana and Blust 2000). This 

approach enabled the effects of solution composition on uranium – gill interactions to 

be studied in well defined and regulated conditions. 

3.6 Overview Of Thesis Content 

This document firstly considers the modelling of equilibrium chemical speciation 

(section 4), an overview of the general thermodynamic principles and computational 

methods is provided. More specifically for this study, the thermodynamic data 

requirements for modelling the aqueous speciation of uranium(VI) within the solution 

composition domain space used for the subsequent experiments is discussed, and a 

critical review of the available thermodynamic data was performed to produce a 

database integrating uncertainty estimates. Computational methods for calculating the 

probabilistic uncertainty associated with the predictive modelling of chemical 

speciation are described and details of the computer program written to perform the 

modelling are provided.  
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The different modelling approaches to describe the dependence of a metal’s 

bioavailability on the exposure medium composition is then presented (section 5). The 

section starts with an overview of the historical development of the modelling 

framework leading to current methodologies for both uranium bioavailability and 

more generally metal bioavailability. The assumptions implicit in currently adopted 

modelling approaches are questioned, and a number of alternative hypotheses are 

developed. 

Section 6 provides details of the experiments performed to measure the uptake of 

uranium from well-defined and simple exposure media by excised gills of the 

freshwater bivalve Corbicula fluminea. The decisions made regarding the 

experimental design, the experimental methodologies and the results are presented.  

Section 7 describes all of the modelling performed in the study. The section starts 

with “classical” mean-value speciation modelling relevant to the solution composition 

domain space used for the uptake experiments and results of probabilistic uncertainty 

calculations for the same modelling scenarios. The experimental results are then 

interpreted within the different modelling frameworks described in section 5, as a 

function of the predicted speciation of uranium using both mean-value and 

probabilistic approaches to the speciation modelling. 

Finally, the principal conclusions of the study, the lessons learnt and the overall 

research perspectives are discussed in section 8. 
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4 CHEMICAL SPECIATION MODELLING 

4.1 Principles Of Chemical Speciation And Equilibrium 

Solution Chemistry 

Speciation is a general term describing the forms and relative abundances of the 

different chemical entities that can exist in a system. In environmental chemistry the 

term covers both the physical speciation, i.e. the distribution through the dissolved, 

colloidal and particulate forms, as well as the chemical speciation, i.e. the distinct 

chemical solution species and surface complexes comprising the possible redox states 

and their complexes with both inorganic and organic ligands. 

All chemical reactions are driven by the tendency of the participating atoms, 

molecules or ions to lower the energetic configuration of their outer shell electrons, 

i.e. to increase their stability. Two general reaction types that achieve such a reduction 

in energy can be defined: redox reactions that result in a change of the oxidation states 

of the participating species and reactions that result in a change in the coordination of 

the participating species. Coordination changes may be accomplished by either 

changing the interacting species or by a change in the coordination numbers of the 

participants. Acid/base reactions, precipitation and complex formation may all be 

regarded as coordinative reactions.  

Many molecules and ions have a tendency to accept or donate an electron pair to form 

a bond with another species; substances that tend to donate an electron pair are termed 

Lewis bases which typically have one or more atoms with a lone electron pair and are 

also referred to as ligands, e.g. H2O:, Cl:-; substances that accept an electron pair are 

termed Lewis acids, typically cations or electron deficient molecules. The products of 

Lewis acid/base pairs are referred to as either complex ions, where the Lewis acid is a 

cation, or adducts when the Lewis acid is a molecule. The relative affinity between a 

Lewis acid and base is characteristic for each complex/adduct and can be measured in 

terms of the change in the standard molar free energy of reaction for the equilibrium 

between the reacting Lewis acid and base and the product complex/adduct. 

Speciation is key to controlling the behaviour of many environmental and biological 

processes, as it determines the actual concentrations of individual species that may be 
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more or less reactive with, for example, a surface or a biological transporter site. The 

total concentration of an element is frequently of lesser significance than the 

parameters that control its speciation, for example the pH or concentrations of 

significant ligands. Speciation studies, both analytical and modelling approaches, are 

central to modern geochemistry and have been successfully applied to a wide range of 

systems to elucidate the processes underpinning water quality and transport 

phenomena. The same techniques are being increasingly applied to ecotoxicology to 

improve the understanding of the processes of bioavailability and toxicity. For 

metallic elements, consideration of the properties of both the metal and the 

environmental system is critical to determine the biological reactivity of the metal 

(Campbell 1995). The interactions at the level of the biological membranes in contact 

with the environmental medium are directly related to the solution speciation of the 

metal, frequently the activity of the metal free-ion (Campbell 1995). With a few 

exceptions, it is generally not possible to directly measure the activities of individual 

solution species, particularly at the low concentrations of environmental interest, and 

so the most frequently adopted approach is to employ predictive geochemical 

speciation models to estimate the distribution of the total metal concentration through 

its various possible species. Equilibrium solution speciation has been extensively 

studied, and a robust comprehensive theoretical framework based on thermodynamic 

principles has been developed. 

4.2 Thermodynamic Principles 

The application of equilibrium thermodynamics enables the state of a particular 

system to be calculated if complete chemical equilibrium were to be attained. In 

natural systems this state is rarely achieved, especially where processes involving the 

biota are significant. However, the thermodynamic approach is instructive as it is 

often a reasonable approximation to the actual state, and additionally it predicts the 

direction in which the system will move towards in the absence of energy input to the 

system. The equilibrium state is defined as the state of minimum energy of the 

system, a system not at equilibrium will move towards the equilibrium state by the 

release of energy. The appropriate measure of the energy of a system is the Gibbs free 

energy, G/ J mol-1, a state variable that provides the criteria for whether any change to 

the system is favourable. The Gibbs free energy is defined as: 
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SHG T−=  (4-1)

where H/ J mol-1 is the enthalpy, T/ K is the temperature and S/ J mol-1 K-1 the 

entropy. For isothermal and isobaric processes, the change in the Gibbs free energy 

for the process is: 

SHG ∆−∆=∆ T  (4-2)

The value of ∆G indicates whether the process is spontaneous or not, negative values 

of ∆G indicate that the process is spontaneous, positive values that the reverse process 

is spontaneous and a value of zero indicates that the system is at equilibrium.  

A term closely related to the free energy of a system is the chemical potential, µ. 

Chemical potential is defined as: 

,...,, jnPTi
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G 



∂
∂=µ  

(4-3)

The chemical potential of component i is the partial derivative of G with respect to the 

number of moles of i, ni, at constant temperature, pressure and amounts of other 

components nj,…. i.e. the chemical potential is the partial molar Gibbs free energy, or 

the change in the free energy of the system on addition of an amount of component i 

per mole. For a one-component system the chemical potential is simply the molar 

Gibbs free energy. 

To apply the above equations to real (non-ideal) systems, it is necessary to introduce 

terms to correct for the non-ideal behaviour of real systems. The variables activity, α, 

and fugacity, f, are used to describe the “effective” concentration and pressure 

respectively. Activity is defined by the equation: 

iii R αµµ lnT0 +=  (4-4)

where µ°i is the reference chemical potential referring to an arbitrary chosen reference 

state, and R is the gas constant (8.31451 J K-1 mol-1). In an ideal system the activity of 

a component is numerically identical to its concentration, in non-ideal systems they 

are related by the equation: 

iii mγα =  (4-5)
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where mi is the concentration of component i and γi is the activity coefficient. For 

solutes in aqueous solutions, the activity approaches the molal concentration as the 

concentration approaches zero, i.e. γi → 1 as Σ mi → 0. 

In a closed system, for practical purposes, the principle of mass conservation can be 

applied, i.e. in the absence of exchange of matter with the environment the mass of a 

system remains constant. This fundamental principle underpins chemical modelling. 

For the modelling of equilibrium chemistry mass conservation is expressed by 

stoichiometric equations describing the possible reactions in the system, e.g. for the 

formation of the uranyl hydroxide complex: 

UO2
2+ + OH- $ UO2OH+ (4-6)

These equations merely denote the relevant reactions but do not provide any 

information about the affinity of the reactions, or the extent of reaction at 

thermodynamic equilibrium. The affinity of each reaction can be defined in terms of 

the equations for chemical potential and the Gibbs free energy. For the generalised 

reaction: 

aA + bB $ cC + dD (4-7)

the molar Gibbs free energy of reaction, ∆rG, is given by: 

 ∆rG = Gproducts – Greactants (4-8)

Which in terms of the chemical potentials of the components may be written: 

∆rG = cµC + dµD – aµA – bµB (4-9)

Substituting lni i iRTµ µ α= ° + gives: 

∆rG = cµ°C + cRTlnαC + dµ°D + dRTlnαD 

– aµ°A – aRTlnαA – bµ°B – bRTlnαB 

(4-10)

which on rearranging leads to: 
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or the equivalent expression: 
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where ∆rG°m is the standard molar free energy of reaction. At equilibrium the Gibbs 

free energy of reaction, ∆rG = 0, hence: 
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or 
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where K°r is the dimensionless equilibrium constant of the reaction. Equilibrium 

constants are the most common parameters used for expressing the thermodynamic 

properties of a system. The equilibrium constant of a reaction, K°r, is related to the 

molar Gibbs energy of the reaction, ∆rGm°, by the relation: 
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(4-15)

The chemical reaction, r, involving reactants and products, B, may be described by 

the equation: 

0
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Br Bν  
(4-16)

where νr,B is the stoichiometric coefficient of substance B for reaction r (positive for 

products and negative for reactants). Hence the equilibrium constant may be 

calculated directly from the individual values of ∆fGm°(B) by the relation: 
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(4-17)

4.2.1 Temperature dependencies of thermodynamic data 

Usually thermodynamic data is given at a single reference temperature (often 298.15 

K, 25.0 °C), however the thermodynamic quantities of enthalpy, entropy, heat 

capacity and hence the Gibbs free energy are dependant on the temperature of the 
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system. To apply the thermodynamic data to a system at a temperature other than the 

reference temperature, the chemical equilibrium data need to be recalculated using 

appropriate thermodynamic relationships. Ideally, temperature dependence functions 

for the values of ∆rHm° and ∆rSm° as well as their values at the reference temperature 

should be used to calculate the value of ∆rGm° at the required temperature. These data 

are rarely available in complete form so it is necessary to use an approximation 

method appropriate to the amount of information available. The most commonly used 

approximations are based on so-called second-law methods; these approximations are 

generally sufficiently accurate over small temperature ranges. The temperature 

dependence function of the Gibbs energy of reaction in terms of the enthalpy and heat 

capacity can be derived from the defining equation of the Gibbs free energy of a 

reaction at constant temperature:  

000
mrmrmr STHG ∆−∆=∆  (4-18)

and the temperature derivatives of the enthalpy and entropy: 
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where C°P,m is the standard molar heat capacity at constant pressure, which, on 

integration yield: 
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substitution leads to: 
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or expressed in terms of the equilibrium constant: 
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This equation can be used to calculate the value of the equilibrium constant as a 

function of the temperature if: 
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¾ the value of the equilibrium constant is known at the reference temperature ; 

¾ the value of the standard molar enthalpy of reaction is known at the reference 

temperature ; 

¾ the temperature dependence of the change in the molar heat capacity of 

reaction, over the temperature interval required is known. 

It is rare that all of this information is available for the reaction and so an appropriate 

approximation must be used. For reactions for which values of the equilibrium 

constant (or Gibbs free energy of reaction), the enthalpy of reaction and the molar 

heat capacity at the reference temperature are available, but the temperature 

dependence of the heat capacity is not known, the heat capacity may be assumed to be 

constant over the temperature range required. In this case equation (4-22) reduces to: 
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Use of equation (4-23) is appropriate for most reactions in the temperature range of 

273 to 473 K. For reactions for which only the values of the equilibrium constant (or 

Gibbs free energy of reaction) and the enthalpy of reaction at the reference 

temperature are available, the enthalpy of reaction may be assumed to be constant. In 

this case equation (4-22) reduces to: 
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This expression, the integrated van’t Hoff equation, is the most commonly applied 

temperature dependence relationship for geochemically relevant equilibrium 

databases. For small temperature ranges (± 10 K) the approximation is generally well 

within the uncertainty limits of experimentally determined values. If only the value of 

the equilibrium constant (or Gibbs free energy of reaction) of the reaction is available, 

there are various estimation methods for heat capacity and entropy (and hence 

enthalpy) values available, which are discussed in detail by Allard et al (Allard, 

Banwart et al. 1997). 
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4.2.2 Correction for non-ideal behaviour 

As discussed above thermodynamic data always refer to a selected standard state, by 

convention for aqueous solutes the standard state is a hypothetical solution in which 

the molality of the solute is 1 mol kg-1 and the activity coefficient is 1 mol-1 kg. In 

ionic solutions the interactions between ions (electrostatic and Van der Waals 

interactions, osmotic effects and also effects from the relative permittivity of the 

medium) are significant except in very dilute solutions, and so the activity of an ion is 

not identical to its concentration. This effect may be accounted for by one of several 

solution models. The most commonly applied solution models are based on the 

Debye-Hückel theory of ionic solutions, combined with a description of the medium-

specific properties of the system by introducing ion-association reactions between the 

medium ions and the species involved in equilibrium reactions. The Debye-Hückel 

theory is based on the premise that Coulombic interactions are the dominant factor in 

the non-ideality of solutions. Due to the long range and strength of Coulombic 

interactions the distribution of ions in solution is not uniform, overall the solution is 

electrically neutral, however averaged over time, near any ion there is an excess of 

counter ions. This phenomenon results in an ionic atmosphere around each ion, where 

due to the excess of oppositely charged ions in the sphere surrounding the central ion 

the energy and hence the chemical potential of the central ion is reduced. The Debye-

Hückel limiting law adequately describes the mean ion activity-concentration 

relationship at very low concentrations: 

IAzz −+± −=γlog  (4-25)

where γ± is the mean ion activity coefficient, zi is the charge of the ion, A is a 

parameter dependent on the temperature and the relative permittivity of the solvent 

and I is the ionic strength of the solution: 
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(4-26)

Although single-ion activity coefficients are not rigorously defined 

thermodynamically (it is not experimentally possible to vary the concentration of a 

single ion without also varying the concentration of some counter-ion), they are 

convenient to use for dilute solutions, equation (4-25) then becomes: 
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IAzii

2log −=γ  (4-27)

At ionic strengths greater than about 10-3 mol dm-3 the limiting law fails, due to it not 

accounting for the finite size of the ions. The equation may be modified to account for 

this factor leading to the extended Debye-Hückel equation: 
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(4-28)

where B is a parameter dependent on the temperature related to the distance of closest 

approach of the ions and ai is the effective diameter of the hydrated ion. This equation 

extends the validity range of the limiting law to higher ionic strengths; it is reasonably 

accurate to ca. 10-1. A number of modifications to the extended Debye-Hückel 

equation are commonly used, such as the Güntelberg equation where the product Bai 

is merely set to a value of 1, or an additional term may be introduced such as for the 

Davies equation: 
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where the constant b is fixed at a value between 0.2 and 0.3 for all systems, this is 

probably the most frequently used equation to describe the activity-concentration 

relationship and is generally a good approximation to an ionic strength of about 0.3 

mol dm-3, although this depends on the exact electrolyte. To improve the 

approximation at ionic strengths higher than 0.3 mol dm-3, a truncated form of the 

equation was proposed by Colston and et al (Colston, Chandratillake et al. 1990), 

where 0.3  0.3I I= ∀ > .  

Another modification of the extended Debye-Hückel equation is the “B-dot” equation, 

which also uses an additional correction term, however in this case it is temperature 

dependent: 
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This equation provides accurate activity coefficient values to ionic strengths of up to 

about 1 molal. At higher ionic strengths the specific short-range interactions between 
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ions become significant, and more precise methods such as the Pitzer or S.I.T. 

equations (Pitzer 1973) need to be employed. 

4.3 Computation Of Aqueous Speciation 

Applying the thermodynamic principles outlined above to manually calculate the 

distribution of species in a solution is impractical for all but the simplest systems, 

especially so for geochemical systems where the interactions of solution species with 

solid and gas phases also need to be considered. In response to this a number of 

specialised computer programs have been developed, all of which are based on the 

same principles but each with its own specificities, the most commonly used models 

include MINEQL (Westall, Zachary et al. 1986), PHREEQC (Parkhurst and Appelo 

1999) and JCHESS (Van der Lee 1998). Any of these programs are adequate for 

computing the aqueous speciation of a metal in the simple solution compositions 

employed for this work, provided that a suitable database is used. However, in order 

to perform both uncertainty analyses (described in section 4.5) and biological 

availability model parameter fitting (described in  section 5) a new program was 

written in order to fulfil these additional requirements. To apply mathematical solvers 

to the problem the system needs to be described in a systematic manner. The basic 

framework that is used is described in full by Morel (Morel and Herring 1993) and 

relies on the principle of describing all possible species in the system in terms of the 

minimum number of basis species (also called master species or principle 

components). The requirements for choosing the composition of the basis set are quite 

simple: each element contained in the system must be represented by a member of the 

basis set; every chemical species must be a reaction product of the basis set; no 

member of the basis set can be obtained through reactions of the other members of the 

basis set. There is no unique basis set for a system and so a choice has to be made 

from the various possibilities.  

In principle every set will give the same distribution of species at thermodynamic 

equilibrium, however, there are a number of factors that must be considered when 

choosing the basis species. It is desirable that the concentration of the chosen basis 

species is significant relative to the total concentration of that element for a number of 

reasons including computational efficiency, to avoid rounding errors and to avoid 

instability of the numerical method employed and possible convergence problems. For 
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example, in a solution of pH 1 choosing the species PO4
3- as the phosphate basis 

species would be inappropriate as its fractional concentration is only ca. 2·10-19 of the 

total phosphate concentration. Obviously it is not feasible to change the basis set for 

each particular solution (and the required recalculation of the thermodynamic 

database in terms of the new basis set) and so experience needs to be applied to 

develop the basis set to be suitable for the majority of conditions to which the 

database will be applied. For example for geochemical systems of pH 5 – 9 using the 

above example either HPO4
2- or H2PO4

- could be used as the basis species for 

phosphate. 

Using the basis set enables all mass balance relationships to be defined in terms of the 

chemical elements and the stoichiometric coefficients of the species. Charge balance 

relationships can also be defined in terms of the charges of the species. All species 

within the dataset can be related to one or more of the basis species by the associated 

equilibrium equation and constant, enabling the complete speciation of the system to 

be calculated in function of the concentrations of the basis species. However, the 

implementation of such a pure basis set requires the modelled system be in complete 

equilibrium which is often not the case in reality, for example solutions that are under 

or over saturated with respect to mineral phases or redox couples in a state of 

disequilibria. An auxiliary set of basis species is therefore required, which consist 

primarily of different oxidation states of the strict basis species. These species may be 

treated as either a basis or secondary species, depending on the modelling scenario. 

In some cases it is necessary to impose a basis species, for example if equilibrium 

with a mineral or gas phase determines the total aqueous concentration of an element, 

or if the total concentration of an element possessing multiple oxidation states is 

defined by a single state and redox equilibrium is disallowed. Algorithms have been 

devised that permit the swapping of basis species for dependent secondary species for 

these cases. 

4.3.1 Equations for speciation modelling 

For a system of Np basis species with concentrations mi containing Ns derived species 

(Sj), the concentration of each species may be calculated from the mass-action 

equation: 
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and the total concentrations are calculated from: 
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rearranging (4-32) yields 
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where fi is the nonlinear polynomial function of the ith basis species, permits the 

application of a multidimensional root finding algorithm to find a solution vector C of 

values mi (order Np) to the polynomial function vector F of Np equations fi, i.e. 

 ( ) ( )1, , 0
pi Nf m m = =F C…     for i = 1 … Np. (4-35)

In general there are no bracketing methods available for the root finding of n 

dimensional systems, and no way of knowing whether any solutions exist. Therefore, 

unlike the one-dimensional case there are no good general methods for solving the 

system of nonlinear equations i.e. convergence to the solution vector is not 

guaranteed. All algorithms proceed by iteration from an initial trial vector, hopefully 

improving the solution until some predetermined convergence criteria is satisfied. 

Both the success of the algorithm and the number of iterations required depend 

strongly on having an initial trial vector sufficiently close to the solution. The 

Newton-Raphson method is most commonly applied to speciation calculations. Close 

to C, each of the functions fi can be expanded in Taylor series: 
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the matrix of partial derivatives in equation (4-36) is the Jacobian matrix J: 
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In matrix notation equation (4-36) is 

( ) ( ) ( )2Oδ δ δ+ = + ⋅ +F C C F C J C C  (4-38)

By neglecting terms of order δC
2 and higher and setting F(C + δC) = 0 a set of linear 

equations for the corrections δC is obtained that move the solution vector closer to 

zero: 

( )δ⋅ = −J C F C  (4-39)

Matrix equation (4-39) can be solved by LU decomposition and the corrections then 

added to the trial vector to obtain an improved estimate of the solution vector:  

( )1−′→ = −C C C J F C  (4-40)

The process is iterated to the predetermined convergence criteria. Additional 

strategies can be used to enlarge the region of convergence. If the initial trial vector is 

sufficiently close to the solution vector, the Newton-Raphson method converges 

quadratically to the solution, however there are two significant disadvantages to the 

method: poor global convergence and the need to evaluate the Jacobian matrix which 

can be computationally demanding. An alternative method that does not require 

computation of the Jacobian matrix can also be applied. This method relies on 

imposing the chemically permitted interval for the values of the basis species, i.e. 

[ ]0 i i TOT
m m< ≤  for   [ ] 0i TOT

m >  (4-41)

and proceeds by adjusting the trial vector elements by iteration of: 
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(4-42)

For the chemical systems modelled in this work, this simple ratio method was found 

to be considerably more robust than the Newton-Raphson method, with a region of 

convergence generally much greater than that of the Newton-Raphson method. The 

convergence rate of this method is lower than that of the Newton-Raphson method, 

however as the Jacobian matrix does not need to be computed the processing time was 

generally found to be less. The method generally provided a trial vector close to the 
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solution vector within a few iterations, however in a few cases the convergence to the 

predetermined convergence criteria then proceeded slowly. The optimal strategy was 

found to be the application of the ratio method followed by the Newton-Raphson 

method if convergence was not obtained within a relatively small number of iterations 

(generally 20).   

4.3.2 Organisation of the speciation computer code 

Figure 4-1 shows the organisation of the computer code used to perform the 

speciation calculations. Model input is provided to the program in two keyword 

structured text files: a database file containing log Kr° values for the equilibrium 

equations of all derived solution species considered in the model; a file containing 

basis species total concentrations, solution pH and initial trial values for the ionic 

strength and basis species activities. As detailed above, the ratio method is applied 

initially to obtain either the solution vector if convergence is achieved within a few 

iterations or close starting values for the Newton-Raphson method if convergence is 

not reached. The Jacobian matrix J is calculated analytically rather than numerically 

to reduce computation time. The GSL (Galassi, Davies et al. 2002) implementations 

of the Newton-Raphson algorithm and standard linear algebra routines (for example 

LU-decomposition) were used. For both the ratio and Newton-Raphson methods the 

ionic strength estimation and hence activity coefficients (calculated from the Davies 

equation (4-29) with A = 0.5114 and b = 0.3) is updated at each iteration. At each 

iteration of both the ratio and Newton-Raphson algorithms the error vector F(C) is 

evaluated (equation (4-35)) and used to calculate the error criteria, ε, for stopping the 

iteration. The error criterion is calculated from the sum of the absolute error bounds 

normalised with respect to the ionic strength and number of basis components, i.e. 
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(4-43)

Iteration was stopped when ε < 10-10. 
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Figure 4-1. Organisation of the computer code developed to perform the speciation calculations, 

see text in sections 4.2.2, 4.3.1 and 4.3.2 for definitions of symbols. 
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4.3.3 Optimisation issues 

Although speciation calculation times are quite short, uncertainty analyses or model 

parameter optimisation requires large numbers of calculations to be performed. 

Therefore, in order to reduce computational demands a number of code optimisations 

were performed. Due to the inefficiency of the standard C library implementation of 

power functions for small exponent integer values, a different power function was 

implemented to deal with small integer powers as a special case calculating the power 

by the minimum number of multiplications.  

4.4 Thermodynamic Data 

All models of chemical speciation require thermodynamic parameters for the system 

under consideration. These values are preferably derived from primary experimental 

data, although estimated values may be used if these are lacking for some species, and 

are compiled into a database in a format compatible with the model software. 

Thermodynamic data for aqueous species (of principle interest for the current 

application) are normally provided in the form of equilibrium or formation constants. 

The measurements are performed in an ionic medium, usually with an ionic strength 

higher than environmental fresh waters in order to maintain constant conditions over 

the range of experimental compositions. For complex equilibrium systems (where 

several different species may be present in comparable concentrations), the task of 

interpreting the experimental results in terms of a chemical model is non trivial. A 

number of different chemical models comprising different component species may 

describe the results equally well. In these cases a selection between the different 

models needs to be based on the known properties of the metal and ligand, or 

preferably on direct observation of the species present (e.g. by Raman spectroscopy). 

Irrespective of how well the mathematical constructs of the model represent (or 

reproduce the behaviour of) the physical system, the quality of the model output is 

determined by the input parameters. The compilation of high quality databases, 

relevant to the domain to which the model will be applied, is of primary importance to 

speciation modelling. There are a number of desirable qualities that a database should 

possess:  
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¾ It should be coherent for the domain to which it is applied, i.e. it should be 

complete with respect to all possible species that may be formed for the given 

set of components. Performing calculations with missing species can lead to 

totally wrong results. 

¾ It should be internally consistent. Thermodynamic parameters all refer to a set 

of selected reference species and states; literature values are presented in a 

variety of forms and so need to be reduced to a consistent format. For example 

by correcting equilibrium constants to infinite dilution, or expressing reaction 

equations in terms of different component species to be consistent with the 

chosen basis species set. 

¾ The included data should be transparent and traceable. i.e. the sources of the 

included data should be cited, data reduction techniques should be defined and 

data selection procedures should be justified. 

¾ Estimates of the uncertainties associated with each datum when those 

uncertainties can be estimated. 

¾ The database should be available in a format that can be directly used by the 

chosen computer model. 

¾ The database should not contain errors, an obvious requirement but difficult to 

satisfy due to the size and complexity of databases for even simple systems. 

Most available databases contain errors which arise for a number of reasons, 

for example simple transcription errors, constants that do not refer to the given 

reaction equation (for example equilibrium constants defined with the overall 

formation reaction, see Serkiz et al. (Serkiz, Allison et al. 1996)) and also 

inconsistent application or the absence of methods used to correct to infinite 

dilution. 

4.4.1 Review of available databases 

A survey of available thermodynamic databases was performed by the Organisation 

for Economic Co-operation and Development, Nuclear Energy Authority (OECD-

NEA) in 1996 (OECD-NEA 1996) and the current situation has not significantly 

changed. There are a number of databases apparently suited to the requirements of 

modelling the solution speciation of uranium in relatively simple solution 
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compositions, these include databases integrated with computer programs (for 

example EQ3/6 (Wolery 1992), PHREEQC (Parkhurst and Appelo 1999), WATEQ 

(Parkhurst and Appelo 1999), MINTEQA2 (Allison, Brown et al. 1991)), critically 

reviewed databases for restricted systems (e.g. the NEA review series (Grenthe, Fuger 

et al. 1992; Grenthe, Puigdomenech et al. 1995; Silva, Bidoglio et al. 1995)) and 

databases of compilations of stability constants (Martell, Smith et al. 2001; Pettit and 

Powell 2001). A brief comparison of four different databases was performed (1) 

MINTEQA2 (Allison, Brown et al. 1991), (2) the WATEQ4f database supplied with 

PHREEQC (Parkhurst and Appelo 1999), (3) the Lawrence Livermore National 

Laboratory (LLNL) database compiled for EQ3/6 (Wolery 1992) and translated to 

CHESS format (Van der Lee 1998; Van der Lee 1999) and (4) the NEA database, also 

compiled for CHESS. Only solution species relevant to the system H2O-Na-Cl-CO2-

PO4-UO2
2+ were considered, and a number of differences were found between these 

databases. The most significant differences were due to the number and identity of 

uranium species included in the different databases, which are summarised in Table 

4-1. 
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Table 4-1. The inorganic uranium aqueous species included in the four selected databases, LLNL 

(Wolery 1992), MINTEQA2 (Allison, Brown et al. 1991), NEA (Grenthe, Fuger et al. 1992), 

Wateq4f (Parkhurst and Appelo 1999). 

 

Species LLNL MINTEQA2 NEA Wateq4f 
(UO2)11(CO3)6(OH)12

2- X  X  
(UO2)2(OH)2

2+ X X X X 
(UO2)2CO3(OH)3

- X  X  
(UO2)2OH3+ X  X X 
(UO2)3(CO3)6

6- X  X X 
(UO2)3(OH)4

2+ X  X X 
(UO2)3(OH)5+ X X X X 
(UO2)3(OH)5CO2

+ X    
(UO2)3(OH)7

- X  X X 
(UO2)3O(OH)2(HCO3)

+ X  X  
(UO2)4(OH)7

+ X  X X 
UO2(CO3)2

2- X X X X 
UO2(CO3)3

4- X X X X 
UO2(H2PO4)(H3PO4)

+ X  X  
UO2(H2PO4)2 (aq) X X X X 
UO2(H2PO4)3

-  X  X 
UO2(HPO4)2

2-  X  X 
UO2(OH)2 (aq) X  X  
UO2(OH)3

- X  X X 
UO2(OH)4

2- X  X X 
UO2

2+ X X X X 
UO2Cl+ X X X X 
UO2Cl2 (aq) X  X X 
UO2CO3 (aq) X X X X 
UO2H2PO4

+ X X X X 
UO2H3PO4

2+ X  X X 
UO2HPO4 (aq) X X X X 
UO2OH+ X X X X 
UO2PO4

- X X X X 
Total species 27 14 26 29 
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The LLNL and NEA databases were identical except for the inclusion of the 

(UO2)3(OH)5CO2
+ species in the LLNL database. This species is in fact a duplicate 

entry of (UO2)3O(OH)2(HCO3)
+ illustrating the difficulty of maintaining consistency 

when there are a number of possible ways of formulating the same species. Apart 

from this error, it is not surprising that the same species are included, as the bulk of 

the NEA review was inserted into the LLNL database, however there are some 

differences in the equilibrium constants values between the two databases. The 

differences between these two databases and the MINTEQA2 and WATEQ4f 

databases are more marked, both in terms of the number and identity of species, and 

the formation constants associated with them. In addition to the differences between 

the uranium species considered, differences in the coherency of the auxiliary dataset 

and the formation constant values of these species also influence the output of 

speciation calculations. An example of the differences found modelling a simple 

solution composition with each of the 4 databases is shown in Figure 4-2. As can be 

seen from the figures, the differences found are highly significant even for this very 

simple system, a maximum range of values for the free-ion of close to an order of 

magnitude is observed. 

It is difficult to assess the merits of each database, as little or no documentation is 

provided. The one notable exception to this is the NEA database, which is provided in 

conjunction with a series of published reviews for each element or group of elements 

(Östhols and Wanner 2000). The review of uranium species was published in 1992 

(Grenthe, Fuger et al. 1992), and is widely regarded as the most comprehensive single 

database for uranium species. 
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Figure 4-2. Differences in output species obtained by modelling a simple solution composition 

([NaCl] = 10
-2

 M, [PO4] = 10
-5

 M, [UO2] = 5.10
-6

 M, PCO2 = 10
-3.5

 atm, equilibrium with calcite). 

LLNL (Wolery 1992), MINTEQA2 (Allison, Brown et al. 1991), NEA (Grenthe, Fuger et al. 

1992), Wateq4f (Parkhurst and Appelo 1999) 
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Figure 4-2 (continued). Differences in output species obtained by modelling a simple solution 

composition ([NaCl] = 10
-2

 M, [PO4] = 10
-5

 M, [UO2] = 5.10
-6

 M, PCO2 = 10
-3.5

 atm, equilibrium 

with calcite). LLNL (Wolery 1992), MINTEQA2 (Allison, Brown et al. 1991), NEA (Grenthe, 

Fuger et al. 1992), Wateq4f (Parkhurst and Appelo 1999) 
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4.4.2 Thermodynamic database compilation 

Due to the inadequacy of the available thermodynamic databases a new database was 

compiled, adapted for the domain of application of these studies. The OECD Nuclear 

Energy Agency (NEA) database (Östhols and Wanner 2000) was chosen as the 

foundation for this new compilation, this database project was initiated in 1984 to 

provide a “comprehensive, internally consistent and internationally recognised 

thermodynamic database” for the modelling requirements of safety assessments for 

radioactive waste disposal sites.  

4.4.2.1 Overview of the OECD Nuclear Energy Agency (NEA) 

Thermochemical Database 

The NEA thermochemical database project (Östhols and Wanner 2000) was initiated 

in 1984, in response to the realisation that existing compilations of environmentally 

relevant thermodynamic databases were insufficient for the modelling of radionuclide 

migration. To satisfy these objectives the database needs to: contain all relevant 

elements present in the systems to be modelled; provide data for all aqueous, solid and 

gaseous forms of those elements at a set of selected and defined reference conditions; 

be internally consistent, often requiring the reinterpretation of published data; 

comprehensively document the sources of data used, the procedures adopted to select 

those data and the methods used for any recalculation of the data. The project is 

ongoing and far from complete for all systems of interest, however currently, data for 

the inorganic chemistry of five selected elements relevant to radioactive waste 

disposal systems have been reviewed (uranium, plutonium, americium, technetium 

and neptunium), as well as a larger number of auxiliary elements relevant to geologic 

systems.  

The project is devoted to the critical review of selected thermodynamic quantities 

from published data, rather than the measurement of thermodynamic parameters. The 

review procedure generally only includes primary experimental data and not 

estimates, values from previous compilations or calculated values, although there are 

some exceptions to these criteria if reliable primary data is lacking and analogy with a 

similar element with reliable data is possible. Where possible, experimental data were 

re-evaluated using consistent chemical models. The data are consistent with the ICSU 
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Committee on Data for Science and Technology (CODATA) published values (Cox, 

Wagman et al. 1989). The IUPAC definitions of standard and reference conditions 

have been adopted, and also the standard state pressure, p° = 105 Pa, and reference 

temperature of 298.15 K.  

For gaseous substances the standard state is the pure substance at the standard state 

pressure in a hypothetical state at which it exhibits ideal gas behaviour. The standard 

state for a pure liquid substance is the pure liquid at the standard state pressure. The 

standard state for a pure solid substance is the pure solid at the standard state pressure. 

For dissolved species the standard state is the hypothetical ideal solution at standard 

state pressure in which the solute concentration is one molal and the activity 

coefficient is unity. The activity correction model used to extrapolate data to this ideal 

reference state was based on the specific ion interaction theory described by Brønsted 

(Brønsted 1922; Brønsted 1923), Guggenheim (Guggenheim 1966) and Scatchard 

(Scatchard 1936). 

4.4.2.2 Parameters included in the thermochemical database, and 

conventions used 

The data is presented in Fortran-style formatted files; for each species there are a total 

of thirteen lines of data, containing between three and six parameters separated by 

blank spaces. Parameters included are the standard molar Gibbs energy of formation 

(∆fGm°/ kJ mol-1), the standard molar enthalpy of formation (∆fHm°/ kJ mol-1), the 

standard molar entropy of the species (Sm°/ J K-1 mol-1) and the standard molar heat 

capacity of the species at constant pressure (Cp°,m/ J K-1 mol-1), together with the 

associated uncertainties at a 95% confidence level and the temperature dependencies 

of the values where available. As only relative changes in the values of 

thermodynamic parameters can be determined experimentally, and not their absolute 

values, all of the parameters refer to the formation reaction of the species in its 

standard state from the component elements in their reference states. The chosen 

reference states of the elements are their most stable form under the chosen standard 

state and are tabulated in Table 4-2, by convention the values of ∆fGm° and ∆fHm° are 

set to zero. Full details of the standards and conventions used for the database are 

detailed in the report by Wanner and Östhols (Wanner and Östhols 2000). 
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Table 4-2. The reference states for elements included in the NEA thermochemical database at the 

reference standard state pressure and temperature. 

 

Element State Element State 
Ag(c) crystalline, cubic Li(c) crystalline, cubic 
Al(c) crystalline, cubic Mg(c) crystalline, hexagonal 
Am(c) crystalline, dhcp N2(g) gaseous 
Ar(g) gaseous Na(c) crystalline, cubic 
As(c) crystalline, rhombohedral (grey) Ne(g) gaseous 
B(c) β, crystalline, rhombohedral Np(c) crystalline 
Ba(c) crystalline, cubic O2(g) gaseous 
Be(c) crystalline, hexagonal P(c) crystalline, cubic (white) 
Bi(c) crystalline, rhombohedral Pb(c) crystalline, cubic 
Br2(l) liquid Pu(c) crystalline 
C(c) crystalline, hexagonal (graphite) Rb(c) crystalline, cubic 
Ca(c) crystalline, cubic, fcc S(c) crystalline, orthorhombic 
Cd(c) crystalline, hexagonal Sb(c) crystalline, rhombohedral 
Cl2(g) gaseous Se(c) crystalline, hexagonal (black) 
Cs(c) crystalline, cubic Si(c) crystalline, cubic 
Cu(c) crystalline, cubic Sn(c) crystalline, tetragonal (white) 
F2(g) gaseous Sr(c) crystalline, cubic, fcc 
Ge(c) crystalline, cubic Tc(c) crystalline, hexagonal 
H2(g) gaseous Te(c) crystalline, hexagonal 
H+ aqueous Th(c) crystalline, cubic 
He(g) gaseous Ti(c) crystalline, hexagonal 
Hg(l) liquid U(c) crystalline, orthorhombic 
I2(c) crystalline, orthorhombic Xe(g) gaseous 
K(c) crystalline, cubic Zn(c) crystalline, hexagonal 
Kr(g) gaseous   
 



 48

4.4.2.3 Conversion of the data to a format compatible with geochemical 

speciation programmes 

As given, it is not possible to directly use the database with any existing geochemical 

equilibrium computer model; the data must be converted to a compatible format 

whilst retaining the internal consistency of the database. The various existing software 

programs (e.g. Chess, Phreeqc, MinteqA2, Mineql+) all use a similar framework to 

describe the system, which has influenced the manner in which the database has been 

converted for use with these programs. As described in Section 4.3, a (minimal) pure 

basis set needs to be defined and then an auxiliary basis set and all other secondary 

species need to be defined in terms of this pure data set by means of mass-balance 

equations with associated equilibrium or formation constants. Such a conversion has 

been performed for the EQ3/6 programme (Wolery 1992), however on comparing a 

number of species with the original NEA data files several problems and 

inconsistencies were discovered. A number of species provided in the NEA database 

were not included in the converted database, several duplicate species entries were 

found, a number of mass balance equations were wrong and several formation 

constant values were significantly different from values calculated using NEA values. 

Finally not all mass balance equations were formulated in terms of consistent 

oxidation states of the participating elements, this prohibits considering these species 

for calculations of systems in redox disequilibria. 

It was decided to recompile the NEA database for a number of reasons. Firstly 

verifying the existing database conversion and correcting all errors would be 

essentially the same amount of work as compiling a new version of the database. It 

permitted the elimination of the problems detailed above, and also the inclusion of 

new data released by the NEA subsequent to the previous conversion. Temperature 

dependencies for a temperature range more suited to the expected domain of 

application could be calculated, and species for which the temperature dependencies 

had not been calculated in the previous conversion, but for which sufficient data for 

the calculations to be performed exist could be included. The new compilation could 

also be compared with the existing version to find any inconsistencies, which could 

then be investigated further to try to minimise the risk of introducing new errors.  
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It also permitted the development of a systematic method to store thermodynamic 

parameters and calculate appropriate equilibrium/formation constant values in terms 

of the desired mass balance equations. The temperature dependencies were calculated 

by the approximation methods detailed in section 4.2.1 depending on the richness of 

the data for the species and all basis or auxiliary basis species included in the mass 

balance equation. The format developed was spreadsheet based (using Microsoft 

Excel) and is extensible, allowing new species to be incorporated (for example to 

improve the coherency of the database with respect to the domain of interest). Visual 

Basic Macros were written to export the data in the format required by the chosen 

speciation program. 

Following the principles described in section 4.3 a pure basis species set was chosen, 

appropriate for oxic surface waters, which are tabulated in appendix A. In nearly all 

cases these basis species are not the same as the reference states for elements used by 

the NEA, which would be a very poor choice of basis species for modelling aqueous 

speciation. Mass balance equations for all auxiliary basis species (redox species) and 

secondary species (aqueous, gaseous and mineral species) were formulated in terms of 

the chosen basis species, or for species containing elements in different oxidation 

states to the basis species set in terms of the appropriate auxiliary basis species. 

Stability constants at 298.15 K (given as log10 values) were calculated by equation 

(4-17), stability constants at other temperatures (273.15, 323.15, 348.15 and 373.15 

K) were calculated where sufficient data existed by one of either equations (4-23) or 

(4-24) according to the extent of the available data (i.e. values of 0
,, mp

o

mf CH∆ for all 

the species in the mass balance equation). Uncertainty values nominally at a 

confidence interval (CI) of 0.95 for the log10K°r values are calculated by combination 

of the individual ∆fG°m uncertainties with their stoichiometric coefficients as 

described in Wanner and Östhols (Wanner and Östhols 1999). Additionally, hard core 

diameters of the species taken from the CHESS database are incorporated for use with 

the B-dot activity coefficient model, references to the specific NEA data files of 

origin of each species and comments related to the temperature dependence estimation 

method employed are generated. 

The format of the database chosen was CHESS version 3 (Van der Lee 1998). This 

format offers a number of advantages related to the database format compared to other 
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available programmes, namely that references and comments can be recorded for each 

included species, and read by the end-user directly from the associated graphical 

interface JCHESS. This is a major improvement to the traceability of compiled 

databases. A screenshot of the information contained in the compiled database for the 

species UO2OH+, presented by the database analyser component of JChess are shown 

in Figure 4-3. The basic information contained in the compiled database is presented 

in appendix B. 
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Figure 4-3 Example of information presented by JChess database analyser. 
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4.4.2.4 Augmentation of the NEA database 

The data for species included in the NEA database may be considered to be of high 

quality, with few exceptions. However, there are relatively few auxiliary species 

included in the database and on its own it cannot be considered coherent except for 

particular, very simple systems. To attempt to remedy this problem a domain of 

modelling application was chosen, and a literature review performed to find 

experimentally determined stability constants (preferably several independent 

sources) for all possible aqueous complexes within that domain. The domain was 

restricted to systems containing the following species: H2O, Na+, K+, Mg2+, Ca2+, 

Fe2+/Fe3+, UO2
2+, Cl-, NO3

-, SO4
2-, CO3

2-, PO4
3- and citrate. Stability constant values 

were derived from a number of sources, including the NIST and IUPAC searchable 

databases of published values (Martell, Smith et al. 2001; 2001), original research 

papers, and data compilations (Nordstrom, Plummer et al. 1990; Shock, Oelkers et al. 

1992; Shock, Sassani et al. 1997; Sverjensky, Shock et al. 1997; Markich and Brown 

1999; Shock 2000). Unless noted in the tables in appendix B, all data refer to the same 

standard states as employed by the OECD-NEA database. 

The truncated Davies activity coefficient model, equation (4-29) (Colston, 

Chandratillake et al. 1990), was employed when data was not given at null ionic 

strength with the value of b set to 0.3. This method is different from that employed for 

the NEA review, however insufficient data were available to employ the specific ion 

interaction model used in that work (Grenthe, Wanner et al. 2000), particularly in the 

case of citrate and EDTA complexes. The majority of the data for citrate complexes 

was taken from a review by Markich and Brown (Markich and Brown 1999) who also 

used the truncated form of the Davies equation. The literature data available was 

presented in a number of different formats, including equilibrium and overall 

formation constants and also a number of reduced thermodynamic values for the 

species. All data was reduced to the same format, namely ∆fG°m and ∆fH°m values of 

the species, by combination of the individual ∆fG°m or ∆fH°m values of the other 

components of the mass balance equation and the stability constant value according to 

equation (4-17). Uncertainty values have been calculated for species when sufficient 

data exists (generally 3 or more independent values for the species). The values are 

given at a confidence interval of 95 % and are calculated relative to the chosen basis 
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species set, rather than the NEA reference species. Similarly, uncertainty values for 

species in the NEA database that have not been amended have been calculated relative 

to the chosen basis species. Generally the uncertainty values were calculated from the 

standard deviation of the independent mean ∆fG°m values and the appropriate 

Student’s t-probability value for the number of data. Estimates of the uncertainty for 

an individual datum were generally not considered, these literature values (where 

given) are often small, but when a number of independently determined values are 

compared the absurdity of these uncertainty estimates becomes apparent. This 

indicates that although the precision of the studies is often good, the accuracy is 

generally poor.  

For a number of uranium species included within the NEA database, new 

experimental data have become available; frequently the authors have taken account 

of the NEA review for the interpretation of the experimental results. Values for a 

number of species including UO2OH+, UO2(OH)2(aq), UO2(OH)3
-, UO2(OH)4

2- 

(UO2)2(OH)2
2+, (UO2)3(OH)5

+, (UO2)3(OH)7
-, UO2HPO4(aq), UO2H2PO4

+, and 

UO2(H2PO4)2(aq) have been amended to incorporate these new data. The most 

significant change for the conditions under which it is envisaged that the database will 

be applied to has been to the second hydrolysis product, UO2(OH)2(aq), for which the 

NEA value was not considered. In the original NEA review of uranium only a limiting 

value was defined for this species ∆fG°m(UO2(OH)2(aq), 298.15 K) ≥ -1368 kJ mol-1. 

In the appendix to the review of americium “Corrections to the uranium NEA-TDB 

review”(Grenthe, Puigdomenech et al. 1995) it is remarked that the actual value is 

approximately 8 kJ mol-1 larger than this value, in agreement with the amended value 

of -1360.1 kJ mol-1 derived from three other sources. The NEA database was not itself 

amended due to the decision to “freeze” the values until the next review. 

4.5 Uncertainty Analysis Of Speciation Calculations 

Computer simulation has become increasingly popular in many different scientific 

fields, in many cases replacing experimentation, particularly in areas where 

experiments are difficult or impossible for reasons of cost, safety or the spatial or 

temporal scales of interest. Quality assessment should be an integral part of the 

application of computer modelling to environmental problems, however with few 

exceptions (Ekberg 1999; Nitzsche, Meinrath et al. 2000), very little attention has 
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been paid to this important aspect of uranium speciation modelling. The reliability of 

speciation calculations can be questioned at several levels (Cabaniss 1997), in the 

simplest case the adequacy of the numerical algorithms may be checked against some 

error tolerance e.g. equation (4-43). As the algorithms are generally robust and the 

error tolerance can be small the calculations are reliable in this sense. At the other 

extreme the veracity of the chemical model limits the reliability of the calculations. 

For example if species that are present in the system are omitted from the model, if 

the system is not in thermodynamic equilibrium or if input parameters are in gross 

error (Serkiz, Allison et al. 1996) then the calculated speciation may be meaningless. 

At an intermediate level the reliability may be questioned if the chemical model is 

essentially correct but the input parameters are uncertain, resulting in uncertain model 

predictions. 

All thermodynamic values have a degree of uncertainty associated with them due, 

amongst other factors, to both random and systematic experimental errors, poor or 

partial understanding of the underlying mechanisms e.g. misinterpretation of the 

chemical system and errors introduced by the data. Geochemical speciation models 

produce deterministic results and provide no estimates for the uncertainties associated 

with output parameters. Speciation modelling, and its associated applications such as 

geochemical transport modelling and the various implementations of bioavailability 

models in the field of ecotoxicology, is currently based on mean value calculations. 

However, thermodynamic values incorporated into databases used to calculate 

solution speciation are more properly characterised by their expectation values and 

quantitative estimates of their uncertainty distributions. It is important to assess the 

effect of these input uncertainties on the model output. There are two different 

approaches to calculating the uncertainty propagation in aqueous equilibrium 

calculations: the derivative approach and sampling based methods (Cabaniss 1999). In 

the derivative method, uncertainty propagation is estimated by assuming that: (a) the 

input parameters have Gaussian uncertainty distributions of characteristic mean and 

standard deviation, (b) the equations relating the calculated concentration to the input 

are sufficiently linear such that the second and higher order derivatives can be 

disregarded and (c) the input uncertainties are mutually independent. Sampling based 

methods such as Monte Carlo analysis involve treating the input parameters as 

random variables with defined probability distributions and, if required, correlations 
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(first order interactions). The input parameters are then sampled in some fashion (for 

example by generation of uniform deviates from random or pseudo-random sequences 

followed by transformation to the assigned probability) and the model output 

evaluated repeatedly.  The derivative method has the significant advantage of rapid 

calculation time compared to sampling based methods, however the inherently non-

linear nature of solution or solubility equilibria can lead to failure of the assumed 

linear approximation and hence invalidate the approach.  

4.5.1 Sampling based methods of uncertainty calculation 

As described above, the derivative method is significantly faster than sampling based 

methods. However, it can only be applied validly to systems where the output 

distributions are normally distributed. As can be seen from the results of this work, 

this is often not the case; hence this method has not been applied. Sampling based 

uncertainty analysis involves four steps:  

1. the selection of a distribution for each input parameter; 

2. generation of a sample from these distributions; 

3. evaluation of the model for each sample element; 

4. uncertainty analysis of model output. 

Monte Carlo (MC) analysis involves performing step (2) with random number 

sequences transformed to the desired distributions. As the numbers are generally 

machine generated by a deterministic process, they are not random stricto sensu, and 

are more correctly referred to as pseudo-random. From a statistical point of view, 

random sampling has the advantage of producing unbiased estimates of the model 

output distributions. A special case of MC analysis is Quasi-Monte Carlo (QMC) 

analysis where the second step is not performed using random numbers but some 

other form of non-random sampling.  

4.5.1.1 Random sampling 

In random sampling for mutually independent input variables, a sample of the 

required dimension N (x1, x2,…,xN) is generated from their respective distributions. 

This method depends on the generation of random uniform deviates transformed to 

the required distribution. As mentioned above a deterministic process generally 
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generates the numbers and so they are not truly random. The generation of such 

sequences has been widely discussed (Knuth 1981; Press, Teukolsky et al. 1992; 

L'Ecuyer 1998) and a good generator will provide sequences that are statistically 

indistinguishable from truly random sequences. Good generators satisfy both 

theoretical and statistical properties. Desirable theoretical properties include a long 

period (the number of calls to the generator before the sequence repeats itself), low 

serial correlation, and a tendency not to “fall mainly on the planes”. Statistical tests 

are generally performed with numerical simulations to estimate some quantity for 

which probability theory provides an exact answer; a widely utilised set of statistical 

tests is the “DIEHARD battery of randomness tests” available from 

http://stat.fsu.edu/~deo/diehard.html. Many standard implementations of random 

number generators in widespread use are insufficient (Park and Miller 1988) in some 

respect,  so care needs to be exercised in choosing a generator. For this work the GSL 

(Galassi, Davies et al. 2002) implementation of the “Mersenne Twister” (MT19937) 

generator of (Matsumoto and Nishimura 1998) was used to generate uniform deviates. 

This generator has a period of 219937 – 1 (about 106000) and is equi-distributed in 623 

dimensions; it has passed all of the DIEHARD tests. For this work, the distributions 

of all input parameters were assumed to be normal (Gaussian). The probability 

distribution for Gaussian random variates is: 

( )
2

22

2
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x

p x dx e dx
σ

πσ
 −   =  

(4-44)

For x in the range -∞ to +∞ with the transformation z = µ + x for variates of mean µ. 

For random sampling uncertainty analysis the Box-Muller algorithm (Box and Muller 

1958) was used to generate the random variates with a Gaussian distribution, 

requiring two calls to the random number generator for each variate.  

 

4.5.1.2 Stratified sampling 

The objective of stratified sampling is to improve the efficiency of sampling based 

uncertainty calculations by improving the characterisation of the input variables 

sample space over that of random sampling for a given sample size. Briefly, the input 

parameter space is exhaustively divided into a number of non-overlapping sub-regions 
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from which samples are then randomly selected. One example of stratified sampling is 

importance sampling in which the volumes of the selected sub-regions are assigned 

according to their importance to the final outcome of the analysis. For example, this 

method can be used to ensure the inclusion of input variables sample space that has 

low probability but high consequences. This idea is carried further in Latin hypercube 

sampling to ensure the full coverage of the range of each variable. Specifically, the 

range of each variable (xi) is divided into n intervals of equal probability and a value 

is selected randomly from each interval. The n values obtained for x1 are then paired 

at random without replacement with the n values obtained for x2. These n pairs are 

then combined randomly without replacement with the n values for x3 to form n 

triples and the process continued until a set of n nx-tuples is formed constituting the 

Latin hypercube sample. This sampling strategy is more efficient than random 

sampling when model output is dominated by only a few input parameters or when 

the output is a monotonic function of each of its arguments. Further, the closer the 

output function is to being additive in its input variables the greater the improvement 

over random sampling. However, for non-additive, non-monotonic functions the 

performance can be equivalent or worse than random sampling. 

4.5.1.3 Quasi-random sampling 

An alternative sampling strategy to improve efficiency is the use of quasi-random 

sequences (also referred to as sub-random or low-discrepancy sequences). These are 

sequences of n-tuples that progressively fill n-space more uniformly than uncorrelated 

random points; algorithms for the production of quasi-random sequences are crafted 

to provide sequences of sample points that are “maximally avoiding” of each other. 

This sampling strategy, while similar to stratified strategies, fits more naturally into 

the program framework built to perform random sampling and has a number of other 

advantages, including reduced memory requirements for producing the sequences. A 

number of quasi-random sequences are available including Faure, Sobol and 

Niederreiter sequences. For this work the GSL (Galassi, Davies et al. 2002) 

implementation of the Sobol sequence (Antonov and Saleev 1979) which is valid for 

up to 40 dimensions was used. The potential advantage of this approach is that the 

error bound of the mean value has probabilistic order of ( )nnO slog1−  where s is the 

dimension, which is an improved asymptotic rate for fixed s over that of MC of 
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( )21−nO . Hence if n is sufficiently large a QMC method is expected to approximate 

the parameter values with a smaller error than MC. However, the dimension s does 

not need to be very large in order for 211 log −− > nnn s for large values of n in which 

case the superiority of the convergence rate of the QMC error over MC is not of 

practical use. The Sobol sequence provides uniform variates, which need to be 

transformed to a required probability distribution (in this case the Gaussian 

distribution). In order to maintain the low discrepancy characteristics of the n-

sequence Moro’s algorithm was used to approximate the inversion of the standard 

Gaussian distribution function (Moro 1995). Figure 4-4 shows the first 104 points of a 

2 dimensional Sobol sequence transformed to a Gaussian distribution compared with 

the same number of random variates of the same joint probability distribution (µ = 0, 

σ = 1). 
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Figure 4-4 First 10
4
 points of a 2 dimensional Sobol sequence transformed to a Gaussian 

distribution compared with 10
4
 random variates of the same probability distribution. 
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4.5.1.4 Evaluation of model output uncertainty 

Using the sample of the input parameter distributions generated by one of the methods 

detailed above, step 3 of the uncertainty analysis is performed i.e. the model is 

evaluated for each sample element and the output parameters of interest are stored. 

These estimates of the output distribution functions are then used for step 4 of the 

analysis, to calculate a range of descriptive statistical parameters. The statistical 

parameters calculated by the computer program include: mean, standard deviation, 

skewness, kurtosis, minimum, maximum, median and a number of distribution 

quantiles defined in the program input file. Figure 4-5 shows the organisation of the 

modules of the computer code used to perform the MC and QMC uncertainty 

calculations. As the output distributions are frequently non-Gaussian, parametric 

statistical measures of the dispersion are generally not appropriate, and other 

measures such as inter-quantile ranges are more useful in summarising output 

uncertainty. 
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Figure 4-5. Organisation of the computer code developed to perform MC and QMC uncertainty 

calculations 
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4.5.1.5 Errors of estimated parameters 

As the sample size used to perform the uncertainty analysis increases, the estimation 

of the model output uncertainty distribution improves and hence the probabilistic error 

of the parameter estimates reduces. For random sampling (MC) the distribution mean 

values have an error of probabilistic order ( )21−nO  where n is the number of 

simulations performed. One of the limitations of MC or QMC analysis is that the 

sample size required in order to obtain acceptable estimates of the output distributions 

cannot be calculated a priori. However, the probabilistic uncertainties of statistical 

parameters of the output distributions can be estimated using a jack-knife resampling 

procedure. The jack-knife estimate of variance σ2 for the parameters calculated for the 

n data ( p ) is calculated by recalculating the parameters n times omitting the ith 

datum (pi) and is given by: 

( )∑=
−−= n

i

i pp
n

n

1

22 1σ  
(4-45)

This procedure is not overly time consuming for relatively small sample sizes (< 104), 

however it is an O(n2) algorithm and hence for large samples a truncated procedure is 

preferable. 
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5 MODELLING BIOLOGICAL AVAILABILITY 

OF METALS IN AQUATIC SYSTEMS 

5.1 Historical Overview Of Modelling Approaches 

It is currently well accepted that in order to predict the effects of trace metals on 

aquatic organisms the effects of the metal’s solution speciation need to be accounted 

for. The fact that the total dissolved concentration of a metal is generally a poor 

indicator of its toxicity and/or chemical bioavailability has been known for over thirty 

years. A number of different modelling approaches to relate chemical speciation to 

toxicity or bioavailability of trace metals have been proposed. Several comprehensive 

reviews of the development of these different modelling approaches have been 

published (Tessier, Buffle et al. 1994; Campbell 1995; Paquin, Gorsuch et al. 2002). 

Early work was oriented mainly towards copper toxicity (due both to the importance 

of this metal and the availability of sensitive analytical techniques to determine both 

the free ion and total concentration). These studies included the role of natural organic 

matter in reducing toxicity to fish e.g. (Zitko, Carson et al. 1973); the effect of 

complexation by EDTA on algal toxicity (Anderson and Morel 1978); the role of 

water hardness (as Ca2+ and Mg2+) in reducing toxicity e.g. (Zitko 1976; Playle 1998; 

De Schamphelaere and Janssen 2002; Macdonald, Silk et al. 2002); the role of 

acidification in modifying toxicity by affecting both the metal’s speciation and the 

metal interactions at biological surfaces e.g. (Campbell and Stokes 1985). Many of the 

early studies found a correlation between the free ion activity of the metal and the 

resultant toxicity or bioavailability. These findings were first encoded into models 

using a chemical equilibrium approach in the early 1980s as the conceptual Free-Ion 

Activity Model (FIAM) (Morel 1983) or the Gill Surface Interaction Model (GSIM) 

(Pagenkopf 1983). Both of these models were based on the hypothesis that the metal 

binds reversibly with some physiologically active surface site, i.e. an equilibrium is 

rapidly established between the metal free ion in solution and the metal fraction bound 

to the physiologically active sites. The GSIM was used to successfully describe the 

acute toxicity of a range of different metals (Cu, Cd, Pb and Zn) in varying water 

compositions.  
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Over the past decade, attempts to incorporate these concepts into regulatory water 

quality standards have resulted in the development of the Biotic Ligand Model (BLM) 

of acute toxicity. The conceptual basis of the BLM is similar to both the FIAM and 

GSIM, assuming that the system is at equilibrium to permit the use of thermodynamic 

and conditional binding constants to calculate the partitioning of the metal between all 

possible metal species in the system, including the metal bound to the biotic ligand. 

The model may be considered in terms of three components: the speciation of the 

metal in the bulk solution, the formation of the metal – biotic ligand complex [M-BL] 

and the toxic response elicited by the [M-BL]. As for the FIAM or GSIM, the free 

metal ion is generally considered to be the most toxic metal species, however this 

concept has been extended within the framework of the BLM to allow for the 

potential toxicity of other species. A BLM developed for silver toxicity (Paquin, Di 

Toro et al. 1999) considered both Ag+ and AgCl0 biotic ligand complexes while a 

copper BLM (De Schamphelaere and Janssen 2002) included both Cu2+ and CuOH+ 

biotic ligand complexes. Similarly, in the case of uranium, an equilibrium model for 

the valve movement response of an aquatic bivalve (Markich, Brown et al. 2000) 

considered both UO2
2+ and UO2OH+ to be bioreactive.  

Biological interfaces such as gill epithelia are characterised by a net negative charge 

to which cations can bind, due to the dissociation of both the ionisable groups of the 

membrane phospholipids and the functional groups of membrane embedded proteins. 

Uptake of metal ions generally occurs via trans-membrane pumps, channels and 

carriers generically termed transporters. The type of transporter involved in the uptake 

of a metal determines the nature of the metal-transporter interaction, which can differ 

significantly. Metal ions transported by trans-membrane channels are conducted 

through the channel protein without any specific binding to the transporter, or loss of 

their hydration sphere. However, metal ions transported by carriers (lipid-soluble 

molecules that bind a metal on one surface of the membrane and migrate to the other 

surface to release the metal) bind to a specific transport site. The “biotic ligand” is 

assumed to represent a physiologically active subset of charged membrane surface 

sites, and the BLM assumes that the metal – biotic ligand interaction can be 

characterised as a surface adsorption process. Competition for the biotic ligand is 

assumed to occur between the bioreactive toxic metal species and other cations such 

as Ca2+, Mg2+, Na+ and H+. The modelling requirements to implement a metal BLM 



 65

are: knowledge of the solution speciation of the metal (either measured or predicted 

by a speciation model); values for the binding constants of the bioreactive metal 

species – biotic ligand complexes (generally these values are conditional on the means 

used to determine the constants); values for the binding constants of competing 

cations – biotic ligand complexes. A number of different approaches to the 

determination of the conditional binding constants of both the toxic metal and 

competing cations with the biotic ligand have been suggested. These include the direct 

measurement of the surface adsorbed metal fraction (Playle, Dixon et al. 1993), which 

is limited by the problem that the biotic ligand represents only the physiologically 

active subset of the total surface adsorbed metal (with potentially different sorption 

properties from the non-specific surface sites). Other approaches such as the 

measurement of physiological end-points (toxic effects, behavioural changes or 

bioaccumulation of the toxic metal) all require assumptions about the relationship 

between the fractional coverage of the physiologically active surface sites, and the 

measured end-point. For example in the case of bioaccumulation the kinetics of the 

trans-membrane transport of the metal must be assumed to be invariant within the 

range of conditions to which the model is applied. Similarly in the case of toxicity the 

dissolved metal LC50, which varies with water chemistry, is assumed to be associated 

with a fixed critical level of metal accumulation at the biotic ligand (Meyer, Santore et 

al. 1999). 

The equilibrium paradigm has been applied to a wide variety of both experimental and 

field data and its successes greatly outnumber documented exceptions (Campbell 

1995). The approach is very attractive in that it integrates easily with existing and 

widely used geochemical speciation models. The most convincing experimental 

evidence for the equilibrium paradigm comes from studies where the concentration of 

a strong organic chelator is varied and a strong correlation of the free metal ion with 

metal uptake rate is found. However, for these cases it must be recalled that other 

composition parameters (e.g. pH, inorganic ligands) are generally kept constant and 

so all other inorganic metal complexes will co-vary with the free metal ion. 

Frequently, experimental studies to investigate metal uptake or toxicity are performed 

in media of constant inorganic ion composition, thus the equilibrium paradigm has not 

been widely tested with respect to purely inorganic media. Although the equilibrium 

paradigm has been the favoured approach to modelling metal – organism interactions, 
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alternatives to this approach exist for cases where the assumption of equilibrium 

between the bulk solution and the physiologically active surface sites is not valid. 

Alternative approaches include kinetic models that consider the metal transport and 

complex association/dissociation kinetics in the diffusion layer of the biological 

interface (van Leeuwen 1999; van Leeuwen 2001).  

There are a number of examples of modelling practice in the literature that should be 

avoided. In many cases analytical methods to directly measure the speciation of the 

metal do not exist or are impractical. The speciation of the metal therefore needs to be 

predicted by a mathematical model as described in section 4. The thermodynamic 

parameters required for modelling the speciation need to be treated as model constants 

and not modified in light of the observed biological response behaviour. This is not 

always the case, for example metal binding affinity constants for a natural dissolved 

organic matter were treated as adjustable fitting parameters in the development of fish 

GSIM’s for both cobalt (Richards and Playle 1998) and lead (Macdonald, Silk et al. 

2002). The development of a model to describe biological response to varying 

solution composition should be reactive to the observed behaviour, rather than trying 

to fit the data to a preconceived dogma. An example of modelling practice that does 

not follow this principle is the study of the effect of magnesium on the accumulation 

of silver by the rainbow trout Oncorhynchus mykiss (Schwartz and Playle 2001). No 

inhibition of uptake for a range of magnesium concentration of up to 210 mM was 

observed. The authors however, chose to include a Mg-gill stability constant in their 

Silver-gill binding model. Another example is a study performed to investigate zinc 

toxicity mitigation by calcium and magnesium to Daphnia magna (Heijerick, De 

Schamphelaere et al. 2002). In this study a reduction to toxicity on increasing calcium 

and magnesium concentrations was observed, but only for concentrations of up to 2 

mM for magnesium and 3 mM for calcium. The authors used only the lower 

concentration ranges for determining biotic ligand model affinity constants for these 

two metals, considering the model to be inapplicable to the higher concentration 

ranges. It is also important to avoid factors that can potentially confound 

interpretation of the results. For example, in order to vary the concentration of one 

solution component, it is necessary to vary the concentration of at least one other 

component (either a component of same charge whilst maintaining the ionic strength 

constant, or a component of opposite charge and varying the ionic strength). An 
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example of the difficulty in interpreting the effects of cation competition when ionic 

strength is co-varied with the range of cation concentration is discussed in section 

6.5.4. The toxicity of copper to Daphnia magna (De Schamphelaere and Janssen 

2002) was found to be mitigated by calcium, magnesium and sodium, attributed to the 

antagonistic competition for binding sites by the authors. However, on inspection of 

these results the interpretation of the dataset is confounded by the fact that ionic 

strength was not maintained at a constant value, and in fact can be used as a simpler 

and equally good parameter to explain the changes in observed toxicity. 

5.2 Modelling Uranium Accumulation: State Of The Art And 

Developments 

As described in section 5.1 the understanding of how trace metals interact with 

aquatic organisms has evolved considerably over the past thirty years. Different 

implementations of equilibrium based metal – organism interaction models have used 

more or less restrictive assumptions of the underlying physical and physiological 

processes. Any attempt to relate the physico-chemical properties of the bulk solution 

to a metal’s bioavailability needs to account for (Figure 5-1): 

1. the mass transport of the metal from the bulk solution to the biological 

interface; 

2. the speciation of the metal in the micro-environment of the biological 

interface; 

3. the surface complexation of the metal with the physiologically active 

membrane ligands; 

4. the trans-membrane internalisation of the metal-carrier complex. 

5.2.1 Pre-equilibrium approaches 

Equilibrium or steady-state modelling approaches such as the FIAM, GSIM or BLM 

all rely on a number of assumptions.  

1. the rate-limiting step of the metal bioaccumulation is the internalisation by 

membrane transporters; 
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2. the internalisation kinetics are first order or pseudo first order; 

3. the mass transport of the metal from the bulk solution to the biological 

interface is not rate-limiting; 

4. the metal speciation in the immediate vicinity of the biological interface is not 

significantly different from that of the bulk solution; 

5. rapid equilibrium is established between the metal species in the immediate 

vicinity of the interface and the membrane ligands (≡X
n-); 

6. for a fixed solution composition the surface activity of the metal – membrane 

ligand site is constant (the steady state approximation); 

7. no significant modification of the biological interface occurs (e.g. both the 

density and nature of the membrane transporters remains constant for all 

investigated conditions); 

8. no significant changes to biological regulation are induced by either the metal 

binding to transporter sites or changes to other investigated parameters (e.g. 

pH, other metal ions concentrations). 
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Figure 5-1 Processes involved in the bioaccumulation of uranium. 

 

DM diffusion coefficient of metal ion, M 

DML diffusion coefficient of metal complex, ML 

k2 trans-membrane internalisation kinetic rate constant 
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Thus the overall bioaccumulation kinetics can be described by: 

1 2

1

2+ 2-n
2 2 2 int

UO UO UO
k k

n n

k

X X X
−

− −+ ≡ ≡ − → ≡ +U  
(5-1)

There are no analytical solutions to the rate equations describing the concentration 

changes of the three components over time, so the steady-state approximation is used, 

i.e. the activity of the surface complex, { }2-n
2UOX≡ − , remains constant. 

{ } { } ( ) { }2+
2

2-n
2 2-n

1 1 2 2UO

UO
UO 0n

d X
k X k k X

dt
α− −

≡ − = ≡ − + ⋅ ≡ − =  
(5-2)

The activity of the surface complex, { }2-n
2UOX≡ − , is therefore given by: 

{ } { } 2+
2

2-n 1
2 UO

1 2

UO nk
X X

k k
α−

−
≡ − = ≡+  

(5-3)

If k-1>>k2, as assumed by the pre-equilibrium approximation, the activity of the 

surface complex is therefore: 

{ } { } { }2+ 2+ 2+
2 2 2

2-n 1
2 UO UO UO

1

UO n nk
X X K X

k
α α− −

−
≡ − ≈ ≡ ≈ ≡  

(5-4)

where 2+
2UO

K  is the formation constant of the surface complex and the symbols { }  

refer to the activities of the surface species. The affinity of this interaction is assumed 

to not be dependant on the solution composition. 

From equation (5-1) the bioaccumulation flux rate, 2 int
UOd

dt
, is: 

{ }2 2-nint
2 2

UO
UO

d
k X

dt
= ⋅ ≡ −  

(5-5)

And substituting { }2-n
2UOX≡ − from equation (5-4) yields: 

{ }2+ 2+
2 2

2 int
2 UO UO

UO
n

d
k K X

dt
α−= ⋅ ⋅ ≡ ⋅  

(5-6)

All implementations of equilibrium based metal bioaccumulation models are built 

from this rate equation, using different hypotheses as to the bioreactive metal species 
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that may form surface complexes and the variation in activity of the free surface sites 

(for example by competition with other cations). 

If the activity of free surface sites, { }nX −≡ remains nearly constant for the range of 

metal concentration and solution composition of interest, then the activity of the 

surface complex { }2-n
2UOX≡ − and hence the bioaccumulation flux rate is simply 

proportional to the free metal ion activity: 

2+
2

2 int
UO

UO
constant

d

dt
α= ⋅  

(5-7)

If, however, the fraction of the total surface sites occupied by the metal surface 

complex becomes significant, the change in activity of free surface sites, { }nX −≡  

needs to be accounted for by the mass action law: 

{ } { } { }2-n
2UO n

T
X X X −≡ = ≡ − + ≡  (5-8)

Combining equations (5-3) and (5-8) gives an explicit expression for the activity of 

the surface complex: 

{ } { }2+ 2+
2 2

2+ 2+
2 2

UO UO2-n
2

UO UO

UO
1

T
K X

X
K

α
α

⋅ ≡ ⋅≡ − = + ⋅  
(5-9)

Which is a hyperbolic function often termed the occupancy relation, and has the same 

form as the Langmuir adsorption isotherm. Combining equations (5-5) and (5-9) gives 

the bioaccumulation flux rate: 

{ }2+ 2+
2 2

2+ 2+
2 2

2 UO UO2 int

UO UO

UO

1
T

k K Xd

dt K

α
α

⋅ ⋅ ≡ ⋅= + ⋅  
(5-10)

This relationship, derived from the most restrictive hypotheses of the chemical 

equilibrium approach to modelling metal bioavailability, is the simplest relationship 

between the free metal ion and the bioaccumulation flux rate. The equation reduces to 

the linear approximation as already described (5-7) with the conditions that the 

fraction of the total surface sites occupied by the metal surface complex is small, i.e. 

{ }2-n
2UOX≡ −  << { }nX −≡  and no other factors (e.g. pH, [Ca2+], [Mg2+]…) influence 

the activity of the free surface sites.  
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5.2.1.1 Competitive inhibition by other cations 

The potential for other cations to competitively bind to the free surface sites can be 

introduced into the modelling framework by modifying the mass action equation (5-8) 

and defining the appropriate pre-equilibrium equation with the same form as (5-2) to 

(5-4). For the case of H+ competition equation (5-8) is modified to: 

{ } { } { } { }2-n
2UO H n

T
X X X X −≡ = ≡ − + ≡ − + ≡  (5-11)

and the equilibrium equation is: 

{ } { } +H
H n

HX K X α−≡ − = ⋅ ≡ ⋅  (5-12)

where KH is the formation constant of the proton – surface complex. Combining 

equations (5-4), (5-11) and (5-12) yields the modified expression for the activity of 

the surface complex: 

{ } { }2+ 2+
2 2

+ 2+ 2+
2 2
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H UO UO

UO
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T

H

K X
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α
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(5-13)

and substitution into (5-5) gives the competitive bioaccumulation flux rate equation: 

{ }2+ 2+
2 2

+ 2+ 2+
2 2

2 UO UO2 int

H UO UO

UO

1
T

H

k K Xd

dt K K

α
α α
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(5-14)

5.2.1.2 Internalisation of metal species additional to the free metal ion 

The possibility of there being bioreactive metal species other than just the free metal 

ion, as permitted by the BLM, can be incorporated into the equilibrium modelling 

framework in two different ways. It can either be assumed that all bioreactive species 

compete for the same physiologically active membrane ligands, or alternatively that 

different transport systems are responsible for the accumulation of the different 

bioreactive species. For the first hypothesis the relevant mass action equation for the 

addition of a second bioreactive species { }2UO BX≡ −  is: 

{ } { } { } { }2-n
2 2UO UO B n

T
X X X X −≡ = ≡ − + ≡ − + ≡  (5-15)

and the equilibrium equation is: 
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{ } { }
2UO B UBUB nX K X α−≡ − = ⋅ ≡ ⋅  (5-16)

where 
2UO BK  is the formation constant of the secondary bioreactive uranium species – 

surface complex. From equations (5-4), (5-15) and (5-16) the activities of the two 

bioreactive surface complexes are therefore: 
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(5-17)

Assuming that the internalisation rate constant is the same for both bioreactive surface 

complexes, this leads to a bioaccumulation flux rate equation for two bioreactive 

metal species of: 

{ } { }( )
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2 22 2

2+ 2+
2 22 2

2 2-nint
2 2 2

2 UO B UO BUO UO2 int

UO B UO BUO UO

UO
UO UO B

UO

1

T

d
k X X

dt

k X K Kd

dt K K

α α
α α

= ≡ − + ≡ −
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(5-18)

If the second hypothesis is taken, i.e. that different transport systems are responsible 

for the accumulation of the different bioreactive species, then equation (5-1) needs to 

be modified to allow for this parallel accumulation scheme: 
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UO B 32
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U
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(5-19)

leading to a modification of equation (5-5) to give the new bioaccumulation flux rate 

equation: 

{ } { }2 2-nint
2 2 3

UO
UO UB

d
k X k X

dt
′= ⋅ ≡ − + ⋅ ≡ −  

(5-20)

In this case the activities of the two bioreactive surface complexes are independent of 

one another: 
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(5-21)

Leading to the bioaccumulation flux rate equation for the two independent bioreactive 

metal species of: 

{ } { }2+ 2+
2 2 2 2

2+ 2+
2 22 2

2 UO UO 3 UO B UO B2 int

UO B UO BUO UO
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1 1
T T
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(5-22)

5.2.2 Alternatives to the equilibrium paradigm 

The list of assumptions required for the development of steady-state models detailed 

at the start of section 5.2.1 may be questioned in several ways. For convenience these 

will be addressed under two broad categories: kinetic and metal – transporter stability 

considerations. 

5.2.2.1 Kinetic considerations. 

The implications of the assumptions of the equilibrium paradigm for the transport 

kinetics of metal accumulation need to be addressed at two stages of the transport 

process: the mass transport of the metal from the bulk solution to the biological 

interface and the trans-membrane internalisation of the metal-carrier complex. The 

transport of the metal from the bulk solution to the close vicinity of the biological 

interface is a diffusion process that, from assumptions 1 and 3 (section 5.2.1), is 

assumed not to be rate determining for the pre-equilibrium modelling approaches. If 

diffusion limits the metal flux rate, the kinetics of the ligand exchange reactions in the 

diffusive boundary layer will be significant in controlling the rate of formation of the 

metal – transporter complex. If this is the case then the uptake kinetics will depend on 

the near surface concentrations of kinetically labile species rather than the free metal 

ion. Distinguishing diffusion limitation from biological transport limitation is 

potentially difficult if the exchange kinetics of the different complexing ligands 

investigated and the diffusion rates of the formed metal complexes vary significantly. 

An observed metal uptake dependence on solution composition may be a function of 
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the lability of metal – ligand complexes formed rather than the equilibrium control of 

the formation of the metal – transporter surface complex assumed by the equilibrium 

paradigm. Non-equilibrium conditions could change the apparent rate-controlling 

species for metal uptake. Modelling the dynamics of metal flux rates across an uptake 

determining diffusion boundary layer and the metal complexes 

association/disassociation kinetics requires knowledge of these complexes diffusion 

coefficients and ligand exchange rate constants. Except for the simplest systems, these 

parameters are generally unknown and so a rigorous treatment is impossible. 

If however the transport is indeed limited by the trans-membrane internalisation of the 

metal-carrier complex, the rate constant of this process will be determining for the 

metal uptake. The equilibrium paradigm assumes that the kinetic rate constant for this 

process is invariant within the range of physico-chemical conditions to which the 

model is calibrated and applied. This assumption may be invalid depending on both 

the different physico-chemical parameters considered by the model and the nature of 

the uptake process. For example, both pH and ionic strength influence the trans-

membrane potential difference and hence the conductance of ion channels (in addition 

to the pH effects on both the metal’s speciation and protonation/deprotonation 

reactions of the functional groups within the ion transport system). Factors that affect 

membrane fluidity (such as temperature) will also directly affect membrane proteins 

involved in ion transport, including both ATPases and particularly carrier molecules. 

Physiological regulation processes such as changes in ATPase activity resulting from 

ion homeostasis will also directly influence the internalisation dynamics of the metal, 

if these transport pathways are implicated in its uptake. If the assumption of pre-

equilibrium of the metal – transporter complex is satisfied, but the kinetics of the 

trans-membrane metal transport depends on an investigated parameter, the 

accumulation rate equation (5-5) must modified. For example, if the solution pH 

affects the kinetics of the trans-membrane metal transport, the accumulation rate 

equation (5-5) is modified by replacing the rate constant k2 with a parameter 

dependent on pH: 

( ) { }2 2-nint
2 2

UO
UOpH

d
k X

dt
= ⋅ ≡ −  

(5-23)

As the assumption of pre-equilibrium is still valid, expressions for the activity of the 

metal-carrier complex can be derived as previously shown to account for the effects of 
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the metal’s speciation, competition with other cations for the transporter binding site 

etc. 

5.2.2.2 Metal – transporter stability considerations 

 
A number of the assumptions used to develop pre-equilibrium models may be 

questioned with respect to the stability constant of the metal – transporter complex. In 

the preceding sections the interaction of the metal with the biosurface is assumed to 

be a surface complexation process with physiologically active membrane ligands that 

are equivalent and independent of each other. These transporter binding sites are also 

assumed to remain constant both in number and nature. Additionally the metal 

speciation in the immediate vicinity of the biosurface is assumed to be identical to that 

of the bulk solution. Obviously, any changes to the number of available transporter 

binding sites will strongly influence the uptake dynamics; such changes may result 

from the induction of transporter proteins in response to concentration changes of a 

regulated metal for example. The assumption that the sites are all equivalent and 

independent may be inadequate if several transport pathways are implicated in the 

metal uptake. Chemical heterogeneity of binding sites is commonly observed for the 

sorption behaviour of natural organic matter for example and a number of different 

modelling approaches are available to describe this behaviour. Adsorption enthalpies 

typically become less negative as surface coverage increases, as the energetically 

most favourable sites are occupied first. To describe adsorption where the adsorption 

enthalpy changes as a function of the fractional coverage of the sites, a number of 

empirical isotherm models are available, such as the Temkin isotherm (assumes that 

adsorption enthalpy changes linearly with coverage) or the Freundlich isotherm 

(which assumes a logarithmic change). These models do not permit the incorporation 

of competitive binding effects and so are inadequate in this case. Another approach 

that enables the effects of competitive adsorption to be incorporated is by 

approximating the distribution of binding site enthalpies with a series of discrete sites 

of different enthalpies and fractional coverage’s. This approach results in a multi-site 

Langmuir adsorption isotherm (House and Denison 2000) but obviously the number 

of adjustable parameters in the model are increased significantly. 
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The assumption that the metal speciation in the immediate vicinity of the biosurface is 

identical to that of the bulk solution is a simplification that may have significant 

implications for the model. As is the case for all charged surfaces, the ionic 

environment in the vicinity of the biological interface is different to that of the bulk 

solution: an electrical double layer is formed of the charged surface and the diffuse 

cloud of oppositely charged ions (counterions). In general terms, the layer of 

counterions consists of ions more or less attached to the surface (the Stern layer) and a 

more diffuse (Gouy) layer in which the ions are more mobile. Several different 

mathematical models to describe the structure of the double layer exist including the 

constant capacitance, diffuse double-layer and triple-layer models. Factors that can 

influence the ionic environment at the biosurface include the equilibria responsible for 

the surface charge (e.g. the protonation – deprotonation equilibria of the surface 

functional groups and surface complexes formed with other ions) and the ionic 

strength of the solution. The surface charge potential of the membrane is not 

necessarily related to the charge of the binding site of the transporter due to the much 

higher site density of non-specific sites e.g. the membrane phospholipids. The 

structure of the electrical double layer has obvious consequences for the formation of 

the metal – membrane transporter complex, as the activity of the metal species at the 

biosurface will differ from that of the bulk solution. Although the biosurface is not 

homogeneous, i.e. there are a wide variety of surface functional groups, an 

approaching species will feel the net effect of these point charges as if the surface 

were electrically homogeneous. The effect of this phenomenon on the process of 

metal uptake is to modify the apparent affinity of the metal – membrane transporter 

complex formation in function of parameters that modify the ionic environment at the 

biosurface. The free energy change for the process of a surface adsorption has 

components of the chemical free energy change and the Coulombic free energy 

change, i.e. 

ads chem coulG G G∆ = ∆ + ∆  (5-24)

The intrinsic formation constant is related to the chemical Gibbs free energy change 

by the standard relation (4-15): 
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(5-25)
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and the apparent formation constant, K′ads, includes the Coulombic term: 

( )10
10 10

log
log log coul

ads ads

G e
K K

R T

∆ ⋅′ = − ⋅  
(5-26)

As the principal factors that influence the structure of the electrical double layer are 

the pH and ionic strength, the equilibrium constant, 2+
2UO

K  in equation (4-1) now 

becomes a function of these parameters giving: 
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(5-27)

5.2.3 Model hypotheses tested in this study 

As described in the previous sections, a number of different plausible hypotheses can 

be proposed to describe the mechanisms involved in the transfer of metals from the 

bulk solution, across a biological interface to the interior of an organism. In order to 

investigate the likelihood of these different hypotheses for the uptake of uranium 

observed in the experiments performed in this study, a multi-hypotheses approach was 

adopted. A number of different models were applied to the experimental results in 

order to assess the likelihood of each of the different hypotheses outlined above. This 

series of models was developed starting with the most restrictive hypotheses of the 

pre-equilibrium paradigm, resulting in the simplest “pure” BLM models, 

progressively relaxing the physical and physiological hypotheses leading to 

increasingly complex and flexible models. The different hypotheses tested were: 

¾ Free uranyl ion the only bioavailable species 

¾ Free uranyl ion and a second uranyl complex bioavailable 

¾ Free uranyl ion and two other uranyl complexes bioavailable 

¾ Single homogeneous and independent transporter surface site 

¾ Different transporter surface sites specific to each bioavailable species 

¾ Proton / cation competition for binding site(s) 

¾ Pre-equilibrium of metal-transporter complex(es), internalisation rate 

determining and first order 
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¾ Pre-equilibrium of metal-transporter complex(es), internalisation rate 

determining and dependent on pH 

¾ Pre-equilibrium of metal-transporter complex(es), metal – transporter stability 

dependent on pH 

Full details of all the tested models are given in section 7.3.1. 

5.3 Principles Of Data Modelling   

There are several possible objectives to fitting a mathematical model to an observed 

dataset, ranging from simply codifying the data with an entirely empirical model (that 

fits the data well), to attempts to elucidate the underlying physical processes by fitting 

mechanistically derived models. For this study the second objective is paramount, i.e. 

from the obtained dataset of observed behaviour the adjustable parameters of each 

proposed model need to be optimised in order to obtain the “best-fit” to the data and 

with these parameter values a statistical measure of “goodness of fit” of the model 

needs to be calculated. The general approach to fitting a mathematical model to a 

dataset is to design a merit function that measures the agreement between the data and 

the model with a particular choice of parameters. Small values of the merit function 

conventionally indicate close agreement to the data. The model parameters are then 

adjusted to achieve a minimum in the merit function yielding the best-fit parameters; 

hence the problem is one of multi-dimensional minimisation. 

5.3.1 Chi-square minimisation as a maximum likelihood estimator 

The most commonly applied merit function is based on the least squares maximum 

likelihood estimator. A model with M adjustable parameters aj, j = 1,…,M, is fitted to 

N data points (xi,yi) i = 1,…,N, where the model predicts a functional relationship 

between the measured independent and dependent variables: 

( ) ( )Maaxyxy ,...,; 1=  (5-28)

Assuming that each data point yi has a normally distributed independently random 

measurement error around the true model (of standard deviation σi), the set of model 

parameters that give the maximal probability for the obtained data set is obtained by 

minimising the chi-square function: 
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5.3.1.1 Multidimensional nonlinear least-squares parameter fitting 

For models that depend nonlinearly on the set of M unknown parameters the 

minimisation of the chi-square merit function must proceed iteratively from initial 

trial values for the parameters. The most commonly applied method of parameter 

optimisation for nonlinear models is the Levenberg-Marquardt method (Marquardt 

1963). This method is based on approximating the χ2 function close to the minimum 

by a quadratic form (a truncated Taylor series): 
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(5-30)

where a is the trial vector (the approximation of the chi-square minimum values of the 

M parameters), d is an M vector and D is an M × M matrix whose components are the 

second partial derivative matrix of the χ2 function (the Hessian matrix of the χ2 

function at a). If the approximation is sufficiently close to the solution (and the 

quadratic approximation is a good one) the trial solution can be improved by iterating: 

( )2χ = + ⋅ −∇ n+1 n -1 n
a a D a  (5-31)

However, if the shape of the χ2 function is poorly approximated by the quadratic form 

at an then the best approach is to proceed down the gradient, i.e. 

( )2α χ= − ⋅∇n+1 n n
a a a  (5-32)

Where the constant α is sufficiently small not to exhaust the downhill direction. The 

gradient of χ2 with respect to the parameters a (zero at the χ2 minimum), has 

components: 
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(5-33)

And the second partial derivative gives 
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defining: 

2 2 21 1
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(5-35)

Making [ε] = ½D in equation (5-31), allows (5-31) to be rewritten as the set of linear 

equations: 

( ) ( )2

1
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kl l k
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a

χ

ε δ β
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= −∇

=∑
n+1 n nD a - a a

 

(5-36)

This set is solved for the increments δal, which added to the current approximation, 

gives the next. Equation (5-32), the gradient descent, translates to 

2l laδ α β= ⋅ ⋅  (5-37)

The Levenberg-Marquardt method uses the steepest descent method (5-37) when far 

from the minimum, switching to the inverse-Hessian method (5-36) as the minimum 

is approached. As is evident from equation (5-29) the quantity χ2 is dimensionless, 

however βk has dimensions of 1/ak and hence the constant of proportionality between 

βk and δak must have the dimensions of ak
2. The component 1/εkk, the reciprocal of the 

diagonal element of [ε], has the same dimensions as ak
2 and so can be used to set the 

scale of the constant. Setting the constant 2⋅α in equation (5-37) to this value divided 

by a scaling parameter λ yields: 

1
      or      l l ll l l

ll

a aδ β λ ε δ βλ ε= ⋅ ⋅ ⋅ =⋅  
(5-38)

It is required that εll is positive, however the components εkl of the Hessian matrix 

(5-34) depend on both the first and second derivatives of the model function with 

respect to the adjustable parameters. The second derivative term may be ignored when 

it is negligible compared to the first derivative term. The term multiplying the second 

derivative in equation (5-34) is [yi – y(xi;a)] which, for an ideal model, is just the 
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random measurement error of each point. Therefore the second derivative terms tend 

to cancel out when summed over i, and can be reasonably neglected: 

( ) ( )
2

1

; ;1N
i i

kl

i i l k

y x y x

a a
ε σ=

∂ ∂ ≈  ∂ ∂ ∑ a a
 

(5-39)

This redefinition of εkl guarantees that εll is positive. Defining a new matrix ε′ by: 

( )
( )

1

      

jj jj

jk jk j k

ε ε λ
ε ε

′ ≡ +
′ ≡ ≠  

(5-40)

allows both equations (5-38) and (5-36) to be replaced with: 

1

M

kl l k

l

aε δ β
=

′ =∑  
(5-41)

When λ is very large, the matrix ε′ is forced into being diagonally dominant so that 

equation (5-41) reduces to (5-38), but as λ approaches zero (5-41) becomes (5-36), 

hence the magnitude of the scaling parameter λ can be used to vary smoothly between 

the extremes of the inverse-Hessian and steepest descent methods. The method is 

started with initial trial values for the adjustable parameters a, χ2(a) and equation 

(5-41) are evaluated with a small value of λ (say λ = 10-3) to solve for δa, and χ2(a + 

δa) is evaluated. If χ2(a + δa) ≥ χ2(a) then λ is increased by a selected factor (say 10) 

and the process repeated, or if χ2(a + δa) < χ2(a) then λ is decreased by the selected 

factor, the trial solution a is updated (an+1 
= a

n
 + δa) and the process repeated. 

Iteration is continued until a chi-square minimum within specified precision or a 

specified maximum number of iterations are reached. As was the case for the methods 

used to calculate speciation (multidimensional root finding of a nonlinear set of 

equations) there is no guarantee that the global χ2 minimum will be found, the initial 

trial solution must be sufficiently close to the minimum and the fitted function must 

be suitable (i.e. an appropriate model). Once the acceptable chi-squared minimum is 

obtained, λ is set to zero and the estimated covariance matrix, [C], is calculated from 

(5-41) where 

[ ] [ ] 1
C ε −≡  (5-42)
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If the chi-squared value obtained with the best-fit parameters is sufficiently small to 

indicate a good model fit (see section 5.3.1.2), the standard errors on the fitted 

parameters can be estimated from the square roots of the diagonal elements of [C]. 

5.3.1.2 Model selection: choosing between multiple hypotheses 

Once the above fitting procedure has been applied for each of the tested models, and 

optimal values for each model’s parameters have been found, the appropriateness of 

each different model needs to be assessed; the chi-square merit function residual 

obtained with the best-fit parameters needs to be tested against some statistical 

standard. It is not possible to calculate the probability that a particular model is 

“correct”: there is no statistical universe of models from which the parameters are 

drawn, there is just one correct model, and a statistical universe of data sets that are 

drawn from it. However, it is possible to calculate the probability of obtaining a 

particular dataset given a particular model and set of parameters. If the probability of 

obtaining the dataset is small, then either the model or the model’s parameters are 

unlikely to be correct, or the standard deviations of the dataset have been 

underestimated. For models that are linear in the a’s the probability distribution for 

the minimum χ2, the chi-squared distribution for N – M degrees of freedom, can be 

derived analytically from the normalised incomplete gamma function: 
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(5-43)

Where υ is the number of degrees of freedom and P is the probability that the 

observed chi-square should exceed a particular value of χ2 by chance even for a 

correct model. This chi-square probability function for several values of υ is shown in 

Figure 5-2. 
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Figure 5-2 The chi-square probability function for selected values of υ  (number of degrees of 

freedom).  
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From the chi-square probability function it is now possible to discriminate between 

different model hypotheses at a given probability threshold, i.e. if the probability of 

obtaining the observed dataset is less than some threshold value, e.g. P = 0.001, the 

hypotheses assumed to derive the model can be rejected at that probability level. The 

normalised chi-squared threshold values (χ2/ν) for several probability values are 

shown in Figure 5-3. This approach to selecting between different model hypotheses 

does not enable any particular model to be “proven”, however it does enable the 

falsification of a number of the different working hypotheses at a given likelihood 

threshold. For the surviving hypotheses of acceptable normalised chi-squared value, 

the errors on the best-fit parameters can be estimated from the square roots of the 

diagonal elements of the covariance matrix, C, as well as the inter-parameter 

covariances. 
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Figure 5-3 Threshold normalised chi-squared values for selected probability values. 
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5.3.2 Integrating speciation modelling uncertainty 

As discussed in section 4.5, the reliability of uranium speciation modelling depends 

on both the precision and accuracy of the model’s input parameters. The 

thermodynamic values describing the stability of each uranium species considered in 

the speciation model are, to some extent, uncertain. Therefore the output (predicted 

speciation) of the speciation model is also uncertain. All of the uranium accumulation 

models tested during this study rely on the predicted speciation of uranium in the 

different exposure media. The use of conventional mean-value based speciation 

calculations does not permit assessment of the effects of this modelling uncertainty on 

both the estimation of fitted model parameter values and also the discrimination 

between different model working hypotheses. As described in section 4.5.1, Monte-

Carlo simulation methods can be applied to estimate the probabilistic uncertainty 

distributions of predicted speciation. This method can be integrated quite simply into 

the bioaccumulation modelling process with one caveat: the uranium accumulation 

models fitted to the observed datasets depend on both the absolute concentrations and 

also the relative changes in concentration, of one or several chemical species, between 

the different solution compositions studied. The output uncertainty distributions of the 

predicted concentrations of a species for different solution compositions cannot be 

considered to be independent of each other. To illustrate this, Figure 5-4 shows the 

output probability distributions for the concentration of UO2
2+ at several different pH 

values ([UO2
2+]T = 10-7 M, I = 0.01, CO2 free system), and Figure 5-5 shows the 

correlations of these output distributions between paired pH values. As can be clearly 

seen the concentrations of UO2
2+ calculated at different pH values are strongly 

correlated (for calculations performed with the same Monte Carlo sample of the input 

parameter set) for small changes in pH, becoming less correlated as the change in pH 

increases. It is important to preserve these correlations between output parameters for 

different solution compositions, which will have the effect of reducing the impact of 

the modelled speciation uncertainty on the accumulation model fitting compared to 

treating the uncertainty distributions as mutually independent. In order to achieve this 

the different steps involved in the data analysis need to be performed in a specific 

sequence as detailed in the following section. 
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Figure 5-4 Uncertainty distributions of [UO2
2+

] at different pH values ([UO2]T = 10
-7

 M, I = 0.01, 

CO2 free) 
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Figure 5-5 Correlations between output uncertainty distributions for paired pH values 
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Figure 5-5 Correlations between output uncertainty distributions for paired pH values (cont’d) 
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Figure 5-5 Correlations between output uncertainty distributions for paired pH values (cont’d) 
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5.3.3 Organisation of the computer code 

The computer program written to perform the data-analysis has four different 

calculation modes: 

1. Calculates thermodynamic equilibrium of solution with gas phase 

Conventional speciation model where the equilibrium state of a solution 

defined by the total concentrations or activities of the components is calculated 

using the mean-values for the input parameters (supplied as a thermodynamic 

database). Simulation output can be selected for all chemical species as either 

concentration or activity values and written to a text file. 

2. Calculates probabilistic uncertainty distributions for equilibrium 

calculations 

Performs Monte Carlo or Quasi-Monte Carlo analysis for equilibrium 

calculations by generating N samples of input parameter values drawn from 

the assigned probability distributions of the model’s input constraints (either 

thermodynamic parameters or concentration/activity constraints). 

Thermodynamic equilibrium is then calculated for each sample and the output 

distributions of the selected output parameters are written to a file. 

3. Fits uranium accumulation models 

An input dataset consisting of X solution compositions (defined by total 

concentrations or activities of the components) and associated uranium 

accumulation quantities and their standard deviations is supplied to the model. 

The equilibrium state of each solution is calculated using the mean-values for 

the thermodynamic input parameters. The desired uranium accumulation 

models selected from the list tabulated in Table 7-2 are fitted to the input 

dataset using the calculated equilibrium activities of the solution species 

considered in the model. The best-fit parameter values, their associated errors 

from the covariance matrix and the best-fit chi-squared value for the model are 

written to a file. 

4. Calculates effect of speciation uncertainty on accumulation model fitting 
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N input parameter samples are generated from the probability distributions of 

the thermodynamic input constraints. For each of the N samples the 

equilibrium state of each of the X input solution compositions is calculated. 

The uranium accumulation models are then fitted to each of the N samples 

using the calculated equilibrium activities of the solution species considered in 

the models. For each of the N samples, the best-fit parameter values, their 

associated errors from the covariance matrix and the best-fit chi-squared value 

for the model are written to a file. 

The organisation of the program is described in Figure 5-6 and an example input file 

is shown in Table 5-1. 
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Figure 5-6 Organisation of the program developed to test uranium accumulation models 
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5.3.3.1 Description of data input and example simulation 

The input file starts with a keyword (line 1 Table 5-1) to define the program 

calculation mode for either simple solution speciation calculation (FIT_MODELS 

OFF) or additionally the evaluation of the uranium bioaccumulation models 

(FIT_MODELS ON). Lines 3 – 46 then define which of the uranium 

bioaccumulation models will be applied to the input dataset, and initialises those 

models’ fitting parameters. In the example input file shown, the models L1Sa, L1Sb 

and 1T1S0H (see section 7.3.1) will be tested and the fitting parameters are initialised 

on lines 4, 6 and 12. The keyword on line 48 sets the program mode for either a single 

or multiple input solution compositions and either mean-value or uncertainty 

calculation mode. The example shown (MULTI_SOLN_SPEC_MEAN 6) defines 

multiple input solution compositions (6) and mean-value speciation calculation. The 

keyword RUNS on line 52 defines the sample size to be used for MC analysis, in the 

example set to 1 as only mean-value speciation calculation is to be performed. Lines 

54 – 148 then specify the input constraints for the 6 different solution compositions 

and the quantity of uranium accumulated from each of those solutions. Each solution 

composition is initiated by the keyword INPUT_START and terminated by the 

keyword INPUT_END. The pH value of each solution is specified (with a standard 

deviation value if required, [9999] denotes zero error) followed by the concentrations 

of each solution component, initial guess activity values and if required standard 

deviation values. The name of the output text file to store the calculated 

concentrations or activities of selected species is assigned after the keyword 

OUTFILE. The measured quantity of uranium accumulated by the exposed tissue 

from the defined solution composition is then defined after the keyword U_acc with 

the associated standard deviation. After the different input solution compositions have 

been defined, the output species required are selected after the keyword 

SELECT_OUTPUT, and the input file terminated with the keyword 

END_OF_INPUTFILE. 
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Table 5-1 Example of an input file for uranium accumulation modelling program 

1 FIT_MODELS ON 
2 
3 MODEL_L1Sa ON 
4 START_VALUES LOG(A) = 5, 
5 MODEL_L1Sb ON 
6 START_VALUES LOG(A) = 5, LOG(B) = -5, 
7 MODEL_L2Soff OFF 
8 START_VALUES  
9 MODEL_L3Soff OFF 
10 START_VALUES  
11 MODEL_1T1S0H ON 
12 START_VALUES LOG(a) = -5, LOG(KU) = 7, 
13 MODEL_1T1S1H OFF 
14 START_VALUES  
15 MODEL_1T1S2H OFF 
16 START_VALUES  
17 MODEL_1T2S0H OFF 
18 START_VALUES  
19 MODEL_1T2S1H OFF 
20 START_VALUES  
21 MODEL_1T3S0H OFF 
22 START_VALUES  
23 MODEL_1T3S1H OFF 
24 START_VALUES  
25 MODEL_2T2S0H OFF 
26 START_VALUES  
27 MODEL_2T2S1HA OFF 
28 START_VALUES  
29 MODEL_2T2S1HB OFF 
30 START_VALUES  
31 MODEL_2T2S2H OFF 
32 START_VALUES  
33 MODEL_3T3S0H OFF 
34 START_VALUES  
35 MODEL_pHkin1T1S OFF 
36 START_VALUES  
37 MODEL_pHkin1T2S OFF 
38 START_VALUES  
39 MODEL_pHkin1T3S OFF 
40 START_VALUES  
41 MODEL_pHUaffinity1T1S OFF 
42 START_VALUES  
43 MODEL_pHUaffinity1T2S OFF 
44 START_VALUES  
45 MODEL_pHUaffinity1T3S OFF 
46 START_VALUES  
47 
48 MULTI_SOLN_SPEC_MEAN 6 
49 LOGFILE ON 
50 RATIO_METHOD ON 
51  
52 RUNS = 1 
53 
54 INPUT_START 1 
55 pH = 5[9999] 
56 Ca_2 = 0.0005(0.0004)[9999] 
57 Mg_2 = 0.0005(0.0004)[9999] 
58 Na_1 = 0.0032(0.0025)[9999] 
59 K_1 = 0.0032(0.0025)[9999] 
60 Cl_1 = 0.0055(0.004)[9999] 
61 NO3_1 = 0.002(0.0015)[9999] 
62 SO4_2 =0.0005(0.0004)[9999] 
63 HCO3_1 = 0.000016(0.00001)[9999] 
64 UO2_2 = 3.8e-8(1e-8)[9999] 
65 OUTFILE = 1.txt 
66 IONIC = 0.01 
67 U_acc = 1.2E-07[4E-08] 
68 INPUT_END 
69 
70 INPUT_START 2 
71 pH = 5[9999] 
72 Ca_2 = 0.0005(0.0004)[9999] 
73 Mg_2 = 0.0005(0.0004)[9999] 
74 Na_1 = 0.0032(0.0025)[9999] 
75 K_1 = 0.0032(0.0025)[9999] 
76 Cl_1 = 0.0055(0.004)[9999] 
77 NO3_1 = 0.002(0.0015)[9999] 
78 SO4_2 =0.0005(0.0004)[9999] 

79 HCO3_1 = 0.000016(0.00001)[9999] 
80 UO2_2 = 7.2e-8(1e-8)[9999] 
81 OUTFILE = 2.txt 
82 IONIC = 0.01 
83 U_acc = 2.8E-07[7E-08] 
84 INPUT_END 
85 
86 INPUT_START 3 
87 pH = 5[9999] 
88 Ca_2 = 0.0005(0.0004)[9999] 
89 Mg_2 = 0.0005(0.0004)[9999] 
90 Na_1 = 0.0032(0.0025)[9999] 
91 K_1 = 0.0032(0.0025)[9999] 
92 Cl_1 = 0.0055(0.004)[9999] 
93 NO3_1 = 0.002(0.0015)[9999] 
94 SO4_2 =0.0005(0.0004)[9999] 
95 HCO3_1 = 0.000016(0.00001)[9999] 
96 UO2_2 = 2.9e-7(1e-7)[9999] 
97 OUTFILE = 3.txt 
98 IONIC = 0.01 
99 U_acc = 9.8E-07[4E-07] 
100 INPUT_END 
101  
102 INPUT_START 4 
103 pH = 5[9999] 
104 Ca_2 = 0.0005(0.0004)[9999] 
105 Mg_2 = 0.0005(0.0004)[9999] 
106 Na_1 = 0.0032(0.0025)[9999] 
107 K_1 = 0.0032(0.0025)[9999] 
108 Cl_1 = 0.0055(0.004)[9999] 
109 NO3_1 = 0.002(0.0015)[9999] 
110 SO4_2 =0.0005(0.0004)[9999] 
111 HCO3_1 = 0.000016(0.00001)[9999] 
112 UO2_2 = 9.3e-7(1e-7)[9999] 
113 OUTFILE = 4.txt 
114 IONIC = 0.01 
115 U_acc = 3.4E-06[1E-06] 
116 INPUT_END 
117 
118 INPUT_START 5 
119 pH = 5[9999] 
120 Ca_2 = 0.0005(0.0004)[9999] 
121 Mg_2 = 0.0005(0.0004)[9999] 
122 Na_1 = 0.0032(0.0025)[9999] 
123 K_1 = 0.0032(0.0025)[9999] 
124 Cl_1 = 0.0055(0.004)[9999] 
125 NO3_1 = 0.002(0.0015)[9999] 
126 SO4_2 =0.0005(0.0004)[9999] 
127 HCO3_1 = 0.000016(0.00001)[9999] 
128 UO2_2 = 3.6e-6(1e-6)[9999] 
129 OUTFILE = 5.txt 
130 IONIC = 0.01 
131 U_acc = 9.0E-06[1E-06] 
132 INPUT_END 
133  
134 INPUT_START 6 
135 pH = 5[9999] 
136 Ca_2 = 0.0005(0.0004)[9999] 
137 Mg_2 = 0.0005(0.0004)[9999] 
138 Na_1 = 0.0032(0.0025)[9999] 
139 K_1 = 0.0032(0.0025)[9999] 
140 Cl_1 = 0.0055(0.004)[9999] 
141 NO3_1 = 0.002(0.0015)[9999] 
142 SO4_2 =0.0005(0.0004)[9999] 
143 HCO3_1 = 0.000016(0.00001)[9999] 
144 UO2_2 = 1.1e-5(1e-6)[9999] 
145 OUTFILE = 6.txt 
146 IONIC = 0.01 
147 U_acc = 1.6E-05[3E-06] 
148 INPUT_END 
149  
150 SELECT_OUTPUT 
151 [UO2[2+]] 
152 END_OF_INPUTFILE 
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For the example shown all input parameters (pH, total concentrations) are kept 

constant, except for the total uranium concentration. The example accumulation 

behaviour is shown in Figure 5-7 (data points with error bars corresponding to single 

standard deviations). Processing this input file creates an output file for each solution 

composition (1.txt to 6.txt) containing the selected model output, in this case the 

concentration of UO2
2+. An output file containing the results of the accumulation 

model fitting is also created, storing values for the best-fit parameters and their 

estimated errors, the chi-squared value for each model and the final status of the 

Levenberg-Marquardt algorithm. The results of the example simulation performed 

using mean-value input thermodynamic parameter values are given in Table 5-2 and 

the three model fits compared graphically with the data are shown in Figure 5-7. The 

details of the models and fitting parameters are given in Table 7-2. 

 

Table 5-2 Example model fitting results, model details given in Table 7-2 

Model Log(A) Log(A) ERR Log(B/KUO2) Log(B/KUO2) ERR χ2/ν 

L1Sa 0.76423 0.037 -- -- 2.1 

L1Sb 0.74426 0.04 -7.2297 0.27 2.0 

1T1S0H -4.5199 0.15 5.4769 0.2 0.1 



 98

Figure 5-7 Example uranium accumulation data for model fitting showing three different model 

fits. 
2UOϕ is the uranium uptake rate, details of the fitted models are given in Table 7-2. 
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The effect of the thermodynamic input parameter uncertainty on the modelling can be 

assessed by modifying line 48 of the input file to the keyword MULTI_SOLN_SPEC_DIST, 

and line 52 to define the sample size for the MC simulation, for this example RUNS = 

1000. Processing this input file results in an output file containing the results of the 

accumulation model fitting for each of the 1000 MC samples, which are summarised 

in Table 5-3. As can be seen, for this example the effects of uncertain thermodynamic 

input constraints on the modelling procedure are minimal. 

 

Table 5-3 Results of model fitting example integrating database uncertainty by 10
3
 MC samples. 

Details of the models are provided in Table 7-2. 

 
Model Log(A) 

mean 

Log(A) 

S.D. 

Log(B/KUO2) 

mean 

Log(B/KUO2) 

S.D. 

χ2/ν 
mean 

χ2/ν 
S.D. 

L1Sa 0.78 0.05 -- -- 2.5 0.5 

L1Sb 0.77 0.05 -7.25 0.05 1.9 0.4 

1T1S0H -4.509 0.03 5.479 0.08 0.110 0.003 
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6 EXPERIMENTAL SECTION 
 

6.1 Experimental Design 

To investigate the effects of varying solution composition, two different approaches 

were considered: either the concentration of each investigated solution component 

(with the added counter-ion) may be varied whilst maintaining all other components 

at constant concentration, or the concentration of the selected component can be 

inversely co-varied with another component of like charge in order to maintain a 

constant ionic strength and concentrations of counter-ions for all conditions. The first 

approach is the most commonly applied and has the advantage of maintaining nearly 

all concentrations constant with the exception of the varied component, but the 

disadvantage of varying both the concentration(s) of the counter-ion(s) and the ionic 

strength of the solution e.g. in (De Schamphelaere and Janssen 2002) ionic strength 

varied by a maximum factor of ca. 12. This could be a potential confounding factor 

due, for example, to the surface charge modification of the biological interface. The 

second approach was chosen for this study, it has the disadvantage that two (or more) 

components of like charge must be varied simultaneously, however if the reference 

solution composition is designed appropriately, the relative changes to the 

concentrations of the compensating components can be minimised. The composition 

of the reference solution is given in Table 6-1, all exposure solutions were based on 

this reference composition, modifying the concentration of both the component being 

investigated and the compensating component(s) concentration(s). The pH of the 

reference solution composition in air equilibrium is approximately 5.67 and the ionic 

strength 0.01 mol dm-3. 
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Table 6-1 Reference solution composition for uranium exposures  

 
Component Concentration/ mol dm-3 

[Ca]T 5·10-4 

[Mg]T 5·10-4 

[Na]T 3.25·10-3 

[K]T 3.25·10-3 

[Cl]T 5.5·10-3 

[NO3]T 2·10-3 

[SO4]T 5·10-4 

  

 

Table 6-2 Concentration ranges of solution components investigated in the study  

 

Investigated 

factor 

Uranyl Phosphate Carbonate 

(DIC) 

Citrate Calcium Magnesium

Concentration 

range 

investigated/ 

mol dm-3 

2·10-8 – 

1·10-5 
0 – 1·10-4 

1·10-5 – 

5·10-3 

0 – 

1·10-5 

1·10-5 – 

2.5·10-3 

1·10-5 – 

2.5·10-3 

Compensating 

ion(s) 
Na / K Cl Cl Cl Na / K Na / K 

pH values 

investigated 

5.0, 5.5, 

6.0, 6.5, 

7.0, 7.5 

5.0, 5.5, 

6.0, 6.5, 

7.0 

5.0, 6.0, 

7.0, 7.5 

5.0, 

6.0 
6.0, 7.0 6.0, 7.0 

Nominal 

concentration 

of [UO2]T/ mol 

dm-3 

-- 5·10-8 5·10-7 5·10-7 5·10-8 5·10-8 
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The factors investigated in this study were: total uranyl concentration; water hardness 

as calcium and magnesium concentrations; phosphate concentration; carbonate 

concentration; citrate concentration and finally solution pH. Series of experiments 

were performed varying each of the investigated parameters and the compensating 

ion(s) while maintaining all other factors as constant as possible. Due to the 

importance of pH to the speciation of uranium, its potential effect on the surface 

charge of the biological interface and the potential for protons to compete for 

physiological binding sites, each parameter was investigated at several pH values. 

Changes to the concentrations of calcium, magnesium and hydronium ion were 

compensated by varying the concentrations of both sodium and potassium in a ratio of 

1:1 and changes to the concentrations of phosphate, citrate and carbonate were 

compensated by varying chloride concentration. The concentration range of sodium 

and potassium was 2.5·10-4 – 4·10-3 mol dm-3 and for chloride 9·10-4 – 6·10-3 mol dm-

3. The concentration ranges of each of the investigated factors are summarised in 

Table 6-2. Except for the experimental series varying carbonate concentration, the 

DIC concentrations were determined by equilibrium with the air.  

The solutions were designed to be prepared with the total carbonate concentration, 

predicted by speciation calculations, to be in equilibrium with a CO2 partial pressure 

of 10-3.5 at the desired pH values. For the series of experiments varying carbonate 

concentration, the solutions were equilibrated with gas mixtures containing CO2 

partial pressures appropriate to give the desired DIC concentrations for the selected 

pH values. Full details of all the solution compositions used for the uranium uptake 

experiments are given in section 6.5.  

6.2 Preparation Of The Exposure Solutions 

200 mL volumes of each solution composition were prepared by mixing appropriate 

volumes of stock solutions prepared by dissolving the salts (CaCl2; MgSO4; NaNO3; 

NaCl; KCl; Ca(NO3)2; Na2SO4; MgCl2; Mg(NO3)2; NaHCO3; K2CO3; Na3C6H5O7) in 

ultrapure water  and adjusting the final volume to 200 mL. Prepared solutions were 

designed to have the required pH and DIC concentration for air equilibrium. The 

prepared solutions were transferred to 500 ml LDPE beakers agitated by a magnetic 

stirrer bar 24-hours before the exposures. Uranium added as the 233U radioisotope 

(8.3·1010 Bq mol-1 as uranyl nitrate in a nitric acid matrix, CERCA Framatome, 
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France). The pH of the solution was regulated by additions of either HCl or a mixture 

of KOH/K2CO3/NaHCO3 from a pH-stat (Radiometer PHM290) equipped with a 

Radiometer GK2401C combination glass electrode calibrated at the same temperature 

as the experiments with NBS recommended buffer solutions (Garrels and Christ 1965) 

of 4.002 and 7.429 (at 298 K). Recalibration at the end of the experiments showed a 

change in response of pH of less than 0.01 units. Gas equilibrium was established by 

bubbling 2 dm-3 min-1 of either compressed air for the conditions nominally in 

atmospheric equilibrium, or a mixture of compressed air and CO2 regulated by two 

massic flow meters for the conditions with elevated carbonate concentrations. 

6.3 Preparation Of The Excised Gills And Exposure Protocol 

Corbicula fluminea specimens (25 ± 5 mm antero-posterior shell length, 6 ± 1 g total 

wet weight) were collected manually from lake Cazeaux-Sanguinet (Gironde, France). 

On arrival at the laboratory they were maintained at 20°C, in the synthetic media (pH 

6.5 ± 0.5) over washed quartz sand (SILAQ, Mios, France). Weekly water changes 

were performed in order to minimise any evolution of the chemical composition. Gills 

were excised by dissection during a 1-hour period before the exposures were 

performed, and immediately transferred to the exposure medium (without added 

uranium). This acclimation minimised the effects of the initial shock period of 

physiological adaptation to the medium (Winkle 1972) and stabilised mucous 

production. Cillial activity was observed to continue for periods of at least 4-hours 

after dissection. Immediately prior to the exposures the acclimation solution was 

removed, excess water was removed from the gills by blotting with tissue paper and 

the gills were transferred to the exposure solutions. The solutions were gently agitated 

by gas bubbling during the exposure periods to maintain a homogeneous solution, and 

pH was regulated as previously described. At the end of the exposure periods the gills 

were recovered on a 5-µm polycarbonate filter membrane (Poretics, Minnetonka, MN, 

USA) using vacuum pressure. Surface-bound (adsorbed) uranium was removed by 

rapid washing with an EDTA solution (1 mM, pH 5.0). The extraction efficiency of 

the EDTA rinsing was assessed by washing gills contaminated by flash exposures to 

uranium (< 15 s) and was found to efficiently remove uranium. Filtered (0.45 µm) 

water samples were retained for subsequent 233U, major ions and DIC analyses. The 
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gills were acid-digested with a mixture of concentrated HNO3 and 30 % v/v H2O2 in 

glass vials, slowly evaporated on a heated sand bed.  

6.4 Analytical Methods 

All chemicals were reagent grade unless specified otherwise, and analytical quality 

ultrapure water (18 MΩ cm-1) was used throughout  

Uranium was measured by liquid scintillation counting. Digested or aqueous samples 

were evaporated to dryness in 25 mL glass tubes on a heated sand bed. The samples 

were re-dissolved with 1 mL of 0.1 M nitric acid and 19 mL of Instagel® scintillation 

cocktail (Packard Instruments, Rungis, France) was added. 233U activities were 

measured using a low-background spectrometer (Quantulus 1220, Wallac Oy, Turku, 

Finland; detection limit: 30 mBq). Molar concentrations of uranium were determined 

from the specific activity of 233U (8.3·1010 Bq mol-1). 

Cation concentrations (Ca2+, Mg2+, Na+, K+) were measured by ion-exchange 

chromatography (Dionex DX-120). 25 µL samples were injected into an eluent steam 

(20 mM methanesulfonic acid, 1.0 mL min-1), passed through an IonPac CS12A 

cation exchange column and the separated cations measured by conductivity after 

suppression of the eluent conductivity by a CSRS-ULTRA cation self-regenerating 

suppressor.  

Anion concentrations (Cl-, NO3
-, SO4

2-, PO4
3-) were measured by ion-exchange 

chromatography (Dionex DX-120). 100 µL samples were injected into an eluent 

steam (1 mM NaHCO3/ 3.5 mM Na2CO3, 2.0 mL min-1), passed through an IonPac 

AS14 cation exchange column and the separated anions measured by conductivity 

after suppression of the eluent conductivity by a ASRS-ULTRA anion self-

regenerating suppressor. 

Dissolved Inorganic Carbon (DIC) concentrations were measured by a Shimatzu 

5000A carbon analyser. Samples of 200 – 2000 µL were acidified (25 % H3PO4) and 

sparged by a stream of O2, the liberated CO2 being detected by infra-red absorption. 

For samples of pH values ≥ 6.0 the DIC concentrations were verified by performing 

alkalinity titrations. Solutions in equilibrium with atmospheric 
2COP values ≥ 3.2·10-3 

atm. were immediately diluted with freshly prepared 10-2 M KCl to minimise CO2 
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out-gassing. Samples of 50 – 100 mL were titrated with 10-2 M HCl (the same ionic 

strength as the samples) by a Radiometer Titralab 90 equipped with a Radiometer 

GK2401C combination glass electrode calibrated at the same temperature as the 

experiments with NBS recommended buffer solutions. Titrations were performed 

using the continuous inflection point predictive addition algorithm. End points of the 

titration curves were located by linear regression of the Gran function (Stumm and 

Morgan 1996) in the pH range 3.5 – 4.2. Although the approximation of equating 

titrable alkalinity to bicarbonate concentration is adequate for pH values of 7 – 7.5 in 

the absence of other weak acids, at lower pH values and in the presence of phosphate 

this approximation can introduce significant error. The sample DIC concentrations 

were therefore calculated from the following equation: 
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Where:  

VS/ dm3 is the sample volume, VT/ dm-3 is the volume of 10-2 M HCl to attain the 

Gran plot end-point ([H+] = [HCO3
-]), ΣPO4 is the total phosphate concentration, pHi 

is the pH of the sample, pHe is the pH of the Gran plot end-point and γx is the single 

ion activity coefficient of charge x. 

Using the approximations:  

DIC = [CO2(aq)] + [HCO3
-], ΣPO4 = [HPO4

2-] + [H2PO4
-] (4 < pH < 8). 
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6.5 Experimental Results And Discussion 

6.5.1 Uranium uptake kinetics by isolated gills 

Exposures were performed at pH values of 5, 6 and 7, at several time intervals up to a 

two-hour period, in order to assess the uranium uptake kinetics. All major ion 

concentrations were nominally as given in Table 6-1 (not measured) and the solutions 

were pre-equilibrated with air bubbling as detailed in section 6.2. The results of these 

experiments are given in Table 6-3. Figure 6-1 shows the internalised uranium 

concentrations as a function of exposure time for 10-7 mol dm-3 [UO2]T and the 

calculated uranium uptake flux rates for the same exposure periods. As can be seen, 

the internalised concentration of uranium increased linearly with time for all exposure 

pH values during the first hour of exposure, the flux rates decreasing after this period. 

As the flux rates determined at each time interval up to 45 minutes were constant, it 

was decided to perform all further uptake experiments at a constant time interval of 30 

minutes. 

Table 6-3 Results of uranium uptake kinetics by excised gills 

Time/ h pH [UO2]T/  
nmol dm-3 

 
2

-1 -1
UO / nmol g  hϕ

UO2

-1 -1/ nmol g  hϕσ   

0.25 5.00 74 984 368 
0.5 5.00 81 982 262 
0.75 5.00 91 1069 312 

1 5.00 92 951 316 
2 5.00 68 622 135 
     

0.25 6.00 67 1148 316 
0.5 6.00 80 1126 330 
0.75 6.00 78 1220 309 

1 6.00 82 1156 424 
2 6.00 79 659 247 
     

0.25 7.00 96 1816 364 
0.5 7.00 90 2044 604 
0.75 7.00 89 1984 576 

1 7.00 81 1770 492 
2 7.00 65 1182 450 
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Figure 6-1 Uranium uptake kinetics for 10
-7

 mol dm
-3

 [UO2]T. a) internalised uranium 

concentrations as a function of exposure time, b) uranium uptake flux rates, error bars show ± 1 

S.D. 
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6.5.2 Effect of citrate 

The series of experiments designed to assess the effect of citrate complexation were 

performed at pH values of 5.0 and 6.0 for a citrate concentration range of 0 – 10 µmol 

dm-3 and a total uranium concentration of 5·10-7 mol dm-3 after exposure periods of 30 

minutes. The results of these experiments are given in Table 6-4, the normalised 

uptake fluxes as a function of citrate concentration for a total uranium concentration 

of 5·10-7 mol dm-3 are shown in Figure 6-2 a) and the uptake fluxes in function of the 

predicted free uranyl ion concentration (mean-value speciation calculations) are 

shown in Figure 6-2 b). It can be seen that the presence of citrate strongly reduces the 

uptake of uranium due to complexation in solution. The uptake flux rate was found to 

be approximately proportional to the predicted concentration of the free uranyl ion at 

both pH values, consistent with the assumptions of the equilibrium paradigm for the 

accumulation of the free ion. Linear regression of the log transformed accumulation 

data as a function of predicted free uranyl ion concentration gave gradients of 0.87 for 

the dataset at pH 5.0, and 1.12 for the data at pH 6.0, compared to the expected value 

of 1.0 if only the free uranyl ion was chemically bioavailable (or any combination of 

covariant uranyl species). These discrepancies are within the predicted uncertainty of 

the speciation modelling, and so improving the model fits by proposing alternative 

accumulation models was not attempted. However, it must be stressed that the 

proportional relationship found with the predicted free ion concentration does not 

preclude the accumulation of other solution species that are covariant with the free ion 

for these conditions at constant pH (for example UO2OH+, UO2CO3
0…). The uptake 

of anionic metal-ligand organic complexes has been previously suggested to explain 

metal accumulation results in the presence of low molecular weight assimilable 

organic metabolites. For example the toxicity of copper, cadmium and zinc towards 

the green alga P. subcapitata exceeded that predicted on the basis of the free-metal 

ion in the presence of citrate, that can be internalised and metabolised by the alga 

(Guy and Kean 1980; Errecalde, Seidl et al. 1998). Uptake of cadmium by the 

common carp, Cyprinus carpio, in the presence of citrate, glycine and histidine was 

also higher than expected from predicted free ion concentrations (van Ginneken, 

Chowdhury et al. 1999). The authors proposed that cadmium complexes of these low 

molecular weight organic ligands were available for direct uptake. 
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Table 6-4 Experimental conditions used to assess the effect of citrate on uranium uptake by excised gills 

pH 5.00 5.00 5.00 5.00 5.00  6.00 6.00 6.00 6.00 6.00 

[Ca]T/ µmol dm-3 517 508 506 533 510  494 495 502 517 509 
[Mg]T/ µmol dm-3 520 513 513 542 521  503 504 511 524 515 
[Na]T/ µmol dm-3 3420 3378 3331 3516 3321  3227 3221 3264 3408 3271 
[K]T/ µmol dm-3 3358 3325 3364 3504 3360  3218 3316 3287 3422 3419 
[Cl]T/ µmol dm-3 5612 5509 5896 5888 5806  5237 5395 5512 5597 5388 
[NO3]T/ µmol dm-3 2112 2132 2068 2295 2281  2128 2038 2145 2158 2427 
[SO4]T/ µmol dm-3 540 516 532 532 521  505 528 501 516 523 
[DIC]/ µmol dm-3 16 11 14 15 16  32 21 12 20 17 
[PO4]T/ µmol dm-3 0 0 0 0 0  0 0 0 0 0 
[UO2]T/ nmol dm-3 291 554 628 632 674  299 578 634 670 685 
[Citrate]T/ µmol dm-3

0 1
*
 2.5

*
 5

*
 10

*
  0 1

*
 2.

 
5

*
 5

*
 10

*
 

2

-1 -1
UO / nmol g  hϕ  1952 1151 635 285 170  2949 2540 1313 509 391 

UO2

-1 -1/ nmol g  hϕσ  828 260 166 51 43  847 746 324 134 188 

2+
2UO

α  1.2E-07 6.4E-08 2.8E-08 1.4E-08 6.9E-09  2.1E-08 2.1E-08 1.2E-08 6.7E-09 3.3E-09

2COf  4.6E-04 3.3E-04 3.9E-04 4.2E-04 4.6E-04  6.4E-04 4.2E-04 2.5E-04 4.0E-04 3.4E-04
I 1.0E-02 1.0E-02 1.0E-02 1.1E-02 1.0E-02  9.7E-03 9.8E-03 9.9E-03 1.0E-02 1.0E-02
* nominal concentrations 
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 Figure 6-2 Effect of citrate concentration on uranium uptake by excised gills, a) uptake flux rate 

as a function of citrate concentration ([UO2]T = 5·10
-7

 mol dm
-3

), b) uptake flux rate as a function 

of predicted free uranyl concentration. Error bars show ± 1 S.D. 
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6.5.3 Effect of pH and uranium concentration 

Bioaccumulation experiments were performed in the pH range 5 – 7.5 and total 

uranium concentration range of approximately 10-8 – 10-5 mol dm-3 for exposure 

periods of 30 minutes. The distribution of uranyl through its major species predicted 

by mean-value speciation calculations for this pH range and in air equilibrium (
2COP  = 

10-3.5) for total uranium concentrations of 10-8 and 10-6 mol dm-3 is shown in Figure 

7-2. As can be seen, the concentration of the free uranyl ion decreases very 

significantly as pH increases, changing from being the predominant species in the pH 

range 5 – 5.5 to contributing only 0.01 % of the total concentration at pH 7.5. As 

discussed in section 5.2, one of the assumptions of equilibrium based approaches to 

modelling bioavailability, is that the internalisation flux is proportional to the 

concentration(s) of the metal – membrane ligand site complex(es). For the data series 

at constant pH values of 5, 6 and 7, but varying total uranium concentration shown in 

Figure 6-3 a), the calculated uptake flux rates are proportional to total uranium 

concentration in the concentration range 10-8 – 10-6 mol dm-3. This is consistent with a 

first-order relationship with either the free uranyl ion concentration or a combination 

of several mono-nuclear uranyl species, which for these conditions at constant pH are 

approximately proportional to the free uranyl ion concentration as a function of total 

uranium concentration. However, when the uptake flux rates are expressed in terms of 

the predicted free uranyl ion concentrations, Figure 6-3 b), it is evident that the 

accumulation of uranium cannot be described simply in terms of the free ion 

concentration. As discussed in section 5.2 a number of hypotheses may be forwarded 

to explain the pH dependence of metal uptake, both within the pre-equilibrium 

framework (e.g. section 5.2.1) or by alternatives to the equilibrium paradigm (section 

5.2.2). A number of these alternative modelling approaches will be tested in section 

7.3. The uptake of uranium at pH 5.0 as a function of dissolved uranium concentration 

was linear up to ca. 10-6 M after which the uptake flux started to level off. At other pH 

values it was not possible to extend the uranium concentration range investigated due 

to the solubility boundary of schoepite. These saturable uptake kinetics indicate that 

the uptake of uranium is a facilitated process, implicating some membrane transport 

system i.e. a channel, carrier or pump, in uranium uptake. 
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Studies of metal bioaccumulation or toxicity that have investigated the effects of 

varying pH have presented a number of different hypotheses to explain observed pH 

dependencies. Interpretation of pH variable bioaccumulation or toxicity data is 

frequently difficult as many metals exhibit large speciation changes in function of pH; 

separating the effects to a metal’s speciation and the potential competition for binding 

sites by protons is often difficult. Additional confounding factors include the fact that 

the pH in the microenvironment of the biological interface may differ from that of the 

bulk solution, that pH can directly modulate the activity of ion transport systems and 

also that pH may affect physiological processes which directly or indirectly influence 

the uptake of metals, e.g. trans-membrane electrical potential or acid-base 

homeostasis. The effect of pH at the biological interface differing from that of the 

bulk solution has been demonstrated for the gills of fathead minnows (Playle, 

Gensemer et al. 1992) where gas exchange by the release of CO2 was found to buffer 

the pH of the exposure solution, increasing the pH of acidic waters and decreasing the 

pH of basic waters, thus regulating the pH at the gill surface within a relatively 

narrow range. 

Acute toxicity of copper to Daphnia magna (De Schamphelaere and Janssen 2002) in 

the pH range 6 – 8 observed 48-h EC50 values ranging from 88 to 820 nM total 

copper concentration. The range in EC50 was significantly reduced when expressed 

as the predicted free-ion concentration (17 to 33 nM), suggesting that the variation in 

EC50 can be at least partially explained by changes to copper speciation. The authors 

considered the possibilities of both proton competition and the co-toxicity of copper 

hydroxide to explain the observed pH dependence. The co-toxicity of the copper 

hydroxide species was favoured in order to explain the observed behaviour, but the 

possibility of proton competition (either separately or in concert with the co-toxicity 

of copper hydroxide) could not be excluded. 

The uptake of strontium by carp (Chowdhury and Blust 2001) was found to be 

inhibited by protons in a partially non-competitive manner and the effect of pH was 

found to be dependent on the pH of acclimation. The authors suggested that the 

inhibition by protons did not occur by direct competition with strontium for the 

transporter binding site, but reduced the transport rate of strontium by acting 

indirectly on the transport system, for example by inducing conformational changes to 

the transporter protein or altering trans-membrane potential. The authors proposed 
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that the significant acclimation effect indicated chronic changes to the transport 

characteristics of the Sr2+/Ca2+ transport system, in addition to the potential effects of 

pH at the time of exposure such as the competitive protonation equilibria of 

transporter binding sites or conformational changes to transporter proteins. The 

acclimation pH effect was opposite to that of the exposure effect indicating that the 

two effects were fundamentally different in nature. 

A number of studies have investigated the effect of pH on zinc toxicity, but the 

findings are sometimes contradictory. For some biological model organisms 

increasing toxicity with increasing pH was observed (Cusimano, Brakke et al. 1986) 

whereas other studies have found an inverse relationship between pH and toxicity 

(Belanger and Cherry 1990; Heijerick, De Schamphelaere et al. 2002). In zinc toxicity 

studies for Daphnia magna (Heijerick, De Schamphelaere et al. 2002) acute toxicity 

expressed as 48h-EC50 values, increased significantly in terms of the total dissolved 

zinc concentration, however when expressed in terms of the predicted free ion 

concentration the EC50 values were constant as a function of pH. The authors 

concluded that for the domain of solution composition studied that changes to zinc 

speciation were sufficient to explain the toxicity pH dependence, and that neither 

proton competition for binding sites, nor the bioavailability of zinc species other than 

the free ion (for example ZnOH+) needed to be considered. 

The accumulation of both iron and manganese by the unicellular green alga 

Chlamydomonas variabilis was found to decrease strongly on decreasing pH, 

although the surface bound fraction of these metals remained constant (Schenck, 

Tessier et al. 1988). 

The toxicity of uranium to the green alga Chlorella sp. (Franklin, Stauber et al. 2000) 

was greater at pH 6.5 relative to 5.7, with 72-h EC50 values of 44 and 78 µg l-1 

respectively and accumulated intracellular uranium concentrations significantly higher 

at pH 6.5 relative to 5.7. These results are consistent with either proton competition 

with the free uranyl ion for binding sites, or the bioavailability of uranium species 

other than the free ion, for example UO2OH+. 

A careful study of the effect of pH on lead bioaccumulation by the unicellular alga 

Chlorella kesslerii (Slaveykova and Wilkinson 2003) found that both uptake fluxes 

and surface bound lead increased with pH in the interval 4 to 5, were relatively stable 
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in the interval 5 to 6.5 and again increased up to a pH of 8. The authors proposed that 

protons affected both adsorption and uptake fluxes by either direct competition for 

binding sites, modification of the surface charge potential of the membrane and also 

by modifying lead solution speciation. Simple steady-state or pre-equilibrium 

approaches to modelling bioavailability, considering only the free-ion as chemically 

bioavailable and including proton competition for binding sites, were found to be 

adequate to describe the observed pH dependence only within the pH range of 5.0 to 

6.0. Below pH 5.0 the decrease in both uptake flux and surface bound lead was 

greater than could be predicted by considering only the changes in speciation and 

proton competition. Above pH 7.0, the observed increased flux and surface bound 

concentration was opposite to what would be expected by these simple modelling 

approaches. The authors proposed a number of hypotheses to account for these 

discrepancies. The pH induced changes to the surface charge potential which modifies 

the affinity of cations for the anionic binding sites, i.e. equation (5-26) was found to 

be potentially sufficient to explain the discrepancies observed below pH 5.0, however 

at pH values above 5.5 modification of the surface charge was not a plausible 

explanation to the observed discrepancy. pH induced changes to transporter protein 

conformation were also considered, but thought to be insufficient to explain the 

observed discrepancy. The hypothesis proposed as most likely to explain the observed 

pH behaviour at elevated pH values was that lead species other than just the free-ion 

were chemically bioavailable, potentially the PbOH+ or PbCO3
0 complexes. 

Sub-lethal toxicity of uranium to the freshwater bivalve Velesunio angasi, as 

measured by the valve movement responses of immobilised individuals, decreased 

with increasing pH (Brown and Markich 2000; Markich, Brown et al. 2000). Changes 

to the solution speciation of uranium were predicted to be insufficient to explain this 

decrease in terms of the free uranyl-ion concentration. Both mitigation of toxicity by 

proton competition and the co-toxicity of the uranyl species UO2OH+ were considered 

as mechanisms to explain the observed behaviour, the second of these hypotheses 

being preferred by the authors. 

As can be seen from the large number of different hypotheses proposed to explain the 

widely varying pH dependencies of the uptake or toxicity of different metals, there is 

little general consensus about how to best approach the modelling of the effects of pH. 

This is somewhat surprising due to the crucial role of pH in determining a wide range 
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of physico-chemical phenomena in the environment. As discussed in section 5.2, a 

number of alternative approaches to modelling the effect of pH can be proposed, and a 

number of these will be tested in section 7.3. 
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Table 6-5 Experimental conditions used to assess the effect of pH and uranyl concentration on uranium uptake by excised gills 

pH 5.00 5.00 5.00 5.00 5.00 5.00 5.50 5.50 6.00 6.00 6.00 6.00 

[Ca]T/ µmol dm-3 501 496 517 509 524 530 497 491 496 491 494 484 
[Mg]T/ µmol dm-3 505 500 520 516 529 536 504 499 505 497 503 495 
[Na]T/ µmol dm-3 3244 3178 3420 3289 3461 3607 3218 3242 3209 3156 3227 3170 
[K]T/ µmol dm-3 3259 3218 3358 3291 3653 3442 3221 3241 3241 3186 3218 3203 
[Cl]T/ µmol dm-3 5451 5405 5612 5322 5405 4481 5421 5587 5391 5382 5237 5261 
[NO3]T/ µmol dm-3 1993 1989 2112 2133 2618 3473 2001 2040 1974 1983 2128 1987 
[SO4]T/ µmol dm-3 517 512 540 509 532 539 509 505 509 506 505 496 
[DIC]/ µmol dm-3 16 16 16 16 16 16 19 19 39 32 32 32 
[PO4]T/ µmol dm-3 0 0 0 0 0 0 0 0 0 0 0 0 
[UO2]T/ nmol dm-3 38 72 291 929 3591 10744 30 592 18 24 299 981 

[Citrate]T/ µmol dm-3 0 0 0 0 0 0 0 0 0 0 0 0 

2

-1 -1
UO / nmol g  hϕ  231 564 1952 6782 17965 31273 218 4915 199 238 2949 10172 

UO2

-1 -1/ nmol g  hϕσ  80 143 828 2118 3255 6209 60 1599 62 49 847 3088 

2+
2UO

α  1.5E-08 2.9E-08 1.2E-07 3.7E-07 1.4E-06 3.7E-06 7.9E-09 1.5E-07 1.5E-09 2.2E-09 2.1E-08 4.9E-08 

2COf  4.6E-04 4.6E-04 4.6E-04 4.6E-04 4.6E-04 4.6E-04 5.0E-04 4.8E-04 7.7E-04 6.4E-04 6.4E-04 6.4E-04 
I 9.8E-03 9.7E-03 1.0E-02 9.9E-03 1.1E-02 1.1E-02 9.7E-03 9.8E-03 9.7E-03 9.6E-03 9.7E-03 9.6E-03 
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Table 6-5 Experimental conditions used to assess the effect of pH and uranyl concentration on uranium uptake by excised gills(continued) 

pH 6.50 6.50 7.00 7.00 7.00 7.00 7.50 7.50 

[Ca]T/ µmol dm-3 500 502 510 481 518 522 498 489 
[Mg]T/ µmol dm-3 507 513 520 490 527 531 507 499 
[Na]T/ µmol dm-3 3221 3218 3376 3263 3443 3485 3358 3238 
[K]T/ µmol dm-3 3226 3233 3347 3234 3452 3445 3245 3174 
[Cl]T/ µmol dm-3 5409 5642 5465 5383 5577 5525 5252 5112 
[NO3]T/ µmol dm-3 2014 2267 2024 2010 2139 2273 2003 2427 
[SO4]T/ µmol dm-3 510 523 525 512 539 544 511 502 
[DIC]/ µmol dm-3 49 33 127 114 131 120 319 198 
[PO4]T/ µmol dm-3 0 0 0 0 0 0 0 0 
[UO2]T/ nmol dm-3 31 658 28 60 372 822 123 726 

[Citrate]T/ µmol dm-3 0 0 0 0 0 0 0 0 

2

-1 -1
UO / nmol g  hϕ  465 8457 782 1462 7364 13259 2621 11584 

UO2

-1 -1/ nmol g  hϕσ  169 1565 366 469 2501 4456 580 4433 

2+
2UO

α  4.2E-10 4.1E-09 2.5E-11 4.8E-11 1.4E-10 2.3E-10 2.9E-12 1.5E-11

2COf  5.7E-04 3.8E-04 6.4E-04 5.7E-04 6.5E-04 6.0E-04 5.7E-04 3.5E-04
I 9.8E-03 1.0E-02 1.0E-02 9.8E-03 1.0E-02 1.0E-02 9.9E-03 9.8E-03
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Figure 6-3 Effect of pH and uranium concentration on uranium uptake by excised gills. a) 

uranium accumulation fluxes in function of total uranium concentration, b) fluxes in function of 

the predicted free uranyl ion concentration. Error bars show ± 1 S.D. 
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6.5.4 Effect of water hardness 

Bioaccumulation experiments to assess the effect of water hardness were performed 

by varying the concentrations of either calcium or magnesium in the range 10-4 – 

2.5·10-3 mol dm-3, whilst keeping the concentration of the other hardness ion constant 

(0.5 mmol dm-3). Ionic strength was maintained at a constant 0.01 mol dm-3 by co-

varying the concentrations of sodium and potassium in a 1:1 ratio. Anion 

concentrations were maintained constant, and experiments were performed at pH 

values of 6 and 7 for an exposure duration of 30 minutes. For constant pH, the 

variation in the concentrations of the hardness cations is predicted to have virtually no 

effect on the distribution of uranyl solution species. The results of these experiments 

for varying calcium concentration are shown in Table 6-6, and for varying magnesium 

concentration in Table 6-7. Graphs of the normalised accumulation flux rates at a total 

uranium concentration of 5·10-8 mol dm-3 as a function of either calcium or 

magnesium concentration at each of the two selected pH values are shown in Figure 

6-4. As can be seen the accumulation of uranium was not affected by varying either 

calcium or magnesium concentration, i.e. no antagonistic competition for 

physiologically active membrane carrier sites by either calcium or magnesium was 

observed.  

The lack of effect of either calcium or magnesium concentration on the accumulation 

of uranium found in this study appears to be contrary to the proposed BLM 

framework. However, the results of previous studies that have investigated the effects 

of varying water hardness are mixed, some studies finding that increasing 

concentrations of hardness cations reduce toxicity or accumulation of other metals and 

others finding no effect. Often the interpretation of accumulation or toxicity studies is 

confounded by the fact that it is not possible to vary the concentration of a single 

cation without changing other solution composition parameters as discussed in section 

6.1. Changes to the concentration of a hardness cation must be accompanied by the 

concomitant change of either the concentration of another cation at constant ionic 

strength, or the concentration of a counter-anion at variable ionic strength. 

The binding of copper to rainbow trout gills (Taylor, Baker et al. 2002), measured by 

a similar experimental approach to this study employing short duration in-vitro 

exposures of isolated gill tissues, was found to be unaffected by varying calcium 
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concentration in the exposure media. However, an effect on the accumulation of 

copper after acclimation in waters of different calcium concentrations was observed. 

Gills of fish which had been fully acclimated to either hard water or soft water bound 

similar amounts of copper in the exposure medium. However, gills of fish which had 

been acclimated to a hard water and then acutely transferred to a soft water for periods 

of 3 – 24 hours immediately prior to the copper exposures bound increasingly larger 

amounts of copper. The authors ascribed this to ionoregulatory homeostatic upset due 

to the important role that calcium plays in regulating membrane permeability and 

stabilising membrane proteins, and also potentially regulating the number and affinity 

of membrane carriers. 

A study of the effect of magnesium on the accumulation of silver by the rainbow trout 

Oncorhynchus mykiss found no inhibition of uptake for a range of magnesium 

concentration of up to 210 mM (Schwartz and Playle 2001). The authors however, 

chose to include a Mg-gill stability constant in their Silver-gill binding model. 

The accumulation of cobalt in the gills of rainbow trout (2 – 3 hr exposures) was 

found to be inhibited by increasing calcium concentration (Richards and Playle 1998), 

attributed by the authors to the antagonistic competition of calcium for metal binding 

sites. Similarly, the uptake of strontium by carp (Chowdhury and Blust 2001) was 

found to be inhibited by increasing calcium concentration.  

The toxicity of uranium to the freshwater hydra Hydra viridissima decreased on 

increasing calcium hardness at constant pH (6.0) and alkalinity (4 mg-CaCO3 l
-1), the 

EC50 value increasing by 92 % for a 50 fold increase in water hardness (Riethmuller, 

Markich et al. 2001).  

Acute toxicity of copper to Daphnia magna (De Schamphelaere and Janssen 2002) 

was found to be mitigated by calcium, magnesium and sodium, attributed to the 

antagonistic competition for binding sites by the authors, but no effect was found for 

potassium. However, on inspection of these results the interpretation of the dataset is 

confounded by the fact that ionic strength was not maintained at a constant value, and 

in fact can be used as a simpler and equally good parameter to explain the changes in 

observed toxicity. The much smaller concentration range employed to study the effect 

of potassium compared to the other cations can explain the lack of observed effect. 

Figure 6-5 shows the acute toxicity values expressed as the predicted free copper ion 
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concentrations (calculated by the authors of the study) as a function of calcium, 

magnesium, sodium and potassium concentrations and ionic strength. Whether the 

mitigation of toxicity observed was due to the direct effect of increased cation 

concentrations or the indirect effect of varying ionic strength leading to surface charge 

modification of the biological interface cannot be determined from this study. A 

further study performed to investigate the toxicity of zinc to Daphnia magna 

(Heijerick, De Schamphelaere et al. 2002) found the same mitigating effects on 

toxicity from calcium, magnesium and sodium, but not potassium. However, in this 

study the reduction in toxicity on increasing calcium and magnesium concentrations 

was only observed up to concentrations of 2 mM for magnesium and 3 mM for 

calcium. The authors used only the lower concentration ranges for determining biotic 

ligand model affinity constants for these two metals, considering the model to be 

inapplicable to the higher concentration ranges. This study also suffers from the same 

confounding factors as the previous study as the ionic strength of the exposure 

solutions was not maintained at a constant value.  
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 Table 6-6 Experimental conditions used to assess the effect of calcium on uranium uptake by excised gills 

pH 6.00 6.00 6.00 6.00 6.00 6.00  7.00 7.00 7.00 7.00 7.00 7.00 

[Ca]T/ µmol dm-3 20 59 102 491 1014 2652  22 60 103 481 1028 2620 

[Mg]T/ µmol dm-3 514 512 521 497 519 535  542 532 537 490 522 524 
[Na]T/ µmol dm-3 3999 3932 3905 3156 2560 280  4268 4149 4051 3263 2606 308 
[K]T/ µmol dm-3 3998 3934 3891 3186 2562 290  4266 4118 4004 3234 2600 278 
[Cl]T/ µmol dm-3 5875 5853 5815 5382 5036 3647  6198 6060 5997 5383 5075 3541 
[NO3]T/ µmol dm-3 1998 2005 2007 1983 2026 2034  2118 2079 2078 2010 2035 2025 
[SO4]T/ µmol dm-3 513 512 512 506 519 534  543 532 530 512 525 525 
[DIC]/ µmol dm-3 35 38 38 32 36 36  121 120 123 114 121 111 
[PO4]T/ µmol dm-3 0 0 0 0 0 0  0 0 0 0 0 0 
[UO2]T/ nmol dm-3 23 23 18 24 22 43  35 42 48 60 49 54 
[Citrate]T/ µmol dm-3 0 0 0 0 0 0  0 0 0 0 0 0 

2

-1 -1
UO / nmol g  hϕ  199 156 182 238 186 390  956 1211 1337 1462 1401 1242 

UO2

-1 -1/ nmol g  hϕσ  51 30 40 49 33 132  224 290 389 469 295 150 

2+
2UO

α  2.0E-09 2.0E-09 1.6E-09 2.2E-09 1.9E-09 3.7E-09  3.1E-11 3.6E-11 3.9E-11 4.8E-11 3.9E-11 4.3E-11 

2COf  7.0E-04 7.7E-04 7.6E-04 6.4E-04 7.2E-04 7.2E-04  6.1E-04 6.0E-04 6.2E-04 5.7E-04 6.0E-04 5.5E-04 
I 9.9E-03 9.9E-03 9.9E-03 9.6E-03 9.9E-03 1.0E-02  1.1E-02 1.0E-02 1.0E-02 9.8E-03 1.0E-02 1.0E-02 
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Table 6-7 Experimental conditions used to assess the effect of magnesium on uranium uptake by excised gills 

pH 6.00 6.00 6.00 6.00 6.00 6.00  7.00 7.00 7.00 7.00 7.00 7.00 

[Ca]T/ µmol dm-3 496 492 501 491 505 505  516 529 526 481 518 507 
[Mg]T/ µmol dm-3 14 51 103 497 1011 2579  21 55 107 490 1044 2606 

[Na]T/ µmol dm-3 3991 3905 3889 3156 2525 285  4219 4238 4125 3263 2640 331 
[K]T/ µmol dm-3 3982 3908 3888 3186 2535 290  4178 4194 4078 3234 2614 295 
[Cl]T/ µmol dm-3 5950 5970 5896 5382 5001 3597  6189 6269 6190 5383 5135 3579 
[NO3]T/ µmol dm-3 2003 2014 2032 1983 2037 2102  2112 2141 2139 2010 2103 2125 
[SO4]T/ µmol dm-3 506 508 510 506 516 530  531 545 539 512 535 538 
[DIC]/ µmol dm-3 42 45 44 32 43 40  135 126 125 114 132 125 
[PO4]T/ µmol dm-3 0 0 0 0 0 0  0 0 0 0 0 0 
[UO2]T/ nmol dm-3 29 32 24 24 44 30  48 40 42 60 51 50 
[Citrate]T/ µmol 
dm-3 0 0 0 0 0 0  0 0 0 0 0 0 

2

-1 -1
UO / nmol g  hϕ  230 316 205 238 406 462  1528 1127 1224 1462 1553 1834 

UO2

-1 -1/ nmol g  hϕσ  73 83 36 49 99 204  472 283 301 469 420 939 

2+
2UO

α  2.4E-09 2.6E-09 2.0E-09 2.2E-09 3.6E-09 2.6E-09  3.6E-11 3.4E-11 3.5E-11 4.8E-11 3.9E-11 4.0E-11

2COf  8.4E-04 9.0E-04 8.9E-04 6.4E-04 8.7E-04 8.0E-04  6.8E-04 6.3E-04 6.3E-04 5.7E-04 6.6E-04 6.2E-04
I 9.9E-03 9.9E-03 9.9E-03 9.6E-03 9.8E-03 9.9E-03  1.0E-02 1.1E-02 1.0E-02 9.8E-03 1.0E-02 1.0E-02
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Figure 6-4 Effect of water hardness as calcium and magnesium concentration on uranium uptake 

by excised gills. Error bars show ± 1 S.D. 
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Figure 6-5 48-hour copper toxicities in function of a) calcium concentration, b) magnesium 

concentration, c) sodium concentration, d) potassium concentration and e) ionic strength. Data 

reinterpreted from tabulated values provided in article (De Schamphelaere and Janssen 2002). 
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6.5.5 Effect of carbonate 

Bioaccumulation experiments were performed at a uranium concentration of 5·10-7 

mol dm-3, a pH range 5.0 – 7.5 and a range of DIC concentration of 10-5 – 5·10-3 mol 

dm-3. The partial pressures of carbon dioxide in the gas mixtures used to regulate DIC 

concentration were in the range 3·10-4 – 3·10-2 atm. The effects of pH and carbonate 

on uranium speciation are discussed in section 7.1.5. Details of the precise 

experimental conditions and results of these exposure experiments are given in Table 

6-8, all exposures were of 30 minutes duration. For the experiments performed at 

elevated pH (7.0 and 7.5), increasing carbonate concentration significantly reduced 

the observed accumulation flux of uranium, as shown in Figure 6-6 a) for a total 

uranium concentration of 5·10-7 mol dm-3. However, the accumulation flux of uranium 

was not proportional to the predicted concentration of the free uranyl ion, as shown in 

Figure 6-6 b). In contrast, at lower pH values (5.0 and 6.0), increasing carbonate 

concentration increased the observed accumulation flux of uranium, as shown in 

Figure 6-7 contrary to the expected decrease in chemical bioavailability due to 

increasing carbonate complexation. A possible mechanism to explain these results is 

the formation of a ternary uranyl carbonate complex with a physiologically active 

carrier site. As can be seen in section 7.1.5, the only uranyl carbonate species that is 

significant at low pH, but relatively unimportant at elevated pH is the 1:1 UO2CO3
0 

complex, suggesting the same stoichiometry for the surface complex, i.e. the 

formation and subsequent internalisation of { }2 3UO COX≡ − . This hypothesis will 

be tested in section 7.3. 

Studies of the effect of carbonate that have been performed using well defined 

conditions and varying carbonate concentrations independent of pH and hardness, and 

at several values of pH, are rare. Studies that have varied alkalinity at constant pH 

have generally not regulated the gas atmosphere in contact with the solutions in order 

to maintain the equilibrium with respect to CO2 (Riethmuller, Markich et al. 2001; 

Taylor, Baker et al. 2002). This may not be a great problem for very short duration 

exposures, such as the 5-minute exposure periods of the second study. However for 

longer exposures such as the 96 hours of the first study (water renewal every 24 

hours), the composition of the medium can be expected to evolve over time as 

equilibrium with respect to the atmosphere is approached. Results of these two studies 
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were similar, in that increasing carbonate concentration at constant pH and water 

hardness did not significantly change the measured chemical bioavailability of the 

metal. In the first study the toxicity of uranium to the freshwater hydra Hydra 

viridissima was unaffected by a 25-fold increase of alkalinity at constant pH (6.0) and 

hardness (165 mg-CaCO3 l
-1) and in the second study the accumulation of copper by 

isolated fish gill tissues. This is despite significant changes to the free ion 

concentrations, in both cases increasing complexation of the metal by carbonate 

decreased the free ion concentration with increasing carbonate concentration. These 

results are consistent with the hypothesis that metal carbonate complexes may be 

bioavailable, although the authors of the two studies did not propose this as a possible 

mechanism. In a study of the pH dependence of lead uptake by the freshwater alga 

Chlorella kesslerii (Slaveykova and Wilkinson 2003), PbOH+ or PbCO3
0 species were 

proposed as potentially chemically bioavailable to explain the observed uptake 

behaviour. 
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Table 6-8 Experimental conditions used to assess the effect of carbonate 

pH 5.00 5.00 5.00 6.00 6.00 6.00 6.00 7.00 7.00 7.00 7.00 7.50 7.50 7.50 7.50 

[Ca]T/ µmol dm-3 517 649 490 494 503 512 572 518 506 493 526 489 512 525 501 
[Mg]T/ µmol dm-3 520 591 494 503 507 514 541 527 509 509 537 499 518 529 511 
[Na]T/ µmol dm-3 3420 3783 3215 3227 3246 3286 3463 3443 3260 3678 3785 3238 3407 3491 3281 
[K]T/ µmol dm-3 3358 3833 3289 3218 3273 3316 3487 3452 3283 3286 3216 3174 3361 3515 3237 
[Cl]T/ µmol dm-3 5612 6762 5728 5237 5527 5381 5614 5577 5036 3377 1570 5112 3804 2154 897 
[NO3]T/ µmol dm-3 2112 2377 2097 2128 2094 2129 2195 2139 2090 2111 2190 2427 2009 2216 2015 
[SO4]T/ µmol dm-3 540 607 539 505 522 528 571 539 524 522 573 502 549 518 530 
[DIC]/ µmol dm-3 16 1071 662 32 142 563 1167 131 634 2870 5301 198 1805 3669 5318 

[PO4]T/ µmol dm-3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
[UO2]T/ nmol dm-3 291 233 616 299 354 312 236 372 484 615 616 726 662 632 656 
[Citrate]T/ µmol dm-

3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

2

-1 -1
UO / nmol g  hϕ 1952 4235 8071 2949 5563 5172 5382 7364 10478 4391 2675 11584 2396 1359 243 

UO2

-1 -1/ nmol g  hϕσ
828 1201 1903 847 1389 1359 1695 2501 3613 1900 717 4433 940 343 62 

2+
2UO

α  
1.2E-07 6.5E-08 2.0E-07 2.1E-08 1.3E-08 4.7E-09 1.8E-09 1.4E-10 4.1E-11 2.6E-12 5.6E-13 1.5E-11 3.6E-13 5.1E-14 2.0E-14 

2COf  4.6E-04 3.1E-02 1.9E-02 6.4E-04 2.8E-03 1.1E-02 2.3E-02 6.5E-04 3.2E-03 1.4E-02 2.7E-02 3.5E-04 3.2E-03 6.5E-03 9.5E-03 
I 1.0E-02 1.2E-02 1.0E-02 9.7E-03 9.9E-03 1.0E-02 1.1E-02 1.0E-02 1.0E-02 1.0E-02 1.1E-02 9.8E-03 1.0E-02 1.0E-02 1.0E-02 
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Figure 6-6 Effect of carbonate concentration on uranium uptake by excised gills, pH 7 & 7.5, a) 

normalised accumulation flux as a function of DIC at [UO2]T = 5·10
-7

 mol dm
-3

, b) accumulation 

flux as a function of predicted free uranyl ion concentration. Error bars show ± 1 S.D. 
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Figure 6-7 Effect of carbonate concentration on uranium uptake by excised gills, pH 5 & 6. Error 

bars show ± 1 S.D. 
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6.5.6 Effect of phosphate 

Bioaccumulation experiments were performed at a uranium concentration of 5·10-8 

mol dm-3, a pH range 5 – 7 and a range of phosphate concentration of 0 – 10-4 mol 

dm-3. The DIC concentrations were determined by equilibrium with the air. The 

predicted speciation of uranium for these conditions is discussed in section 7.1.6. 

Details of the precise experimental conditions and results of these exposure 

experiments are given in Table 6-9, all exposures were of 30 minutes duration. 

Normalised accumulation fluxes as a function of phosphate concentration at a total 

uranium concentration of 5·10-8 mol dm-3 are shown for pH values of 5.0, 5.5 and 6.0 

in Figure 6-8 a) and pH values of 6.5 and 7.0 in Figure 6-8 b). A slight increase in 

uranium accumulation can be seen in function of phosphate concentration at pH 5.0, 

whereas at the other pH values there is no significant effect of phosphate 

concentration. This is in contrast to the predicted reduction in free uranyl ion 

concentration predicted for all of the pH values investigated, due to the complexation 

of uranium by phosphate. As was the case for the effect of carbonate, it is possible 

that these results may be explained by the uptake of uranyl phosphate species, and this 

hypothesis will be investigated further in section 7.3. 
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Table 6-9 Experimental conditions used to assess the effect of phosphate 

pH 5.00 5.00 5.00 5.00 5.50 5.50 5.50 6.00 6.00 6.00 6.00 6.50 6.50 6.50 7.00 7.00 7.00 

[Ca]T/ µmol dm-3 501 498 493 495 497 498 500 491 499 504 503 500 501 502 481 511 500 
[Mg]T/ µmol dm-3 505 505 502 501 504 508 508 497 507 515 511 507 512 510 490 518 507 
[Na]T/ µmol dm-3 3244 3225 3208 3206 3218 3244 3216 3156 3238 3279 3250 3221 3294 3276 3263 3365 3293 
[K]T/ µmol dm-3 3259 3228 3223 3301 3221 3268 3356 3186 3269 3307 3373 3226 3315 3368 3234 3349 3336 
[Cl]T/ µmol dm-3 5451 5493 5485 5459 5421 5527 5531 5382 5526 5599 5545 5409 5548 5527 5383 5576 5504 
[NO3]T/ µmol dm-3 1993 2009 2009 1998 2001 2026 2033 1983 2030 2060 2033 2014 2042 2040 2010 2066 2057 
[SO4]T/ µmol dm-3 517 510 512 508 509 516 517 506 522 532 526 510 521 523 512 529 526 
[DIC]/ µmol dm-3 16 16 16 16 19 25 25 32 53 55 65 49 49 49 114 91 91 
[PO4]T/ µmol dm-3 0 8 24 99 0 9 99 0 9 13 100 0 25 99 0 26 99 

[UO2]T/ nmol dm-3 38 61 88 66 30 62 68 24 67 63 57 31 37 50 60 59 37 
[Citrate]T/ µmol dm-3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

2

-1 -1
UO / nmol g  hϕ  231 516 1192 1942 218 429 703 238 570 517 532 465 226 485 1462 974 369 

UO2

-1 -1/ nmol g  hϕσ
80 196 670 419 60 100 225 49 347 155 160 169 98 138 469 297 97 

2+
2UO

α  
1.5E-08 1.8E-08 1.7E-08 4.8E-09 7.9E-09 8.4E-09 1.6E-09 2.2E-09 2.6E-09 2.0E-09 3.7E-10 4.2E-10 1.7E-10 7.6E-11 4.8E-11 3.7E-11 1.1E-11 

2COf  4.6E-04 4.6E-04 4.6E-04 4.6E-04 5.0E-04 6.5E-04 6.5E-04 6.4E-04 1.1E-03 1.1E-03 1.3E-03 5.7E-04 5.7E-04 5.7E-04 5.7E-04 4.6E-04 4.6E-04 
I 9.8E-03 9.8E-03 9.8E-03 9.8E-03 9.7E-03 9.9E-03 1.0E-02 9.6E-03 9.9E-03 1.0E-02 1.0E-02 9.8E-03 1.0E-02 1.0E-02 9.8E-03 1.0E-02 1.0E-02 
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Figure 6-8 Effect of phosphate concentration on uranium uptake by excised gills. Error bars 

show ± 1 S.D. 
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6.6 Summary Of The Experimental Results 

The effect of citrate on the accumulation of uranium is consistent with the equilibrium 

paradigm at both pH values studied. Although the uptake was not exactly proportional 

to predicted free uranyl ion concentrations at either pH value and regression gradients 

were different for the two pH values, the observed uptake was within uncertainty 

estimates for the predicted concentration changes of the free ion. However, as a range 

of different mononuclear inorganic solution species were covariant with the free ion 

for these conditions it is not possible to identify the free ion as the only bioavailable 

uranium species. The uptake behaviour as a function of uranium concentration at pH 

5.0 showed saturable uptake kinetics, indicating that accumulation is a facilitated 

process. The uptake dependence on pH demonstrated that the predicted free ion 

concentration is not a good indicator of the chemical bioavailability of uranium, in 

fact it is considerably worse than the total concentration for this range of conditions. 

A number of different hypotheses may be proposed to account for this behaviour, 

including the competition for binding sites by protons, the accumulation of uranium 

species other than the free ion and the modul ation of the activity of the transport 

systems by pH. All of these hypotheses will be assessed in section 7.3. The lack of 

any inhibitory effect from increasing calcium or magnesium concentration may be 

unexpected in the light of the BLM modelling framework, indicating that cation 

competition for transporter binding sites is relatively unimportant for uranium 

accumulation. In light of these results, competitive effects were not tested in the 

subsequent modelling, with the exception of the possibility of protonation - 

deprotonation reactions of the transporter binding site. The contrasting effects of 

carbonate complexation at different pH values provide evidence for the potential 

chemical bioavailability of some uranyl carbonate species, but not others. The 

increased uptake at low pH values (5.0 and 6.0) contrary to the expected decrease in 

free ion concentration provides evidence for the uptake of a carbonate species 

important at these low pH values (UO2CO3
0 being the most likely candidate). At 

elevated pH values (7.0 and 7.5) the significant reduction in accumulation points 

towards the non-availability of the complexes dominant in this pH range (including 

(UO2)2CO3(OH)3
-, UO2(CO3)2

2- and UO2(CO3)3
4-), however the fluxes are not 

proportional to predicted free ion concentrations, again pointing towards the co-
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availability of other uranium species. The hypothesis that some metal complexes may 

be chemically bioavailable in addition to the free ion has been proposed by many 

workers, including:  

The uptake of SrNTA- and CaNTA- complexes by the common carp proposed by 

(Chowdhury and Blust 2002). 

In acute copper toxicity studies with Daphnia magna (De Schamphelaere and Janssen 

2002) the co-toxicity of copper hydroxide was proposed to explain the observed pH 

dependence. Subsequent studies by the same workers resulted in CuCO3
0 also being 

proposed as a bioavailable species (De Schamphelaere, Heijerick et al. 2002). 

The uptake of dissolved zinc by the mussel Mytilus edulis was enhanced by the 

presence of histidine (Vercauteren and Blust 1996) and the complex ZnHis+ was 

suggested as a potentially bioavailable species by the authors. 

Uptake of cadmium by the common carp, Cyprinus carpio, in the presence of citrate, 

glycine and histidine was higher than expected from predicted free ion concentrations 

(van Ginneken, Chowdhury et al. 1999). The authors proposed that cadmium 

complexes of these low molecular weight organic ligands were available for direct 

uptake. 

The accidental anion transport of the silver thiosulfate complex was proposed as a 

mechanism for silver uptake by the unicellular green algae C. reinhardtii (Fortin and 

Campbell 2001). 

The uptake of anionic metal-ligand complexes has been suggested to explain metal 

accumulation results in the presence of low molecular weight assimilable organic 

metabolites. For example the toxicity of copper, cadmium and zinc towards the green 

alga P. subcapitata exceeded that predicted on the basis of the free-metal ion in the 

presence of citrate that can be internalised and metabolised by the alga (Guy and Kean 

1980; Errecalde, Seidl et al. 1998). 

PbOH+ or PbCO3
0 were proposed as potentially chemically bioavailable for the 

freshwater alga Chlorella kesslerii (Slaveykova and Wilkinson 2003). 
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7 MODELLING RESULTS 
 

7.1 Aqueous Speciation Modelling 

In order to interpret the results of the uranium uptake experiments, the solution 

speciation of uranium in the composition domain studied needs to be predicted. This 

was achieved by performing both “classical” speciation modelling, employing mean-

values of all thermodynamic parameters used to describe the chemical system as 

described in section 4.3, and also probabilistic uncertainty modelling as described in 

section 4.5 to account for the thermodynamic parameter uncertainty. 

7.1.1 Effects of database uncertainty on aqueous uranyl speciation 

calculations and selection of calculation methods 

In order to assess the effect of thermodynamic parameter uncertainty on the aqueous 

speciation calculations performed within this study, uncertainty calculations were 

performed for the same chemical composition domain as used for the uranium 

bioaccumulation experiments. The composition domain investigated may be divided 

into a number of paired variable factors for convenience, namely: 

¾ pH and uranium concentration 

¾ pH and citrate concentration 

¾ pH and water hardness (as calcium and magnesium) 

¾ pH and carbonate concentration 

¾ pH and phosphate concentration 

Sampling based methods of uncertainty calculation provide an estimation of the true 

probabilistic output distribution of the parameters of interest, the estimation 

improving, and tending towards, the true distribution as the sample size N used to 

perform the calculations increases. It is therefore important to assess the likely errors 

of the output parameters investigated, for the sample size used to perform the 

calculations. A number of descriptive statistical parameters to characterise the output 

distributions were selected, and the fractional errors for a number of different solution 
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compositions and uranyl species were calculated from the jack-knife estimate of 

variance (equation (4-45)) normalised by the output parameters. This approach also 

permits a comparison of the different sampling methods available, in this case random 

sampling (section 4.5.1.1) for the MC method and Quasi-random sampling by the 

Sobol low-discrepancy sequence (section 4.5.1.3) for the QMC method. Selected 

results from these calculations are presented in Figure 7-1 for solutions of pH 5.0 and 

7.5, [UO2]T of 10-8 and 10-5 mol dm-3 in equilibrium with a CO2 partial pressure of 10-

3.5 atm, other ion concentrations using the reference composition given in Table 6-1. 

As can be seen from the graphs, as the sample size increases, the probabilistic error of 

the parameter estimates reduces. The results generally show the expected convergence 

behaviour for the MC method, the distribution mean value has an error of 

probabilistic order ( )1 2O N −  and the other parameters have a lower convergence rate. 

For these simulations, the theoretical advantage of the QMC sampling method is not 

realised, and no significant advantage over the MC method was found, the 

convergence rates and fractional errors being generally very similar for the two 

methods. It is possible that for larger simulation numbers the theoretical advantage of 

the QMC method would become more apparent. It is evident that for some species 

and some scenarios, a very large number of simulations need to be performed in order 

to reduce the probabilistic error of the estimated parameters to an acceptable level. 

This is most notable for parameters that are sensitive to extreme values, such as 

quantile values, and species that have highly skewed distributions. It was for this 

reason that the distribution inter-decile interval, corresponding to a confidence 

interval of 0.8, was chosen to represent the relative uncertainty of the output 

distribution. More conventional but higher confidence intervals, such as 0.95, were 

found to have unacceptably high probabilistic errors even for very large sample sizes. 

For the solution compositions, uranyl species and output parameters shown, the 

maximum fractional probabilistic error for the MC method was 0.13 for N =103, 

decreasing to 0.04 and 0.02 for N = 104 and 105 respectively. For the QMC method 

the corresponding values were 0.10, 0.07 and 0.01 respectively.  
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Figure 7-1 The fractional errors of a number of output parameters for different uranyl species in 

function of the sample size, N for the MC method (left) or the QMC method (right). pH = 5.0, 

PCO2 = 10
-3.5

, [UO2]T = 10
-8

 mol dm
-3

. Relative uncertainty is the inter-decile interval normalised 

by the distribution mean. 
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Figure 7-1 The fractional errors of a number of output parameters for different uranyl species in 

function of the sample size, N for the MC method (left) or the QMC method (right). pH = 5.0, 

PCO2 = 10
-3.5

, [UO2]T = 10
-5

 mol dm
-3

. Relative uncertainty is the inter-decile interval normalised 

by the distribution mean. 
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Figure 7-1 The fractional errors of a number of output parameters for different uranyl species in 

function of the sample size, N for the MC method (left) or the QMC method (right). pH = 7.5, 

PCO2 = 10
-3.5

, [UO2]T = 10
-8

 mol dm
-3

. Relative uncertainty is the inter-decile interval normalised 

by the distribution mean. 
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Figure 7-1 The fractional errors of a number of output parameters for different uranyl species in 

function of the sample size, N for the MC method (left) or the QMC method (right). pH = 7.5, 

PCO2 = 10
-3.5

, [UO2]T = 10
-5

 mol dm
-3

. Relative uncertainty is the inter-decile interval normalised 

by the distribution mean. 
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As no significant advantage was found to using the QMC method and there being a 

number of disadvantages to the method (principally the dimensional limitation of the 

Sobol sequence), all uncertainty calculations were performed using the MC method 

with a sample size of 104, which was found to provide generally adequate estimations 

of the output distributions. The mean-values and standard deviations of the input 

formation constants used are tabulated in appendix B. Except where stated in the text, 

the reference compositions tabulated in Table 6-1 were used for all calculations, 

giving an ionic strength of 0.01 mol dm-3. 

7.1.2 Effect of pH and uranium concentration 

Bioaccumulation experiments were performed in the pH range 5 – 7.5 and total 

uranium concentration range of approximately 10-8 – 10-5 mol dm-3. The distribution 

of uranyl through its major species predicted by mean-value speciation calculations 

for this pH range and in air equilibrium (
2COP  = 10-3.5) for total uranium 

concentrations of 10-8 and 10-6 mol dm-3 are shown in Figure 7-2. As can be seen, the 

concentration of the free uranyl ion decreases very significantly as pH increases, 

changing from being the predominant species in the pH range 5 – 5.5 to contributing 

only 0.01 % of the total concentration at pH 7.5. The predominant species in the pH 

range 5.5 – 7.5 in air equilibrium depends on the total uranium concentration. At low 

concentration (10-8 mol dm-3) the first and second uranyl hydrolysis products 

(UO2OH+ and UO2(OH)2
0) are predominant in the pH range 5.5 – 7, followed by the 

carbonate species UO2(CO3)2
2- up to pH 7.5. At higher uranium concentrations (10-6 

mol dm-3) the bi-nuclear species (UO2)2CO3(OH)3
- is predicted to be predominant in 

the pH interval 6 – 7.5. The uranium species considered in the models applied to the 

accumulation data relevant to this composition domain were: UO2
2+, UO2OH+, 

UO2(OH)2
0 and UO2CO3

0. Output distribution histograms of the four relevant uranyl 

species at pH values of 5, 6 and 7 for a total uranium concentration of 10-6 mol dm-3 at 

equilibrium with a CO2 partial pressure of 10-3.5 are shown in Figure 7-3. Figure 7-4 

shows the variation of the output distributions as a function of pH for the same species 

and solution composition domain. The variation of the relative uncertainties of the 

predicted concentrations for the four output species, defined as the inter-decile 

intervals expressed as percentages of distribution means, are shown for the relevant 

composition domain in Figure 7-5. As can be clearly seen, the probabilistic output 
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distributions vary considerably in function of the solution composition and the species 

of interest. The relative uncertainty of the predicted concentrations of these species 

varies greatly within this solution composition domain, for example the inter-decile 

confidence interval of the concentration of the free uranyl ion varies from 30 to 140 % 

of the distribution mean value. 
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Figure 7-2 Predicted distribution of major uranyl species in function of pH ([UO2]T = 10
-6

 and  

10
-8

 mol dm
-3

, air equilibrium), calculated using mean-value database. 
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Figure 7-3 Histograms of uncertainty output distributions for different uranyl species at selected 

pH values ([UO2]T = 10
-6

 M, air equilibrium).  
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Figure 7-4 Uncertainty output distributions for different uranyl species in function of pH ([UO2]T 

= 10
-6

 M, air equilibrium). 
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Figure 7-5 Relative uncertainties of selected uranyl species in function of pH and total uranium 

concentration (uncertainty distribution inter-decile intervals expressed as % of mean values) 
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7.1.3 Effect of pH and citrate concentration 

The series of experiments designed to assess the effect of citrate complexation were 

performed at pH values of 5.0 and 6.0 for a citrate concentration range of 0 – 10-5 mol 

dm-3 and a total uranium concentration of 5·10-7 mol dm-3. The concentration changes 

to the major solution species predicted by mean-value speciation calculations are 

shown in Figure 7-6 in function of total citrate concentration at each of the two pH 

values. As can be seen the effect of citrate complexation on the concentration of the 

free uranyl ion is predicted to be very significant at both of the two pH values, 

decreasing over one order of magnitude for the range of citrate concentration 

considered. The changes to the relative uncertainties of the predicted free uranyl ion 

concentrations in the same range of conditions is shown in Figure 7-7, the inter-decile 

interval of the probability distribution ranges from 30 to 140 % of the distribution 

mean value. 
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Figure 7-6 Predicted distribution of major uranyl species in function of citrate concentration at 

two pH values ([UO2]T = 5.10
-7

 mol dm
-3

, air equilibrium), calculated using mean-value database. 
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Figure 7-7 Relative uncertainties of UO2
2+

 in function of citrate concentration at pH 5 and 6 

([UO2]T 5.10
-7

 mol dm
-3

, air equilibrium, uncertainty distribution inter-decile intervals expressed 

as % of mean values) 
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7.1.4 Effect of water hardness and pH  

Bioaccumulation experiments to assess the effect of water hardness were performed 

by varying the concentrations of either calcium or magnesium in the range 10-4 – 

2.5·10-3 mol dm-3, whilst keeping the concentration of the other hardness ion constant 

(5·10-4 mol dm-3). Ionic strength was maintained at a constant 0.01 mol dm-3 by co-

varying the concentrations of sodium and potassium in a 1:1 ratio. Anion 

concentrations were maintained constant, and experimental series were performed at 

pH values of 6 and 7. The predicted major solution species in this solution 

composition domain in function of the varied hardness ion, at both pH values, are 

shown in Figure 7-8 in function of magnesium concentration and Figure 7-9 in 

function of calcium concentration. As can be seen, there is predicted to be virtually no 

change with respect to the speciation of uranium, the only significant changes being to 

the minority ternary calcium uranyl carbonate species. Similarly, there is virtually no 

change to the predicted uncertainty of the major uranyl species. For example the 

relative uncertainty of the free uranyl ion is constant in function of both calcium and 

magnesium at both pH values, the inter-decile interval for this species is 66 % of the 

distribution mean at pH 6 and 95 % at pH 7. 
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Figure 7-8 Predicted distribution of major uranyl species in function of magnesium concentration 

at pH 6.0 and 7.0 ([UO2]T = 5.10
-7

 mol dm
-3

, air equilibrium), calculated using mean-value 

database. 
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Figure 7-9 Predicted distribution of major uranyl species in function of calcium concentration at 

pH 6.0 and 7.0 ([UO2]T = 5.10
-7

 mol dm
-3

, air equilibrium), calculated using mean-value database. 
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7.1.5 Effect of pH and carbonate concentration 

Bioaccumulation experiments were performed at a uranium concentration of 5·10-7 

mol dm-3, a pH range 5 – 7.5 and a range of DIC concentration of 10-5 – 5·10-3 mol 

dm-3. The partial pressures of carbon dioxide in the gas mixtures used to regulate DIC 

concentration were in the range 3·10-4 – 3·10-2 atm. The distributions of uranyl 

through its major species predicted by mean-value speciation calculations for this 

range of pH and DIC concentration are shown at selected pH values in function of 

DIC concentration in Figure 7-10, and at selected DIC concentrations in function of 

pH in Figure 7-11. At low pH the DIC concentration has a limited effect on uranyl 

speciation, for example at pH 5 carbonate complexation in the range of DIC studied 

only decreases the concentration of the free uranyl ion by a factor of two. At higher 

pH values the effect is much more pronounced, at pH 6 the same range of DIC 

decreases uranyl ion concentration by two orders of magnitude increasing to three 

orders of magnitude at pH 7. The effect of pH at constant DIC concentration is 

important even at low DIC concentration, due to the hydrolysis behaviour of uranyl. 

At the lowest DIC concentration studied, the concentration of the uranyl ion decreases 

by almost four orders of magnitude for the pH range of interest, but at higher DIC 

concentrations the effect is much more pronounced: the concentration of uranyl ion 

decreasing by over six orders of magnitude. The predicted predominant solution 

species depends on the exact pH and DIC concentration, being one of UO2
2+, 

UO2OH+, UO2CO3
0, (UO2)2CO3(OH)3

-, UO2(CO3)2
2- or Ca2UO2(CO3)3

0 for the 

solution composition domain of interest. The uranium species considered in the 

models applied to the accumulation data relevant to this composition domain were 

UO2
2+ and UO2CO3

0. Output distribution histograms of these uranyl species at pH 

values of 5, 6 and 7 and DIC concentrations of 10-5, 10-4 and 10-3 mol dm-3 are shown 

in Figure 7-12. The probabilistic uncertainty distributions are summarised as 

frequency contour plots in function of DIC concentration at selected pH values in 

Figure 7-13. The relative uncertainties expressed as the inter-decile intervals of the 

probability distributions of the concentrations of these two species are shown in 

function of both pH and DIC concentration as a percentage of the distribution means 

in Figure 7-14. Again, the relative uncertainties of the predicted concentrations vary 

greatly in function of the solution composition parameters. 
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Figure 7-10 Predicted distribution of major uranyl species in function of total carbonate 

concentration at selected pH values ([UO2]T = 5.10
-7

 M), calculated using mean-value database. 
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Figure 7-11 Predicted distribution of major uranyl species in function of pH at selected total 

carbonate concentration values ([UO2]T = 5.10
-7

 M) , calculated using mean-value database. 
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Figure 7-12 Histograms of uncertainty output distributions for the uranyl ion at different pH 

values and total carbonate concentrations ([UO2]T = 5.10
-7

 M). 
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Figure 7-12 Histograms of uncertainty output distributions of uranyl carbonate (UO2CO3
0
) at 

different pH values and total carbonate concentrations ([UO2]T = 5.10
-7

 M). 
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Figure 7-13 Uncertainty output distributions of UO2
2+

 and UO2CO3
0
 in function of total 

carbonate concentration at different pH values ([UO2]T = 5.10
-7

 M). 
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Figure 7-14 Relative uncertainties of selected uranyl species in function of pH and total carbonate 

concentration ([UO2]T = 5.10
-7

, uncertainty distribution inter-decile intervals expressed as % of 

mean values). 
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7.1.6 Effect of pH and phosphate concentration 

Bioaccumulation experiments were performed at a uranium concentration of 5·10-8 

mol dm-3, a pH range 5 – 7 and a range of phosphate concentration of 0 – 10-4 mol 

dm-3. The DIC concentrations were determined by equilibrium with the air. The 

distributions of uranyl through its major species predicted by mean-value speciation 

calculations for this domain of pH and phosphate concentration are shown at selected 

phosphate concentrations in function of pH in Figure 7-15 and at selected pH values 

in function of phosphate concentration in Figure 7-16. As can be seen, phosphate 

complexation is very significant at all pH values studied, significantly reducing the 

concentration of the uranyl ion in the range of phosphate concentration studied. The 

most significant uranyl phosphate complexes are predicted to be UO2HPO4
0 (low pH) 

and UO2PO4
- (high pH). The uranium species considered in the models applied to the 

accumulation data relevant to this composition domain were UO2
2+ and UO2HPO4

0 

and UO2H2PO4
+. Output distribution histograms of these uranyl species at pH values 

of 5, 6 and 7 and phosphate concentrations of 10-6, 10-5 and 10-4 mol dm-3 are shown 

in Figure 7-17. The probabilistic uncertainty distributions are summarised as 

frequency contour plots in function of phosphate concentration at selected pH values 

in Figure 7-18. The relative uncertainties expressed as the inter-decile intervals of the 

probability distributions of the concentrations of these species are shown in function 

of both pH and phosphate concentration as a percentage of the distributions means in 

Figure 7-19. Again, the relative uncertainties of the predicted concentrations vary 

greatly in function of the solution composition parameters. 
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Figure 7-15 Predicted distribution of major uranyl species in function of pH at selected total 

phosphate concentration values ([UO2]T = 10
-7

 M, air equilibrium), calculated using mean-value 

database. 
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Figure 7-16 Predicted distribution of major uranyl species in function of total phosphate 

concentration at selected pH values ([UO2]T = 10
-7

 M, air equilibrium), calculated using mean-

value database. 
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Figure 7-17 Histograms of uncertainty output distributions of selected uranyl species at different 

total phosphate concentration values ([UO2]T = 10
-7

 M, pH 5.0, air equilibrium). 
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Figure 7-17 Histograms of uncertainty output distributions of selected uranyl species at different 

total phosphate concentration values ([UO2]T = 10
-7

 M, pH 6.0, air equilibrium). 
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Figure 7-17 Histograms of uncertainty output distributions of selected uranyl species at different 

total phosphate concentration values ([UO2]T = 10
-7

 M, pH 7.0, air equilibrium). 
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Figure 7-18 Uncertainty output distributions of selected uranyl species in function of total 

phosphate concentration at different pH values ([UO2]T = 5.10
-7

 M, air equilibrium). 
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Figure 7-19 Relative uncertainties of selected uranyl species in function of pH and total 

phosphate concentration ([UO2]T = 5.10
-7

, uncertainty distribution inter-decile intervals 

expressed as % of mean values). 
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7.2 Discussion Of The Effects Of Database Uncertainty 

A number of generally applicable observations can be made. The distributions of the 

output species are often not normally (or log normally) distributed despite the 

assumed normal distributions of the input constraints. Additionally the distributions 

vary according to the exact solution composition of the scenario that is run. A 

consequence of this is that the mean values calculated from the output distributions 

are frequently significantly different from the values calculated using the mean-value 

database. From these results it is obvious that there are very significant uncertainties 

in aqueous speciation calculations due to database parameter uncertainty. The 

potential uncertainties due to the input uncertainty of the solution composition, the 

model coherency (whether all relevant chemical species are considered) or the 

conceptual model formulation (whether the system is truly at equilibrium, the 

adequacy of models for ionic strength correction etc.) have not been considered. 

These additional sources of uncertainty are undoubtedly also important. 

The impact of database parameter uncertainty depends very much on the application 

for which the results of the speciation calculations are used. The absolute uncertainty 

of the concentration of a particular solution species for a particular solution 

composition is often not of great importance to the application. Frequently the relative 

change of a species’ concentration in function of one or several parameters is of much 

greater interest. In this case the magnitude of change over the range of conditions of 

interest as well as the relative uncertainties over the same range need to be considered 

together. For example, if a system property (such as the total fraction adsorbed to a 

surface) can be well described by the calculated concentration of the species UO2
2+ in 

function of the pH, the uncertainties are of little practical importance, as the 

magnitude of change is very considerable for a reasonable change in pH. However, if 

a number of different species need to be considered in the model formulation in order 

to adequately describe the system properties (for example in the case of competitive 

sorption), both the magnitude of change and relative uncertainties of all these species 

need to be considered as well as their weighting in the model. Due to the cumulative 

uncertainties of these parameters, application of a model that requires a large number 

of species to be considered is likely to be less precise outside the exact validity field 
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for which the model was parameterised than a model that requires a smaller number 

of species. 

A further problem is that there is no universally accepted “standard” thermodynamic 

database. This creates the situation where different workers use different databases to 

calculate new or amended thermodynamic data, whether for solution or surface 

complexes, mineral solubility data or parameters for biotic ligand type models. These 

data are then frequently used to augment other, often different, databases, to attempt 

to improve their coherency, but without amending the “new” data to be consistent 

with the new database. Recalculation of the data to be consistent with another 

database is frequently impossible without the original experimental results, and even 

if these are available it is very time consuming and prone to introducing further errors. 

Further, some models are often constructed by inferring the composition of surface 

complexes from the aqueous speciation calculations rather than direct measurement of 

the composition (for example by various spectroscopic techniques). This is a 

particular problem of biotic ligand type models, as even if it is possible to directly 

determine the composition of surface complexes (as is sometimes the case for bacteria 

or unicellular algae) the fraction of the total surface sites that are physiologically 

active is likely to be very small. It is of course also possible that the surface 

complexes that may form at these particular sites are different from the complexes 

that may form at non-specific surface sites. Models of this type are likely to be more 

sensitive to the particular database used for the model parameterisation than models 

developed with direct determination of the surface complexes, and hence model 

predictions outside the precise validity field of the experimental data is likely to be 

uncertain. 

The presented study is of limited scope, only investigating the effects of database 

uncertainty for a narrow range of solution compositions and a single simplified 

application. There are a number of known limitations of the employed methods, 

including the assumption of independent Gaussian probability distributions for the 

input parameter uncertainty (parameter independence is for example a simplification 

for the successive uranyl hydrolysis products), and of course the values selected for 

the parameters and their uncertainties, which are to some extent subjective. It is 

probable that the mean and uncertainty values that might be obtained from an “ideal” 

database compilation, reinterpreting all available literature data in a rigorously 
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consistent manner with respect to the coherency of the system and the activity-

concentration model, may be slightly different. However, such high quality reviews 

are rare (the NEA-TDB project is probably the best series of reviews available), are 

very time consuming undertakings, become rapidly dated as new studies are 

performed, are generally of limited coherency and are of course dependent on the 

quality of the available literature. The chosen values are probably more representative 

of databases in common usage, as generally the resources and expertise required to 

perform a very high quality review are not available. Notwithstanding these possible 

limitations it is obvious that uncertainties in database parameters have a very 

significant effect on the predicted distributions of uranyl species in very simple 

conditions.  

7.3 Uranium Accumulation Modelling Results  

7.3.1 Tested model hypotheses 

As discussed in section 5.2 a number of different mechanistic hypotheses have been 

proposed in the literature, or in this work, to describe the physical and physiological 

processes involved in metal bioaccumulation. For this study a multi-hypotheses 

approach was adopted to test a number of these hypotheses or combinations of 

hypotheses. Different mathematical models were derived, starting with the most 

restrictive hypotheses (giving the simplest models) and progressively modifying the 

hypotheses to give more complex and hence flexible models. The development of this 

set of models is summarised in Table 7-1. Hypotheses 3 and 4 from section 5.2.1 were 

assumed to be correct for all the models applied, i.e. that mass transport of the metal 

from the bulk solution was not rate-limiting and that no significant modification to the 

metal’s speciation in the immediate vicinity of the biological interface occurred. The 

resulting mathematical models are presented in Table 7-2. The set of different models 

tested were not intended to be exhaustive with respect to the different mechanistic 

hypotheses (or combinations thereof) previously discussed, but to represent a set of 

structurally similar models of increasing complexity and hence flexibility. For the 

models that considered more then one species to be bioavailable, the uranyl species 

considered in this study are listed in Table 7-3. 
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Table 7-1 Overview of tested hypotheses and mathematical models 

Hypothesis Transporter 
characteristics 

Competition Chemically 
available species 

Transporter 
kinetics 

Adjustable parameters 
(equation) 

Model 
codes 

1 Single type, 
homogeneous and 

independent 

None UO2
2+ rate determining 

and first order 
{ }2+

2
2UO

; ;
T

K k X≡
 

(5-10) 

L1Sa*, 
L1Sb*, 

1T1S0H 
2 Single type, 

homogeneous and 
independent 

H+ UO2
2+ rate determining 

and first order 
{ }2+ +

2
2UO H

; ; ;
T

K K k X≡
 

(5-13) 

1T1S1H 

3 Single type, bidentate, 
homogeneous and 

independent 

H+ UO2
2+ rate determining 

and first order 
{ }2+ + +

2
2UO H H

; ; ; ;
T

K K K k X′ ≡
 (5-13) 

1T1S2H 

4 Single type, 
homogeneous and 

independent 

None UO2
2+ & UO2B rate determining 

and first order 
{ }2+

22
UO B 2UO

; ; ;
T

K K k X≡
 (5-18) 

1T2S0H 

5 Single type, 
homogeneous and 

independent 

H+ UO2
2+ & UO2B rate determining 

and first order 
{ }2+ +

22
UO B 2UO H

; ; ; ;
T

K K K k X≡
 (5-13)(5-18) 

1T2S1H 

6 Single type, 
homogeneous and 

independent 

None UO2
2+, UO2B & 
UO2C 

rate determining 
and first order 

{ }2+
2 22

UO B UO C 2UO
; ; ; ;

T
K K K k X≡

 (5-18) 

1T3S0H 

7 Single type, 
homogeneous and 

independent 

H+ UO2
2+, UO2B & 
UO2C 

rate determining 
and first order 

{ }2+ +
2 22

UO B UO C 2UO H
; ; ; ; ;

T
K K K K k X≡

(5-13)(5-18) 

1T3S1H 

8 Two types, specific to 
uranyl species 

None UO2
2+ & UO2B rate determining 

and first order for 
each transporter 

{ } { }2+
22

UO B 2 3UO
; ; ; ; ;

T T
K K k k X X ′≡ ≡

(5-22) 

2T2S0H 

*Linear approximation 
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Table 7-1 Overview of tested hypotheses and mathematical models (cont.) 

Hypothesis Transporter 
characteristics 

Competition Chemically 
available species 

Transporter 
kinetics 

Adjustable parameters 
(equation) 

Model 
codes 

9 Two types, specific to 
uranyl species 

H+/UO2
2+ UO2

2+ & UO2B rate determining 
and first order for 
each transporter { } { }

2+ +
22

UO BUO H

2 3

; ; ;

; ; ;
T T

K K K

k k X X ′≡ ≡
 

(5-13)(5-22) 

2T2S1HA 

10 Two types, specific to 
uranyl species 

H+/UO2B UO2
2+ & UO2B rate determining 

and first order for 
each transporter { } { }

2+ +
22

UO BUO H

2 3

; ;

; ; ;
T T

K K K

k k X X ′≡ ≡
 

(5-13)(5-22) 

2T2S1HB 

11 Two types, specific to 
uranyl species 

H+/UO2
2+ 

H+/UO2B 
UO2

2+ & UO2B rate determining 
and first order for 
each transporter { } { }

2+ + +
22

UO BUO H H

2 3

; ; ;

; ; ;
T T

K K K K

k k X X

′
′≡ ≡

 
(5-13)(5-22) 

2T2S2H 

12 Three types, specific to 
uranyl species 

None UO2
2+, UO2B & 
UO2C 

rate determining 
and first order for 
each transporter { } { } { }

2+
2 22

UO B UO C 2 3 4UO
; ; ; ; ; ;

; ;
T T T

K K K k k k

X X X′ ′′≡ ≡ ≡
 

(5-22) 

3T3S0H 

13 Single type, 
homogeneous and 

independent 

None UO2
2+ rate determining, 

dependent on pH 

( ) { }2+
2

2UO
; ;pH

T
K k X≡

 
(5-9)(5-23) 

kin1T1S 

14 Single type, 
homogeneous and 

independent 

None UO2
2+ & UO2B rate determining, 

dependent on pH 

( ) { }2+
22

UO B 2UO
; ; ;pH

T
K K k X≡

 
(5-18)(5-23) 

kin1T2S 

15 Single type, 
homogeneous and 

independent 

None UO2
2+, UO2B & 
UO2C 

rate determining, 
dependent on pH 

( ) { }2+
2 22

UO B UO C 2UO
; ; ; ;pH

T
K K K k X≡

 
(5-18)(5-23) 

kin1T3S 
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Table 7-1 Overview of tested hypotheses and mathematical models (cont.) 

Hypothesis Transporter 
characteristics 

Competition Chemically 
available species 

Transporter 
kinetics 

Adjustable parameters 
(equation) 

Model 
codes 

16 Single type, stability of 
metal – transporter 

complex dependent on 
pH 

None UO2
2+ rate determining 

and first order 

( ) { }2+
2

2UO
; ;pH

T
K k X≡

 
(5-18)(5-27) 

affin1T1S 

17 Single type, stability of 
metal – transporter 

complex dependent on 
pH 

None UO2
2+ & UO2B rate determining 

and first order 

( ) { }2+
22

UO B 2UO
; ; ;pH

T
K K k X≡

 
(5-18)(5-27) 

affin1T2S 

18 Single type, stability of 
metal – transporter 

complex dependent on 
pH 

None UO2
2+, UO2B & 
UO2C 

rate determining 
and first order 

( ) { }2+
2 22

UO B UO C 2UO
; ; ; ;pH

T
K K K k X≡

 
(5-18)(5-27) 

affin1T3S 

 

2+
2 22

UO B UO CUO
; ;K K K  formation constants of the surface complexes 

2 3 4; ;k k k  rate constants for trans-membrane internalisation kinetics 

{ } { } { }; ;
T T T

X X X′ ′′≡ ≡ ≡  total number of surface sites 
( )

2+
2UO

pH
K  conditional formation constant of the surface complex, dependent on pH 

( )
2

pH
k  conditional rate constant for trans-membrane internalisation kinetics, dependent on pH 
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Table 7-2 Mathematical models tested in this work 
2UOϕ expressed in mol g

-1
 h

-1 

Code Model with adjustable parameters of regrouped constants 
L1Sa 2+

2 2
UO UO

aϕ α= ⋅  

L1Sb 2+
2 2

UO UO
a bϕ α= ⋅ +  

L2S 2+
2 2

UO UBUO
a b cϕ α α= ⋅ + ⋅ +  

L3S 2+
2 2

UO UB UCUO
a b c dϕ α α α= ⋅ + ⋅ + ⋅ +  

1T1S0H 2+ 2+
2 2

2
2+ 2+
2 2

UO UO
UO

UO UO
1

a K

K

αϕ α
⋅ ⋅= + ⋅  

1T1S1H 2+ 2+
2 2

2
+ + 2+ 2+

2 2

UO UO
UO

H H UO UO
1

a K

K K

αϕ α α
⋅ ⋅= + ⋅ + ⋅  

1T1S2H 2+ 2+
2 2

2
+ + + + 2+ 2+

2 2

UO UO
UO 2

H H H H UO UO
1

a K

K K K

αϕ α α α
⋅ ⋅= ′+ ⋅ + ⋅ + ⋅  

1T2S0H ( )2+ 2+
2 22 2

2
2+ 2+

2 22 2

UO B UO BUO UO

UO
UO B UO BUO UO

1

a K K

K K

α αϕ α α
⋅ ⋅ + ⋅= + ⋅ + ⋅  

1T2S1H ( )2+ 2+
2 22 2

2
+ + 2+ 2+

2 22 2

UO B UO BUO UO

UO
UO B UO BH H UO UO

1

a K K

K K K

α αϕ α α α
⋅ ⋅ + ⋅= + ⋅ + ⋅ + ⋅  

1T3S0H ( )2+ 2+
2 2 2 22 2

2
2+ 2+

2 2 2 22 2

UO B UO B UO C UO CUO UO

UO
UO B UO B UO C UO CUO UO

1

a K K K

K K K

α α αϕ α α α
⋅ ⋅ + ⋅ + ⋅= + ⋅ + ⋅ + ⋅  

1T3S1H ( )2+ 2+
2 2 2 22 2

2
+ + 2+ 2+

2 2 2 22 2

UO B UO B UO C UO CUO UO

UO
UO B UO B UO C UO CH H UO UO

1

a K K K

K K K K

α α αϕ α α α α
⋅ ⋅ + ⋅ + ⋅= + ⋅ + ⋅ + ⋅ + ⋅  

2T2S0H 2+ 2+
2 2 2 2

2
2+ 2+

2 22 2

1 UO UO 2 UO B UO B
UO

UO B UO BUO UO
1 1

a K a K

K K

α αϕ α α
⋅ ⋅ ⋅ ⋅= ++ ⋅ + ⋅  

2T2S1HA 2+ 2+
2 2 2 2

2
+ + 2+ 2+

2 22 2

1 UO UO 2 UO B UO B
UO

UO B UO BH H UO UO
1 1

a K a K

K K K

α αϕ α α α
⋅ ⋅ ⋅ ⋅= ++ ⋅ + ⋅ + ⋅  

2T2S1HB 2+ 2+
2 2 2 2

2
2+ 2+ + +

2 22 2

1 UO UO 2 UO B UO B
UO

UO B UO BUO UO H H
1 1

a K a K

K K K

α αϕ α α α
⋅ ⋅ ⋅ ⋅= ++ ⋅ + ⋅ + ⋅  

2T2S2H 2+ 2+
2 2 2 2

2
+ + 2+ 2+ + +

2 22 2

1 UO UO 2 UO B UO B
UO

UO B UO BH H UO UO H H
1 1

a K a K

K K K K

α αϕ α α α α
⋅ ⋅ ⋅ ⋅= + ′+ ⋅ + ⋅ + ⋅ + ⋅  

3T3S0H 2+ 2+
2 2 2 2 2 2

2
2+ 2+

2 2 2 22 2

1 UO UO 2 UO B UO B 3 UO C UO C
UO

UO B UO B UO C UO CUO UO
1 1 1

a K a K a K

K K K

α α αϕ α α α
⋅ ⋅ ⋅ ⋅ ⋅ ⋅= + ++ ⋅ + ⋅ + ⋅  
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Table 7-2 Mathematical models tested in this work 
2UOϕ expressed in mol g

-1
 h

-1
 (cont.) 

Code Model with adjustable parameters of regrouped constants 
kin1T1S ( )

2+ 2+
2 2

2
2+ 2+
2 2

UO UO
UO

UO UO
1

pH
a K

K

αϕ α
⋅ ⋅= + ⋅  

kin1T2S ( ) ( )2+ 2+
2 22 2

2
2+ 2+

2 22 2

UO B UO BUO UO

UO
UO B UO BUO UO

1

pH
a K K

K K

α αϕ α α
⋅ ⋅ + ⋅= + ⋅ + ⋅  

kin1T3S ( ) ( )2+ 2+
2 2 2 22 2

2
2+ 2+

2 2 2 22 2

UO B UO B UO C UO CUO UO

UO
UO B UO B UO C UO CUO UO

1

pH
a K K K

K K K

α α αϕ α α α
⋅ ⋅ + ⋅ + ⋅= + ⋅ + ⋅ + ⋅  

affin1T1S ( )
( )

2+ 2+
2 2

2

2+ 2+
2 2

UO UO
UO

UO UO
1

pH

pH

a K

K

αϕ α
⋅ ⋅= + ⋅  

affin1T2S ( )( )
( )

2+ 2+
2 22 2

2

2+ 2+
2 22 2

UO B UO BUO UO

UO

UO B UO BUO UO
1

pH

pH

a K K

K K

α αϕ α α
⋅ ⋅ + ⋅= + ⋅ + ⋅  

affin1T3S ( )( )
( )

2+ 2+
2 2 2 22 2

2

2+ 2+
2 2 2 22 2

UO B UO B UO C UO CUO UO

UO

UO B UO B UO C UO CUO UO
1

pH

pH

a K K K

K K K

α α αϕ α α α
⋅ ⋅ + ⋅ + ⋅= + ⋅ + ⋅ + ⋅  

 

2

2 int
UO

UOd

dt
ϕ =
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Table 7-3 Chemically available uranium species considered in this study 

Model code UO2B UO2C Model code UO2B UO2C 
L2Sa UO2OH+ -- 2T2S1HBa UO2OH+ -- 
L2Sb UO2(OH)2

0 -- 2T2S1HBb UO2(OH)2
0 -- 

L2Sc UO2CO3
0 -- 2T2S1HBc UO2CO3

0 -- 
L2Sd UO2HPO4

0 -- 2T2S1HBd UO2HPO4
0 -- 

L2Se UO2H2PO4
+ -- 2T2S1HBe UO2H2PO4

+ -- 
L3Sa UO2CO3

0 UO2OH+ 2T2S2Ha UO2OH+ -- 
L3Sb UO2CO3

0 UO2(OH)2
0 2T2S2Hb UO2(OH)2

0 -- 
L3Sc UO2CO3

0 UO2HPO4
0 2T2S2Hc UO2CO3

0 -- 
L3Sd UO2CO3

0 UO2H2PO4
+ 2T2S2Hd UO2HPO4

0 -- 
1T2S0Ha UO2OH+ -- 2T2S2He UO2H2PO4

+ -- 
1T2S0Hb UO2(OH)2

0 -- 3T3S0Ha UO2OH+ UO2(OH)2
0 

1T2S0Hc UO2CO3
0 -- 3T3S0Hb UO2OH+ UO2CO3

0 
1T2S0Hd UO2HPO4

0 -- 3T3S0Hc UO2OH+ UO2HPO4
0 

1T2S0He UO2H2PO4
+ -- 3T3S0Hd UO2OH+ UO2H2PO4

+ 

1T2S1Ha UO2OH+ -- 3T3S0He UO2(OH)2
0 UO2CO3

0 
1T2S1Hb UO2(OH)2

0 -- 3T3S0Hf UO2(OH)2
0 UO2HPO4

0 

1T2S1Hc UO2CO3
0 -- 3T3S0Hg UO2(OH)2

0 UO2H2PO4
+ 

1T2S1Hd UO2HPO4
0 -- 3T3S0Hh UO2CO3

0 UO2HPO4
0 

1T2S1He UO2H2PO4
+ -- 3T3S0Hi UO2CO3

0 UO2H2PO4
+ 

1T3S0Ha UO2CO3
0 UO2OH+ 3T3S0Hj UO2HPO4

0 UO2H2PO4
+ 

1T3S0Hb UO2CO3
0 UO2(OH)2

0 kin1T2Sa UO2OH+ -- 
1T3S0Hc UO2CO3

0 UO2HPO4
0 kin1T2Sb UO2(OH)2

0 -- 
1T3S0Hd UO2CO3

0 UO2H2PO4
+ kin1T2Sc UO2CO3

0 -- 
1T3S1Ha UO2CO3

0 UO2OH+ kin1T2Sd UO2HPO4
0 -- 

1T3S1Hb UO2CO3
0 UO2(OH)2

0 kin1T2Se UO2H2PO4
+ -- 

1T3S1Hc UO2CO3
0 UO2HPO4

0 kin1T3Sa UO2CO3
0 UO2OH+ 

1T3S1Hd UO2CO3
0 UO2H2PO4

+ kin1T3Sb UO2CO3
0 UO2(OH)2

0 

2T2S0Ha UO2OH+ -- kin1T3Sc UO2CO3
0 UO2HPO4

0 

2T2S0Hb UO2(OH)2
0 -- kin1T3Sd UO2CO3

0 UO2H2PO4
+ 

2T2S0Hc UO2CO3
0 -- affin1T2Sa UO2OH+ -- 

2T2S0Hd UO2HPO4
0 -- affin1T2Sb UO2(OH)2

0 -- 
2T2S0He UO2H2PO4

+ -- affin1T2Sc UO2CO3
0 -- 

2T2S1HAa UO2OH+ -- affin1T2Sd UO2HPO4
0 -- 

2T2S1HAb UO2(OH)2
0 -- affin1T2Se UO2H2PO4

+ -- 
2T2S1HAc UO2CO3

0 -- affin1T3Sa UO2CO3
0 UO2OH+ 

2T2S1HAd UO2HPO4
0 -- affin1T3Sb UO2CO3

0 UO2(OH)2
0 

2T2S1HAe UO2H2PO4
+ -- affin1T3Sc UO2CO3

0 UO2HPO4
0 

   affin1T3Sd UO2CO3
0 UO2H2PO4

+ 
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7.3.2 Tested solution composition domains 

The domain of chemical composition studied can strongly influence both the choice 

of model adopted as adequate to describe the observed behaviour, and also the best-fit 

values of the adjustable parameters for a given model. As the domain of chemical 

composition used to formulate and parameterise a model is increased, it can be 

assumed that the domain to which the developed model can be reasonably applied 

also increases. In the best case the model will be applicable to the full volume of 

parameter space studied in order to develop the model. In the worst case, if the 

adopted model poorly describes the underlying mechanisms, the model may only be 

applicable to the exact chemical compositions used to develop the model. In order to 

assess the effect of varying chemical composition domain on model selection, the full 

domain studied was divided in to a number of sub-domains, and the tested models 

were fitted to all of these sub-domains. The factors that were investigated in this study 

were: pH, calcium and magnesium concentration, citrate concentration, phosphate 

concentration and carbonate concentration. Sub-domains of increasing chemical 

composition domain for both constant pH values (5, 6 and 7) and variable pH are 

presented in Table 7-4 with the number of data included in each sub-domain. 
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Table 7-4 Chemical composition sub-domains considered for modelling 

domain 
code 

pH 
carbonate 

concentration
phosphate 

concentration
citrate 

concentration
Ca/Mg 

concentration 
number 
of data 

pH5(1) 5 air equilibrium 0 0 0.5 mM 6 
pH5(2) 5 air equilibrium 0 variable 0.5 mM 10 
pH5(3) 5 air equilibrium variable 0 0.5 mM 9 
pH5(4) 5 variable 0 0 0.5 mM 8 
pH5(5) 5 air equilibrium variable variable 0.5 mM 13 
pH5(6) 5 variable 0 variable 0.5 mM 12 
pH5(7) 5 variable variable 0 0.5 mM 11 
pH5(8) 5 variable variable variable 0.5 mM 15 

       
pH6(1) 6 air equilibrium 0 0 0.5 mM 4 
pH6(2) 6 air equilibrium 0 0 variable 14 
pH6(3) 6 air equilibrium 0 variable 0.5 mM 8 
pH6(4) 6 air equilibrium variable 0 0.5 mM 7 
pH6(5) 6 variable 0 0 0.5 mM 7 
pH6(6) 6 air equilibrium 0 variable variable 18 
pH6(7) 6 air equilibrium variable 0 variable 17 
pH6(8) 6 variable 0 0 variable 17 
pH6(9) 6 air equilibrium variable variable 0.5 mM 11 
pH6(10) 6 variable 0 variable 0.5 mM 11 
pH6(11) 6 variable variable 0 0.5 mM 10 
pH6(12) 6 variable variable variable 0.5 mM 14 
pH6(13) 6 variable variable 0 variable 20 
pH6(14) 6 variable 0 variable variable 21 
pH6(15) 6 air equilibrium variable variable variable 21 
pH6(16) 6 variable variable variable variable 24 

       
pH7(1) 7 air equilibrium 0 0 0.5 mM 4 
pH7(2) 7 air equilibrium 0 0 variable 14 
pH7(3) 7 air equilibrium variable 0 0.5 mM 6 
pH7(4) 7 variable 0 0 0.5 mM 7 
pH7(5) 7 air equilibrium variable 0 variable 16 
pH7(6) 7 variable 0 0 variable 17 
pH7(7) 7 variable variable 0 0.5 mM 9 
pH7(8) 7 variable variable 0 variable 19 
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Table 7-4 Chemical composition sub-domains considered for modelling (cont.) 

domain 
code 

pH 
carbonate 

concentration
phosphate 

concentration
citrate 

concentration
Ca/Mg 

concentration 
number 
of data 

allpH(1) variable air equilibrium 0 0 0.5 mM 20 
allpH(2) variable air equilibrium 0 0 variable 40 
allpH(3) variable air equilibrium 0 variable 0.5 mM 28 
allpH(4) variable air equilibrium variable 0 0.5 mM 32 
allpH(5) variable variable 0 0 0.5 mM 31 
allpH(6) variable air equilibrium 0 variable variable 48 
allpH(7) variable air equilibrium variable 0 variable 52 
allpH(8) variable variable 0 0 variable 51 
allpH(9) variable air equilibrium variable variable 0.5 mM 40 
allpH(10) variable variable 0 variable 0.5 mM 39 
allpH(11) variable variable variable 0 0.5 mM 43 
allpH(12) variable air equilibrium variable variable variable 60 
allpH(13) variable variable 0 variable variable 59 
allpH(14) variable variable variable 0 variable 63 
allpH(15) variable variable variable variable 0.5 mM 51 
allpH(16) variable variable variable variable variable 71 
 

 

7.3.3 Applicability of different model hypothesis  

The models presented in Table 7-2 are not all applicable to each of the chemical 

composition domains presented in Table 7-4. In a number of cases there are 

insufficient data points contained in a chemical composition sub-domain to enable 

models with an equal or greater number of adjustable parameters to be fitted. 

Additionally, for models that consider two or three uranyl species to be chemically 

available for uptake, it is required that these different species are not simply co-varied 

for all data points contained within the sub-domain. For example, models that 

consider both the free uranyl ion and a hydrolysis species to be chemically available 

cannot be applied to a chemical composition sub-domain at constant pH, as the two 

species are not varied independently within the composition sub-domain. 

7.3.4 Results of model fitting using mean-value database calculations 

The results of the model fitting for the selected chemical composition domains and 

proposed accumulation models performed using uranium speciation predicted by 

mean-value calculations are presented in Table 7-5 for composition sub-domains at 
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constant pH values of 5 and 7, Table 7-6 for pH 6 and Table 7-7 for variable pH. The 

values shown are the normalised best-fit chi-squared values (χ2/ν). The colours show 

whether the models are applicable to the composition domains (black signifying that 

the model is not applicable) and whether the best-fit chi-squared value is inferior to 

one of several selected chi-squared distribution threshold values allowing model 

hypotheses to be falsified at a given probability level. Red squares signify that the 

corresponding model hypothesis can be rejected for that chemical composition 

domain with a probability of 99.99 %, i.e. assuming that the model is “correct” and 

that the dataset standard deviations have not been underestimated, the chance of 

obtaining the dataset is less than 0.01 %. Similarly, orange squares signify that the 

model hypotheses may be rejected with a probability of 99.9 %, yellow with a 

probability of 99 % and blue with a probability of 90 %. The green squares show 

models that may not be falsified at the lowest selected probability level. As can be 

seen there are only a relatively small number of models that can be applied to 

composition domains of constant pH compared to the number applicable to 

composition domains of variable pH. For chemical composition domains of constant 

pH, relatively simple models are adequate to explain the observed behaviour. For the 

three pH values investigated, the simplest models that cannot be falsified at a 99 % 

probability for all sub-domains contain three adjustable parameters. As the 

composition domain is increased from left to right in the tables (and the size of the 

dataset increases) an increasing number of hypotheses may be rejected. For the most 

restrictive solution composition domain (constant Ca2+ and Mg2+, no citrate or 

phosphate and air equilibrium) none of the three simplest models (L1Sa, L1Sb and 

1T1S0H) may be rejected at the lowest selected probability level for the three pH 

values, i.e. the data at each pH value can be represented by models considering just 

the free-ion. Extending the composition domain to include variable calcium and 

magnesium concentrations does not enable rejection of these simplest models. Further 

extension of the composition domain to include the presence of citrate enables the 

rejection of the L1Sa model at a 99 % confidence level for the data set at pH 5.0, but 

not at pH 6.0, i.e. simple proportionality with the free ion is not observed and 

saturable uptake kinetics needs to be considered in the model (or a linear 

approximation). Including the effects of variable carbonate concentrations at each pH 

value results in these simplest modelling approaches being rejected for all pH values 
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at a minimum of a 90 % probability, the simplest applicable model hypotheses that 

can be retained considers the co-accumulation of both the free-ion and the carbonate 

complex UO2CO3
0. If the largest solution compositions domains are considered for 

each pH value (variable Ca2+, Mg2+, citrate, carbonate and phosphate concentrations) 

there is only one model that cannot be rejected at a probability of 90 % that is 

applicable to all pH values, the 1T2S0Hc model. However, at each individual pH 

value there are at least two models that cannot be rejected at a 90 % probability. For 

the datasets at constant pH the pre-equilibrium or steady state approach to modelling 

is largely sufficient to explain the observed behaviour. 

The results for the composition domains of varying pH are rather different. For the 

most restricted composition domain where all factors apart from pH are kept constant, 

the simplest model that cannot be falsified at a 90 % probability contains four fitting 

parameters and considers the co-accumulation of the free-ion and a hydroxide species, 

as well as proton competition for the binding site. Thus a pre-equilibrium or steady 

state based model is sufficient to explain the observed pH behaviour as long as other 

solution composition parameters are kept constant. As the composition domain is 

increased the complexity and hence flexibility of the models required to explain the 

observed behaviour also increases. Extending the composition domain to include 

variable calcium, magnesium and citrate concentrations results in all models with less 

than 5 fitting parameters being rejected at a minimum 99 % probability. Further 

extending the domain results in all models with less than 6 fitting parameters being 

rejected at a minimum 90 % probability. The only model flexible enough to represent 

the complete solution composition domain retained as a hypothesis at the lowest 

probability level considers the accumulation of 3 different uranium species and non-

competitive pH dependent modulation of the transport system. For the level of model 

complexity considered in this study, the pre-equilibrium or steady state framework is 

not sufficient to explain the observed uptake rate behaviour for the complete solution 

composition domain space studied. It is probable that the extension of the model to 

consider further or different available uranium species would eventually provide an 

adequate fit to the data, however it is doubtful that such a complex model would be 

useful for predictive modelling purposes due to its increased sensitivity. It seems more 

probable that the observed pH effect is due to non-competitive effects of varying 

proton concentration. 
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Table 7-5 Results of model fitting using mean-value speciation calculations, pH 5 and 7 solution composition domains, goodness of fit values expressed as 
2χ ν . 

Model details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. 

 

model code

F
it

ti
ng

 
pa

ra
m

et
er

s 

pH
5 

(1
) 

pH
5 

(2
) 

pH
5 

(3
) 

pH
5 

(4
) 

pH
5 

(5
) 

pH
5 

(6
) 

pH
5 

(7
) 

pH
5 

(8
) 

  

pH
7 

(1
) 

pH
7 

(2
) 

pH
7 

(3
) 

pH
7 

(4
) 

pH
7 

(5
) 

pH
7 

(6
) 

pH
7 

(7
) 

pH
7 

(8
) 

N 6 10 9 8 13 12 11 15   4 14 6 7 16 17 9 19 
[carbonate] 0 0 0 1 0 1 1 1  0 0 0 1 0 1 1 1 
[phosphate] 0 0 1 0 1 0 1 1  0 0 1 0 1 0 1 1 

[citrate] 0 1 0 0 1 1 0 1  0 0 0 0 0 0 0 0 do
m

ai
n 

[Ca/Mg] 0 0 0 0 0 0 0 0  0 1 0 0 1 1 0 1 
L1Sa 1 1.8 2.5 4.2 3.8 3.9 3.5 5.1 4.5   0.9 0.5 0.7 4.6 0.4 2.0 3.6 1.8 
L1Sb 2 1.6 1.2 3.7 3.9 2.7 2.7 4.7 3.6   1.3 0.5 0.9 4.8 0.5 1.9 4.1 1.8 
1T1S0H 2 0.1 0.2 3.2 2.1 2.1 1.3 3.7 2.7   1.3 0.5 0.9 5.5 0.5 2.1 4.1 1.9 
L2Sc 3       1.3   1.1 3.2 2.5         456   1075 496 987.1
L2Sd 3     1.4   1.2   3.3 2.4       1.3   0.5   4.8 2.0 
L2Se 3     1.4   1.2   3.3 2.4       1.2   0.5   4.8 20.5 
1T2S0Hc 3       0.1   0.2 2.8 2.0         2.2   0.9 1.6 0.8 
1T2S0Hd 3     0.5   0.5   2.0 1.4       1.2   0.5   4.8 2.0 
1T2S0He 3     0.5   0.5   2.0 1.4       1.2   0.5   4.8 2.0 
2T2S0Hc 4       0.1   1.6 3.2 3.1         3.0   1.0 1.9 0.9 
2T2S0Hd 4     0.6   0.6   2.2 1.5       1.9   0.5   5.8 2.1 
2T2S0He 4     0.6   0.6   2.2 1.5       1.9   0.5   5.8 2.1 

 

model inapplicable P(χ2|ν) < 0.0001 0.0001 < P(χ2|ν) < 0.001 0.001 < P(χ2|ν) < 0.01 0.01 < P(χ2|ν) < 0.1 0.1 < P(χ2|ν) 
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Table 7-6 Results of model fitting using mean-value speciation calculations, pH 6 solution composition domains, goodness of fit values expressed as 
2χ ν . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. 

 

model 
code F

it
ti

ng
 

pa
ra

m
et

er
s 

pH
6 

(1
) 

pH
6 

(2
) 

pH
6 

(3
) 

pH
6 

(4
) 

pH
6 

(5
) 

pH
6 

(6
) 

pH
6 

(7
) 

pH
6 

(8
) 

pH
6 

(9
) 

pH
6 

(1
0)

 

pH
6 

(1
1)

 

pH
6 

(1
2)

 

pH
6 

(1
3)

 

pH
6 

(1
4)

 

pH
6 

(1
5)

 

pH
6 

(1
6)

 

N 4 14 8 7 7 18 17 17 11 11 10 14 20 21 21 24 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 1 1 1 0 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 1 0 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 0 1 1 1 do
m

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 0 1 1 1 1 
L1Sa 1 0.8 0.7 0.9 2.4 5.0 0.6 1.4 2.5 2.0 3.6 4.6 3.8 2.8 2.1 1.3 2.4
L1Sb 2 1.1 0.7 1.0 2.9 6.1 0.7 1.5 2.6 2.0 4.0 5.2 4.0 3.0 2.2 1.3 2.5
1T1S0H 2 1.1 0.7 1.0 2.9 6.1 0.7 1.5 2.6 2.2 4.0 5.2 4.1 3.0 2.2 1.3 2.5
L2Sc 3         4.0     6.4   2.9 1.8 1.4 1.5 5.5   5.3
L2Sd 3       9.5     0.8   0.8   9.5 3.3 2.4   0.6 2.0
L2Se 3       0.6     0.6   0.8   4.4 3.3 2.3   0.6 2.0
1T2S0Hc 3         0.8     0.9   0.7 1.8 1.4 1.4 1.0   1.4
1T2S0Hd 3       0.6     0.6   0.8   4.4 3.3 2.3   0.6 2.0
1T2S0He 3       0.6     0.6   0.8   4.4 3.3 2.3   0.6 2.0
2T2S0Hc 4         1.1     1.0   0.8 2.1 1.5 1.5 1.1   1.5
2T2S0Hd 4       0.8     0.7   0.9   5.1 3.6 2.5   0.6 2.1
2T2S0He 4       0.8     0.7   0.9   5.1 3.6 2.5   0.6 2.1

 

model inapplicable P(χ2|ν) < 0.0001 0.0001 < P(χ2|ν) < 0.001 0.001 < P(χ2|ν) < 0.01 0.01 < P(χ2|ν) < 0.1 0.1 < P(χ2|ν) 
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Table 7-7 Results of model fitting using mean-value speciation calculations, all pH solution composition domains, goodness of fit values expressed as 
2χ ν . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. 

model 
code F
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ng
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5)
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7)
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8)
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9)
 

al
lp

H
 (

10
) 

al
lp

H
 (

11
) 

al
lp

H
 (

12
) 

al
lp

H
 (

13
) 

al
lp

H
 (

14
) 

al
lp

H
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N 20 40 28 32 31 48 52 51 40 39 43 60 59 63 51 71 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 

D
om

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
L1Sa 1 8.4 12.7 7.6 8.7 9.3 11.3 11.8 12.3 8.0 8.5 9.3 10.8 11.2 11.6 8.6 10.8
L1Sb 2 6.2 7.0 5.4 5.0 7.1 6.4 6.2 7.4 4.9 6.4 5.9 5.9 6.9 6.6 5.7 6.3
1T1S0H 2 7.7 11.4 6.4 7.9 8.7 10.2 10.5 11.0 7.0 7.6 8.5 9.7 10.2 10.3 7.7 9.8
L2Sa 3 5.4 7.1 4.0 5.0 6.8 6.1 6.3 7.5 4.2 5.5 5.9 5.8 6.7 6.7 5.1 6.3
L2Sb 3 4.3 4.3 2.7 3.6 5.5 4.0 5.1 5.6 3.2 4.6 4.9 4.3 5.1 5.6 4.4 5.1
L2Sc 3 3.7 5.4 3.1 4.0 4.2 4.9 5.6 5.4 3.4 3.5 4.0 5.1 4.9 5.4 3.5 5.0
L2Sd 3       4.5     5.8   4.3   5.6 5.5   6.3 5.3 6.0
L2Se 3       4.5     5.8   4.4   5.6 5.6   6.3 5.4 6.1
1T1S1H 3 5.2 7.7 4.3 5.8 7.0 6.8 7.6 8.3 5.1 6.0 6.9 6.9 7.4 8.1 6.2 7.4
1T2S0Ha 3 5.1 7.6 3.7 5.8 6.9 6.4 7.4 8.1 4.7 5.6 6.8 6.5 7.0 7.9 5.9 7.0
1T2S0Hb 3 2.6 4.2 2.3 7.5 10.1 3.7 4.5 5.4 3.3 4.5 5.0 7.4 8.6 8.0 4.7 7.8
1T2S0Hc 3 3.2 5.3 2.4 7.5 4.1 8.4 5.4 5.2 3.2 3.3 4.4 4.8 4.7 8.0 3.8 7.7
1T2S0Hd 3       5.8     7.7   5.3   7.0 7.4   9.6 6.5 7.8
1T2S0He 3       6.8     10.1   6.2   7.8 9.3   10.1 7.1 9.4
L3Sa 4 5.2 5.6 3.2 4.2 4.3 5.1 5.7 5.5 3.5 3.6 4.1 5.1 5.0 5.5 3.6 5.0
L3Sb 4 3.2 67.5 2.9 3.8 4.1 4.1 4.7 16.8 3.3 3.4 4.0 4.4 4.7 5.3 3.5 4.8
L3Sc 4       3.1     4.7   2.8   3.5 4.4   4.7 3.1 4.4
L3Sd 4       3.0     4.8   2.7   3.4 4.5   4.8 3.1 4.5

 

model inapplicable P(χ2|ν) < 0.0001 0.0001 < P(χ2|ν) < 0.001 0.001 < P(χ2|ν) < 0.01 0.01 < P(χ2|ν) < 0.1 0.1 < P(χ2|ν) 
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Table 7-7 Results of model fitting using mean-value speciation calculations, all pH solution composition domains, goodness of fit values expressed as 
2χ ν . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. (cont.) 
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N 20 40 28 32 31 48 52 51 40 39 43 60 59 63 51 71 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 

D
om

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
1T1S2H 4 5.5 7.9 4.4 6.0 7.3 7.0 7.7 8.5 5.3 6.1 7.0 7.0 7.6 8.2 6.3 7.5
1T2S1Ha 4 4.3 5.9 3.9 4.7 6.6 6.5 7.9 8.3 4.9 5.7 6.2 6.6 7.2 8.2 6.0 7.1
1T2S1Hb 4 1.2 1.1 2.4 2.6 5.4 3.8 2.1 3.1 3.4 4.6 5.2 4.1 3.3 3.5 4.8 3.6
1T2S1Hc 4 3.4 1.3 2.5 2.7 4.2 1.8 2.3 2.0 3.3 3.4 4.5 2.5 2.3 2.6 3.8 4.9
1T2S1Hd 4       7.7     7.9   3.9   5.9 7.6   8.2 5.3 6.7
1T2S1He 4       4.4     6.6   4.0   6.0 6.1   7.3 7.8 7.9
1T3S0Ha 4 3.4 5.4 2.5 4.1 4.2 4.7 5.6 5.4 3.3 3.4 4.5 4.9 4.8 5.5 3.8 4.9
1T3S0Hb 4 2.8 4.3 2.3 3.7 3.9 3.8 4.6 5.1 3.2 3.2 4.2 4.1 4.5 5.2 3.6 4.7
1T3S0Hc 4       2.9     4.6   2.4   3.6 4.1   4.7 3.1 4.3
1T3S0Hd 4       2.9     4.7   2.4   3.7 4.3   4.8 3.2 4.4
2T2S0Ha 4 5.5 7.8 3.9 6.0 7.2 6.5 7.6 8.3 4.9 5.7 7.0 6.6 7.2 8.0 6.0 7.1
2T2S0Hb 4 2.7 4.3 2.3 3.6 5.4 3.7 4.6 5.5 3.3 4.6 5.1 4.1 4.9 5.5 4.7 5.0
2T2S0Hc 4 3.4 5.4 2.5 4.0 4.0 4.6 5.5 5.4 3.3 3.3 4.3 4.9 4.7 5.5 3.7 4.9
2T2S0Hd 4       5.9     9.6   5.4   7.1 8.9   9.7 6.5 9.1
2T2S0He 4       8.6     10.3   7.4   7.1 8.9   10.2 6.5 9.6

 
 

model inapplicable P(χ2|ν) < 0.0001 0.0001 < P(χ2|ν) < 0.001 0.001 < P(χ2|ν) < 0.01 0.01 < P(χ2|ν) < 0.1 0.1 < P(χ2|ν) 
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Table 7-7 Results of model fitting using mean-value speciation calculations, all pH solution composition domains, goodness of fit values expressed as 
2χ ν . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. (cont.) 
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N 20 40 28 32 31 48 52 51 40 39 43 60 59 63 51 71 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 

D
om

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
1T3S1Ha 5 1.6 1.3 2.6 2.8 2.2 1.9 2.3 2.0 3.4 3.5 2.9 2.5 2.3 2.6 3.9 2.8
1T3S1Hb 5 1.3 1.1 2.4 2.7 2.2 1.7 2.1 2.0 3.3 3.3 2.9 2.4 2.3 2.6 3.7 2.8
1T3S1Hc 5       3.0     2.0   2.5   2.7 2.3   2.4 3.2 2.6
1T3S1Hd 5       3.0     1.3   2.5   2.1 1.7   1.9 3.2 2.1
2T2S1HAa 5 5.8 8.0 4.1 6.2 7.5 6.7 7.8 8.5 5.0 5.9 7.2 6.7 7.3 8.1 6.1 7.2
2T2S1HAb 5 2.9 4.4 2.4 3.7 5.6 3.8 4.7 5.6 3.4 4.7 5.3 4.2 5.0 5.6 4.8 5.1
2T2S1HAc 5 3.6 5.6 2.6 4.2 4.2 4.7 5.6 5.5 3.4 3.4 4.4 5.0 4.8 5.6 3.8 5.0
2T2S1HAd 5       4.6     6.7   4.0   6.1 6.2   7.4 7.5 7.6
2T2S1HAe 5       5.0     7.1   4.4   6.4 6.6   7.7 5.8 7.1
2T2S1HBa 5 2.9 4.4 2.4 3.7 5.6 3.8 4.7 5.6 3.4 4.7 5.3 4.2 5.0 5.6 4.8 5.1
2T2S1HBb 5 1.2 0.8 0.9 2.9 4.5 0.7 1.8 2.8 2.3 3.6 4.7 1.6 2.5 3.2 3.9 2.9
2T2S1HBc 5 1.4 1.0 1.2 2.8 1.7 1.0 1.9 1.4 2.3 1.5 2.6 1.8 1.4 2.0 2.3 1.9
2T2S1HBd 5       6.0     9.7   5.5   7.3 9.0   9.7 6.6 9.2
2T2S1HBe 5       6.1     9.8   5.5   7.3 9.0   9.8 6.7 9.2

 

model inapplicable P(χ2|ν) < 0.0001 0.0001 < P(χ2|ν) < 0.001 0.001 < P(χ2|ν) < 0.01 0.01 < P(χ2|ν) < 0.1 0.1 < P(χ2|ν) 
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Table 7-7 Results of model fitting using mean-value speciation calculations, all pH solution composition domains, goodness of fit values expressed as 
2χ ν . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. (cont.) 
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N 20 40 28 32 31 48 52 51 40 39 43 60 59 63 51 71 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 do
m

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
2T2S2Ha 6 3.1 4.5 2.6 3.9 5.8 3.9 4.8 5.8 3.5 4.8 5.4 4.3 5.1 5.7 4.9 5.1
2T2S2Hb 6 0.8 0.7 0.7 2.6 8.2 0.6 1.7 5.8 2.1 3.5 4.5 1.5 2.4 3.1 3.8 2.8
2T2S2Hc 6 1.2 0.8 1.0 2.6 1.6 0.8 1.8 1.3 2.1 1.4 2.4 1.6 1.2 2.0 2.1 1.8
2T2S2Hd 6       4.6     6.8   7.7   6.2 7.8   7.5 7.7 7.8
2T2S2He 6       5.2     7.2   4.6   6.3 6.7   7.6 5.9 7.2
3T3S0Ha 6 3.1 4.5 2.6 3.9 5.8 3.9 4.8 5.8 3.5 4.8 5.4 4.3 5.1 5.7 4.9 5.1
3T3S0Hb 6 3.8 5.7 2.7 4.3 4.4 4.9 5.8 5.6 3.5 3.5 4.5 5.1 4.9 5.7 3.8 5.1
3T3S0Hc 6       4.7     6.8   3.7   6.2 5.9   7.4 5.2 6.6
3T3S0Hd 6       5.2     7.2   4.2   6.6 6.2   7.7 5.6 6.8
3T3S0He 6 3.1 4.5 2.5 3.9 4.2 3.9 4.8 5.3 3.4 3.5 5.4 4.3 4.7 5.4 4.4 4.8
3T3S0Hf 6       2.4     3.8   2.3   4.5 3.4   4.9 4.3 4.4
3T3S0Hg 6       2.5     3.9   2.5   4.5 3.6   5.0 4.2 4.6
3T3S0Hh 6       3.2     4.7   2.7   3.6 4.2   4.8 3.1 4.4
3T3S0Hi 6       3.1     4.9   2.5   3.6 4.4   5.0 3.1 4.5
3T3S0Hj 6       6.1     10.0   5.6   7.4 9.1   10.0 6.7 9.3

 

model inapplicable P(χ2|ν) < 0.0001 0.0001 < P(χ2|ν) < 0.001 0.001 < P(χ2|ν) < 0.01 0.01 < P(χ2|ν) < 0.1 0.1 < P(χ2|ν) 
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Table 7-7 Results of model fitting using mean-value speciation calculations, all pH solution composition domains, goodness of fit values expressed as 
2χ ν . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. (cont.) 
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N 20 40 28 32 31 48 52 51 40 39 43 60 59 63 51 71 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 do
m

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
kin1T1S 7 0.7 0.6 0.7 2.5 4.4 0.5 1.6 2.7 2.1 3.5 4.4 1.5 2.3 3.1 3.8 2.8
affin1T1S 7 0.8 0.6 0.8 2.6 4.5 0.6 1.7 2.7 2.1 3.6 4.5 1.5 2.4 3.1 3.8 2.8
kin1T2Sa 8 0.7 0.6 0.7 2.6 4.6 0.6 1.7 2.8 2.1 3.6 4.5 1.5 2.4 3.1 3.9 2.8
kin1T2Sb 8 0.7 0.6 0.7 2.6 4.6 0.6 1.7 2.8 2.1 3.6 4.5 1.5 2.4 3.1 3.9 2.8
kin1T2Sc 8 0.7 0.6 0.7 2.6 1.4 0.5 1.6 1.0 2.1 1.2 2.3 1.5 1.1 1.7 2.0 1.7
kin1T2Sd 8       2.6     1.7   3.0   4.5 1.5   3.1 4.6 2.8
kin1T2Se 8       1.9     1.5   1.7   4.1 1.4   3.0 3.5 2.7
affin1T2Sa 8 18.5 17.7 16.0 14.3 15.4 16.6 15.6 16.2 13.8 14.6 13.6 15.1 15.6 14.9 13.3 14.5
affin1T2Sb 8 19.7 18.6 17.2 14.9 16.1 17.6 16.3 16.9 14.6 15.4 4.6 15.9 16.4 15.5 14.0 15.2
affin1T2Sc 8 0.9 0.6 0.8 2.6 2.7 0.6 1.7 1.8 2.1 2.2 3.2 1.5 1.7 2.3 2.7 2.2
affin1T2Sd 8       1.1     0.8   1.0   3.6 0.8   2.5 3.1 2.2
affin1T2Se 8       1.2     0.9   1.1   3.6 0.9   2.6 3.1 2.3

 

model inapplicable P(χ2|ν) < 0.0001 0.0001 < P(χ2|ν) < 0.001 0.001 < P(χ2|ν) < 0.01 0.01 < P(χ2|ν) < 0.1 0.1 < P(χ2|ν) 
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Table 7-7 Results of model fitting using mean-value speciation calculations, all pH solution composition domains, goodness of fit values expressed as 
2χ ν . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. (cont.) 
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N 20 40 28 32 31 48 52 51 40 39 43 60 59 63 51 71 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 do
m

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
kin1T3Sa 9 0.8 0.6 0.7 2.7 1.3 0.5 1.7 1.0 2.1 1.1 2.3 1.5 1.0 1.8 2.0 1.7
kin1T3Sb 9 0.8 0.6 0.7 2.7 1.4 0.5 1.7 1.0 2.1 1.2 2.3 1.5 1.1 1.8 2.0 1.7
kin1T3Sc 9       1.3     1.0   1.3   1.6 11.3   10.6 1.4 1.2
kin1T3Sd 9       12.6     11.3   12.3   11.1 11.3   10.6 10.0 10.7
affin1T3Sa 9 19.7 17.4 16.4 14.5 15.5 16.3 15.3 15.8 13.9 14.6 13.5 14.8 15.2 14.5 13.2 14.2
affin1T3Sb 9 20.9 18.2 17.1 15.2 16.2 17.2 16.0 16.5 14.7 15.4 14.0 15.5 16.0 15.1 13.9 14.8
affin1T3Sc 9       1.2     0.9   1.0   2.4 0.8   1.7 2.0 1.7
affin1T3Sd 9       1.2     0.9   1.1   2.3 0.9   1.7 2.0 1.7

 

model inapplicable P(χ2|ν) < 0.0001 0.0001 < P(χ2|ν) < 0.001 0.001 < P(χ2|ν) < 0.01 0.01 < P(χ2|ν) < 0.1 0.1 < P(χ2|ν) 
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7.3.5 Results of model fitting integrating the effect of speciation 

calculation uncertainty 

The results of the model fitting for the same chemical composition domains and 

accumulation models as for the mean-value speciation based calculations, but 

integrating the effect of speciation calculation uncertainty, are presented in Table 7-8 

to Table 7-16. The values shown in the boxes for each composition domain and fitted 

model correspond to the percentage of MC samples that gave best-fit chi-squared 

values inferior to the selected probability threshold from the chi-squared distribution. 

Table 7-8 to Table 7-10 show the results for a probability threshold of 0.1, Table 7-11 

to Table 7-13 for a probability threshold of 0.01 and Table 7-14 to Table 7-16 for a 

probability threshold of 0.0001. For a given composition domain and proposed model, 

the smaller the number of samples that pass the probability threshold and the smaller 

the selected probability threshold value the less likely it is that the proposed model is 

correct, i.e. the greater the confidence in rejecting the hypothesis. The colour code 

used to aid interpretation of the results table signifies the percentage of MC samples 

that pass the appropriate threshold value. Black indicates that the corresponding 

model is inapplicable to that composition domain, red that less than 1 % of the MC 

samples provided best-fit chi-squared values inferior to the selected probability 

threshold from the chi-squared distribution and similarly yellow less than 10 %, blue 

less than 50 % and green over 50 %.  

If the results of the model fitting performed with mean-value speciation calculations 

are compared with the results of the MC simulation model fitting with the selected 

chi-squared distribution threshold value of 0.1, it can be seen that virtually all model 

and composition domain pairs that gave good (0.1 < P(χ2|υ)) model fits with the 

mean-value speciation calculations also give high percentage values of MC 

simulations resulting in an acceptable best-fit chi-squared value. However, there are a 

number of composition domain and model pairs that are rejected with a relatively high 

confidence based on the mean-value speciation calculations, which give a relatively 

high proportion of MC simulations that have acceptable best-fit chi-squared values. 

For example the L2Sc model can be rejected at a 99.99 % confidence level for mean-

value speciation calculations, but MC analysis results in 45 % of samples giving a 

P(χ2|υ) > 0.1. The results of the MC simulation model fitting with the selected chi-
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squared distribution threshold value of 0.01, i.e. the percentage of simulations that 

result in a best-fit chi-squared value that cannot be rejected at a 90 % probability, 

show the same trends as remarked earlier; as the chemical composition domain is 

extended, the complexity of the models required to describe the uptake behaviour 

increases, i.e. simpler models can be rejected as plausible hypotheses. As the selected 

probability threshold from the chi-squared distribution decreases, so does the number 

of modelling hypotheses that can be confidently falsified. As was the case for the 

model fitting performed using the mean-value thermodynamic database, the solution 

composition domain spaces at constant pH values can be adequately represented by 

the pre-equilibrium or steady-state modelling framework, at each pH value there are a 

number of candidate models that cannot be rejected at a 90 % probability for greater 

than 50 % of the MC samples. There is no single candidate model that meets these 

requirements for each of the three pH values, however the 1T2S0Hc model performs 

reasonably well: a minimum of 45 % of the MC samples cannot be rejected at a 90 % 

probability.  

Similarly to the model fitting performed using the mean-value thermodynamic 

database, the pre-equilibrium or steady state modelling framework was sufficient to 

describe the observed uptake behaviour for composition domain spaces of variable pH 

but a restricted number of other variable parameters. For example four different pre-

equilibrium models cannot be rejected at a 90 % probability for more than 50 % of the 

MC samples for a composition domain space of variable pH, citrate concentration and 

water hardness. Similarly for a composition domain space of variable pH, carbonate 

concentration and water hardness two different pre-equilibrium models cannot be 

rejected at a 90 % probability for more than 50 % of the MC samples. However, for 

the largest composition domain space considered in this study, pre-equilibrium 

models up to the degree of complexity considered are not adequate to describe the 

observed uptake behaviour: all of the models can be rejected at a 99.99 % for a 

minimum of 83 % of the MC samples. A number of the model candidates that 

consider a non-competitive effect of proton concentration cannot be rejected at a 

99.99 % probability for over 10 % of MC samples and are therefore retained as 

plausible model hypotheses. 
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Table 7-8 Results of model fitting incorporating speciation uncertainty, pH 5 and 7 solution composition domains, % of samples greater than ( )2 | 0.1P χ ν = . 

Model details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain.  

 

model 
code F

it
ti

ng
 

pa
ra

m
et

er
s 

pH
5 

(1
) 

pH
5 

(2
) 

pH
5 

(3
) 

pH
5 

(4
) 

pH
5 

(5
) 

pH
5 

(6
) 

pH
5 

(7
) 

pH
5 

(8
) 

  

pH
7 

(1
) 

pH
7 

(2
) 

pH
7 

(3
) 

pH
7 

(4
) 

pH
7 

(5
) 

pH
7 

(6
) 

pH
7 

(7
) 

pH
7 

(8
) 

N 6 10 9 8 13 12 11 15   4 14 6 7 16 17 9 19 
[carbonate] 0 0 0 1 0 1 1 1  0 0 0 1 0 1 1 1 
[phosphate] 0 0 1 0 1 0 1 1  0 0 1 0 1 0 1 1 

[citrate] 0 1 0 0 1 1 0 1  0 0 0 0 0 0 0 0 do
m

ai
n 

[Ca/Mg] 0 0 0 0 0 0 0 0  0 1 0 0 1 1 0 1 
L1Sa 1 65 32 0 0 0 0 0 0   100 97 93 0 93 0 0 0 
L1Sb 2 99 75 0 0 0 0 0 0   99 100 89 0 92 1 0 0 
1T1S0H 2 100 81 0 4 0 44 0 0   99 97 88 0 92 0 0 0 
L2Sc 3       100   80 0 0         8   11 15 27 
L2Sd 3     92   74   0 0       50   87   0 0 
L2Se 3     92   74   0 0       74   59   0 0 
1T2S0Hc 3       100   83 0 0         41   88 46 85 
1T2S0Hd 3     100   80   9 35       81   91   0 0 
1T2S0He 3     96   76   8 32       82   91   0 0 
2T2S0Hc 4       72   57 0 0         30   87 36 84 
2T2S0Hd 4     100   77   1 25       64   90   0 0 
2T2S0He 4     97   74   1 25       65   90   0 0 

 

inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-9 Results of model fitting incorporating speciation uncertainty, pH 6 solution composition domains, % of samples greater than ( )2 | 0.1P χ ν = . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain.  

 

model 
code F

it
ti

ng
 

pa
ra

m
et

er
s 

pH
6 

(1
) 

pH
6 

(2
) 

pH
6 

(3
) 

pH
6 

(4
) 

pH
6 

(5
) 

pH
6 

(6
) 

pH
6 

(7
) 

pH
6 

(8
) 

pH
6 

(9
) 

pH
6 

(1
0)

 

pH
6 

(1
1)

 

pH
6 

(1
2)

 

pH
6 

(1
3)

 

pH
6 

(1
4)

 

pH
6 

(1
5)

 

pH
6 

(1
6)

 

N 4 14 8 7 7 18 17 17 11 11 10 14 20 21 21 24 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 1 1 1 0 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 1 0 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 0 1 1 1 do
m

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 0 1 1 1 1 
L1Sa 1 96 100 61 18 0 71 56 0 16 0 0 0 0 0 37 0 
L1Sb 2 86 100 60 10 0 82 45 0 13 0 0 0 0 0 34 0 
1T1S0H 2 86 100 56 9 0 70 45 0 10 0 0 0 0 0 30 0 
L2Sc 3         41     48   45 44 35 43 45   27 
L2Sd 3       58     91   56   0 0 0   81 0 
L2Se 3       98     100   71   0 0 0   87 0 
1T2S0Hc 3         94     97   69 44 35 57 67   32 
1T2S0Hd 3       99     100   65   0 0 0   74 0 
1T2S0He 3       99     100   65   0 0 0   76 0 
2T2S0Hc 4         85     95   60 29 25 46 62   26 
2T2S0Hd 4       95     100   61   0 0 0   71 0 
2T2S0He 4       95     98   60   0 0 0   70 0 

 

inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-10 Results of model fitting incorporating speciation uncertainty, all pH solution composition domains, % of samples greater than ( )2 | 0.1P χ ν = . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain.  
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code F
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7)
 

al
lp

H
 (

8)
 

al
lp

H
 (

9)
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al
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al
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H
 (

12
) 

al
lp

H
 (

13
) 

al
lp

H
 (

14
) 

al
lp

H
 (

15
) 

al
lp

H
 (

16
) 

N 20 40 28 32 31 48 52 51 40 39 43 60 59 63 51 71 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 do
m

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
L1Sa 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
L1Sb 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T1S0H 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
L2Sa 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
L2Sb 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
L2Sc 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
L2Sd 3       0     0   0   0 0   0 0 0 
L2Se 3       0     0   0   0 0   0 0 0 
1T1S1H 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T2S0Ha 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T2S0Hb 3 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T2S0Hc 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T2S0Hd 3       0     0   0   0 0   0 0 0 
1T2S0He 3       0     0   0   0 0   0 0 0 
L3Sa 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
L3Sb 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
L3Sc 4       0     0   0   0 0   0 0 0 
L3Sd 4       0     0   0   0 0   0 0 0 

 

inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-10 Results of model fitting incorporating speciation uncertainty, all pH solution composition domains, % of samples greater than ( )2 | 0.1P χ ν = . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. (cont.) 

 

model 
code F
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lp

H
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14
) 
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lp

H
 (

15
) 

al
lp

H
 (

16
) 

N 20 40 28 32 31 48 52 51 40 39 43 60 59 63 51 71 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 do
m

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
1T1S2H 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T2S1Ha 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T2S1Hb 4 53 67 0 0 0 6 1 0 0 0 0 0 0 0 0 0 
1T2S1Hc 4 48 50 1 0 2 6 1 3 0 0 0 0 0 0 0 0 
1T2S1Hd 4       0     0   0   0 0   0 0 0 
1T2S1He 4       0     0   0   0 0   0 0 0 
1T3S0Ha 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T3S0Hb 4 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T3S0Hc 4       0     0   0   0 0   0 0 0 
1T3S0Hd 4       0     0   0   0 0   0 0 0 
2T2S0Ha 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2T2S0Hb 4 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2T2S0Hc 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2T2S0Hd 4       0     0   0   0 0   0 0 0 
2T2S0He 4       0     0   0   0 0   0 0 0 

 
inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-10 Results of model fitting incorporating speciation uncertainty, all pH solution composition domains, % of samples greater than ( )2 | 0.1P χ ν = . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. (cont.) 

 

model 
code F

it
ti

ng
 

pa
ra
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et
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1)
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 (

2)
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13
) 
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lp
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14
) 
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lp

H
 (

15
) 

al
lp

H
 (

16
) 

N 20 40 28 32 31 48 52 51 40 39 43 60 59 63 51 71 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 do
m

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
1T3S1Ha 5 48 48 1 0 1 6 1 3 0 0 0 0 0 0 0 0 
1T3S1Hb 5 62 67 1 0 3 8 1 5 0 0 0 0 0 0 0 0 
1T3S1Hc 5       0     4   0   0 0   0 0 0 
1T3S1Hd 5       22     41   0   0 4   2 0 0 
2T2S1HAa 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2T2S1HAb 5 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2T2S1HAc 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2T2S1HAd 5       0     0   0   0 0   0 0 0 
2T2S1HAe 5       0     0   0   0 0   0 0 0 
2T2S1HBa 5 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2T2S1HBb 5 74 95 52 0 0 68 0 0 0 0 0 0 0 0 0 0 
2T2S1HBc 5 50 94 31 0 1 62 0 20 0 1 0 0 9 0 0 0 
2T2S1HBd 5       0     0   0   0 0   0 0 0 
2T2S1HBe 5       0     0   0   0 0   0 0 0 

 
inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-10 Results of model fitting incorporating speciation uncertainty, all pH solution composition domains, % of samples greater than ( )2 | 0.1P χ ν = . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. (cont.) 

 

model 
code F
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ng
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1)
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2)
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15
) 
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lp
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16
) 

N 20 40 28 32 31 48 52 51 40 39 43 60 59 63 51 71 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 do
m

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
2T2S2Ha 6 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2T2S2Hb 6 91 92 62 0 0 71 2 0 0 0 0 1 0 0 0 0 
2T2S2Hc 6 77 89 54 0 4 67 2 28 0 5 0 1 19 0 0 0 
2T2S2Hd 6       0     0   0   0 0   0 0 0 
2T2S2He 6       0     0   0   0 0   0 0 0 
3T3S0Ha 6 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3T3S0Hb 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3T3S0Hc 6       0     0   0   0 0   0 0 0 
3T3S0Hd 6       0     0   0   0 0   0 0 0 
3T3S0He 6 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3T3S0Hf 6       0     0   0   0 0   0 0 0 
3T3S0Hg 6       1     0   0   0 0   0 0 0 
3T3S0Hh 6       0     0   0   0 0   0 0 0 
3T3S0Hi 6       0     0   0   0 0   0 0 0 
3T3S0Hj 6       0     0   0   0 0   0 0 0 

 
inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-10 Results of model fitting incorporating speciation uncertainty, all pH solution composition domains, % of samples greater than ( )2 | 0.1P χ ν = . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. (cont.) 

 

model 
code F
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6)
 

al
lp

H
 (

7)
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16
) 

N 20 40 28 32 31 48 52 51 40 39 43 60 59 63 51 71 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 do
m

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
kin1T1S 7 97 98 68 0 0 77 3 0 0 0 0 2 0 0 0 0 
affin1T1S 7 95 98 65 0 0 75 2 0 0 0 0 2 0 0 0 0 
kin1T2Sa 8 96 98 66 0 0 75 2 0 0 0 0 2 0 0 0 0 
kin1T2Sb 8 96 98 66 0 0 76 2 0 0 0 0 2 0 0 0 0 
kin1T2Sc 8 97 98 70 0 25 87 5 74 0 21 0 5 46 0 0 0 
kin1T2Sd 8       0     2   0   0 2   0 0 0 
kin1T2Se 8       9     14   6   0 9   0 0 0 
affin1T2Sa 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
affin1T2Sb 8 10 17 4 0 0 7 0 0 0 0 0 0 0 0 0 0 
affin1T2Sc 8 92 98 71 0 0 86 2 3 0 0 0 2 1 0 0 0 
affin1T2Sd 8       72     88   47   0 62   0 0 0 
affin1T2Se 8       64     89   34   0 58   0 0 0 

 
inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-10 Results of model fitting incorporating speciation uncertainty, all pH solution composition domains, % of samples greater than ( )2 | 0.1P χ ν = . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. (cont.) 
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N 20 40 28 32 31 48 52 51 40 39 43 60 59 63 51 71 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 do
m

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
kin1T3Sa 9 94 98 68 0 35 85 4 71 0 27 0 4 47 1 0 1 
kin1T3Sb 9 85 93 64 0 28 82 4 67 0 23 0 4 45 0 0 0 
kin1T3Sc 9       42     67   27   3 35   27 1 13 
kin1T3Sd 9       0     0   0   0 0   0 0 0 
affin1T3Sa 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
affin1T3Sb 9 10 17 4 0 0 9 0 1 0 0 0 0 0 0 0 0 
affin1T3Sc 9       67     87   50   0 72   1 0 0 
affin1T3Sd 9       62     88   48   0 71   1 0 1 

 
inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-11 Results of model fitting incorporating speciation uncertainty, pH 5 and 7 solution composition domains, % of samples greater than ( )2 | 0.01P χ ν = . 

Model details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. 

 

model 
code F

it
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ng
 

pa
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m
et
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pH
5 

(1
) 

pH
5 

(2
) 

pH
5 

(3
) 

pH
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(4
) 
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(5
) 

pH
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(6
) 

pH
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(7
) 

pH
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(8
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pH
7 

(1
) 

pH
7 

(2
) 

pH
7 

(3
) 

pH
7 

(4
) 

pH
7 

(5
) 

pH
7 

(6
) 

pH
7 

(7
) 

pH
7 

(8
) 

N 6 10 9 8 13 12 11 15   4 14 6 7 16 17 9 19 
[carbonate] 0 0 0 1 0 1 1 1  0 0 0 1 0 1 1 1 
[phosphate] 0 0 1 0 1 0 1 1  0 0 1 0 1 0 1 1 

[citrate] 0 1 0 0 1 1 0 1  0 0 0 0 0 0 0 0 do
m

ai
n 

[Ca/Mg] 0 0 0 0 0 0 0 0  0 1 0 0 1 1 0 1 
L1Sa 1 100 51 0 0 0 4 0 0   100 99 99 0 97 68 0 66 
L1Sb 2 100 93 0 0 0 9 0 0   100 100 99 0 96 98 0 63 
1T1S0H 2 100 90 3 100 33 74 0 0   100 99 99 0 96 37 0 52 
L2Sc 3       100   95 0 2         18   17 26 29 
L2Sd 3     100   93   1 13       67   94   0 50 
L2Se 3     100   93   1 13       85   65   0 25 
1T2S0Hc 3       100   91 11 45         74   94 78 94 
1T2S0Hd 3     100   89   99 73       97   96   0 38 
1T2S0He 3     96   85   92 68       98   96   0 39 
2T2S0Hc 4       100   85 2 14         65   94 71 93 
2T2S0Hd 4     100   88   93 68       92   95   0 19 
2T2S0He 4     97   86   93 68       94   95   0 19 

 
inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-12 Results of model fitting incorporating speciation uncertainty, pH 6 solution composition domains, % of samples greater than ( )2 | 0.01P χ ν = . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. 
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pH
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pH
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(1
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pH
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(1
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pH
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(1
5)

 

pH
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(1
6)

 

N 4 14 8 7 7 18 17 17 11 11 10 14 20 21 21 24 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 1 1 1 0 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 1 0 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 0 1 1 1 do
m

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 0 1 1 1 1 
L1Sa 1 100 100 78 74 0 81 98 5 51 0 0 0 1 6 66 0 
L1Sb 2 100 100 85 62 0 97 97 3 58 0 0 0 1 3 80 0 
1T1S0H 2 100 100 73 57 0 91 97 3 43 0 0 0 1 3 65 0 
L2Sc 3         60     48   68 90 74 78 54   54 
L2Sd 3       60     91   78   0 0 6   92 8 
L2Se 3       100     100   93   0 0 9   98 10 
1T2S0Hc 3         100     100   90 90 76 96 87   72 
1T2S0Hd 3       100     100   81   0 0 9   94 9 
1T2S0He 3       100     100   81   0 0 9   98 9 
2T2S0Hc 4         97     100   83 78 66 94 85   68 
2T2S0Hd 4       100     100   78   0 0 5   96 6 
2T2S0He 4       100     98   77   0 0 5   94 6 

 
inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-13 Results of model fitting incorporating speciation uncertainty, all pH solution composition domains, % of samples greater than ( )2 | 0.01P χ ν = . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. 

 

model 
code F
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ng
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ra
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al
lp
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 (

1)
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lp

H
 (

2)
 

al
lp

H
 (

3)
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lp

H
 (

4)
 

al
lp

H
 (

5)
 

al
lp

H
 (

6)
 

al
lp

H
 (

7)
 

al
lp

H
 (

8)
 

al
lp

H
 (

9)
 

al
lp

H
 (

10
) 

al
lp

H
 (

11
) 

al
lp

H
 (

12
) 

al
lp

H
 (

13
) 

al
lp

H
 (

14
) 

al
lp

H
 (

15
) 

al
lp

H
 (

16
) 

N 20 40 28 32 31 48 52 51 40 39 43 60 59 63 51 71 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 do
m

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
L1Sa 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
L1Sb 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T1S0H 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
L2Sa 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
L2Sb 3 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
L2Sc 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
L2Sd 3       0     0   0   0 0   0 0 0 
L2Se 3       0     0   0   0 0   0 0 0 
1T1S1H 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T2S0Ha 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T2S0Hb 3 15 1 4 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T2S0Hc 3 3 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T2S0Hd 3       0     0   0   0 0   0 0 0 
1T2S0He 3       0     0   0   0 0   0 0 0 

 
inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-13 Results of model fitting incorporating speciation uncertainty, all pH solution composition domains, % of samples greater than ( )2 | 0.01P χ ν = . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. (cont.) 

 

model 
code F
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ng
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1)
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2)
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7)
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) 
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12
) 
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lp

H
 (

13
) 

al
lp

H
 (

14
) 

al
lp

H
 (

15
) 

al
lp

H
 (

16
) 

N 20 40 28 32 31 48 52 51 40 39 43 60 59 63 51 71 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 do
m

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
L3Sa 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
L3Sb 4 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
L3Sc 4       0     0   0   0 0   0 0 0 
L3Sd 4       0     0   0   0 0   0 0 0 
1T1S2H 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T2S1Ha 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T2S1Hb 4 63 83 5 1 0 20 7 0 0 0 0 0 0 0 0 0 
1T2S1Hc 4 70 69 3 1 11 19 6 12 0 0 0 1 1 0 0 0 
1T2S1Hd 4       0     0   0   0 0   0 0 0 
1T2S1He 4       0     0   0   0 0   0 0 0 
1T3S0Ha 4 3 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T3S0Hb 4 14 1 5 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T3S0Hc 4       0     0   0   0 0   0 0 0 
1T3S0Hd 4       1     0   0   0 0   0 0 0 

 
inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-13 Results of model fitting incorporating speciation uncertainty, all pH solution composition domains, % of samples greater than ( )2 | 0.01P χ ν = . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. (cont.) 

 

model 
code F
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3)
 

al
lp

H
 (

4)
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13
) 

al
lp

H
 (

14
) 
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H
 (

15
) 

al
lp

H
 (

16
) 

N 20 40 28 32 31 48 52 51 40 39 43 60 59 63 51 71 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 do
m

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
2T2S0Ha 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2T2S0Hb 4 15 1 5 0 0 0 0 0 0 0 0 0 0 0 0 0 
2T2S0Hc 4 4 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 
2T2S0Hd 4       0     0   0   0 0   0 0 0 
2T2S0He 4       0     0   0   0 0   0 0 0 
1T3S1Ha 5 77 67 4 1 9 17 5 11 0 0 0 0 1 0 0 0 
1T3S1Hb 5 83 85 6 1 11 25 7 12 0 0 0 0 1 1 0 0 
1T3S1Hc 5       5     15   0   0 1   1 0 0 
1T3S1Hd 5       49     64   1   4 15   9 0 1 
2T2S1HAa 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2T2S1HAb 5 13 1 4 0 0 0 0 0 0 0 0 0 0 0 0 0 
2T2S1HAc 5 3 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 
2T2S1HAd 5       0     0   0   0 0   0 0 0 
2T2S1HAe 5       0     0   0   0 0   0 0 0 

 
inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-13 Results of model fitting incorporating speciation uncertainty, all pH solution composition domains, % of samples greater than ( )2 | 0.01P χ ν = . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. (cont.) 

 

model 
code F
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3)
 

al
lp

H
 (

4)
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) 

al
lp

H
 (

14
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 (

15
) 

al
lp
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 (

16
) 

N 20 40 28 32 31 48 52 51 40 39 43 60 59 63 51 71 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 do
m

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
2T2S1HBa 5 13 1 4 0 0 0 0 0 0 0 0 0 0 0 0 0 
2T2S1HBb 5 95 97 72 0 0 78 2 0 0 0 0 2 0 0 0 0 
2T2S1HBc 5 96 97 65 0 27 82 7 60 0 17 0 3 34 0 0 0 
2T2S1HBd 5       0     0   0   0 0   0 0 0 
2T2S1HBe 5       0     0   0   0 0   0 0 0 
2T2S2Ha 6 10 1 3 0 0 0 0 0 0 0 0 0 0 0 0 0 
2T2S2Hb 6 94 93 75 0 0 80 17 0 0 0 0 13 0 0 0 0 
2T2S2Hc 6 96 91 73 1 40 77 18 67 1 31 0 14 48 2 0 1 
2T2S2Hd 6       0     0   0   0 0   0 0 0 
2T2S2He 6       0     0   0   0 0   0 0 0 
3T3S0Ha 6 10 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 
3T3S0Hb 6 2 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 
3T3S0Hc 6       0     0   0   0 0   0 0 0 
3T3S0Hd 6       0     0   0   0 0   0 0 0 

 
inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-13 Results of model fitting incorporating speciation uncertainty, all pH solution composition domains, % of samples greater than ( )2 | 0.01P χ ν = . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. (cont.) 

 

model 
code F
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ng
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ra
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et

er
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1)
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2)
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12
) 
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lp
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13
) 
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lp

H
 (

14
) 
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lp

H
 (

15
) 

al
lp

H
 (

16
) 

N 20 40 28 32 31 48 52 51 40 39 43 60 59 63 51 71 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 do
m

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
3T3S0He 6 10 1 4 0 0 0 0 0 0 0 0 0 0 0 0 0 
3T3S0Hf 6       7     0   1   0 0   0 0 0 
3T3S0Hg 6       8     0   1   0 0   0 0 0 
3T3S0Hh 6       0     0   0   0 0   0 0 0 
3T3S0Hi 6       1     0   1   0 0   0 0 0 
3T3S0Hj 6       0     0   0   0 0   0 0 0 
kin1T1S 7 100 99 83 2 0 85 25 0 2 0 0 18 0 0 0 0 
affin1T1S 7 100 99 82 1 0 84 21 0 1 0 0 16 0 0 0 0 
kin1T2Sa 8 100 99 81 1 0 84 21 0 1 0 0 16 0 0 0 0 
kin1T2Sb 8 100 99 81 1 0 85 21 0 1 0 0 16 0 0 0 0 
kin1T2Sc 8 100 99 86 2 73 93 31 89 3 55 0 28 69 7 0 5 
kin1T2Sd 8       1     25   2   0 17   0 0 0 
kin1T2Se 8       32     44   21   0 29   0 0 0 

 
inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-13 Results of model fitting incorporating speciation uncertainty, all pH solution composition domains, % of samples greater than ( )2 | 0.01P χ ν = . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. (cont.) 

 

model 
code F
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ng
 

pa
ra

m
et

er
s 

al
lp

H
 (

1)
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2)
 

al
lp

H
 (

3)
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7)
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12
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H
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13
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al
lp

H
 (

14
) 
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lp

H
 (

15
) 

al
lp

H
 (

16
) 

N 20 40 28 32 31 48 52 51 40 39 43 60 59 63 51 71 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 do
m

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
affin1T2Sa 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
affin1T2Sb 8 10 17 5 0 0 9 3 0 0 0 0 0 0 0 0 0 
affin1T2Sc 8 100 99 86 1 2 93 21 19 2 2 0 22 13 0 0 0 
affin1T2Sd 8       95     96   72   0 77   0 0 0 
affin1T2Se 8       93     96   67   0 76   0 0 0 
kin1T3Sa 9 99 99 85 2 73 93 27 90 2 57 0 25 70 9 1 5 
kin1T3Sb 9 90 93 79 2 65 89 26 85 2 53 0 24 67 7 0 4 
kin1T3Sc 9       69     79   55   23 56   52 16 36 
kin1T3Sd 9       0     0   0   0 0   0 0 0 
affin1T3Sa 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
affin1T3Sb 9 10 17 5 0 1 9 2 4 0 0 0 2 2 0 0 0 
affin1T3Sc 9       93     95   77   1 86   9 0 6 
affin1T3Sd 9       92     96   77   2 87   12 1 7 

 
inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-14 Results of model fitting incorporating speciation uncertainty, pH 5 and 7 solution composition domains, % of greater than ( )2 | 0.0001P χ ν = . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. 

 

model 
code F

it
ti

ng
 

pa
ra

m
et

er
s 

pH
5 

(1
) 

pH
5 

(2
) 

pH
5 

(3
) 

pH
5 

(4
) 

pH
5 

(5
) 

pH
5 

(6
) 

pH
5 

(7
) 

pH
5 

(8
) 

  

pH
7 

(1
) 

pH
7 

(2
) 

pH
7 

(3
) 

pH
7 

(4
) 

pH
7 

(5
) 

pH
7 

(6
) 

pH
7 

(7
) 

pH
7 

(8
) 

N 6 10 9 8 13 12 11 15   4 14 6 7 16 17 9 19 
[carbonate] 0 0 0 1 0 1 1 1  0 0 0 1 0 1 1 1 
[phosphate] 0 0 1 0 1 0 1 1  0 0 1 0 1 0 1 1 

[citrate] 0 1 0 0 1 1 0 1  0 0 0 0 0 0 0 0 do
m

ai
n 

[Ca/Mg] 0 0 0 0 0 0 0 0  0 1 0 0 1 1 0 1 
L1Sa 1 100 74 26 98 33 50 0 0   100 99 100 70 98 97 81 94 
L1Sb 2 100 96 100 100 91 89 0 1   100 100 100 99 99 100 65 94 
1T1S0H 2 100 97 100 100 85 93 57 62   100 99 100 13 98 97 59 93 
L2Sc 3       100   97 100 93         31   19 34 31 
L2Sd 3     100   96   100 90       72   96   38 92 
L2Se 3     100   96   100 90       89   68   17 41 
1T2S0Hc 3       100   97 87 86         98   97 97 96 
1T2S0Hd 3     100   97   100 93       100   98   26 91 
1T2S0He 3     96   92   93 88       100   98   27 91 
2T2S0Hc 4       100   97 58 70         96   97 96 97 
2T2S0Hd 4     100   96   100 91       98   98   5 90 
2T2S0He 4     97   94   100 90       100   98   5 90 

 
inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-15 Results of model fitting incorporating speciation uncertainty, pH 6 solution composition domains, % of greater than ( )2 | 0.0001P χ ν = . Model details 

are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition domain 

rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. 

 

model 
code F
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pH
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(1
) 

pH
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(2
) 

pH
6 

(3
) 

pH
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(4
) 

pH
6 

(5
) 

pH
6 

(6
) 

pH
6 

(7
) 

pH
6 

(8
) 

pH
6 

(9
) 

pH
6 

(1
0)

 

pH
6 

(1
1)

 

pH
6 

(1
2)

 

pH
6 

(1
3)

 

pH
6 

(1
4)

 

pH
6 

(1
5)

 

pH
6 

(1
6)

 

N 4 14 8 7 7 18 17 17 11 11 10 14 20 21 21 24 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 1 1 1 0 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 1 0 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 0 1 1 1 do
m

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 0 1 1 1 1 
L1Sa 1 100 100 93 100 29 90 100 93 79 31 12 10 36 62 85 29 
L1Sb 2 100 100 100 100 15 100 100 85 99 25 6 7 28 62 99 24 
1T1S0H 2 100 100 94 100 15 100 100 86 76 24 6 6 28 58 99 23 
L2Sc 3         77     48   84 99 94 90 57   63 
L2Sd 3       69     92   89   16 25 70   95 65 
L2Se 3       100     100   100   46 39 95   100 73 
1T2S0Hc 3         100     100   99 97 95 100 99   96 
1T2S0Hd 3       100     100   99   46 39 96   96 67 
1T2S0He 3       100     100   99   46 39 96   100 67 
2T2S0Hc 4         99     100   94 91 89 100 98   94 
2T2S0Hd 4       100     100   97   26 30 93   100 62 
2T2S0He 4       100     98   97   26 30 93   98 62 

 
inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-16 Results of model fitting incorporating speciation uncertainty, all pH solution composition domains, % of greater than ( )2 | 0.0001P χ ν = . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. 
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14
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15
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16
) 

N 20 40 28 32 31 48 52 51 40 39 43 60 59 63 51 71 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 do
m

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
L1Sa 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
L1Sb 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T1S0H 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
L2Sa 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
L2Sb 3 28 1 10 0 0 0 0 0 0 0 0 0 0 0 0 0 
L2Sc 3 7 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 
L2Sd 3       0     0   0   0 0   0 0 0 
L2Se 3       0     0   0   0 0   0 0 0 
1T1S1H 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T2S0Ha 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T2S0Hb 3 56 2 27 1 0 1 0 0 0 0 0 0 0 0 0 0 
1T2S0Hc 3 26 0 21 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T2S0Hd 3       0     0   0   0 0   0 0 0 
1T2S0He 3       0     0   0   0 0   0 0 0 

 
inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-16 Results of model fitting incorporating speciation uncertainty, all pH solution composition domains, % of greater than ( )2 | 0.0001P χ ν = . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. (cont.) 
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) 

al
lp

H
 (

14
) 

al
lp

H
 (

15
) 

al
lp

H
 (

16
) 

N 20 40 28 32 31 48 52 51 40 39 43 60 59 63 51 71 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 do
m

ai
n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
L3Sa 4 8 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 
L3Sb 4 34 1 10 0 0 0 0 0 0 0 0 0 0 0 0 0 
L3Sc 4       2     0   1   0 0   0 0 0 
L3Sd 4       9     0   3   0 0   0 0 0 
1T1S2H 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T2S1Ha 4 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T2S1Hb 4 79 93 29 16 0 40 34 0 1 0 0 2 0 0 0 0 
1T2S1Hc 4 85 88 20 18 40 45 24 39 0 3 2 4 7 3 0 0 
1T2S1Hd 4       0     0   0   0 0   0 0 0 
1T2S1He 4       0     0   0   0 0   0 0 0 
1T3S0Ha 4 24 0 18 0 0 0 0 0 0 0 0 0 0 0 0 0 
1T3S0Hb 4 56 2 32 1 1 1 0 0 1 0 0 0 0 0 0 0 
1T3S0Hc 4       10     0   7   0 0   0 0 0 
1T3S0Hd 4       14     0   9   0 0   0 0 0 

 
inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-16 Results of model fitting incorporating speciation uncertainty, all pH solution composition domains, % of greater than ( )2 | 0.0001P χ ν = . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. (cont.) 
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[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 do
m
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n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
2T2S0Ha 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2T2S0Hb 4 60 2 30 1 0 1 0 0 1 0 0 0 0 0 0 0 
2T2S0Hc 4 28 0 22 0 0 0 0 0 0 0 0 0 0 0 0 0 
2T2S0Hd 4       0     0   0   0 0   0 0 0 
2T2S0He 4       0     0   0   0 0   0 0 0 
1T3S1Ha 5 95 88 20 18 45 45 23 36 1 5 1 3 7 3 0 0 
1T3S1Hb 5 93 97 31 19 39 55 33 38 1 3 2 4 7 5 0 0 
1T3S1Hc 5       34     46   6   4 10   7 0 0 
1T3S1Hd 5       68     87   8   31 43   34 2 6 
2T2S1HAa 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2T2S1HAb 5 56 2 26 1 0 1 0 0 0 0 0 0 0 0 0 0 
2T2S1HAc 5 23 0 19 0 0 0 0 0 0 0 0 0 0 0 0 0 
2T2S1HAd 5       0     0   0   0 0   0 0 0 
2T2S1HAe 5       0     0   0   0 0   0 0 0 

 
inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-16 Results of model fitting incorporating speciation uncertainty, all pH solution composition domains, % of greater than ( )2 | 0.0001P χ ν = . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. (cont.) 
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[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 do
m
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[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
2T2S1HBa 5 56 2 26 1 0 1 0 0 0 0 0 0 0 0 0 0 
2T2S1HBb 5 99 98 89 3 0 87 57 0 4 0 0 39 0 0 0 0 
2T2S1HBc 5 100 99 85 8 79 93 57 87 7 58 0 36 71 15 1 7 
2T2S1HBd 5       0     0   0   0 0   0 0 0 
2T2S1HBe 5       0     0   0   0 0   0 0 0 
2T2S2Ha 6 48 2 22 1 0 1 0 0 0 0 0 0 0 0 0 0 
2T2S2Hb 6 95 94 87 20 0 88 67 0 17 0 0 52 0 0 0 0 
2T2S2Hc 6 98 92 88 25 83 86 72 89 23 66 4 53 77 23 4 17 
2T2S2Hd 6       0     0   0   0 0   0 0 0 
2T2S2He 6       0     0   0   0 0   0 0 0 
3T3S0Ha 6 48 2 23 1 0 1 0 0 0 0 0 0 0 0 0 0 
3T3S0Hb 6 19 0 16 0 0 0 0 0 0 0 0 0 0 0 0 0 
3T3S0Hc 6       0     0   0   0 0   0 0 0 
3T3S0Hd 6       0     0   0   0 0   0 0 0 

 
inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-16 Results of model fitting incorporating speciation uncertainty, all pH solution composition domains, % of greater than ( )2 | 0.0001P χ ν = . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. (cont.) 
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[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 do
m
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[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
3T3S0He 6 49 2 27 1 1 1 0 0 0 0 0 0 0 0 0 0 
3T3S0Hf 6       44     1   19   0 0   0 0 0 
3T3S0Hg 6       38     2   12   0 1   0 0 0 
3T3S0Hh 6       7     0   5   0 0   0 0 0 
3T3S0Hi 6       12     0   8   0 0   0 0 0 
3T3S0Hj 6       0     0   0   0 0   0 0 0 
kin1T1S 7 100 100 93 37 0 92 82 0 27 0 0 59 0 0 0 0 
affin1T1S 7 100 100 93 32 0 92 80 0 23 0 0 57 0 0 0 0 
kin1T2Sa 8 100 100 93 31 0 92 80 0 23 0 0 57 0 0 0 0 
kin1T2Sb 8 100 100 93 31 0 93 80 0 23 0 0 56 0 0 0 0 
kin1T2Sc 8 100 100 95 35 92 97 85 96 37 82 13 73 87 54 14 37 
kin1T2Sd 8       33     80   21   0 54   0 0 0 
kin1T2Se 8       83     88   60   0 66   0 0 0 

 
inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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Table 7-16 Results of model fitting incorporating speciation uncertainty, all pH solution composition domains, % of greater than ( )2 | 0.0001P χ ν = . Model 

details are listed in Table 7-2 and chemical domain spaces are listed in Table 7-4. N is the number of data-points in the composition domain. For composition 

domain rows: 0 signifies that the parameter was constant, 1 signifies that the parameter was variable for the composition sub-domain. (cont.) 

 

model 
code F

it
ti

ng
 

pa
ra

m
et

er
s 

al
lp

H
 (

1)
 

al
lp

H
 (

2)
 

al
lp

H
 (

3)
 

al
lp

H
 (

4)
 

al
lp

H
 (

5)
 

al
lp

H
 (

6)
 

al
lp

H
 (

7)
 

al
lp

H
 (

8)
 

al
lp

H
 (

9)
 

al
lp

H
 (

10
) 

al
lp

H
 (

11
) 

al
lp

H
 (

12
) 

al
lp

H
 (

13
) 

al
lp

H
 (

14
) 

al
lp

H
 (

15
) 

al
lp

H
 (

16
) 

N 20 40 28 32 31 48 52 51 40 39 43 60 59 63 51 71 
[carbonate] 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
[phosphate] 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 

[citrate] 0 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 do
m
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n 

[Ca/Mg] 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
affin1T2Sa 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
affin1T2Sb 8 10 17 7 1 0 10 8 0 0 0 0 5 0 0 0 0 
affin1T2Sc 8 100 100 95 35 28 97 79 84 36 32 0 69 58 4 0 2 
affin1T2Sd 8       100     99   91   0 89   0 0 0 
affin1T2Se 8       100     99   90   0 89   0 0 0 
kin1T3Sa 9 100 100 94 31 93 97 82 96 33 82 17 71 87 52 16 38 
kin1T3Sb 9 90 94 88 28 83 93 79 92 32 77 12 69 84 50 14 36 
kin1T3Sc 9       77     83   74   60 70   70 48 61 
kin1T3Sd 9       0     0   0   0 0   0 0 0 
affin1T3Sa 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
affin1T3Sb 9 10 17 5 3 5 9 8 15 3 3 0 8 10 0 0 0 
affin1T3Sc 9       100     99   93   18 95   69 20 46 
affin1T3Sd 9       100     99   93   24 95   68 25 46 

 
inapplicable < 1% of samples > P 1 - 10% of samples > P 10 - 50% of samples > P >50% of samples > P 
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8 CONCLUSIONS AND PERSPECTIVES 

This study has encompassed two different fields of study: the predictive modelling of 

chemical speciation in equilibrium conditions and the effect of solution composition 

on the short-term uptake rate of uranium(VI) by the gills of C. fluminea. The 

application of the first subject to the interpretation of the second has also been 

exhaustively studied. 

With regards to the modelling of chemical speciation, the most significant findings of 

this work are that the uncertainties inherent in the thermodynamic input constraints 

required by the model can severely limit the predictive ability of equilibrium 

speciation modelling. Calculation methods permitting quantitative prediction of the 

uncertainties associated with a particular modelling scenario have rarely been applied 

previous to this study. This work demonstrates that it is currently feasible to integrate 

probabilistic uncertainty calculations, in both simple solution speciation modelling 

and also the application of those calculations to the interpretation of solution 

composition dependent phenomena such as a metal’s chemical bioavailability. 

Calculation time is no longer too restrictive for performing sampling based 

uncertainty analyses for simple modelling scenarios. For example, the program 

written to perform the modelling described in this study can perform a 104 sample MC 

uncertainty analysis of the equilibrium speciation of a single solution composition in 

less than five seconds. Modelling applications that require a large number of 

speciation calculations to be performed (such as the uranium uptake modelling 

described in this work or reactive transport modelling) can still be limited by 

computation time. For example, the model fitting described in section 7.3 required 

approximately one week of processing time. More complex studies could require 

prohibitive processing times. 

The effects of varying solution composition on the short-term uptake rate of uranium 

by the gills of C. fluminea have been studied for a relatively large solution 

composition domain space. The magnitude of the effect on uptake rate on varying 

each of the solution composition parameters varies considerably as a function of the 

parameter being studied. For example, varying group II cation concentrations at a 

constant ionic strength had no measurable effect on the uranium uptake rate. pH was 

found to have a significant effect, but much smaller than would be expected from the 
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predicted magnitude of change to the equilibrium solution speciation. The clearest 

effect of solution composition on the uptake rate of uranium was observed for varying 

the concentration of the organic ligand, citrate. At each of the two pH values studied, 

the uptake rate was found to be approximately proportional to the predicted 

concentration of the free uranyl ion. At elevated pH values, the effect of increasing 

carbonate concentration was to significantly reduce the uptake rate of uranium. 

However, the uptake rate was not found to be proportional to the predicted free ion 

concentration. This fact, coupled with the results obtained at lower pH values, where 

an increase in uranium uptake rate on increasing carbonate concentration was 

observed, suggested that one or several uranyl carbonate species were chemically 

bioavailable. Models considering the co-accumulation of the free ion UO2
2+ and the 

carbonate species UO2CO3
0 were quite successful at representing the observed 

behaviour at constant pH values. Another mechanistic possibility that was not 

considered in this study is that the uptake of uranium is limited by the diffusional 

mass flux of uranium from the bulk solution towards the biological interface and the 

subsequent dissociation of labile metal complexes. Modelling approaches based on 

this hypothesis have been advocated for a number of relatively simple situations, for 

examples see (van Leeuwen 1999; van Leeuwen 2000; van Leeuwen 2001; van 

Leeuwen and Pinheiro 2001; Jansen, Blust et al. 2002). This hypothesis is consistent 

with the observed uptake rate behaviour of this study. However due to the complexity 

of uranium speciation and hence the large number of parameters required for a model 

implementation of the hypothesis (e.g. the diffusion coefficients and ligand exchange 

kinetic rate constants for each uranyl solution species) it was not feasible to attempt 

such a modelling approach. 

The pre-equilibrium approach to modelling a metal’s bioavailability has evolved over 

the years from the quite restrictive hypotheses of the FIAM to the much more flexible 

BLM approach. The current state of the pre-equilibrium modelling framework allows 

for not only the metal’s solution speciation to be considered, but also competitive 

interactions with other cations and the potential for the co-accumulation of solution 

species in concert with the metal free ion. This flexibility provides many different 

candidate model structures available for a particular composition domain space that 

need to be assessed. The increased flexibility of the BLM approach has the advantage 

that results that would be considered an exception to the FIAM can potentially be 
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described by a BLM implementation. There are of course a number of disadvantages 

to the approach. Although the increased structural flexibility of the BLM may allow 

bioavailability behaviour that is not compliant with the FIAM to be described for an 

increased composition domain space, there is no guarantee that it is valid for a larger 

domain space than that used for the study. Additionally, the consideration of several 

potentially bioavailable metal solution species renders the model more sensitive to 

thermodynamic parameter uncertainty.  

The equilibrium paradigm has proven to be historically useful, and in light of 

bioaccumulation or toxicity data that depend on solution composition, is an obvious 

modelling approach. The early development of such modelling approaches generally 

arose from experimental results that demonstrated the important effects of 

complexation by synthetic ligands such as EDTA or NTA. However, it must be 

recalled that a biological response that apparently depends on the free metal ion 

concentration, for chemical composition domain spaces of varying strong chelating 

ligand concentrations such as EDTA, does not necessarily preclude the bioavailability 

of other inorganic metal complexes that are covariant with the free ion for that 

composition domain space. A number of studies have found apparent exceptions to 

the equilibrium paradigm; these studies were grouped into four categories in the 

exhaustive review by (Campbell 1995): 

1. organic ligands forming lipophilic metal complexes 

2. inorganic anions 

3. low molecular weight organic ligands forming hydrophilic metal complexes 

4. miscellaneous unexplained examples 

For the results of this study, the second category is the most relevant. Previous 

exceptions to the equilibrium paradigm have been observed for experiments where 

inorganic anions were important in determining the metal speciation. These 

observations were explained by either the accumulation of neutral metal anion 

complexes due to their lipophilicity, or alternatively that ternary metal-ligand-

transporter complexes were formed and subsequently contributed to the biological 

response. The second of these hypotheses is the only possible way to reconcile the 

uptake behaviour observed in this study with the equilibrium paradigm, a considerable 

portion of the results can indeed be successfully modelled by considering the 
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formation of ternary uranyl-ligand-transporter complexes. However, ternary 

complexes involving hydroxide, carbonate and phosphate ligands need to be 

considered to successfully encompass a large portion of the chemical composition 

domain space considered in this study. It seems more plausible that this apparent 

uptake multi-dependence on the concentrations of several inorganic solution species 

indicates that the uptake process is in fact controlled by the diffusional mass flux of 

uranium from the bulk solution towards the biological interface and the subsequent 

dissociation of labile metal complexes. As discussed earlier it is not feasible to 

develop such a model due to its calibration requirements. Further, this hypothesis 

alone is not sufficient to explain the observed uptake behaviour; the increase in uptake 

with increasing pH could only be explained by a higher diffusion rate of hydroxide or 

carbonate uranyl complexes than that of the free uranyl ion. Again, several of the 

tenets of the steady-state dogma may be questioned: that no significant modification 

of the biological interface occurs (the constancy of the density and nature of 

membrane transporters) and that no changes to biological regulation are induced by 

either the metal’s binding to transporter sites or changes to other investigated 

parameters such as pH. A non-competitive modulation of the transporter system by 

proton concentration can successfully explain the observed pH dependence. 

Models cannot be proven to be correct, they can however be falsified at a defined 

probability level, thus permitting the elimination of a number of candidate models. 

Studies generally propose a single candidate model, providing no information about 

any other hypotheses that were considered during the modelling process, or the 

probability with which they were rejected. A systematic multi-hypotheses approach to 

modelling a metal’s bioavailability has, to the author’s knowledge, not been 

performed prior to this study. The multi-hypotheses modelling approach adopted for 

this study, and the application of the set of different models derived from these 

different hypotheses, to different solution composition domain spaces, illustrates the 

difficulty of choosing a single model based on a dataset drawn from a particular 

domain space. Additionally, the increased sensitivity of increasingly complex models 

to the particular realisation of the mean-value thermodynamic database employed to 

perform the speciation calculations has been evidenced by the model fitting performed 

incorporating the probabilistic speciation uncertainty. There are several consequences 

of this sensitivity: models fitted using mean-value speciation calculations may be 
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rejected when, in fact, the model provides an acceptable fit within the parameter 

uncertainty of the thermodynamic parameters; conversely models may be retained as 

plausible when in fact there is a low probability of them being correct when the 

thermodynamic parameter uncertainty is considered; models derived using a particular 

set of thermodynamic parameters are dependent on using those precise values for 

predictive modelling, changes to one or several of the thermodynamic parameters may 

significantly impact the predictive ability of the model, complex models are much 

more susceptible to this phenomenon than simple models. 

The principal lessons learnt from this study are: 

¾ For uranium (and metals generally) the thermodynamic data used for 

predictive speciation modelling is critical. Both the quality, and coherency 

with respect to the application domain, are vital to ensure reliable speciation 

modelling. In environmental systems this requirement is challenging with 

regard to, for example, natural organic matter such as humic and fulvic 

substances, which are heterogeneous in nature. 

¾ Even in cases where the thermodynamic properties of a metal’s speciation are 

well known, and uranium is by a large margin the most studied element of the 

actinide series, the effect of the uncertainties of the thermodynamic 

parameters on the predictive ability of speciation modelling can be very 

significant. Consideration of the effects of uncertainty propagation in 

speciation modelling needs to be an integral part of the modelling process. 

¾ Where possible, analytical techniques should be used to validate the 

modelling of a metal’s speciation. In the case of uranium, analytical 

techniques are not yet available that would permit measurement of the 

solution speciation in a wide range of environmentally relevant conditions. 

The development of such analytical techniques is of great importance to the 

future study of the effects of speciation on environmental phenomena. 

¾ The equilibrium paradigm has gained widespread acceptance in 

ecotoxicological studies. It should not however be accepted as dogma. The 

flexibility of this modelling approach can enable phenomena, not conforming 

to the hypotheses used to develop equilibrium models, to be adequately 

represented within the equilibrium modelling framework. Obtaining datasets 
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relevant to a chemical composition domain space sufficiently large to reliably 

test the hypotheses of the equilibrium modelling framework is not trivial, and 

there exist many possibilities for the experimental design to confound 

interpretation of the observed biological response. 
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Basis species  10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

Ag
+
  77.1    

Al
3+

  -491.51    

Am
3+

  -598.7    

B(OH)3 (aq)  -969.27    

Ba
2+

  -557.66    

Br
-
  -103.85    

Ca
2+

  -552.81    

Cd
2+

  -77.73    

Cl
-
  -131.22    

Cs
+
  -291.46    

Cu
2+

  65.04    

F
-
  -281.52    

H
+
  0    

H2AsO4
-
  -753.2    

H2O  -237.14    

HCO3
-
  -586.85    

Hg
2+

  164.67    

HPO4
2-

  -1095.99    

I
-
  -51.72    

K
+
  -282.51    

Li
+
  -292.92    

Mg
2+

  -455.38    

Na
+
  -261.95    

NO3
-
  -110.79    

NpO2
+
  -907.77    

O2 (aq)  16.36    

Pb
2+

  -24.24    

Pu
4+

  -477.99    

Rb
+
  -284.01    

SeO3
2-

  -361.6    

Si(OH)4 (aq)  -1307.74    

Sn
2+

  -27.62    
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Basis species  10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

SO4
2-

  -744    

Sr
2+

  -563.86    

TcO4
-
  -637.41    

Tl
+
  -32.4    

UO2
2+

  -952.55    

Zn
2+

  -147.2    

Redox species Equilibrium equation 10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

Am
2+

 1 Am
3+

 + 0.5 H2O $ 1 Am
2+

 + 1 H
+
 + 0.25 O2 (aq) -376.78 -60.37 2.67 Van’t Hoff 

Am
4+

 1 Am
3+

 + 1 H
+
 + 0.25 O2 (aq) $ 1 Am

4+
 + 0.5 H2O -346.36 -22.72 1.52 Van’t Hoff 

AmO2
+
 1 Am

3+
 + 0.5 O2 (aq) + 1 H2O $ 1 AmO2

+
 + 2 H

+
 -739.8 -15.39 1.09 Van’t Hoff 

AmO2
2+

 1 Am
3+

 + 0.75 O2 (aq) + 0.5 H2O $ 1 AmO2
2+

 + 1 H
+
 -585.8 -20.88 1.00 Van’t Hoff 

Br2 (aq) 2 Br
-
 + 2 H

+
 + 0.5 O2 (aq) $ 1 Br2 (aq) + 1 H2O 4.9 5.73 0.18 None 

BrO
-
 1 Br

-
 + 0.5 O2 (aq) $ 1 BrO

-
 -32.1 -11.14 0.27 None 

BrO3
-
 1 Br

-
 + 1.5 O2 (aq) $ 1 BrO3

-
 19.07 -17.24 0.11 Van’t Hoff 

ClO
-
 1 Cl

-
 + 0.5 O2 (aq) $ 1 ClO

-
 -37.67 -14.96 0.17 None 

ClO2
-
 1 Cl

-
 + 1 O2 (aq) $ 1 ClO2

-
 10.25 -21.92 0.71 None 

ClO3
-
 1 Cl

-
 + 1.5 O2 (aq) $ 1 ClO3

-
 -7.9 -17.3 0.24 Van’t Hoff 

ClO4
-
 1 Cl

-
 + 2 O2 (aq) $ 1 ClO4

-
 -7.89 -15.87 0.11 Van’t Hoff 

H2AsO3
-
 1 H2AsO4

-
 $ 1 H2AsO3

-
 + 0.5 O2 (aq) -587.08 -30.54 0.70 Van’t Hoff 

Hg2
2+

 2 Hg
2+

 + 1 H2O $ 1 Hg2
2+

 + 0.5 O2 (aq) + 2 H
+
 153.57 -12.19 0.10 Van’t Hoff 

HS
-
 1 H

+
 + 1 SO4

2-
 $ 1 HS

-
 + 2 O2 (aq) 12.24 -138.22 0.37 Van’t Hoff 

IO3
-
 1 I

-
 + 1.5 O2 (aq) $ 1 IO3

-
 -126.34 17.37 0.14 Van’t Hoff 

N3
-
 3 NO3

-
 + 2 H

+
 $ 1 N3

-
 + 1 H2O + 4 O2 (aq) 348.2 -89.15 0.35 Van’t Hoff 

NH3 (aq) 1 NO3
-
 + 1 H2O + 1 H

+
 $ 1 NH3 (aq) + 2 O2 (aq) -26.67 -62.01 0.05 Van’t Hoff 

Np
3+

 1 NpO2
+
 + 2 H

+
 $ 1 Np

3+
 + 1 H2O + 0.5 O2 (aq) -512.87 -29.07 0.99 Van’t Hoff 

Np
4+

 1 NpO2
+
 + 3 H

+
 $ 1 Np

4+
 + 1.5 H2O + 0.25 O2 (aq) -491.77 -11.28 0.98 Van’t Hoff 

NpO2
2+

 1 NpO2
+
 + 1 H

+
 + 0.25 O2 (aq) $ 1 NpO2

2+
 + 0.5 H2O -795.94 1.9 0.98 Van’t Hoff 

Pu
3+

 1 Pu
4+

 + 0.5 H2O $ 1 Pu
3+

 + 1 H
+
 + 0.25 O2 (aq) -578.98 -3.8 0.47 Van’t Hoff 

PuO2
+
 1 Pu

4+
 + 1.5 H2O + 0.25 O2 (aq) $ 1 PuO2

+
 + 3 H

+
 -852.65 4.04 0.50 Van’t Hoff 

PuO2
2+

 1 Pu
4+

 + 1 H2O + 0.5 O2 (aq) $ 1 PuO2
2+

 + 2 H
+
 -762.35 9.71 0.49 Van’t Hoff 

S2O3
2-

 2 H
+
 + 2 SO4

2-
 $ 1 S2O3

2-
 + 1 H2O + 2 O2 (aq) -519.29 -133.9 1.99 None 
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Redox species Equilibrium equation 10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

SCN
-
 1 SO4

2-
 + 1 HCO3

-
 + 1 NO3

-
 + 3 H

+
 $ 1 SCN

-
 + 1.5 H2O + 4.25 O2 (aq) 92.7 -218.67 0.70 Van’t Hoff 

SO3
2-

 1 SO4
2-

 $ 1 SO3
2-

 + 0.5 O2 (aq) -487.47 -46.38 0.70 None 

TcO
2+

 1 TcO4
-
 + 3 H

+
 $ 1 TcO

2+
 + 0.75 O2 (aq) + 1.5 H2O -116.8 -31.04 - None 

TcO4
2-

 1 TcO4
-
 + 0.5 H2O $ 1 TcO4

2-
 + 1 H

+
 + 0.25 O2 (aq) -575.76 -32.29 1.56 None 

U
3+

 1 UO2
2+

 + 1 H
+
 $ 1 U

3+
 + 0.75 O2 (aq) + 0.5 H2O -476.47 -64.78 0.32 Constant heat capacity 

U
4+

 1 UO2
2+

 + 2 H
+
 $ 1 U

4+
 + 1 H2O + 0.5 O2 (aq) -529.86 -33.94 0.31 Constant heat capacity 

UO2
+
 1 UO2

2+
 + 0.5 H2O $ 1 UO2

+
 + 1 H

+
 + 0.25 O2 (aq) -961.02 -20.01 0.31 Van't Hoff 

Aqueous species Equilibrium equation 10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

 (NpO2)2(OH)2
2+

 2 NpO2
2+

 + 2 H2O $ 1 (NpO2)2(OH)2
2+

 + 2 H
+
 -2030.37 -6.27 2.79 None 

(NpO2)2CO3(OH)3
-
 2 NpO2

2+
 + 1 HCO3

-
 + 3 H2O $ 1 (NpO2)2CO3(OH)3

-
 + 4 H

+
 -2814.91 -13.18 3.24 None 

(NpO2)3(CO3)6
6-

 3 NpO2
2+

 + 6 HCO3
-
 $ 1 (NpO2)3(CO3)6

6-
 + 6 H

+
 -5839.71 -12.12 4.47 None 

(NpO2)3(OH)5
+
 3 NpO2

2+
 + 5 H2O $ 1 (NpO2)3(OH)5

+
 + 5 H

+
 -3475.8 -17.12 4.18 None 

(PuO2)2(OH)2
2+

 2 PuO2
2+

 + 2 H2O $ 1 (PuO2)2(OH)2
2+

 + 2 H
+
 -1956.18 -7.5 1.72 None 

(PuO2)3(CO3)6
6-

 3 PuO2
2+

 + 6 HCO3
-
 $ 1 (PuO2)3(CO3)6

6-
 + 6 H

+
 -5740.43 -11.86 3.29 None 

(UO2)11(CO3)6(OH)12
2-

11 UO2
2+

 + 6 HCO3
-
 + 12 H2O $ 1 (UO2)11(CO3)6(OH)12

2-
 + 18 H

+
 -16699 -25.54 3.92 None 

(UO2)2(OH)2
2+

 2 UO2
2+

 + 2 H2O $ 1 (UO2)2(OH)2
2+

 + 2 H
+
 -2347.3 -5.62 0.61 Van’t Hoff 

(UO2)2(PuO2)(CO3)6
6-

 2 UO2
2+

 + 1 PuO2
2+

 + 6 HCO3
-
 $ 1 (UO2)2(PuO2)(CO3)6

6-
 + 6 H

+
 -6135.67 -9.26 1.90 None 

(UO2)2CO3(OH)3
-
 2 UO2

2+
 + 1 HCO3

-
 + 3 H2O $ 1 (UO2)2CO3(OH)3

-
 + 4 H

+
 -3139.53 -11.18 0.79 None 

(UO2)2NpO2(CO3)6
6-

 2 UO2
2+

 + 1 NpO2
2+

 + 6 HCO3
-
 $ 1 (UO2)2NpO2(CO3)6

6-
 + 6 H

+
 -6174.31 -8.37 3.13 None 

(UO2)2OH
3+

 2 UO2
2+

 + 1 H2O $ 1 (UO2)2OH
3+

 + 1 H
+
 -2126.83 -2.7 1.17 None 

(UO2)3(CO3)6
6-

 3 UO2
2+

 + 6 HCO3
-
 $ 1 (UO2)3(CO3)6

6-
 + 6 H

+
 -6333.29 -7.96 1.42 Van’t Hoff 

(UO2)3(OH)4
2+

 3 UO2
2+

 + 4 H2O $ 1 (UO2)3(OH)4
2+

 + 4 H
+
 -3738.29 -11.9 0.97 None 

(UO2)3(OH)5
+
 3 UO2

2+
 + 5 H2O $ 1 (UO2)3(OH)5

+
 + 5 H

+
 -3954.59 -15.55 0.93 Van’t Hoff 

 (UO2)3(OH)7
-
 3 UO2

2+
 + 7 H2O $ 1 (UO2)3(OH)7

-
 + 7 H

+
 -4340.69 -31 2.20 None 

(UO2)3O(OH)2(HCO3)
+

3 UO2
2+

 + 1 HCO3
-
 + 3 H2O $ 1 (UO2)3O(OH)2(HCO3)

+
 + 4 H

+
 -4100.7 -9.67 1.05 None 

(UO2)4(OH)7
+
 4 UO2

2+
 + 7 H2O $ 1 (UO2)4(OH)7

+
 + 7 H

+
 -5345.18 -21.9 1.58 None 

Am(CO3)2
-
 1 Am

3+
 + 2 HCO3

-
 $ 1 Am(CO3)2

-
 + 2 H

+
 -1724.71 -8.35 0.93 None 

Am(CO3)3
3-

 1 Am
3+

 + 3 HCO3
-
 $ 1 Am(CO3)3

3-
 + 3 H

+
 -2269.16 -15.78 1.05 None 

Am(CO3)5
6-

 1 Am
4+

 + 5 HCO3
-
 $ 1 Am(CO3)5

6-
 + 5 H

+
 -3210.23 -12.33 2.06 None 

Am(OH)2
+
 1 Am

3+
 + 2 H2O $ 1 Am(OH)2

+
 + 2 H

+
 -992.5 -14.1 1.03 None 

Am(OH)3 (aq) 1 Am
3+

 + 3 H2O $ 1 Am(OH)3 (aq) + 3 H
+
 -1163.42 -25.7 0.97 None 
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Am(SO4)2
-
 1 Am

3+
 + 2 SO4

2-
 $ 1 Am(SO4)2

-
 -2117.53 5.4 1.10 None 

AmCl
2+

 1 Am
3+

 + 1 Cl
-
 $ 1 AmCl

2+
 -735.91 1.05 0.84 None 

AmCO3
+
 1 Am

3+
 + 1 HCO3

-
 $ 1 AmCO3

+
 + 1 H

+
 -1171.12 -2.53 0.89 None 

AmF
2+

 1 Am
3+

 + 1 F
-
 $ 1 AmF

2+
 -899.63 3.4 0.93 None 

AmF2
+
 1 Am

3+
 + 2 F

-
 $ 1 AmF2

+
 -1194.85 5.8 0.89 None 

AmH2PO4
2+

 1 Am
3+

 + 1 HPO4
2-

 + 1 H
+
 $ 1 AmH2PO4

2+
 -1752.97 10.21 1.01 None 

AmN3
2+

 1 Am
3+

 + 1 N3
-
 $ 1 AmN3

2+
 -260.03 1.67 0.97 None 

AmNO3
2+

 1 Am
3+

 + 1 NO3
-
 $ 1 AmNO3

2+
 -717.08 1.33 0.86 None 

AmOH
2+

 1 Am
3+

 + 1 H2O $ 1 AmOH
2+

 + 1 H
+
 -799.31 -6.4 1.09 None 

AmSCN
2+

 1 Am
3+

 + 1 SCN
-
 $ 1 AmSCN

2+
 -513.42 1.3 1.33 None 

AmSO4
+
 1 Am

3+
 + 1 SO4

2-
 $ 1 AmSO4

+
 -1364.68 3.85 0.84 None 

AsO2
-
 1 H2AsO3

-
 $ 1 AsO2

-
 + 1 H2O -350.02 0.01 0.99 Van’t Hoff 

AsO4
3-

 1 H2AsO4
-
 $ 1 AsO4

3-
 + 2 H

+
 -648.36 -18.37 0.70 Van’t Hoff 

CO2 (aq) 1 HCO3
-
 + 1 H

+
 $ 1 CO2 (aq) + 1 H2O -385.97 6.35 0.05 Van’t Hoff 

CO3
2-

 1 HCO3
-
 $ 1 CO3

2-
 + 1 H

+
 -527.9 -10.33 0.07 Van’t Hoff 

H2P2O7
2-

 2 HPO4
2-

 + 2 H
+
 $ 1 H2P2O7

2-
 + 1 H2O -2027.12 12.66 0.78 None 

H2PO4
-
 1 HPO4

2-
 + 1 H

+
 $ 1 H2PO4

-
 -1137.15 7.21 0.27 Van’t Hoff 

H2S (aq) 1 H
+
 + 1 HS

-
 $ 1 H2S (aq) -27.65 6.99 0.52 Van’t Hoff 

H2SeO3 (aq) 2 H
+
 + 1 SeO3

2-
 $ 1 H2SeO3 (aq) -425.53 11.2 0.13 None 

H2SO3 (aq) 1 SO3
2-

 + 2 H
+
 $ 1 H2SO3 (aq) -539.19 9.06 1.00 None 

H3AsO3 (aq) 1 H2AsO3
-
 + 1 H

+
 $ 1 H3AsO3 (aq) -639.68 9.22 0.99 Van’t Hoff 

H3AsO4 (aq) 1 H
+
 + 1 H2AsO4

-
 $ 1 H3AsO4 (aq) -766.12 2.26 0.70 Van’t Hoff 

H3P2O7
-
 2 HPO4

2-
 + 3 H

+
 $ 1 H3P2O7

-
 + 1 H2O -2039.96 14.91 0.76 None 

H3PO4 (aq) 1 HPO4
2-

 + 2 H
+
 $ 1 H3PO4 (aq) -1149.37 9.35 0.28 Van’t Hoff 

H4P2O7 (aq) 2 HPO4
2-

 + 4 H
+
 $ 1 H4P2O7 (aq) + 1 H2O -2045.67 15.91 0.58 Van’t Hoff 

HAsO2 (aq) 1 H
+
 + 1 H2AsO3

-
 $ 1 HAsO2 (aq) + 1 H2O -402.93 9.28 0.99 Van’t Hoff 

HAsO4
2-

 1 H2AsO4
-
 $ 1 HAsO4

2-
 + 1 H

+
 -714.59 -6.76 0.70 Van’t Hoff 

HBrO (aq) 1 H
+
 + 1 BrO

-
 $ 1 HBrO (aq) -81.36 8.63 0.38 None 

HClO (aq) 1 H
+
 + 1 ClO

-
 $ 1 HClO (aq) -80.02 7.42 0.20 None 

HClO2 (aq) 1 H
+
 + 1 ClO2

-
 $ 1 HClO2 (aq) -0.94 1.96 1.00 None 

HF (aq) 1 H
+
 + 1 F

-
 $ 1 HF (aq) -299.68 3.18 0.12 Van’t Hoff 

HF2
-
 1 H

+
 + 2 F

-
 $ 1 HF2

-
 -583.71 3.62 0.21 Van’t Hoff 
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HIO3 (aq) 1 H
+
 + 1 IO3

-
 $ 1 HIO3 (aq) -130.84 0.79 0.20 None 

HN3 (aq) 1 H
+
 + 1 N3

-
 $ 1 HN3 (aq) 321.37 4.7 0.50 Van’t Hoff 

HP2O7
3-

 2 HPO4
2-

 + 1 H
+
 $ 1 HP2O7

3-
 + 1 H2O -1989.16 6.01 0.79 None 

HS2O3
-
 1 H

+
 + 1 S2O3

2-
 $ 1 HS2O3

-
 -528.37 1.59 2.81 None 

HSeO3
-
 1 H

+
 + 1 SeO3

2-
 $ 1 HSeO3

-
 -409.54 8.4 0.24 None 

HSO3
-
 1 H

+
 + 1 SO3

2-
 $ 1 HSO3

-
 -528.68 7.22 1.00 None 

HSO4
-
 1 H

+
 + 1 SO4

2-
 $ 1 HSO4

-
 -755.32 1.98 0.24 Van’t Hoff 

NH4
+
 1 H

+
 + 1 NH3 (aq) $ 1 NH4

+
 -79.4 9.24 0.07 Van’t Hoff 

Np(CO3)3
3-

 1 Np
3+

 + 3 HCO3
-
 $ 1 Np(CO3)3

3-
 + 3 H

+
 -2185.95 -15.32 2.88 None 

Np(CO3)4
4-

 1 Np
4+

 + 4 HCO3
-
 $ 1 Np(CO3)4

4-
 + 4 H

+
 -2812.77 -4.62 1.74 None 

Np(CO3)5
6-

 1 Np
4+

 + 5 HCO3
-
 $ 1 Np(CO3)5

6-
 + 5 H

+
 -3334.57 -16.02 1.77 None 

Np(OH)4 (aq) 1 Np
4+

 + 4 H2O $ 1 Np(OH)4 (aq) + 4 H
+
 -1384.22 -9.83 1.78 None 

Np(SCN)
3+

 1 Np
4+

 + 1 SCN
-
 $ 1 Np(SCN)

3+
 -416.2 3 1.73 Van’t Hoff 

Np(SCN)2
2+

 1 Np
4+

 + 2 SCN
-
 $ 1 Np(SCN)2

2+
 -329.78 4.1 2.47 Van’t Hoff 

Np(SCN)3
+
 1 Np

4+
 + 3 SCN

-
 $ 1 Np(SCN)3

+
 -241.07 4.8 3.32 Van’t Hoff 

Np(SO4)2 (aq) 1 Np
4+

 + 2 SO4
2-

 $ 1 Np(SO4)2 (aq) -2042.87 11.05 1.48 Van’t Hoff 

NpCl
3+

 1 Np
4+

 + 1 Cl
-
 $ 1 NpCl

3+
 -631.55 1.5 1.42 None 

NpF
3+

 1 Np
4+

 + 1 F
-
 $ 1 NpF

3+
 -824.44 8.96 1.40 Van’t Hoff 

NpF2
2+

 1 Np
4+

 + 2 F
-
 $ 1 NpF2

2+
 -1144.44 15.7 1.44 None 

NpI
3+

 1 Np
4+

 + 1 I
-
 $ 1 NpI

3+
 -552.06 1.5 1.44 None 

NpNO3
3+

 1 Np
4+

 + 1 NO3
-
 $ 1 NpNO3

3+
 -613.41 1.9 1.39 None 

NpO2(CO3)2
2-

 1 NpO2
2+

 + 2 HCO3
-
 $ 1 NpO2(CO3)2

2-
 + 2 H

+
 -1946.01 -4.14 1.58 None 

NpO2(CO3)2
3-

 1 NpO2
+
 + 2 HCO3

-
 $ 1 NpO2(CO3)2

3-
 + 2 H

+
 -2000.86 -14.12 1.00 None 

NpO2(CO3)2OH
4-

 1 NpO2
+
 + 2 HCO3

-
 + 1 H2O $ 1 NpO2(CO3)2OH

4-
 + 3 H

+
 -2170.42 -25.96 1.54 None 

NpO2(CO3)3
4-

 1 NpO2
2+

 + 3 HCO3
-
 $ 1 NpO2(CO3)3

4-
 + 3 H

+
 -2490.21 -11.61 1.41 Van’t Hoff 

NpO2(CO3)3
5-

 1 NpO2
+
 + 3 HCO3

-
 $ 1 NpO2(CO3)3

5-
 + 3 H

+
 -2522.86 -25.48 1.00 Van’t Hoff 

NpO2(HPO4)2
2-

 1 NpO2
2+

 + 2 HPO4
2-

 $ 1 NpO2(HPO4)2
2-

 -3042.14 9.5 1.80 None 

NpO2(OH)2
-
 1 NpO2

+
 + 2 H2O $ 1 NpO2(OH)2

-
 + 2 H

+
 -1247.34 -23.6 1.11 Van’t Hoff 

NpO2(SO4)2
2-

 1 NpO2
2+

 + 2 SO4
2-

 $ 1 NpO2(SO4)2
2-

 -2310.78 4.7 1.40 Van’t Hoff 

NpO2Cl
+
 1 NpO2

2+
 + 1 Cl

-
 $ 1 NpO2Cl

+
 -929.44 0.4 1.40 None 

NpO2CO3
-
 1 NpO2

+
 + 1 HCO3

-
 $ 1 NpO2CO3

-
 + 1 H

+
 -1463.99 -5.36 0.99 None 

NpO2CO3 (aq) 1 NpO2
2+

 + 1 HCO3
-
 $ 1 NpO2CO3 (aq) + 1 H

+
 -1377.04 -1.01 1.52 None 
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NpO2F (aq) 1 NpO2
+
 + 1 F

-
 $ 1 NpO2F (aq) -1196.14 1.2 1.04 None 

NpO2F
+
 1 NpO2

2+
 + 1 F

-
 $ 1 NpO2F

+
 -1103.55 4.57 1.40 None 

NpO2F2 (aq) 1 NpO2
2+

 + 2 F
-
 $ 1 NpO2F2 (aq) -1402.37 7.6 1.41 None 

NpO2H2PO4
+
 1 NpO2

2+
 + 1 HPO4

2-
 + 1 H

+
 $ 1 NpO2H2PO4

+
 -1952.04 10.53 1.50 None 

NpO2HPO4
-
 1 NpO2

+
 + 1 HPO4

2-
 $ 1 NpO2HPO4

-
 -2020.59 2.95 1.03 None 

NpO2HPO4 (aq) 1 NpO2
2+

 + 1 HPO4
2-

 $ 1 NpO2HPO4 (aq) -1927.31 6.2 1.58 None 

NpO2IO3 (aq) 1 NpO2
+
 + 1 IO3

-
 $ 1 NpO2IO3 (aq) -1036.96 0.5 1.05 None 

NpO2IO3
+
 1 NpO2

2+
 + 1 IO3

-
 $ 1 NpO2IO3

+
 -929.13 1.2 1.44 None 

NpO2OH (aq) 1 NpO2
+
 + 1 H2O $ 1 NpO2OH (aq) + 1 H

+
 -1080.4 -11.3 1.21 Van’t Hoff 

NpO2OH
+
 1 NpO2

2+
 + 1 H2O $ 1 NpO2OH

+
 + 1 H

+
 -1003.97 -5.1 1.45 None 

NpO2SO4
-
 1 NpO2

+
 + 1 SO4

2-
 $ 1 NpO2SO4

-
 -1654.28 0.44 1.02 Van’t Hoff 

NpO2SO4 (aq) 1 NpO2
2+

 + 1 SO4
2-

 $ 1 NpO2SO4 (aq) -1558.67 3.28 1.39 Van’t Hoff 

NpOH
2+

 1 Np
3+

 + 1 H2O $ 1 NpOH
2+

 + 1 H
+
 -711.19 -6.8 1.44 None 

NpOH
3+

 1 Np
4+

 + 1 H2O $ 1 NpOH
3+

 + 1 H
+
 -727.26 -0.29 1.71 None 

NpSO4
2+

 1 Np
4+

 + 1 SO4
2-

 $ 1 NpSO4
2+

 -1274.89 6.85 1.41 Van’t Hoff 

OH
-
 1 H2O $ 1 OH

-
 + 1 H

+
 -157.22 -14 0.01 Van’t Hoff 

P2O7
4-

 2 HPO4
2-

 $ 1 P2O7
4-

 + 1 H2O -1935.5 -3.39 0.80 None 

PO4
3-

 1 HPO4
2-

 $ 1 PO4
3-

 + 1 H
+
 -1025.49 -12.35 0.28 Van’t Hoff 

Pu(SO4)2
-
 1 Pu

3+
 + 2 SO4

2-
 $ 1 Pu(SO4)2

-
 -2099.55 5.7 1.11 Van’t Hoff 

Pu(SO4)2 (aq) 1 Pu
4+

 + 2 SO4
2-

 $ 1 Pu(SO4)2 (aq) -2029.6 11.14 0.74 None 

PuBr
3+

 1 Pu
4+

 + 1 Br
-
 $ 1 PuBr

3+
 -590.97 1.6 0.56 None 

PuCl
2+

 1 Pu
3+

 + 1 Cl
-
 $ 1 PuCl

2+
 -717.05 1.2 0.70 None 

PuCl
3+

 1 Pu
4+

 + 1 Cl
-
 $ 1 PuCl

3+
 -619.48 1.8 0.56 None 

PuF
3+

 1 Pu
4+

 + 1 F
-
 $ 1 PuF

3+
 -809.97 8.84 0.50 Van’t Hoff 

PuF2
2+

 1 Pu
4+

 + 2 F
-
 $ 1 PuF2

2+
 -1130.65 15.7 0.57 Van’t Hoff 

PuH3PO4
4+

 1 Pu
4+

 + 1 HPO4
2-

 + 2 H
+
 $ 1 PuH3PO4

4+
 -1641.05 11.75 0.63 None 

PuI
2+

 1 Pu
3+

 + 1 I
-
 $ 1 PuI

2+
 -636.99 1.1 0.78 None 

PuNO3
3+

 1 Pu
4+

 + 1 NO3
-
 $ 1 PuNO3

3+
 -599.91 1.95 0.50 None 

PuO2(CO3)2
2-

 1 PuO2
2+

 + 2 HCO3
-
 $ 1 PuO2(CO3)2

2-
 + 2 H

+
 -1900.92 -6.15 2.70 Van’t Hoff 

PuO2(CO3)3
4-

 1 PuO2
2+

 + 3 HCO3
-
 $ 1 PuO2(CO3)3

4-
 + 3 H

+
 -2447.08 -13.28 1.16 Van’t Hoff 

PuO2(CO3)3
5-

 1 PuO2
+
 + 3 HCO3

-
 $ 1 PuO2(CO3)3

5-
 + 3 H

+
 -2465.03 -25.95 1.18 Van’t Hoff 

PuO2(OH)2 (aq) 1 PuO2
2+

 + 2 H2O $ 1 PuO2(OH)2 (aq) + 2 H
+
 -1161.29 -13.2 1.65 None 
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PuO2(SO4)2
2-

 1 PuO2
2+

 + 2 SO4
2-

 $ 1 PuO2(SO4)2
2-

 -2275.48 4.4 0.74 Van’t Hoff 

PuO2Cl
+
 1 PuO2

2+
 + 1 Cl

-
 $ 1 PuO2Cl

+
 -897.57 0.7 0.71 None 

PuO2Cl2 (aq) 1 PuO2
2+

 + 2 Cl
-
 $ 1 PuO2Cl2 (aq) -1021.36 -0.6 0.73 None 

PuO2CO3
-
 1 PuO2

+
 + 1 HCO3

-
 $ 1 PuO2CO3

-
 + 1 H

+
 -1409.77 -5.21 0.73 None 

PuO2CO3 (aq) 1 PuO2
2+

 + 1 HCO3
-
 $ 1 PuO2CO3 (aq) + 1 H

+
 -1356.47 1.27 3.08 None 

PuO2F
+
 1 PuO2

2+
 + 1 F

-
 $ 1 PuO2F

+
 -1069.9 4.56 0.74 None 

PuO2F2 (aq) 1 PuO2
2+

 + 2 F
-
 $ 1 PuO2F2 (aq) -1366.78 7.25 0.87 None 

PuO2OH (aq)BOUND 1 PuO2
+
 + 1 H2O $ 1 PuO2OH (aq)BOUND + 1 H

+
 -1034.25 -9.73 - None 

PuO2OH
+
 1 PuO2

2+
 + 1 H2O $ 1 PuO2OH

+
 + 1 H

+
 -968.1 -5.5 0.86 Van’t Hoff 

PuO2SO4 (aq) 1 PuO2
2+

 + 1 SO4
2-

 $ 1 PuO2SO4 (aq) -1525.65 3.38 0.73 Van’t Hoff 

PuOH
2+

 1 Pu
3+

 + 1 H2O $ 1 PuOH
2+

 + 1 H
+
 -776.74 -6.9 0.73 None 

PuOH
3+

 1 Pu
4+

 + 1 H2O $ 1 PuOH
3+

 + 1 H
+
 -710.68 -0.78 0.76 Van’t Hoff 

PuSCN
2+

 1 Pu
3+

 + 1 SCN
-
 $ 1 PuSCN

2+
 -493.7 1.3 1.26 Van’t Hoff 

PuSO4
+
 1 Pu

3+
 + 1 SO4

2-
 $ 1 PuSO4

+
 -1345.32 3.91 0.93 Van’t Hoff 

PuSO4
2+

 1 Pu
4+

 + 1 SO4
2-

 $ 1 PuSO4
2+

 -1261.33 6.89 0.57 None 

S
2-

 1 HS
-
 $ 1 S

2-
 + 1 H

+
 120.7 -19 2.07 None 

Si2O2(OH)5
-
 2 Si(OH)4 (aq) $ 1 Si2O2(OH)5

-
 + 1 H2O + 1 H

+
 -2332.1 -8.1 0.50 None 

Si2O3(OH)4
2-

 2 Si(OH)4 (aq) $ 1 Si2O3(OH)4
2-

 + 1 H2O + 2 H
+
 -2269.88 -19 0.50 None 

Si3O5(OH)5
3-

 3 Si(OH)4 (aq) $ 1 Si3O5(OH)5
3-

 + 2 H2O + 3 H
+
 -3291.96 -27.5 0.68 None 

Si3O6(OH)3
3-

 3 Si(OH)4 (aq) $ 1 Si3O6(OH)3
3-

 + 3 H2O + 3 H
+
 -3048.54 -28.6 0.68 None 

Si4O7(OH)5
3-

 4 Si(OH)4 (aq) $ 1 Si4O7(OH)5
3-

 + 4 H2O + 3 H
+
 -4136.83 -25.5 0.86 None 

Si4O8(OH)4
4-

 4 Si(OH)4 (aq) $ 1 Si4O8(OH)4
4-

 + 4 H2O + 4 H
+
 -4075.18 -36.3 0.95 None 

SiO(OH)3
-
 1 Si(OH)4 (aq) $ 1 SiO(OH)3

-
 + 1 H

+
 -1251.74 -9.81 0.20 Van’t Hoff 

SiO2(OH)2
2-

 1 Si(OH)4 (aq) $ 1 SiO2(OH)2
2-

 + 2 H
+
 -1175.65 -23.14 0.22 Van’t Hoff 

TcCO3(OH)2 (aq) 1 TcO
2+

 + 1 H2O + 1 HCO3
-
 $ 1 TcCO3(OH)2 (aq) + 1 H

+
 -968.9 4.93 - None 

TcCO3(OH)3
-
 1 TcO

2+
 + 2 H2O + 1 HCO3

-
 $ 1 TcCO3(OH)3

-
 + 2 H

+
 -1158.66 -3.38 - None 

TcO(OH)
+
 1 TcO

2+
 + 1 H2O $ 1 TcO(OH)

+
 + 1 H

+
 -345.38 -1.5 - None 

TcO(OH)2 (aq) 1 TcO
2+

 + 2 H2O $ 1 TcO(OH)2 (aq) + 2 H
+
 -568.25 -4 - None 

TcO(OH)3
-
 1 TcO

2+
 + 3 H2O $ 1 TcO(OH)3

-
 + 3 H

+
 -743.17 -14.9 - None 

U(CO3)4
4-

 1 U
4+

 + 4 HCO3
-
 $ 1 U(CO3)4

4-
 + 4 H

+
 -2841.93 -6.19 1.09 None 

U(CO3)5
6-

 1 U
4+

 + 5 HCO3
-
 $ 1 U(CO3)5

6-
 + 5 H

+
 -3363.43 -17.63 1.06 Van’t Hoff 

U(NO3)2
2+

 1 U
4+

 + 2 NO3
-
 $ 1 U(NO3)2

2+
 -764.58 2.3 0.58 None 
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Aqueous species Equilibrium equation 10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

U(OH)4 (aq) 1 U
4+

 + 4 H2O $ 1 U(OH)4 (aq) + 4 H
+
 -1452.5 -4.54 1.44 Constant heat capacity 

U(OH)5
-
 1 U

4+
 + 5 H2O $ 1 U(OH)5

-
 + 5 H

+
 -1621.14 -16.54 - None 

U(SCN)2
2+

 1 U
4+

 + 2 SCN
-
 $ 1 U(SCN)2

2+
 -368.78 4.26 2.04 Van’t Hoff 

U(SO4)2 (aq) 1 U
4+

 + 2 SO4
2-

 $ 1 U(SO4)2 (aq) -2077.86 10.51 0.50 Van’t Hoff 

UBr
3+

 1 U
4+

 + 1 Br
-
 $ 1 UBr

3+
 -642.04 1.46 0.48 None 

UCl
3+

 1 U
4+

 + 1 Cl
-
 $ 1 UCl

3+
 -670.9 1.72 0.46 Van’t Hoff 

UF
3+

 1 U
4+

 + 1 F
-
 $ 1 UF

3+
 -864.35 9.28 0.46 Van’t Hoff 

UF2
2+

 1 U
4+

 + 2 F
-
 $ 1 UF2

2+
 -1185.55 16.23 0.52 Van’t Hoff 

UF3
+
 1 U

4+
 + 3 F

-
 $ 1 UF3

+
 -1497.72 21.6 1.15 Van’t Hoff 

UF4 (aq) 1 U
4+

 + 4 F
-
 $ 1 UF4 (aq) -1802.08 25.6 1.19 Van’t Hoff 

UF5
-
 1 U

4+
 + 5 F

-
 $ 1 UF5

-
 -2091.65 27.01 0.81 None 

UF6
2-

 1 U
4+

 + 6 F
-
 $ 1 UF6

2-
 -2384.99 29.08 0.87 None 

UI
3+

 1 U
4+

 + 1 I
-
 $ 1 UI

3+
 -588.72 1.25 0.53 None 

UNO3
3+

 1 U
4+

 + 1 NO3
-
 $ 1 UNO3

3+
 -649.05 1.47 0.46 None 

UO2(CO3)2
2-

 1 UO2
2+

 + 2 HCO3
-
 $ 1 UO2(CO3)2

2-
 + 2 H

+
 -2105.04 -3.71 0.36 Van’t Hoff 

UO2(CO3)3
4-

 1 UO2
2+

 + 3 HCO3
-
 $ 1 UO2(CO3)3

4-
 + 3 H

+
 -2659.54 -9.38 0.37 Van’t Hoff 

UO2(CO3)3
5-

 1 UO2
+
 + 3 HCO3

-
 $ 1 UO2(CO3)3

5-
 + 3 H

+
 -2586.99 -23.57 0.55 None 

UO2(H2PO4)(H3PO4)
+
 1 UO2

2+
 + 2 HPO4

2-
 + 3 H

+
 $ 1 UO2(H2PO4)(H3PO4)

+
 -3260.7 20.35 0.64 None 

UO2(H2PO4)2 (aq) 1 UO2
2+

 + 2 HPO4
2-

 + 2 H
+
 $ 1 UO2(H2PO4)2 (aq) -3254.94 19.34 0.64 None 

UO2(IO3)2 (aq) 1 UO2
2+

 + 2 IO3
-
 $ 1 UO2(IO3)2 (aq) -1225.72 3.59 0.52 None 

UO2(N3)2 (aq) 1 UO2
2+

 + 2 N3
-
 $ 1 UO2(N3)2 (aq) -280.87 4.33 1.06 None 

UO2(N3)3
-
 1 UO2

2+
 + 3 N3

-
 $ 1 UO2(N3)3

-
 59.29 5.74 1.53 None 

UO2(N3)4
2-

 1 UO2
2+

 + 4 N3
-
 $ 1 UO2(N3)4

2-
 412.17 4.92 2.02 None 

UO2(OH)2 (aq) 1 UO2
2+

 + 2 H2O $ 1 UO2(OH)2 (aq) + 2 H
+
 -1368.04 -10.3 - None 

UO2(OH)3
-
 1 UO2

2+
 + 3 H2O $ 1 UO2(OH)3

-
 + 3 H

+
 -1554.38 -19.2 0.50 None 

UO2(OH)4
2-

 1 UO2
2+

 + 4 H2O $ 1 UO2(OH)4
2-

 + 4 H
+
 -1712.75 -33 2.02 None 

UO2(SCN)2 (aq) 1 UO2
2+

 + 2 SCN
-
 $ 1 UO2(SCN)2 (aq) -774.23 1.24 2.08 Van’t Hoff 

UO2(SCN)3
-
 1 UO2

2+
 + 3 SCN

-
 $ 1 UO2(SCN)3

-
 -686.44 2.1 3.03 Van’t Hoff 

UO2(SO4)2
2-

 1 UO2
2+

 + 2 SO4
2-

 $ 1 UO2(SO4)2
2-

 -2464.19 4.14 0.35 Van’t Hoff 

UO2Br
+
 1 UO2

2+
 + 1 Br

-
 $ 1 UO2Br

+
 -1057.66 0.22 0.31 None 

UO2BrO3
+
 1 UO2

2+
 + 1 BrO3

-
 $ 1 UO2BrO3

+
 -937.08 0.63 0.35 Van’t Hoff 

UO2Cl
+
 1 UO2

2+
 + 1 Cl

-
 $ 1 UO2Cl

+
 -1084.74 0.17 0.31 Van’t Hoff 
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Aqueous species Equilibrium equation 10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

UO2Cl2 (aq) 1 UO2
2+

 + 2 Cl
-
 $ 1 UO2Cl2 (aq) -1208.71 -1.1 0.51 Van’t Hoff 

UO2ClO3
+
 1 UO2

2+
 + 1 ClO3

-
 $ 1 UO2ClO3

+
 -963.31 0.5 0.46 Van’t Hoff 

UO2CO3 (aq) 1 UO2
2+

 + 1 HCO3
-
 $ 1 UO2CO3 (aq) + 1 H

+
 -1535.7 -0.65 0.32 Van’t Hoff 

UO2F
+
 1 UO2

2+
 + 1 F

-
 $ 1 UO2F

+
 -1263.13 5.09 0.35 Van’t Hoff 

UO2F2 (aq) 1 UO2
2+

 + 2 F
-
 $ 1 UO2F2 (aq) -1564.8 8.62 0.39 Van’t Hoff 

UO2F3
-
 1 UO2

2+
 + 3 F

-
 $ 1 UO2F3

-
 -1859.34 10.9 0.62 Van’t Hoff 

UO2F4
2-

 1 UO2
2+

 + 4 F
-
 $ 1 UO2F4

2-
 -2145.43 11.7 0.91 Van’t Hoff 

UO2H2PO4
+
 1 UO2

2+
 + 1 HPO4

2-
 + 1 H

+
 $ 1 UO2H2PO4

+
 -2108.31 10.47 0.42 None 

UO2H3PO4
2+

 1 UO2
2+

 + 1 HPO4
2-

 + 2 H
+
 $ 1 UO2H3PO4

2+
 -2106.26 10.11 0.44 None 

UO2HPO4 (aq) 1 UO2
2+

 + 1 HPO4
2-

 $ 1 UO2HPO4 (aq) -2089.86 7.24 0.49 None 

UO2IO3
+
 1 UO2

2+
 + 1 IO3

-
 $ 1 UO2IO3

+
 -1090.3 2 0.36 Van’t Hoff 

UO2N3
+
 1 UO2

2+
 + 1 N3

-
 $ 1 UO2N3

+
 -619.08 2.58 0.59 None 

UO2NO3
+
 1 UO2

2+
 + 1 NO3

-
 $ 1 UO2NO3

+
 -1065.06 0.3 0.35 None 

UO2OH
+
 1 UO2

2+
 + 1 H2O $ 1 UO2OH

+
 + 1 H

+
 -1160.01 -5.2 0.43 Van’t Hoff 

UO2PO4
-
 1 UO2

2+
 + 1 HPO4

2-
 $ 1 UO2PO4

-
 + 1 H

+
 -2053.56 0.88 0.44 None 

UO2S2O3 (aq) 1 UO2
2+

 + 1 S2O3
2-

 $ 1 UO2S2O3 (aq) -1487.82 2.8 2.84 None 

UO2SCN
+
 1 UO2

2+
 + 1 SCN

-
 $ 1 UO2SCN

+
 -867.84 1.4 1.06 Van’t Hoff 

UO2SO3 (aq) 1 UO2
2+

 + 1 SO3
2-

 $ 1 UO2SO3 (aq) -1477.7 6.6 1.20 None 

UO2SO4 (aq) 1 UO2
2+

 + 1 SO4
2-

 $ 1 UO2SO4 (aq) -1714.54 3.15 0.32 Van’t Hoff 

UOH
3+

 1 U
4+

 + 1 H2O $ 1 UOH
3+

 + 1 H
+
 -763.92 -0.54 0.44 Van’t Hoff 

USCN
3+

 1 U
4+

 + 1 SCN
-
 $ 1 USCN

3+
 -454.11 2.97 1.08 Van’t Hoff 

USO4
2+

 1 U
4+

 + 1 SO4
2-

 $ 1 USO4
2+

 -1311.42 6.58 0.48 Van’t Hoff 

Gaseous species Equilibrium equation 10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

Ag (g) 1 Ag
+
 + 0.5 H2O $ 1 Ag (g) + 1 H

+
 + 0.25 O2 (aq) 246.01 -51.08 0.14 Van’t Hoff 

Al (g) 1 Al
3+

 + 1.5 H2O $ 1 Al (g) + 3 H
+
 + 0.75 O2 (aq) 289.38 -201.27 0.70 Van’t Hoff 

Am (g) 1 Am
3+

 + 1.5 H2O $ 1 Am (g) + 3 H
+
 + 0.75 O2 (aq) 242 -211.75 0.30 Van’t Hoff 

AmF3 (g) 1 Am
3+

 + 3 F
-
 $ 1 AmF3 (g) -1159.33 -49.74 2.65 Van’t Hoff 

B (g) 1 B(OH)3 (aq) $ 1 B (g) + 1.5 H2O + 0.75 O2 (aq) 521.01 -200.92 0.88 Van’t Hoff 

BF3 (g) 1 B(OH)3 (aq) + 3 H
+
 + 3 F

-
 $ 1 BF3 (g) + 3 H2O -1119.4 2.98 0.14 Van’t Hoff 

Br (g) 1 Br
-
 + 1 H

+
 + 0.25 O2 (aq) $ 1 Br (g) + 0.5 H2O 82.38 -11.14 0.02 Van’t Hoff 

Br2 (g) 2 Br
-
 + 2 H

+
 + 0.5 O2 (aq) $ 1 Br2 (g) + 1 H2O 3.11 6.05 0.02 Van’t Hoff 



 

Appendix A Conversion of the OECD-NEA database to Chess format 

 242 

Gaseous species Equilibrium equation 10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

C (g) 1 HCO3
-
 + 1 H

+
 $ 1 C (g) + 1 H2O + 1 O2 (aq) 671.25 -181.73 0.08 Van’t Hoff 

Ca (g) 1 Ca
2+

 + 1 H2O $ 1 Ca (g) + 2 H
+
 + 0.5 O2 (aq) 144.02 -165.06 0.14 Van’t Hoff 

Cd (g) 1 Cd
2+

 + 1 H2O $ 1 Cd (g) + 2 H
+
 + 0.5 O2 (aq) 77.23 -70.13 0.04 Van’t Hoff 

Cl (g) 1 Cl
-
 + 1 H

+
 + 0.25 O2 (aq) $ 1 Cl (g) + 0.5 H2O 105.31 -19.95 0.00 Van’t Hoff 

Cl2 (g) 2 Cl
-
 + 2 H

+
 + 0.5 O2 (aq) $ 1 Cl2 (g) + 1 H2O 0 -3 - Van’t Hoff 

CO (g) 1 HCO3
-
 + 1 H

+
 $ 1 CO (g) + 1 H2O + 0.5 O2 (aq) -137.17 -38.67 0.03 Van’t Hoff 

CO2 (g) 1 HCO3
-
 + 1 H

+
 $ 1 CO2 (g) + 1 H2O -394.37 7.83 0.02 Van’t Hoff 

Cs (g) 1 Cs
+
 + 0.5 H2O $ 1 Cs (g) + 1 H

+
 + 0.25 O2 (aq) 49.56 -81.23 0.18 Van’t Hoff 

Cu (g) 1 Cu
2+

 + 1 H2O $ 1 Cu (g) + 2 H
+
 + 0.5 O2 (aq) 297.67 -83.73 0.21 Van’t Hoff 

F (g) 1 F
-
 + 1 H

+
 + 0.25 O2 (aq) $ 1 F (g) + 0.5 H2O 62.28 -38.74 0.05 Van’t Hoff 

F2 (g) 2 F
-
 + 2 H

+
 + 0.5 O2 (aq) $ 1 F2 (g) + 1 H2O 0 -55.66 - Van’t Hoff 

H (g) 0.5 H2O $ 1 H (g) + 0.25 O2 (aq) 203.28 -57.1 0.00 Constant heat capacity 

H2 (g) 1 H2O $ 1 H2 (g) + 0.5 O2 (aq) 0 -42.98 - Constant heat capacity 

H2O (g) 1 H2O $ 1 H2O (g) -228.58 -1.5 0.01 Constant heat capacity 

H2S (g) 1 HS
-
 + 1 H

+
 $ 1 H2S (g) -33.44 8 0.38 Van’t Hoff 

HBr (g) 1 H
+
 + 1 Br

-
 $ 1 HBr (g) -53.36 -8.85 0.03 Van’t Hoff 

HCl (g) 1 H
+
 + 1 Cl

-
 $ 1 HCl (g) -95.3 -6.29 0.02 Van’t Hoff 

HF (g) 1 H
+
 + 1 F

-
 $ 1 HF (g) -275.4 -1.07 0.12 Van’t Hoff 

Hg (g) 1 Hg
2+

 + 1 H2O $ 1 Hg (g) + 2 H
+
 + 0.5 O2 (aq) 31.84 -19.71 0.01 Van’t Hoff 

HI (g) 1 H
+
 + 1 I

-
 $ 1 HI (g) 1.7 -9.36 0.02 Van’t Hoff 

I (g) 1 H
+
 + 1 I

-
 + 0.25 O2 (aq) $ 1 I (g) + 0.5 H2O 70.17 0.13 0.01 Van’t Hoff 

I2 (g) 2 H
+
 + 2 I

-
 + 0.5 O2 (aq) $ 1 I2 (g) + 1 H2O 19.32 21.47 0.02 Van’t Hoff 

K (g) 1 K
+
 + 0.5 H2O $ 1 K (g) + 1 H

+
 + 0.25 O2 (aq) 60.48 -81.58 0.14 Van’t Hoff 

Li (g) 1 Li
+
 + 0.5 H2O $ 1 Li (g) + 1 H

+
 + 0.25 O2 (aq) 126.6 -94.99 0.18 Van’t Hoff 

Mg (g) 1 Mg
2+

 + 1 H2O $ 1 Mg (g) + 2 H
+
 + 0.5 O2 (aq) 112.52 -142.47 0.14 Van’t Hoff 

N (g) 1 NH3 (aq) + 0.75 O2 (aq) $ 1 N (g) + 1.5 H2O 455.54 -20.01 0.09 Van’t Hoff 

N2 (g) 2 NH3 (aq) + 1.5 O2 (aq) $ 1 N2 (g) + 3 H2O 0 119.59 0.11 Van’t Hoff 

Na (g) 1 Na
+
 + 0.5 H2O $ 1 Na (g) + 1 H

+
 + 0.25 O2 (aq) 76.96 -80.86 0.12 Van’t Hoff 

NH3 (g) 1 NH3 (aq) $ 1 NH3 (g) -16.41 -1.8 0.08 Van’t Hoff 

Np (g) 1 Np
3+

 + 1.5 H2O $ 1 Np (g) + 3 H
+
 + 0.75 O2 (aq) 421.2 -228.11 1.12 Van’t Hoff 

NpCl3 (g) 1 Np
3+

 + 3 Cl
-
 $ 1 NpCl3 (g) -582.36 -56.79 2.14 Van’t Hoff 

NpCl4 (g) 1 Np
4+

 + 4 Cl
-
 $ 1 NpCl4 (g) -765.05 -44.08 1.37 Van’t Hoff 



 

Appendix A Conversion of the OECD-NEA database to Chess format 

 243 

Gaseous species Equilibrium equation 10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

NpF (g) 1 Np
3+

 + 1 F
-
 + 1 H2O $ 1 NpF (g) + 2 H

+
 + 0.5 O2 (aq) -111.56 -162.6 5.36 Van’t Hoff 

NpF2 (g) 1 Np
3+

 + 2 F
-
 + 0.5 H2O $ 1 NpF2 (g) + 1 H

+
 + 0.25 O2 (aq) -585.13 -107.47 8.83 Van’t Hoff 

NpF3 (g) 1 Np
3+

 + 3 F
-
 $ 1 NpF3 (g) -1104.8 -44.26 3.68 Van’t Hoff 

NpF4 (g) 1 Np
4+

 + 4 F
-
 $ 1 NpF4 (g) -1535.29 -14.47 4.01 Van’t Hoff 

NpF6 (g) 1 NpO2
2+

 + 6 F
-
 + 4 H

+
 $ 1 NpF6 (g) + 2 H2O -1837.53 -30.35 3.64 Van’t Hoff 

O (g) 0.5 O2 (aq) $ 1 O (g) 231.74 -39.17 0.02 Constant heat capacity 

O2 (g) 1 O2 (aq) $ 1 O2 (g) 0 2.87 - Constant heat capacity 

P (g) 1 HPO4
2-

 + 2 H
+
 $ 1 P (g) + 1.5 H2O + 1.25 O2 (aq) 280.09 -182.34 0.18 Van’t Hoff 

P2 (g) 2 HPO4
2-

 + 4 H
+
 $ 1 P2 (g) + 3 H2O + 2.5 O2 (aq) 103.47 -284.67 0.35 Van’t Hoff 

P4 (g) 4 HPO4
2-

 + 8 H
+
 $ 1 P4 (g) + 6 H2O + 5 O2 (aq) 24.42 -537.37 0.08 Van’t Hoff 

Pb (g) 1 Pb
2+

 + 1 H2O $ 1 Pb (g) + 2 H
+
 + 0.5 O2 (aq) 162.23 -75.65 0.14 Van’t Hoff 

Pu (g) 1 Pu
3+

 + 1.5 H2O $ 1 Pu (g) + 3 H
+
 + 0.75 O2 (aq) 312.42 -220.63 0.71 Van’t Hoff 

PuBr3 (g) 1 Pu
3+

 + 3 Br
-
 $ 1 PuBr3 (g) -529.81 -63.2 2.78 Van’t Hoff 

PuCl3 (g) 1 Pu
3+

 + 3 Cl
-
 $ 1 PuCl3 (g) -641.3 -58.05 0.79 Van’t Hoff 

PuCl4 (g) 1 Pu
4+

 + 4 Cl
-
 $ 1 PuCl4 (g) -764.68 -41.73 1.83 Van’t Hoff 

PuF (g) 1 Pu
3+

 + 1 F
-
 + 1 H2O $ 1 PuF (g) + 2 H

+
 + 0.5 O2 (aq) -140.97 -169.04 1.83 Van’t Hoff 

PuF2 (g) 1 Pu
3+

 + 2 F
-
 + 0.5 H2O $ 1 PuF2 (g) + 1 H

+
 + 0.25 O2 (aq) -626.15 -111.87 1.27 Van’t Hoff 

PuF3 (g) 1 Pu
3+

 + 3 F
-
 $ 1 PuF3 (g) -1161.08 -45.98 0.96 Van’t Hoff 

PuF4 (g) 1 Pu
4+

 + 4 F
-
 $ 1 PuF4 (g) -1517.87 -15.1 3.89 Van’t Hoff 

PuF6 (g) 1 PuO2
2+

 + 6 F
-
 + 4 H

+
 $ 1 PuF6 (g) + 2 H2O -1725.06 -44.17 3.56 Van’t Hoff 

PuI3 (g) 1 Pu
3+

 + 3 I
-
 $ 1 PuI3 (g) -366.52 -64.41 2.78 Van’t Hoff 

Rb (g) 1 Rb
+
 + 0.5 H2O $ 1 Rb (g) + 1 H

+
 + 0.25 O2 (aq) 53.08 -80.54 0.14 Van’t Hoff 

S (g) 1 HS
-
 + 1 H

+
 + 0.5 O2 (aq) $ 1 S (g) + 1 H2O 236.69 3.66 0.37 Van’t Hoff 

S2 (g) 2 HS
-
 + 2 H

+
 + 1 O2 (aq) $ 1 S2 (g) + 2 H2O 79.69 76.29 0.74 Van’t Hoff 

Si (g) 1 Si(OH)4 (aq) $ 1 Si (g) + 2 H2O + 1 O2 (aq) 405.53 -219.93 1.40 Van’t Hoff 

SiF4 (g) 1 Si(OH)4 (aq) + 4 F
-
 + 4 H

+
 $ 1 SiF4 (g) + 4 H2O -1572.77 15.33 0.14 Van’t Hoff 

Sn (g) 1 Sn
2+

 + 1 H2O $ 1 Sn (g) + 2 H
+
 + 0.5 O2 (aq) 266.22 -94.46 0.26 Van’t Hoff 

SO2 (g) 1 SO3
2-

 + 2 H
+
 $ 1 SO2 (g) + 1 H2O -300.1 8.72 0.71 None 

Tc (g) 1 TcO
2+

 + 1 H2O $ 1 Tc (g) + 2 H
+
 + 1 O2 (aq) 630.71 -175.37 - None 

Tc2O7 (g) 2 TcO4
-
 + 2 H

+
 $ 1 Tc2O7 (g) + 1 H2O -904.82 -23.27 2.88 Constant heat capacity 

TcC (g) 1 TcO
2+

 + 1 HCO3
-
 $ 1 TcC (g) + 1 H

+
 + 2 O2 (aq) 765.6 -263.13 - None 

TcO (g) 1 TcO
2+

 + 1 H2O $ 1 TcO (g) + 2 H
+
 + 0.5 O2 (aq) 357.49 -126.07 - None 
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Gaseous species Equilibrium equation 10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

TcS (g) 1 TcO
2+

 + 1 HS
-
 $ 1 TcS (g) + 1 H

+
 + 0.5 O2 (aq) 491.92 -105.93 - None 

U (g) 1 U
3+

 + 1.5 H2O $ 1 U (g) + 3 H
+
 + 0.75 O2 (aq) 488.4 -233.5 1.44 Constant heat capacity 

U2Cl10 (g) 2 UO2
+
 + 10 Cl

-
 + 8 H

+
 $ 1 U2Cl10 (g) + 4 H2O -1813.81 -82.66 1.94 Van’t Hoff 

U2Cl8 (g) 2 U
4+

 + 8 Cl
-
 $ 1 U2Cl8 (g) -1639.66 -82.3 3.00 Van’t Hoff 

U2F10 (g) 2 UO2
+
 + 10 F

-
 + 8 H

+
 $ 1 U2F10 (g) + 4 H2O -3860.97 12.66 5.32 Van’t Hoff 

UBr (g) 1 U
3+

 + 1 Br
-
 + 1 H2O $ 1 UBr (g) + 2 H

+
 + 0.5 O2 (aq) 201.77 -179.99 3.04 Van’t Hoff 

UBr2 (g) 1 U
3+

 + 2 Br
-
 + 0.5 H2O $ 1 UBr2 (g) + 1 H

+
 + 0.25 O2 (aq) -77.69 -127.74 4.42 Van’t Hoff 

UBr3 (g) 1 U
3+

 + 3 Br
-
 $ 1 UBr3 (g) -401.12 -67.78 6.51 Van’t Hoff 

UBr4 (g) 1 U
4+

 + 4 Br
-
 $ 1 UBr4 (g) -636.18 -54.15 1.52 Van’t Hoff 

UBr5 (g) 1 UO2
+
 + 5 Br

-
 + 4 H

+
 $ 1 UBr5 (g) + 2 H2O -656.31 -61.26 3.07 Van’t Hoff 

UCl (g) 1 U
3+

 + 1 Cl
-
 + 1 H2O $ 1 UCl (g) + 2 H

+
 + 0.5 O2 (aq) 157.12 -176.97 3.95 Van’t Hoff 

UCl2 (g) 1 U
3+

 + 2 Cl
-
 + 0.5 H2O $ 1 UCl2 (g) + 1 H

+
 + 0.25 O2 (aq) -182.59 -118.95 3.95 Van’t Hoff 

UCl3 (g) 1 U
3+

 + 3 Cl
-
 $ 1 UCl3 (g) -535.66 -58.59 2.83 Van’t Hoff 

UCl4 (g) 1 U
4+

 + 4 Cl
-
 $ 1 UCl4 (g) -790.17 -46.35 1.04 Van’t Hoff 

UCl5 (g) 1 UO2
+
 + 5 Cl

-
 + 4 H

+
 $ 1 UCl5 (g) + 2 H2O -831.84 -54.48 2.70 Van’t Hoff 

UCl6 (g) 1 UO2
2+

 + 6 Cl
-
 + 4 H

+
 $ 1 UCl6 (g) + 2 H2O -903.59 -63.42 1.52 Van’t Hoff 

UF (g) 1 U
3+

 + 1 F
-
 + 1 H2O $ 1 UF (g) + 2 H

+
 + 0.5 O2 (aq) -81.94 -161.42 5.29 Van’t Hoff 

UF2 (g) 1 U
3+

 + 2 F
-
 + 0.5 H2O $ 1 UF2 (g) + 1 H

+
 + 0.25 O2 (aq) -548.79 -107.46 5.29 Van’t Hoff 

UF3 (g) 1 U
3+

 + 3 F
-
 $ 1 UF3 (g) -1052 -47.13 2.82 Van’t Hoff 

UF4 (g) 1 U
4+

 + 4 F
-
 $ 1 UF4 (g) -1573.54 -14.44 1.63 Van’t Hoff 

UF5 (g) 1 UO2
+
 + 5 F

-
 + 4 H

+
 $ 1 UF5 (g) + 2 H2O -1858.99 -6.2 2.70 Van’t Hoff 

UF6 (g) 1 UO2
2+

 + 6 F
-
 + 4 H

+
 $ 1 UF6 (g) + 2 H2O -2064.5 -18.03 0.33 Van’t Hoff 

UI (g) 1 U
3+

 + 1 I
-
 + 1 H2O $ 1 UI (g) + 2 H

+
 + 0.5 O2 (aq) 288.01 -185.97 4.42 Van’t Hoff 

UI2 (g) 1 U
3+

 + 2 I
-
 + 0.5 H2O $ 1 UI2 (g) + 1 H

+
 + 0.25 O2 (aq) 37.49 -129.65 4.42 Van’t Hoff 

UI3 (g) 1 U
3+

 + 3 I
-
 $ 1 UI3 (g) -200.7 -75.5 4.42 Van’t Hoff 

UI4 (g) 1 U
4+

 + 4 I
-
 $ 1 UI4 (g) -370.37 -64.19 1.18 Van’t Hoff 

UO (g) 1 U
3+

 + 1.5 H2O $ 1 UO (g) + 3 H
+
 + 0.25 O2 (aq) 1.87 -146.84 3.00 Constant heat capacity 

UO2 (g) 1 U
4+

 + 2 H2O $ 1 UO2 (g) + 4 H
+
 -481.06 -91.64 3.52 Constant heat capacity 

UO2Cl2 (g) 1 UO2
2+

 + 2 Cl
-
 $ 1 UO2Cl2 (g) -941.36 -47.94 2.68 Van’t Hoff 

UO2F2 (g) 1 UO2
2+

 + 2 F
-
 $ 1 UO2F2 (g) -1318.17 -34.59 2.69 Van’t Hoff 

UO3 (g) 1 UO2
2+

 + 1 H2O $ 1 UO3 (g) + 2 H
+
 -784.76 -70.94 2.63 Constant heat capacity 

UOF4 (g) 1 UO2
2+

 + 4 F
-
 + 2 H

+
 $ 1 UOF4 (g) + 1 H2O -1703.75 -24.13 3.54 Van’t Hoff 
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Gaseous species Equilibrium equation 10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

Zn (g) 1 Zn
2+

 + 1 H2O $ 1 Zn (g) + 2 H
+
 + 0.5 O2 (aq) 94.81 -85.38 0.07 Van’t Hoff 

Mineral species Equilibrium equation 10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

 (NH4)4NpO2(CO3)3 (s) 4 NH3 (aq) + 1 NpO2
2+

 + 3 HCO3
-
 + 1 H

+
 $ 1 (NH4)4NpO2(CO3)3 (s) -2850.28 32.78 1.47 None 

(UO2)2As2O7 (c) 2 UO2
2+

 + 2 H2AsO4
-
 $ 1 (UO2)2As2O7 (c) + 1 H2O + 2 H

+
 -3130.25 -7.73 2.10 Van’t Hoff 

(UO2)2Cl3 (c) 1 UO2
2+

 + 1 UO2
+
 + 3 Cl

-
 $ 1 (UO2)2Cl3 (c) -2234.76 -12.69 0.60 Van’t Hoff 

(UO2)2P2O7 (c) 2 UO2
2+

 + 2 HPO4
2-

 $ 1 (UO2)2P2O7 (c) + 1 H2O -3930 12.27 1.20 Van’t Hoff 

(UO2)3(AsO4)2 (c) 3 UO2
2+

 + 2 H2AsO4
-
 $ 1 (UO2)3(AsO4)2 (c) + 4 H

+
 -4310.79 -9.33 2.10 Van’t Hoff 

 (UO2)3(PO4)2 (c) 3 UO2
2+

 + 2 HPO4
2-

 $ 1 (UO2)3(PO4)2 (c) + 2 H
+
 -5115.97 11.62 0.96 Van’t Hoff 

 (UO2)3(PO4)2·4H2O (c) 3 UO2
2+

 + 2 HPO4
2-

 + 4 H2O $ 1 (UO2)3(PO4)2·4H2O (c) + 2 H
+
 -6138.97 24.66 1.11 Van’t Hoff 

(UO2)3(PO4)2·6H2O (c) 3 UO2
2+

 + 2 HPO4
2-

 + 6 H2O $ 1 (UO2)3(PO4)2·6H2O (c) + 2 H
+
 -6618 25.5 1.23 None 

Ag (c) 1 Ag
+
 + 0.5 H2O $ 1 Ag (c) + 1 H

+
 + 0.25 O2 (aq) 0 -7.98 - Van’t Hoff 

AgCl (c) 1 Ag
+
 + 1 Cl

-
 $ 1 AgCl (c) -109.77 9.75 0.02 Van’t Hoff 

AgTcO4 (c) 1 Ag
+
 + 1 TcO4

-
 $ 1 AgTcO4 (c) -578.98 3.27 1.34 None 

Al (c) 1 Al
3+

 + 1.5 H2O $ 1 Al (c) + 3 H
+
 + 0.75 O2 (aq) 0 -150.57 - Van’t Hoff 

Al2O3(coru) 2 Al
3+

 + 3 H2O $ 1 Al2O3(coru) + 6 H
+
 -1582.26 -19.65 0.23 Van’t Hoff 

AlF3 (c) 1 Al
3+

 + 3 F
-
 $ 1 AlF3 (c) -1431.1 16.65 0.23 Van’t Hoff 

Am (c) 1 Am
3+

 + 1.5 H2O $ 1 Am (c) + 3 H
+
 + 0.75 O2 (aq) 0 -169.35 - Van’t Hoff 

Am(OH)3 (am) 1 Am
3+

 + 3 H2O $ 1 Am(OH)3 (am) + 3 H
+
 -1213.08 -17 1.03 None 

Am(OH)3 (c) 1 Am
3+

 + 3 H2O $ 1 Am(OH)3 (c) + 3 H
+
 -1223.36 -15.2 1.03 None 

Am2(CO3)3 (c) 2 Am
3+

 + 3 HCO3
-
 $ 1 Am2(CO3)3 (c) + 3 H

+
 -2971.74 2.42 2.77 None 

Am2C3 (c) 2 Am
3+

 + 3 HCO3
-
 $ 1 Am2C3 (c) + 4.5 O2 (aq) + 3 H

+
 -156.06 -503.76 7.43 Van’t Hoff 

Am2O3 (c) 2 Am
3+

 + 3 H2O $ 1 Am2O3 (c) + 6 H
+
 -1613.32 -51.77 1.62 Van’t Hoff 

AmBr3 (c) 1 Am
3+

 + 3 Br
-
 $ 1 AmBr3 (c) -786.53 -21.67 1.97 Van’t Hoff 

AmCl3 (c) 1 Am
3+

 + 3 Cl
-
 $ 1 AmCl3 (c) -910.65 -14.31 0.40 Van’t Hoff 

AmCO3OH (c) 1 Am
3+

 + 1 HCO3
-
 + 1 H2O $ 1 AmCO3OH (c) + 2 H

+
 -1404.83 -3.13 1.63 None 

AmF3 (c) 1 Am
3+

 + 3 F
-
 $ 1 AmF3 (c) -1518.83 13.24 2.29 Van’t Hoff 

AmF4 (c) 1 Am
4+

 + 4 F
-
 $ 1 AmF4 (c) -1616.83 25.29 3.83 Van’t Hoff 

AmH2 (c) 1 Am
2+

 + 2 H2O $ 1 AmH2 (c) + 1 O2 (aq) + 2 H
+
 -134.66 -128.37 3.75 Van’t Hoff 

AmI3 (c) 1 Am
3+

 + 3 I
-
 $ 1 AmI3 (c) -613.31 -24.62 1.61 Van’t Hoff 

AmO2 (c) 1 Am
4+

 + 2 H2O $ 1 AmO2 (c) + 4 H
+
 -874.49 9.43 1.70 Van’t Hoff 

AmOBr (c) 1 Am
3+

 + 1 Br
-
 + 1 H2O $ 1 AmOBr (c) + 2 H

+
 -861.37 -13.72 2.35 Van’t Hoff 
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Mineral species Equilibrium equation 10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

AmOCl (c) 1 Am
3+

 + 1 Cl
-
 + 1 H2O $ 1 AmOCl (c) + 2 H

+
 -902.54 -11.3 1.18 Van’t Hoff 

As (c) 1 H2AsO4
-
 + 1 H

+
 $ 1 As (c) + 1.25 O2 (aq) + 1.5 H2O 0 -73.22 0.00 Van’t Hoff 

As2O5 (c) 2 H2AsO4
-
 + 2 H

+
 $ 1 As2O5 (c) + 3 H2O -782.45 -2.2 1.40 Van’t Hoff 

As4O6 (cubi) 4 H2AsO3
-
 + 4 H

+
 $ 1 As4O6 (cubi) + 6 H2O -1152.44 39.76 3.97 Van’t Hoff 

As4O6 (mono) 4 H2AsO3
-
 + 4 H

+
 $ 1 As4O6 (mono) + 6 H2O -1154.01 40.04 3.97 Van’t Hoff 

B (c) 1 B(OH)3 (aq) $ 1 B (c) + 0.75 O2 (aq) + 1.5 H2O 0 -109.64 - Van’t Hoff 

B(OH)3 (c) 1 B(OH)3 (aq) $ 1 B(OH)3 (c) -969.67 0.07 0.14 Van’t Hoff 

B2O3 (c) 2 B(OH)3 (aq) $ 1 B2O3 (c) + 3 H2O -1194.32 -5.75 0.25 Van’t Hoff 

Ba (c) 1 Ba
2+

 + 1 H2O $ 1 Ba (c) + 2 H
+
 + 0.5 O2 (aq) 0 -140.67 0.00 Van’t Hoff 

Ba2U2O7 (c) 2 Ba
2+

 + 2 UO2
+
 + 3 H2O $ 1 Ba2U2O7 (c) + 6 H

+
 -3547.02 -35.35 1.49 Van’t Hoff 

Ba3UO6 (c) 3 Ba
2+

 + 1 UO2
2+

 + 4 H2O $ 1 Ba3UO6 (c) + 8 H
+
 -3044.95 -92.7 1.61 Van’t Hoff 

BaCl2 (c) 1 Ba
2+

 + 2 Cl
-
 $ 1 BaCl2 (c) -806.95 -2.3 0.44 Van’t Hoff 

BaO (c) 1 Ba
2+

 + 1 H2O $ 1 BaO (c) + 2 H
+
 -520.39 -48.07 0.44 Van’t Hoff 

BaU2O7 (c) 1 Ba
2+

 + 2 UO2
2+

 + 3 H2O $ 1 BaU2O7 (c) + 6 H
+
 -3052.09 -21.39 1.18 Van’t Hoff 

BaUO4 (c) 1 Ba
2+

 + 1 UO2
2+

 + 2 H2O $ 1 BaUO4 (c) + 4 H
+
 -1883.81 -17.64 0.59 Van’t Hoff 

Br2(l) 2 Br
-
 + 2 H

+
 + 0.5 O2 (aq) $ 1 Br2(l) + 1 H2O 0 6.59 0.00 Van’t Hoff 

C (c) 1 HCO3
-
 + 1 H

+
 $ 1 C (c) + 1 H2O + 1 O2 (aq) 0 -64.13 0.00 Van’t Hoff 

Ca (c) 1 Ca
2+

 + 1 H2O $ 1 Ca (c) + 2 H
+
 + 0.5 O2 (aq) 0 -139.82 - Van’t Hoff 

CaO (c) 1 Ca
2+

 + 1 H2O $ 1 CaO (c) + 2 H
+
 -603.3 -32.7 0.16 Van’t Hoff 

CaUO4 (c) 1 Ca
2+

 + 1 UO2
2+

 + 2 H2O $ 1 CaUO4 (c) + 4 H
+
 -1888.71 -15.93 0.42 Van’t Hoff 

Cd (c) 1 Cd
2+

 + 1 H2O $ 1 Cd (c) + 2 H
+
 + 0.5 O2 (aq) 0 -56.6 - Van’t Hoff 

CdO (c) 1 Cd
2+

 + 1 H2O $ 1 CdO (c) + 2 H
+
 -228.66 -15.1 0.11 Van’t Hoff 

CdSO4·2.667H2O (c) 1 Cd
2+

 + 1 SO4
2-

 + 2.667 H2O $ 1 CdSO4·2.667H2O (c) -1464.96 1.89 0.14 Van’t Hoff 

Cs (c) 1 Cs
+
 + 0.5 H2O $ 1 Cs (c) + 1 H

+
 + 0.25 O2 (aq) 0 -72.55 - Van’t Hoff 

Cs2NaAmCl6 (c) 1 Am
3+

 + 2 Cs
+
 + 1 Na

+
 + 6 Cl

-
 $ 1 Cs2NaAmCl6 (c) -2164.82 -11.57 0.85 Van’t Hoff 

Cs2NaPuCl6 (c) 2 Cs
+
 + 1 Na

+
 + 1 Pu

3+
 + 6 Cl

-
 $ 1 Cs2NaPuCl6 (c) -2143.5 -11.85 1.02 Van't Hoff 

Cs2NpBr6 (c) 2 Cs
+
 + 1 Np

4+
 + 6 Br

-
 $ 1 Cs2NpBr6 (c) -1620.12 -13.61 1.17 Van't Hoff 

Cs2NpCl6 (c) 2 Cs
+
 + 1 Np

4+
 + 6 Cl

-
 $ 1 Cs2NpCl6 (c) -1833.04 -5.07 1.30 Van't Hoff 

Cs2PuBr6 (c) 2 Cs
+
 + 1 Pu

4+
 + 6 Br

-
 $ 1 Cs2PuBr6 (c) -1634.33 -8.7 1.08 Van't Hoff 

Cs2PuCl6 (c) 2 Cs
+
 + 1 Pu

4+
 + 6 Cl

-
 $ 1 Cs2PuCl6 (c) -1838.24 -1.75 1.18 Van't Hoff 

Cs2U2O7 (c) 2 Cs
+
 + 3 H2O + 2 UO2

2+
 $ 1 Cs2U2O7 (c) + 6 H

+
 -3022.88 -30.93 1.75 Van't Hoff 

Cs2U4O12 (c) 2 Cs
+
 + 2 UO2

+
 + 2 UO2

2+
 + 4 H2O $ 1 Cs2U4O12 (c) + 8 H

+
 -5251.06 -18.84 0.88 Van't Hoff 
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Mineral species Equilibrium equation 10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

Cs2UO4 (c) 2 Cs
+
 + 1 UO2

2+
 + 2 H2O $ 1 Cs2UO4 (c) + 4 H

+
 -1805.37 -35.8 0.22 Van't Hoff 

Cs3PuCl6 (c) 3 Cs
+
 + 1 Pu

3+
 + 6 Cl

-
 $ 1 Cs3PuCl6 (c) -2208.04 -5.71 1.73 Van't Hoff 

CsBr (c) 1 Cs
+
 + 1 Br

-
 $ 1 CsBr (c) -391.17 -0.72 0.05 Van't Hoff 

CsCl (c) 1 Cs
+
 + 1 Cl

-
 $ 1 CsCl (c) -413.81 -1.55 0.04 Van't Hoff 

CsPu2Cl7 (c) 1 Cs
+
 + 2 Pu

3+
 + 7 Cl

-
 $ 1 CsPu2Cl7 (c) -2235.12 -23.27 1.32 Van't Hoff 

CsTcO4 (c) 1 Cs
+
 + 1 TcO4

-
 $ 1 CsTcO4 (c) -949.7 3.65 1.34 None 

Cu (c) 1 Cu
2+

 + 1 H2O $ 1 Cu (c) + 2 H
+
 + 0.5 O2 (aq) 0 -31.58 - Van't Hoff 

CuSO4 (c) 1 Cu
2+

 + 1 SO4
2-

 $ 1 CuSO4 (c) -662.19 -2.94 0.21 Van't Hoff 

Hg(l) 1 Hg
2+

 + 1 H2O $ 1 Hg(l) + 2 H
+
 + 0.5 O2 (aq) 0 -14.13 0.00 Van't Hoff 

Hg2Cl2 (c) 1 Hg2
2+

 + 2 Cl
-
 $ 1 Hg2Cl2 (c) -210.73 17.84 0.13 Van't Hoff 

Hg2SO4 (c) 1 Hg2
2+

 + 1 SO4
2-

 $ 1 Hg2SO4 (c) -625.78 6.19 0.12 Van't Hoff 

HgO(mont) 1 Hg
2+

 + 1 H2O $ 1 HgO(mont) + 2 H
+
 -58.52 -2.44 0.03 Van't Hoff 

I2 (c) 2 I
-
 + 2 H

+
 + 0.5 O2 (aq) $ 1 I2 (c) + 1 H2O 0 24.85 0.00 Van't Hoff 

K (c) 1 K
+
 + 0.5 H2O $ 1 K (c) + 1 H

+
 + 0.25 O2 (aq) 0 -70.98 - Van't Hoff 

K2UO4 (c) 2 K
+
 + 1 UO2

2+
 + 2 H2O $ 1 K2UO4 (c) + 4 H

+
 -1798.5 -33.87 0.57 Van't Hoff 

K4NpO2(CO3)3 (s) 4 K
+
 + 1 NpO2

2+
 + 3 HCO3

-
 $ 1 K4NpO2(CO3)3 (s) + 3 H

+
 -3660.4 -4.57 1.66 None 

KTcO4 (c) 1 K
+
 + 1 TcO4

-
 $ 1 KTcO4 (c) -932.92 2.28 1.33 Van't Hoff 

Li (c) 1 Li
+
 + 0.5 H2O $ 1 Li (c) + 1 H

+
 + 0.25 O2 (aq) 0 -72.81 - Van't Hoff 

Li2UO4 (c) 2 Li
+
 + 1 UO2

2+
 + 2 H2O $ 1 Li2UO4 (c) + 4 H

+
 -1853.19 -27.94 0.39 Van't Hoff 

Mg (c) 1 Mg
2+

 + 1 H2O $ 1 Mg (c) + 2 H
+
 + 0.5 O2 (aq) 0 -122.76 - Van't Hoff 

MgF2 (c) 1 Mg
2+

 + 2 F
-
 $ 1 MgF2 (c) -1071.05 9.22 0.21 Van’t Hoff 

MgO (c) 1 Mg
2+

 + 1 H2O $ 1 MgO (c) + 2 H
+
 -569.31 -21.58 0.05 Van’t Hoff 

MgUO4 (c) 1 Mg
2+

 + 1 UO2
2+

 + 2 H2O $ 1 MgUO4 (c) + 4 H
+
 -1749.6 -23.23 0.26 Van’t Hoff 

Na (c) 1 Na
+
 + 0.5 H2O $ 1 Na (c) + 1 H

+
 + 0.25 O2 (aq) 0 -67.38 - Van’t Hoff 

Na2U2O7 (c) 2 Na
+
 + 2 UO2

2+
 + 3 H2O $ 1 Na2U2O7 (c) + 6 H

+
 -3011.45 -22.6 0.70 Van’t Hoff 

Na2UO4 (alpha) 2 Na
+
 + 1 UO2

2+
 + 2 H2O $ 1 Na2UO4 (alpha) + 4 H

+
 -1779.3 -30.03 0.61 Van’t Hoff 

Na3NpF8 (c) 3 Na
+
 + 1 NpO2

+
 + 8 F

-
 + 4 H

+
 $ 1 Na3NpF8 (c) + 2 H2O -3521.24 8.71 3.73 Van’t Hoff 

Na3NpO2(CO3)2 (s) 3 Na
+
 + 2 HCO3

-
 + 1 NpO2

+
 $ 1 Na3NpO2(CO3)2 (s) + 2 H

+
 -2833.33 -5.95 1.20 None 

Na3UO4 (c) 3 Na
+
 + 1 UO2

+
 + 2 H2O $ 1 Na3UO4 (c) + 4 H

+
 -1899.91 -56.28 1.44 Van’t Hoff 

Na4UO2(CO3)3 (c) 4 Na
+
 + 1 UO2

2+
 + 3 HCO3

-
 $ 1 Na4UO2(CO3)3 (c) + 3 H

+
 -3737.84 -4.04 0.41 None 

NaNpO2CO3 (s,aged) 1 Na
+
 + 1 NpO2

+
 + 1 HCO3

-
 $ 1 NaNpO2CO3 (s,aged) + 1 H

+
 -1764.16 1.33 1.11 None 

NaNpO2CO3·3.5H2O (s) 1 Na
+
 + 1 NpO2

+
 + 1 HCO3

-
 + 3.5 H2O $ 1 NaNpO2CO3·3.5H2O (s) + 1 H

+
 -2591.29 0.83 1.05 None 
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Mineral species Equilibrium equation 10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

NaTcO4·4H2O (s) 1 Na
+
 + 1 TcO4

-
 + 4 H2O $ 1 NaTcO4·4H2O (s) -1843.41 -0.79 1.34 None 

NaUO3 (c) 1 UO2
+
 + 1 Na

+
 + 1 H2O $ 1 NaUO3 (c) + 2 H

+
 -1412.49 -8.34 0.42 Van’t Hoff 

NH4TcO4 (c) 1 H
+
 + 1 NH3 (aq) + 1 TcO4

-
 $ 1 NH4TcO4 (c) -722 10.15 1.34 None 

Np (c) 1 Np
3+

 + 1.5 H2O $ 1 Np (c) + 3 H
+
 + 0.75 O2 (aq) 0 -154.32 - Van’t Hoff 

Np2C3 (c) 2 Np
3+

 + 3 HCO3
-
 $ 1 Np2C3 (c) + 3 H

+
 + 4.5 O2 (aq) -192.43 -467.32 3.94 Van’t Hoff 

Np2O5 (c) 2 NpO2
+
 + 1 H2O $ 1 Np2O5 (c) + 2 H

+
 -2031.57 -3.7 1.97 Constant heat capacity 

NpBr3 (c) 1 Np
3+

 + 3 Br
-
 $ 1 NpBr3 (c) -705.52 -20.83 1.19 Van’t Hoff 

NpBr4 (c) 1 Np
4+

 + 4 Br
-
 $ 1 NpBr4 (c) -737.84 -29.67 1.15 Van’t Hoff 

NpC0.91 (c) 1 Np
3+

 + 0.91 HCO3
-
 + 0.59 H2O $ 1 NpC0.91 (c) + 2.09 H

+
 + 1.66 O2 (aq) -76.02 -199.36 2.02 Van’t Hoff 

NpCl3 (c) 1 Np
3+

 + 3 Cl
-
 $ 1 NpCl3 (c) -829.81 -13.44 1.14 Van’t Hoff 

NpCl4 (c) 1 Np
4+

 + 4 Cl
-
 $ 1 NpCl4 (c) -895.56 -21.21 1.11 Van’t Hoff 

NpF3 (c) 1 Np
3+

 + 3 F
-
 $ 1 NpF3 (c) -1460.5 18.06 1.76 Van’t Hoff 

NpF4 (c) 1 Np
4+

 + 4 F
-
 $ 1 NpF4 (c) -1783.8 29.07 2.98 Van’t Hoff 

NpF5 (c) 1 NpO2
+
 + 5 F

-
 + 4 H

+
 $ 1 NpF5 (c) + 2 H2O -1834.43 -1.17 4.45 Van’t Hoff 

NpF6 (c) 1 NpO2
2+

 + 6 F
-
 + 4 H

+
 $ 1 NpF6 (c) + 2 H2O -1841.87 -29.59 3.64 Van’t Hoff 

NpI3 (c) 1 Np
3+

 + 3 I
-
 $ 1 NpI3 (c) -512.5 -27.25 1.19 Van’t Hoff 

NpN (c) 1 Np
3+

 + 1 NH3 (aq) $ 1 NpN (c) + 3 H
+
 -270.04 -47.21 1.33 Van’t Hoff 

NpO2 (am,hyd) 1 Np
4+

 + 2 H2O $ 1 NpO2 (am,hyd) + 4 H
+
 -957.32 -1.53 1.71 None 

NpO2 (c) 1 Np
4+

 + 2 H2O $ 1 NpO2 (c) + 4 H
+
 -1021.73 9.75 1.07 Van’t Hoff 

NpO2(NO3)2·6H2O (s) 1 NpO2
2+

 + 2 NO3
-
 + 6 H2O $ 1 NpO2(NO3)2·6H2O (s) -2428.07 -2.15 1.38 Van’t Hoff 

NpO2(OH)2 (c) 1 NpO2
2+

 + 2 H2O $ 1 NpO2(OH)2 (c) + 2 H
+
 -1239 -5.47 1.49 Van’t Hoff 

NpO2CO3 (s) 1 NpO2
2+

 + 1 HCO3
-
 $ 1 NpO2CO3 (s) + 1 H

+
 -1407.16 4.27 1.47 None 

NpO2OH (am,aged) 1 NpO2
+
 + 1 H2O $ 1 NpO2OH (am,aged) + 1 H

+
 -1118.08 -4.7 1.11 Constant heat capacity 

NpO2OH (am,fresh) 1 NpO2
+
 + 1 H2O $ 1 NpO2OH (am,fresh) + 1 H

+
 -1114.65 -5.3 1.01 Constant heat capacity 

NpO3·H2O (c) 1 NpO2
2+

 + 2 H2O $ 1 NpO3·H2O (c) + 2 H
+
 -1239 -5.47 1.45 None 

NpOBr2 (c) 1 Np
4+

 + 2 Br
-
 + 1 H2O $ 1 NpOBr2 (c) + 2 H

+
 -906.93 -5.2 2.17 Van’t Hoff 

NpOCl2 (c) 1 Np
4+

 + 2 Cl
-
 + 1 H2O $ 1 NpOCl2 (c) + 2 H

+
 -960.65 -5.38 1.73 Van’t Hoff 

P (c) 1 HPO4
2-

 + 2 H
+
 $ 1 P (c) + 1.5 H2O + 1.25 O2 (aq) 0 -133.27 - Van’t Hoff 

Pb (c) 1 Pb
2+

 + 1 H2O $ 1 Pb (c) + 2 H
+
 + 0.5 O2 (aq) 0 -47.22 - Van’t Hoff 

PbSO4 (c) 1 Pb
2+

 + 1 SO4
2-

 $ 1 PbSO4 (c) -813.04 7.85 0.08 Van’t Hoff 

Pu (c) 1 Pu
3+

 + 1.5 H2O $ 1 Pu (c) + 3 H
+
 + 0.75 O2 (aq) 0 -165.9 - Van’t Hoff 

Pu(HPO4)2 (am,hyd) 1 Pu
4+

 + 2 HPO4
2-

 $ 1 Pu(HPO4)2 (am,hyd) -2843.77 30.45 0.89 None 
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Mineral species Equilibrium equation 10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

Pu(OH)3 (c) 1 Pu
3+

 + 3 H2O $ 1 Pu(OH)3 (c) + 3 H
+
 -1200.22 -15.8 1.64 None 

Pu2C3 (c) 2 Pu
3+

 + 3 HCO3
-
 $ 1 Pu2C3 (c) + 3 H

+
 + 4.5 O2 (aq) -156.51 -496.77 3.08 Van’t Hoff 

Pu2O3 (c) 2 Pu
3+

 + 3 H2O $ 1 Pu2O3 (c) + 6 H
+
 -1580.37 -50.63 1.99 Van’t Hoff 

Pu3C2 (c) 3 Pu
3+

 + 2 HCO3
-
 + 2.5 H2O $ 1 Pu3C2 (c) + 7 H

+
 + 4.25 O2 (aq) -123.48 -604.33 5.45 Van’t Hoff 

PuAs (c) 1 Pu
3+

 + 1 H2AsO3
-
 $ 1 PuAs (c) + 2 H

+
 + 1.5 O2 (aq) -241.41 -166.29 3.62 Van’t Hoff 

PuBr3 (c) 1 Pu
3+

 + 3 Br
-
 $ 1 PuBr3 (c) -767.32 -21.59 0.67 Van’t Hoff 

PuC0.84 (c) 1 Pu
3+

 + 0.84 HCO3
-
 + 0.66 H2O $ 1 PuC0.84 (c) + 2.16 H

+
 + 1.59 O2 (aq) -49.83 -211.04 1.48 Van’t Hoff 

PuCl3 (c) 1 Pu
3+

 + 3 Cl
-
 $ 1 PuCl3 (c) -891.81 -14.16 0.59 Van’t Hoff 

PuCl3·6H2O (c) 1 Pu
3+

 + 3 Cl
-
 + 6 H2O $ 1 PuCl3·6H2O (c) -2365.35 -5.28 0.65 Van’t Hoff 

PuCl4 (c) 1 Pu
4+

 + 4 Cl
-
 $ 1 PuCl4 (c) -879.37 -21.63 1.02 Van't Hoff 

PuF3 (c) 1 Pu
3+

 + 3 F
-
 $ 1 PuF3 (c) -1517.37 16.44 0.80 Van’t Hoff 

PuF4 (c) 1 Pu
4+

 + 4 F
-
 $ 1 PuF4 (c) -1756.74 26.74 3.50 Van’t Hoff 

PuF6 (c) 1 PuO2
2+

 + 6 F
-
 + 4 H

+
 $ 1 PuF6 (c) + 2 H2O -1729.86 -43.33 3.57 Van’t Hoff 

PuI3 (c) 1 Pu
3+

 + 3 I
-
 $ 1 PuI3 (c) -579 -27.18 0.93 Van’t Hoff 

PuN (c) 1 Pu
3+

 + 1 NH3 (aq) $ 1 PuN (c) + 3 H
+
 -273.72 -58.15 0.65 Van’t Hoff 

PuO1.61 (bcc) 0.78 Pu
3+

 + 0.22 Pu
4+

 + 1.61 H2O $ 1 PuO1.61 (bcc) + 3.22 H
+
 -834.77 -18.18 1.81 Van’t Hoff 

PuO2 (c) 1 Pu
4+

 + 2 H2O $ 1 PuO2 (c) + 4 H
+
 -998.11 8.03 0.18 Van’t Hoff 

PuO2 (hyd,aged) 1 Pu
4+

 + 2 H2O $ 1 PuO2 (hyd,aged) + 4 H
+
 -963.65 1.99 1.11 None 

PuO2(NO3)2·6H2O (c) 1 PuO2
2+

 + 2 NO3
-
 + 6 H2O $ 1 PuO2(NO3)2·6H2O (c) -2393.3 -2.36 0.75 None 

PuO2(OH)2·H2O (c) 1 PuO2
2+

 + 3 H2O $ 1 PuO2(OH)2·H2O (c) + 2 H
+
 -1442.38 -5.5 1.22 Van’t Hoff 

PuO2CO3 (s) 1 PuO2
2+

 + 1 HCO3
-
 $ 1 PuO2CO3 (s) + 1 H

+
 -1371.31 3.87 0.76 None 

PuO2OH (am) 1 PuO2
+
 + 1 H2O $ 1 PuO2OH (am) + 1 H

+
 -1061.25 -5 0.87 Van’t Hoff 

PuOBr (c) 1 Pu
3+

 + 1 Br
-
 + 1 H2O $ 1 PuOBr (c) + 2 H

+
 -838.35 -14.3 1.57 Van’t Hoff 

PuOCl (c) 1 Pu
3+

 + 1 Cl
-
 + 1 H2O $ 1 PuOCl (c) + 2 H

+
 -882.41 -11.38 0.58 Van’t Hoff 

PuOF (c) 1 Pu
3+

 + 1 F
-
 + 1 H2O $ 1 PuOF (c) + 2 H

+
 -1091.57 -1.06 3.57 Van’t Hoff 

PuOI (c) 1 Pu
3+

 + 1 I
-
 + 1 H2O $ 1 PuOI (c) + 2 H

+
 -776.63 -15.98 3.62 Van’t Hoff 

PuP (c) 1 Pu
3+

 + 1 HPO4
2-

 $ 1 PuP (c) + 1 H
+
 + 2 O2 (aq) -313.76 -244.21 3.72 Van’t Hoff 

PuPO4 (s,hyd) 1 Pu
3+

 + 1 HPO4
2-

 $ 1 PuPO4 (s,hyd) + 1 H
+
 -1744.89 12.25 1.08 None 

Rb (c) 1 Rb
+
 + 0.5 H2O $ 1 Rb (c) + 1 H

+
 + 0.25 O2 (aq) 0 -71.24 - Van’t Hoff 

Rb2UO4 (c) 2 Rb
+
 + 1 UO2

2+
 + 2 H2O $ 1 Rb2UO4 (c) + 4 H

+
 -1800.14 -34.11 0.57 Van’t Hoff 

S (c) 1 SO4
2-

 + 2 H
+
 $ 1 S (c) + 1 H2O + 1.5 O2 (aq) 0 -93.1 0.00 Van’t Hoff 

Se (c) 1 SeO3
2-

 + 2 H
+
 $ 1 Se (c) + 1 H2O + 1 O2 (aq) 0 -24.67 0.00 None 
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Mineral species Equilibrium equation 10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

Si (c) 1 Si(OH)4 (aq) $ 1 Si (c) + 2 H2O + 1 O2 (aq) 0 -148.88 - Van’t Hoff 

SiO2 (quar) 1 Si(OH)4 (aq) $ 1 SiO2 (quar) + 2 H2O -856.29 4 0.18 Van’t Hoff 

Sn (c) 1 Sn
2+

 + 1 H2O $ 1 Sn (c) + 2 H
+
 + 0.5 O2 (aq) 0 -47.82 - Van’t Hoff 

SnO (tetr) 1 Sn
2+

 + 1 H2O $ 1 SnO (tetr) + 2 H
+
 -251.91 -2.25 0.04 Van’t Hoff 

SnO2 (cass) 1 Sn
2+

 + 1 H2O + 0.5 O2 (aq) $ 1 SnO2 (cass) + 2 H
+
 -515.83 45.42 0.04 Van’t Hoff 

Sr (c) 1 Sr
2+

 + 1 H2O $ 1 Sr (c) + 2 H
+
 + 0.5 O2 (aq) 0 -141.76 0.00 Van't Hoff 

Sr(NO3)2 (c) 1 Sr
2+

 + 2 NO3
-
 $ 1 Sr(NO3)2 (c) -783.15 -0.4 0.18 Van't Hoff 

SrCl2 (c) 1 Sr
2+

 + 2 Cl
-
 $ 1 SrCl2 (c) -784.97 -7.24 0.13 Van't Hoff 

SrO (c) 1 Sr
2+

 + 1 H2O $ 1 SrO (c) + 2 H
+
 -559.94 -42.23 0.16 Van't Hoff 

SrUO4 (alpha) 1 Sr
2+

 + 1 UO2
2+

 + 2 H2O $ 1 SrUO4 (alpha) + 4 H
+
 -1881.36 -19.15 0.49 Van't Hoff 

Tc (c) 1 TcO4
-
 + 1 H

+
 $ 1 Tc (c) + 0.5 H2O + 1.75 O2 (aq) 0 -95.91 - Constant heat capacity 

Tc2O7 (c) 2 TcO4
-
 + 2 H

+
 $ 1 Tc2O7 (c) + 1 H2O -950.28 -15.31 2.73 Constant heat capacity 

Tc2O7·H2O (s) 2 TcO4
-
 + 2 H

+
 $ 1 Tc2O7·H2O (s) -1194.3 -14.11 2.72 Van't Hoff 

TcO2 (c) 1 TcO
2+

 + 1 H2O $ 1 TcO2 (c) + 2 H
+
 -401.85 8.39 - None 

TcO2.1
.
6H2O (s) 1 TcO

2+
 + 2.6 H2O $ 1 TcO2.1

.
6H2O (s) + 2 H

+
 -758.48 4.4 - None 

TlTcO4 (c) 1 Tl
+
 + 1 TcO4

-
 $ 1 TlTcO4 (c) -700.17 5.32 1.34 None 

U (c) 1 UO2
2+

 + 1 H2O $ 1 U (c) + 2 H
+
 + 1.5 O2 (aq) 0 -212.72 0.00 Constant heat capacity 

U(HPO4)2·4H2O (c) 1 U
4+

 + 2 HPO4
2-

 + 4 H2O $ 1 U(HPO4)2·4H2O (c) -3844.45 30.49 0.72 Van't Hoff 

U(OH)2SO4 (c) 1 U
4+

 + 1 SO4
2-

 + 2 H2O $ 1 U(OH)2SO4 (c) + 2 H
+
 -1766.22 3.17 0.67 None 

U(SO3)2 (c) 1 U
4+

 + 2 SO3
2-

 $ 1 U(SO3)2 (c) -1712.83 36.44 3.98 None 

U(SO4)2 (c) 1 U
4+

 + 2 SO4
2-

 $ 1 U(SO4)2 (c) -2084.52 11.68 2.48 Van't Hoff 

U(SO4)2·4H2O (c) 1 U
4+

 + 2 SO4
2-

 + 4 H2O $ 1 U(SO4)2·4H2O (c) -3033.31 11.72 2.03 Van't Hoff 

U(SO4)2·8H2O (c) 1 U
4+

 + 2 SO4
2-

 + 8 H2O $ 1 U(SO4)2·8H2O (c) -3987.9 12.77 2.95 Van't Hoff 

U2C3 (c) 2 U
3+

 + 3 HCO3
-
 $ 1 U2C3 (c) + 3 H

+
 + 4.5 O2 (aq) -189.32 -455.11 1.86 Van't Hoff 

U2F9 (c) 1 U
4+

 + 1 UO2
+
 + 9 F

-
 + 4 H

+
 $ 1 U2F9 (c) + 2 H2O -3812 45.85 3.01 Van't Hoff 

U2O2Cl5 (c) 1 U
4+

 + 1 UO2
+
 + 5 Cl

-
 $ 1 U2O2Cl5 (c) -2037.31 -19.21 0.96 Van't Hoff 

U2O3F6 (c) 2 UO2
2+

 + 6 F
-
 + 2 H

+
 $ 1 U2O3F6 (c) + 1 H2O -3372.73 2.74 2.59 Van't Hoff 

U2S3 (c) 2 U
3+

 + 3 HS
-
 $ 1 U2S3 (c) + 3 H

+
 -879.79 -6.38 11.81 Van't Hoff 

U2Se3 (c) 2 U
3+

 + 3 SeO3
2-

 $ 1 U2Se3 (c) + 4.5 O2 (aq) -721.19 -243.54 13.15 None 

U3As4 I 3 U
3+

 + 4 H2AsO3
-
 $ 1 U3As4 I + 5 H

+
 + 1.5 H2O + 5.25 O2 (aq) -725.39 -487.47 4.33 Van’t Hoff 

U3O5F8 I 3 UO2
2+

 + 8 F
-
 + 2 H

+
 $ 1 U3O5F8 I + 1 H2O -4890.13 3.05 1.71 Van’t Hoff 

U3O8 I 2 UO2
+
 + 1 UO2

2+
 + 2 H2O $ 1 U3O8 I + 4 H

+
 -3369.48 3.61 0.76 Van’t Hoff 



 

Appendix A Conversion of the OECD-NEA database to Chess format 

 251 

Mineral species Equilibrium equation 10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

U3P4 (c) 3 U
3+

 + 4 HPO4
2-

 $ 1 U3P4 (c) + 1 H
+
 + 1.5 H2O + 7.25 O2 (aq) -826.44 -832.13 4.66 Van’t Hoff 

U3S5 (c) 2 U
3+

 + 1 U
4+

 + 5 HS
-
 $ 1 U3S5 (c) + 5 H

+
 -1425.08 0.61 17.68 Van’t Hoff 

U3Se4 (c) 3 U
3+

 + 4 SeO3
2-

 + 0.5 H2O $ 1 U3Se4 (c) + 1 H
+
 + 6.25 O2 (aq) -988.76 -369.28 15.05 None 

U3Se5 (c) 3 U
3+

 + 5 SeO3
2-

 + 1 H
+
 $ 1 U3Se5 (c) + 0.5 H2O + 7.25 O2 (aq) -1130.61 -369.1 19.92 None 

U4F17 (c) 1 UO2
+
 + 3 U

4+
 + 17 F

-
 + 4 H

+
 $ 1 U4F17 (c) + 2 H2O -7464 105.43 5.35 Van’t Hoff 

U5O12Cl (c) 5 UO2
+
 + 1 Cl

-
 + 2 H2O $ 1 U5O12Cl (c) + 4 H

+
 -5517.95 18.81 2.66 Van’t Hoff 

UAs (c) 1 U
3+

 + 1 H2AsO3
-
 $ 1 UAs (c) + 2 H

+
 + 1.5 O2 (aq) -237.91 -148.94 1.60 Van’t Hoff 

UAs2 (c) 1 U
3+

 + 2 H2AsO3
-
 $ 1 UAs2 (c) + 1 H

+
 + 1.5 H2O + 2.25 O2 (aq) -252.79 -189.02 2.70 Van’t Hoff 

UBr2Cl (c) 1 U
3+

 + 2 Br
-
 + 1 Cl

-
 $ 1 UBr2Cl (c) -714.39 -17.69 1.74 Van’t Hoff 

UBr2Cl2 (c) 1 U
4+

 + 2 Br
-
 + 2 Cl

-
 $ 1 UBr2Cl2 (c) -850.9 -26.12 1.74 Van’t Hoff 

UBr3 (c) 1 U
3+

 + 3 Br
-
 $ 1 UBr3 (c) -673.2 -20.12 0.80 Van’t Hoff 

UBr3Cl (c) 1 U
4+

 + 1 Cl
-
 + 3 Br

-
 $ 1 UBr3Cl (c) -807.11 -29 1.74 Van’t Hoff 

UBr4 (c) 1 U
4+

 + 4 Br
-
 $ 1 UBr4 (c) -767.48 -31.15 0.69 Van’t Hoff 

UBr5 (c) 1 UO2
+
 + 5 Br

-
 + 4 H

+
 $ 1 UBr5 (c) + 2 H2O -769.31 -41.47 1.64 Van’t Hoff 

UBrCl2 (c) 1 U
3+

 + 1 Br
-
 + 2 Cl

-
 $ 1 UBrCl2 (c) -760.32 -14.44 1.74 Van’t Hoff 

UBrCl3 (c) 1 U
4+

 + 1 Br
-
 + 3 Cl

-
 $ 1 UBrCl3 (c) -893.5 -23.45 1.64 Van’t Hoff 

UC (c) 1 U
3+

 + 1 HCO3
-
 + 0.5 H2O $ 1 UC (c) + 2 H

+
 + 1.75 O2 (aq) -98.9 -194.75 0.61 Van’t Hoff 

UC1.94 (alpha) 1 U
3+

 + 1.94 HCO3
-
 $ 1 UC1.94 (alpha) + 1.06 H

+
 + 0.44 H2O + 2.69 O2 (aq) -87.4 -257.04 0.49 Van’t Hoff 

UCl2F2 (c) 1 U
4+

 + 2 Cl
-
 + 2 F

-
 $ 1 UCl2F2 (c) -1375.97 3.61 1.03 Van’t Hoff 

UCl2I2 (c) 1 U
4+

 + 2 Cl
-
 + 2 I

-
 $ 1 UCl2I2 (c) -723.36 -30.2 2.01 Van’t Hoff 

UCl3 (c) 1 U
3+

 + 3 Cl
-
 $ 1 UCl3 (c) -796.1 -12.97 0.47 Van’t Hoff 

UCl3F (c) 1 U
4+

 + 3 Cl
-
 + 1 F

-
 $ 1 UCl3F (c) -1146.57 -10.24 0.95 Van’t Hoff 

UCl3I (c) 1 U
4+

 + 3 Cl
-
 + 1 I

-
 $ 1 UCl3I (c) -829.88 -25.47 1.57 Van’t Hoff 

UCl4 (c) 1 U
4+

 + 4 Cl
-
 $ 1 UCl4 (c) -929.58 -21.93 0.54 Van’t Hoff 

UCl5 (c) 1 UO2
+
 + 5 Cl

-
 + 4 H

+
 $ 1 UCl5 (c) + 2 H2O -930.12 -37.27 0.75 Van’t Hoff 

UCl6 (c) 1 UO2
2+

 + 6 Cl
-
 + 4 H

+
 $ 1 UCl6 (c) + 2 H2O -937.21 -57.53 0.53 Van’t Hoff 

UClF3 (c) 1 U
4+

 + 1 Cl
-
 + 3 F

-
 $ 1 UClF3 (c) -1606.36 17.64 0.95 Van’t Hoff 

UClI3 (c) 1 U
4+

 + 1 Cl
-
 + 3 I

-
 $ 1 UClI3 (c) -615.79 -35.12 2.01 Van't Hoff 

UF3 (c) 1 U
3+

 + 3 F
-
 $ 1 UF3 (c) -1432.53 19.53 0.88 Van't Hoff 

UF4 (c) 1 U
4+

 + 4 F
-
 $ 1 UF4 (c) -1823.54 29.36 0.80 Van't Hoff 

UF4.2
.
5H2O (c) 1 U

4+
 + 4 F

-
 + 2.5 H2O $ 1 UF4.2

.
5H2O (c) -2440.28 33.55 1.13 Van't Hoff 

UF5 (alpha) 1 UO2
+
 + 5 F

-
 + 4 H

+
 $ 1 UF5 (alpha) + 2 H2O -1968.69 13.02 1.26 Van't Hoff 



 

Appendix A Conversion of the OECD-NEA database to Chess format 

 252 

Mineral species Equilibrium equation 10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

UF5 (beta) 1 UO2
+
 + 5 F

-
 + 4 H

+
 $ 1 UF5 (beta) + 2 H2O -1970.59 13.36 1.03 Van't Hoff 

UF6 (c) 1 UO2
2+

 + 6 F
-
 + 4 H

+
 $ 1 UF6 (c) + 2 H2O -2069.21 -17.2 0.32 Van't Hoff 

UH3 (beta) 1 U
3+

 + 3 H2O $ 1 UH3 (beta) + 3 H
+
 + 1.5 O2 (aq) -72.56 -199.7 0.32 Constant heat capacity 

UI3 (c) 1 U
3+

 + 3 I
-
 $ 1 UI3 (c) -466.62 -28.91 0.91 Van't Hoff 

UI4 (c) 1 U
4+

 + 4 I
-
 $ 1 UI4 (c) -513.17 -39.17 0.74 Van't Hoff 

UN (c) 1 U
3+

 + 1 NH3 (aq) $ 1 UN (c) + 3 H
+
 -265.08 -41.71 0.62 Van't Hoff 

UN1.59 (alpha) 1 UO2
+
 + 1.59 NH3 (aq) $ 1 UN1.59 (alpha) + 1 H

+
 + 1.885 H2O + 0.0575 O2 (aq) -338.2 -38.39 0.97 Van't Hoff 

UN1.73 (alpha) 1 UO2
+
 + 1.73 NH3 (aq) + 0.0475 O2 (aq) $ 1 UN1.73 (alpha) + 1 H

+
 + 2.095 H2O -353.75 -27.3 1.35 Van't Hoff 

UO2(AsO3)2 (c) 1 UO2
2+

 + 2 H2AsO4
-
 $ 1 UO2(AsO3)2 (c) + 2 H2O -1944.91 -6.97 2.10 Van't Hoff 

UO2 (c) 1 U
4+

 + 2 H2O $ 1 UO2 (c) + 4 H
+
 -1031.83 4.85 0.36 Constant heat capacity 

UO2(IO3)2 (c) 1 UO2
2+

 + 2 IO3
-
 $ 1 UO2(IO3)2 (c) -1250.21 7.88 0.50 Van't Hoff 

UO2(NO3)2 (c) 1 UO2
2+

 + 2 NO3
-
 $ 1 UO2(NO3)2 (c) -1106.09 -11.92 0.99 Van't Hoff 

UO2(NO3)2·2H2O (c) 1 UO2
2+

 + 2 NO3
-
 + 2 H2O $ 1 UO2(NO3)2·2H2O (c) -1620.5 -4.89 0.35 Van't Hoff 

UO2(NO3)2·3H2O (c) 1 UO2
2+

 + 2 NO3
-
 + 3 H2O $ 1 UO2(NO3)2·3H2O (c) -1864.69 -3.66 0.34 Van't Hoff 

UO2(NO3)2·6H2O (c) 1 UO2
2+

 + 2 NO3
-
 + 6 H2O $ 1 UO2(NO3)2·6H2O (c) -2584.21 -2.24 0.28 Van't Hoff 

UO2(NO3)2·H2O (c) 1 UO2
2+

 + 2 NO3
-
 + 1 H2O $ 1 UO2(NO3)2·H2O (c) -1362.97 -8.46 1.84 Van't Hoff 

UO2(OH)2 (beta) 1 UO2
2+

 + 2 H2O $ 1 UO2(OH)2 (beta) + 2 H
+
 -1398.68 -4.93 0.31 Constant heat capacity 

UO2.25 (beta) 0.5 U
4+

 + 0.5 UO2
+
 + 1.25 H2O $ 1 UO2.25 (beta) + 2.5 H

+
 -1069.08 4.77 0.37 Van’t Hoff 

UO2.25 (c) 0.5 U
4+

 + 0.5 UO2
+
 + 1.25 H2O $ 1 UO2.25 (c) + 2.5 H

+
 -1069.13 4.78 0.37 Van’t Hoff 

UO2.3333 (beta) 0.3334 U
4+

 + 0.6666 UO2
+
 + 1.0001 H2O $ 1 UO2.3333 (beta) + 2.0002 H

+
 -1080.57 4.58 0.34 Van’t Hoff 

UO2.6667 (c) 0.6666 UO2
+
 + 0.3334 UO2

2+
 + 0.6667 H2O $ 1 UO2.6667 (c) + 1.3334 H

+
 -1123.16 1.2 0.25 Van’t Hoff 

UO2Br2 (c) 1 UO2
2+

 + 2 Br
-
 $ 1 UO2Br2 (c) -1066.42 -16.44 0.32 Van’t Hoff 

UO2Br2·3H2O (c) 1 UO2
2+

 + 2 Br
-
 + 3 H2O $ 1 UO2Br2·3H2O (c) -1818.49 -9.32 0.98 Van’t Hoff 

UO2Br2·H2O (c) 1 UO2
2+

 + 2 Br
-
 + 1 H2O $ 1 UO2Br2·H2O (c) -1328.64 -12.04 0.44 Van’t Hoff 

UO2BrOH·2H2O (c) 1 UO2
2+

 + 1 Br
-
 + 3 H2O $ 1 UO2BrOH·2H2O (c) + 1 H

+
 -1744.16 -4.15 0.77 Van’t Hoff 

UO2Cl (c) 1 UO2
+
 + 1 Cl

-
 $ 1 UO2Cl (c) -1095.25 0.53 1.50 Van’t Hoff 

UO2Cl2 (c) 1 UO2
2+

 + 2 Cl
-
 $ 1 UO2Cl2 (c) -1145.84 -12.11 0.23 Van’t Hoff 

UO2Cl2·3H2O (c) 1 UO2
2+

 + 2 Cl
-
 + 3 H2O $ 1 UO2Cl2·3H2O (c) -1894.62 -5.57 0.53 Van’t Hoff 

UO2Cl2·H2O (c) 1 UO2
2+

 + 2 Cl
-
 + 1 H2O $ 1 UO2Cl2·H2O (c) -1405 -8.26 0.57 Van’t Hoff 

UO2ClOH·2H2O (c) 1 UO2
2+

 + 1 Cl
-
 + 3 H2O $ 1 UO2ClOH·2H2O (c) + 1 H

+
 -1782.22 -2.27 0.79 Van’t Hoff 

UO2CO3 (c) 1 UO2
2+

 + 1 HCO3
-
 $ 1 UO2CO3 (c) + 1 H

+
 -1563.16 4.16 0.32 Van’t Hoff 

UO2F2 (c) 1 UO2
2+

 + 2 F
-
 $ 1 UO2F2 (c) -1557.32 7.31 0.23 Van’t Hoff 
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Mineral species Equilibrium equation 10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

UO2F2·3H2O (c) 1 UO2
2+

 + 2 F
-
 + 3 H2O $ 1 UO2F2·3H2O (c) -2269.66 7.47 1.22 Van’t Hoff 

UO2FOH·2H2O (c) 1 UO2
2+

 + 1 F
-
 + 3 H2O $ 1 UO2FOH·2H2O (c) + 1 H

+
 -1961.03 2.72 1.47 Van’t Hoff 

UO2FOH·H2O (c) 1 UO2
2+

 + 1 F
-
 + 2 H2O $ 1 UO2FOH·H2O (c) + 1 H

+
 -1721.7 2.34 1.31 Van’t Hoff 

UO2HPO4·4H2O (c) 1 UO2
2+

 + 1 HPO4
2-

 + 4 H2O $ 1 UO2HPO4·4H2O (c) -3064.75 11.85 0.42 Van’t Hoff 

UO2SO3 (c) 1 UO2
2+

 + 1 SO3
2-

 $ 1 UO2SO3 (c) -1530.37 15.83 2.34 None 

UO2SO4 (c) 1 UO2
2+

 + 1 SO4
2-

 $ 1 UO2SO4 (c) -1685.78 -1.89 0.46 Van’t Hoff 

UO2SO4·2.5H2O (c) 1 UO2
2+

 + 1 SO4
2-

 + 2.5 H2O $ 1 UO2SO4·2.5H2O (c) -2298.48 1.59 0.32 Van’t Hoff 

UO2SO4·3.5H2O (c) 1 UO2
2+

 + 1 SO4
2-

 + 3.5 H2O $ 1 UO2SO4·3.5H2O (c) -2535.6 1.59 0.32 Van’t Hoff 

UO2SO4·3H2O (c) 1 UO2
2+

 + 1 SO4
2-

 + 3 H2O $ 1 UO2SO4·3H2O (c) -2416.56 1.5 0.32 Van’t Hoff 

UO3 (alpha) 1 UO2
2+

 + 1 H2O $ 1 UO3 (alpha) + 2 H
+
 -1140.42 -8.63 0.53 Constant heat capacity 

UO3 (beta) 1 UO2
2+

 + 1 H2O $ 1 UO3 (beta) + 2 H
+
 -1142.3 -8.3 0.23 Constant heat capacity 

UO3 (gamma) 1 UO2
2+

 + 1 H2O $ 1 UO3 (gamma) + 2 H
+
 -1145.74 -7.7 0.21 Constant heat capacity 

UO3·0.9H2O (alpha) 1 UO2
2+

 + 1.9 H2O $ 1 UO3·0.9H2O (alpha) + 2 H
+
 -1374.56 -5 0.43 Constant heat capacity 

UO3·2H2O (c) 1 UO2
2+

 + 3 H2O $ 1 UO3·2H2O (c) + 2 H
+
 -1636.51 -4.81 0.30 Constant heat capacity 

UOBr2 (c) 1 U
4+

 + 2 Br
-
 + 1 H2O $ 1 UOBr2 (c) + 2 H

+
 -929.65 -7.89 1.50 Van’t Hoff 

UOBr3 (c) 1 UO2
+
 + 3 Br

-
 + 2 H

+
 $ 1 UOBr3 (c) + 1 H2O -901.5 -23.46 3.75 Van’t Hoff 

UOCl (c) 1 U
3+

 + 1 Cl
-
 + 1 H2O $ 1 UOCl (c) + 2 H

+
 -785.65 -10.37 0.91 Van’t Hoff 

UOCl2 (c) 1 U
4+

 + 2 Cl
-
 + 1 H2O $ 1 UOCl2 (c) + 2 H

+
 -998.48 -5.42 0.57 Van't Hoff 

UOCl3 (c) 1 UO2
+
 + 3 Cl

-
 + 2 H

+
 $ 1 UOCl3 (c) + 1 H2O -1045.58 -12.61 1.50 Van't Hoff 

UOF2 (c) 1 U
4+

 + 2 F
-
 + 1 H2O $ 1 UOF2 (c) + 2 H

+
 -1434.13 18.23 1.17 Van't Hoff 

UOF2·H2O (c) 1 U
4+

 + 2 F
-
 + 2 H2O $ 1 UOF2·H2O (c) + 2 H

+
 -1674.47 18.8 0.79 Van't Hoff 

UOF4 (c) 1 UO2
2+

 + 4 F
-
 + 2 H

+
 $ 1 UOF4 (c) + 1 H2O -1816.26 -4.42 0.75 Van't Hoff 

UOFOH (c) 1 U
4+

 + 1 F
-
 + 2 H2O $ 1 UOFOH (c) + 3 H

+
 -1336.93 8.98 2.29 Van't Hoff 

UOFOH·0.5H2O (c) 1 U
4+

 + 1 F
-
 + 2.5 H2O $ 1 UOFOH·0.5H2O (c) + 3 H

+
 -1458.12 9.44 1.26 Van't Hoff 

UP (c) 1 U
3+

 + 1 HPO4
2-

 $ 1 UP (c) + 1 H
+
 + 2 O2 (aq) -265.92 -234.63 1.97 Van't Hoff 

UP2 (c) 1 U
3+

 + 2 HPO4
2-

 + 1 H
+
 $ 1 UP2 (c) + 1.5 H2O + 3.25 O2 (aq) -294.56 -362.88 2.65 Van't Hoff 

UP2O7 (c) 1 U
4+

 + 2 HPO4
2-

 $ 1 UP2O7 (c) + 1 H2O -2659.27 30.58 0.99 Van't Hoff 

UPO5 (c) 1 UO2
+
 + 1 HPO4

2-
 + 1 H

+
 $ 1 UPO5 (c) + 1 H2O -1924.71 18.37 0.93 Van't Hoff 

US (c) 1 U
3+

 + 1 HS
-
 + 0.5 H2O $ 1 US (c) + 2 H

+
 + 0.25 O2 (aq) -320.93 -46.59 2.26 Van't Hoff 

US1.90 (c) 0.2 U
3+

 + 0.8 U
4+

 + 1.9 HS
-
 $ 1 US1.90 (c) + 1.9 H

+
 -509.47 2.37 3.74 Van't Hoff 

US2 (c) 1 U
4+

 + 2 HS
-
 $ 1 US2 (c) + 2 H

+
 -519.24 2.43 1.62 Van't Hoff 

US3 (c) 1 UO2
2+

 + 3 HS
-
 + 1 H

+
 $ 1 US3 (c) + 2 H2O -537.25 16.77 2.47 Van't Hoff 
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Mineral species Equilibrium equation 10 mol kJ/ −∆ mf G log K log K 
uncertainty

Temperature dependency 
estimation 

USe (c) 1 U
3+

 + 1 SeO3
2-

 + 0.5 H2O $ 1 USe (c) + 1 H
+
 + 1.75 O2 (aq) -276.91 -124.1 2.58 None 

USe2 (alpha) 1 U
3+

 + 2 SeO3
2-

 + 1 H
+
 $ 1 USe2 (alpha) + 0.5 H2O + 2.75 O2 (aq) -427.07 -122.46 7.36 None 

USe2 (beta) 1 U
3+

 + 2 SeO3
2-

 + 1 H
+
 $ 1 USe2 (beta) + 0.5 H2O + 2.75 O2 (aq) -427.97 -122.3 7.40 None 

USe3 (c) 1 U
3+

 + 3 SeO3
2-

 + 3 H
+
 $ 1 USe3 (c) + 1.5 H2O + 3.75 O2 (aq) -452 -142.76 7.42 None 

USiO4 (c) 1 U
4+

 + 1 Si(OH)4 (aq) $ 1 USiO4 (c) + 4 H
+
 -1883.6 8.06 0.77 Van't Hoff 

Zn (c) 1 Zn
2+

 + 1 H2O $ 1 Zn (c) + 2 H
+
 + 0.5 O2 (aq) 0 -68.77 - Van't Hoff 

ZnO (c) 1 Zn
2+

 + 1 H2O $ 1 ZnO (c) + 2 H
+ 

-320.48 -11.19 0.05 Van't Hoff 
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Species Equilibrium equation 

1

0

molkJ

/

−
∆ mf G

 
log K log K uncertainty Reference 

H2Cit
-
 1 Cit3

-
 + 2 H

+
 $ 1 H2Cit

-
 -63.21 11.07 0.15 Appendix C 

H2EDTA
2-

 1 EDTA
4-

 + 2 H
+
 $ 1 H2EDTA

2-
 -100.67 17.64 0.28 Appendix C 

H2SO4(aq) 2 H
+
 + 1 SO4

2-
 $ 1 H2SO4(aq) -731.7 -2.16 - Appendix C 

H3Cit(aq) 1 Cit
3-

 + 3 H
+
 $ 1 H3Cit(aq) -81.14 14.21 0.14 Appendix C 

H3EDTA
-
 1 EDTA

4-
 + 3 H

+
 $ 1 H3EDTA

-
 -118.24 20.71 0.38 Appendix C 

H4EDTA(aq) 1 EDTA
4-

 + 4 H
+
 $ 1 H4EDTA(aq) -131.21 22.99 0.26 Appendix C 

H5EDTA
+
 1 EDTA

4-
 + 5 H

+
 $ 1 H5EDTA

+
 -139.04 24.36 0.94 Appendix C 

H6EDTA
2+

 1 EDTA
4-

 + 6 H
+
 $ 1 H6EDTA

2+
 -141.4 24.77 - Appendix C 

HCit
2-

 1 Cit
3-

 + 1 H
+
 $ 1 HCit

2-
 -36.11 6.33 0.46 Appendix C 

HCl(aq) 1 H
+
 + 1 Cl

-
 $ 1 HCl(aq) -95.97 -6.18 1.35 Appendix C 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 -62.18 10.89 0.58 Appendix C 

HNO3(aq) 1 H
+
 + 1 NO3

-
 $ 1 HNO3(aq) -101.32 -1.66 1.1 Appendix C 

      

Na2Cit
-
 2 Na

+
 + 1 Cit

3-
 $ 1 Na2Cit

-
 -538.00 2.47 0.37 Appendix C 

Na2EDTA
2-

 2 Na
+
 + 1 EDTA

4-
 $ 1 Na2EDTA

2-
 -545.75 3.83 - [1] 

Na2HCit(aq) 2 Na
+
 + 1 Cit

3-
 + 1 H

+
 $ 1 Na2HCit(aq) -563.86 7.00 - [2] 

Na2HPO4(aq) 2 Na
+
 + 1 HPO4

2-
 $ 1 Na2HPO4(aq) -1625.43 0.97 - Appendix C 

Na2PO4
-
 2 Na

+
 + 1 HPO4

2-
 $ 1 Na2PO4

-
 + 1 H

+
 -1564.18 -9.76 - Appendix C 

Na2SO4(aq) 2 Na
+
 + 1 SO4

2-
 $ 1 Na2SO4(aq) -1272.53 0.81 - [3] 

NaCit
2-

 1 Na
+
 + 1 Cit

3-
 $ 1 NaCit

2-
 -270.38 1.48 0.30 Appendix C 

NaCl(aq) 1 Na
+
 + 1 Cl

-
 $ 1 NaCl(aq) -389.19 -0.70 0.95 Appendix C 

NaCO3
-
 1 Na

+
 + 1 HCO3

-
 $ 1 NaCO3

-
 + 1 H

+
 -795.44 -9.35 1.14 Appendix C 

NaEDTA
3-

 1 Na
+
 + 1 EDTA

4-
 $ 1 NaEDTA

3-
 -277.54 2.73 0.60 Appendix C 

NaH2Cit(aq) 1 Na
+
 + 1 Cit

3-
 + 2 H

+
 $ 1 NaH2Cit(aq) -328.05 11.58 - Appendix C 

NaH2EDTA
-
 1 Na

+
 + 1 EDTA

4-
 + 2 H

+
 $ 1 NaH2EDTA

-
 -379.57 20.61 - [4] 

NaH2PO4(aq) 1 Na
+
 + 1 HPO4

2-
 + 1 H

+
 $ 1 NaH2PO4(aq) -1399.92 7.35 0.98 Appendix C 

NaHCit
-
 1 Na

+
 + 1 Cit

3-
 + 1 H

+
 $ 1 NaHCit

-
 -303.84 7.34 0.81 Appendix C 

NaHCO3(aq) 1 Na
+
 + 1 HCO3

-
 $ 1 NaHCO3(aq) -848.72 -0.01 0.60 Appendix C 

NaHEDTA
2-

 1 Na
+
 + 1 EDTA

4-
 + 1 H

+
 $ 1 NaHEDTA

2-
 -332.56 12.37 3.36 Appendix C 

NaHPO4
-
 1 Na

+
 + 1 HPO4

2-
 $ 1 NaHPO4

-
 -1363.49 0.97 0.33 Appendix C 

NaHSO4(aq) 1 Na
+
 + 1 SO4

2-
 + 1 H

+
 $ 1 NaHSO4(aq) -1013.32 1.29 - [5] 

NaKCit
-
 1 Na

+
 + 1 Cit

3-
 + 1 K

+
 $ 1 NaKCit

-
 -558.56 2.47 - [2] 

NaKHCit(aq) 1 Na
+
 + 1 Cit

3-
 + 1 K

+
 + 1 H

+
 $ 1 NaKHCit(aq) -586.13 7.30 - [2] 

NaKPO4
-
 1 K

+
 + 1 Na

+
 + 1 HPO4

2-
 $ 1 NaKPO4

-
 + 1 H

+
 -1585.65 -9.60 - [6] 
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Species Equilibrium equation 

1

0

molkJ

/

−
∆ mf G

 
log K log K uncertainty Reference 

NaNO3(aq) 1 Na
+
 + 1 NO3

-
 $ 1 NaNO3(aq) -368.48 -0.75 0.81 Appendix C 

NaOH(aq) 1 Na
+
 + 1 H2O $ 1 NaOH(aq) + 1 H

+
 -416.79 -14.42 0.89 Appendix C 

NaPO4
2-

 1 Na
+
 + 1 HPO4

2-
 $ 1 NaPO4

2-
 + 1 H

+
 -1295.61 -10.92 - Appendix C 

NaSO4
-
 1 Na

+
 + 1 SO4

2-
 $ 1 NaSO4

-
 -1010.61 0.81 0.33 Appendix C 

      
K2Cit

-
 2 K

+
 + 1 Cit

3-
 $ 1 K2Cit

-
 -576.74 2.05 0.46 Appendix C 

K2HCit(aq) 2 K
+
 + 1 Cit

3-
 + 1 H

+
 $ 1 K2HCit(aq) -604.98 7.00 - [2] 

K2HPO4(aq) 2 K
+
 + 1 HPO4

2-
 $ 1 K2HPO4(aq) -1667.24 1.09 0.02 Appendix C 

K2PO4
-
 2 K

+
 + 1 HPO4

2-
 $ 1 K2PO4

-
 + 1 H

+
 -1603.11 -10.14 0.05 Appendix C 

K2SO4(aq) 2 K
+
 + 1 SO4

2-
 $ 1 K2SO4(aq) -1314.50 0.96 - [7] 

KCit
2-

 1 K
+
 + 1 Cit

3-
 $ 1 KCit

2-
 -290.08 1.33 0.38 Appendix C 

KCl(aq) 1 K
+
 + 1 Cl

-
 $ 1 KCl(aq) -411.11 -0.46 0.66 Appendix C 

KEDTA
3-

 1 K
+
 + 1 EDTA

4-
 $ 1 KEDTA

3-
 -292.71 1.79 1.01 Appendix C 

KH2Cit(aq) 1 K
+
 + 1 Cit

3-
 + 2 H

+
 $ 1 KH2Cit(aq) -346.53 11.22 - Appendix C 

KH2EDTA
-
 1 K

+
 + 1 EDTA

4-
 + 2 H

+
 $ 1 KH2EDTA

-
 -382.73 17.56 9.57 Appendix C 

KH2PO4(aq) 1 K
+
 + 1 HPO4

2-
 + 1 H

+
 $ 1 KH2PO4(aq) -1421.10 7.46 0.18 Appendix C 

KHCit
-
 1 K

+
 + 1 Cit

3-
 + 1 H

+
 $ 1 KHCit

-
 -322.47 7.00 1.01 Appendix C 

KHEDTA
2-

 1 K
+
 + 1 EDTA

4-
 + 1 H

+
 $ 1 KHEDTA

2-
 -350.79 11.96 - Appendix C 

KHPO4
-
 1 K

+
 + 1 HPO4

2-
 $ 1 KHPO4

-
 -1383.35 0.85 0.15 Appendix C 

KHSO4(aq) 1 K
+
 + 1 H

+
 + 1 SO4

2-
 $ 1 KHSO4(aq) -1019.07 -1.30 - [8] 

KOH(aq) 1 K
+
 + 1 H2O $ 1 KOH(aq) + 1 H

+
 -437.52 -14.39 - [9] 

KPO4
2-

 1 K
+
 + 1 HPO4

2-
 $ 1 KPO4

2-
 + 1 H

+
 -1315.93 -10.96 0.15 Appendix C 

KSO4
-
 1 K

+
 + 1 SO4

2-
 $ 1 KSO4

-
 -1031.57 0.89 0.25 Appendix C 

NaKCit
-
 1 Na

+
 + 1 Cit

3-
 + 1 K

+
 $ 1 NaKCit

-
 -558.56 2.47 - [2] 

NaKHCit(aq) 1 Na
+
 + 1 Cit

3-
 + 1 K

+
 + 1 H

+
 $ 1 NaKHCit(aq) -586.13 7.30 - [2] 

NaKPO4
-
 1 K

+
 + 1 Na

+
 + 1 HPO4

2-
 $ 1 NaKPO4

-
 + 1 H

+
 -1585.65 -9.60 - [6] 

      

Mg(Cit)2
4-

 1 Mg
2+

 + 2 Cit
3-

 $ 1 Mg(Cit)2
4-

 -488.82 5.86 - [10] 

Mg(H2PO4)2(aq) 1 Mg
2+

 + 2 HPO4
2-

 + 2 H
+
 $ 1 Mg(H2PO4)2(aq) -2738.41 15.95 - [11] 

Mg(HPO4)(H2PO4)
-
 1 Mg

2+
 + 2 HPO4

2-
 + 1 H

+
 $ 1 Mg(HPO4)(H2PO4)

-
 -2708.55 10.72 - [11] 

Mg(HPO4)2
2-

 1 Mg
2+

 + 2 HPO4
2-

 $ 1 Mg(HPO4)2
2-

 -2664.7 3.04 - [12] 

Mg(OH)2Cit
3-

 1 Mg
2+

 + 1 Cit
3-

 + 2 H2O $ 1 Mg(OH)2Cit
3-

 + 2 H
+
 -825.6 -18.23 - [10] 

Mg2(OH)2(Cit)2
4-

 2 Mg
2+

 + 2 Cit
3-

 + 2 H2O $ 1 Mg2(OH)2(Cit)2
4-

 + 2 H
+
 -1318.42 -11.67 - [10] 
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1

0
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/

−
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log K log K uncertainty Reference 

MgCit
-
 1 Mg

2+
 + 1 Cit

3-
 $ 1 MgCit

-
 -482.92 4.83 0.31 Appendix C 

MgCl
+
 1 Mg

2+
 + 1 Cl

-
 $ 1 MgCl

+
 -588.36 0.31 1.06 Appendix C 

MgCO3(aq) 1 Mg
2+

 + 1 HCO3
-
 $ 1 MgCO3(aq) + 1 H

+
 -1000.76 -7.26 0.46 Appendix C 

MgEDTA
2-

 1 Mg
2+

 + 1 EDTA
4-

 $ 1 MgEDTA
2-

 -513.59 10.2 1.8 Appendix C 

MgH(Cit)2
3-

 1 Mg
2+

 + 2 Cit
3-

 + 1 H
+
 $ 1 MgH(Cit)2

3-
 -524.5 12.11 - [10] 

MgH2Cit
+
 1 Mg

2+
 + 1 Cit

3-
 + 2 H

+
 $ 1 MgH2Cit

+
 -526.58 12.48 0.71 Appendix C 

MgH2PO4
+
 1 Mg

2+
 + 1 HPO4

2-
 + 1 H

+
 $ 1 MgH2PO4

+
 -1600.5 8.61 1.93 Appendix C 

MgHCit(aq) 1 Mg
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 MgHCit(aq) -506.86 9.02 0.3 Appendix C 

MgHCO3
+
 1 Mg

2+
 + 1 HCO3

-
 $ 1 MgHCO3

+
 -1048.4 1.08 0.26 Appendix C 

MgHEDTA
-
 1 Mg

2+
 + 1 EDTA

4-
 + 1 H

+
 $ 1 MgHEDTA

-
 -541.73 15.13 2.05 Appendix C 

MgHPO4(aq) 1 Mg
2+

 + 1 HPO4
2-

 $ 1 MgHPO4(aq) -1567.69 2.86 0.4 Appendix C 

MgOH
+
 1 Mg

2+
 + 1 H2O $ 1 MgOH

+
 + 1 H

+
 -625.28 -11.78 0.89 Appendix C 

MgPO4
-
 1 Mg

2+
 + 1 HPO4

2-
 $ 1 MgPO4

-
 + 1 H

+
 -1508.75 -7.47 4.29 Appendix C 

MgSO4(aq) 1 Mg
2+

 + 1 SO4
2-

 $ 1 MgSO4(aq) -1212.33 2.27 0.2 Appendix C 

      

Ca(Cit)2
4-

 1 Ca
2+

 + 2 Cit
3-

 $ 1 Ca(Cit)2
4-

 -585.86 5.79 - Appendix C 

Ca(H2PO4)(HPO4)
-
 1 Ca

2+
 + 2 HPO4

2-
 + 1 H

+
 $ 1 Ca(H2PO4)(HPO4)

-
 -2804.10 10.39 - [13] 

Ca(H2PO4)2(aq) 1 Ca
2+

 + 2 HPO4
2-

 + 2 H
+
 $ 1 Ca(H2PO4)2(aq) -2834.87 15.78 - [13] 

Ca(HCit)2
2-

 1 Ca
2+

 + 2 Cit
3-

 + 2 H
+
 $ 1 Ca(HCit)2

2-
 -661.17 18.99 - Appendix C 

Ca(HPO4)2
2-

 1 Ca
2+

 + 2 HPO4
2-

 $ 1 Ca(HPO4)2
2-

 -2762.13 3.04 - [12] 

Ca(NO3)2(aq) 1 Ca
2+

 + 2 NO3
-
 $ 1 Ca(NO3)2(aq) -775.66 0.22 - [14] 

Ca(OH)2(aq) 1 Ca
2+

 + 2 H2O $ 1 Ca(OH)2(aq) + 2 H
+
 -878.61 -26.01 - [15] 

Ca(OH)2(Cit)2
6-

 1 Ca
2+

 + 2 Cit
3-

 + 2 H2O $ 1 Ca(OH)2(Cit)2
6-

 + 2 H
+
 -963.50 -11.14 - [10] 

Ca(PO4)2
4-

 1 Ca
2+

 + 2 HPO4
2-

 $ 1 Ca(PO4)2
4-

 + 2 H
+
 -2636.08 -19.04 - [16] 

Ca2EDTA(aq) 2 Ca
2+

 + 1 EDTA
4-

 $ 1 Ca2EDTA(aq) -1188.94 14.60 - Appendix C 

Ca2UO2(CO3)3(aq) 2 Ca
2+

 + 1 UO2
2+

 + 3 HCO3
-
 $ 1 Ca2UO2(CO3)3(aq) + 3 H

+
 -3812.11 -1.15 1.42 [17] 

Ca3EDTA
2+

 3 Ca
2+

 + 1 EDTA
4-

 $ 1 Ca3EDTA
2+

 -1739.46 14.20 - [18] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 -580.04 4.77 0.24 Appendix C 

CaCitHPO4
3-

 1 Ca
2+

 + 1 Cit
3-

 + 1 HPO4
2-

 $ 1 CaCitHPO4
3-

 -1714.89 11.58 - [19] 

CaCl
+
 1 Ca

2+
 + 1 Cl

-
 $ 1 CaCl

+
 -684.69 0.12 1.53 Appendix C 

CaCl2(aq) 1 Ca
2+

 + 2 Cl
-
 $ 1 CaCl2(aq) -812.24 -0.53 - [8] 

CaCO3(aq) 1 Ca
2+

 + 1 HCO3
-
 $ 1 CaCO3(aq) + 1 H

+
 -1100.72 -6.82 1.27 Appendix C 

CaEDTA
2-

 1 Ca
2+

 + 1 EDTA
4-

 $ 1 CaEDTA
2-

 -622.62 12.23 1.12 Appendix C 
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/
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log K log K uncertainty Reference 

CaH(Cit)2
3-

 1 Ca
2+

 + 2 Cit
3-

 + 1 H
+
 $ 1 CaH(Cit)2

3-
 -621.93 12.11 - [10] 

CaH2Cit
+
 1 Ca

2+
 + 1 Cit

3-
 + 2 H

+
 $ 1 CaH2Cit

+
 -624.94 12.64 0.18 Appendix C 

CaH2PO4
+
 1 Ca

2+
 + 1 HPO4

2-
 + 1 H

+
 $ 1 CaH2PO4

+
 -1696.76 8.40 1.26 Appendix C 

CaHCit(aq) 1 Ca
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 CaHCit(aq) -606.38 9.39 0.42 Appendix C 

CaHCO3
+
 1 Ca

2+
 + 1 HCO3

-
 $ 1 CaHCO3

+
 -1146.24 1.15 0.27 Appendix C 

CaHEDTA
-
 1 Ca

2+
 + 1 EDTA

4-
 + 1 H

+
 $ 1 CaHEDTA

-
 -641.67 15.57 0.62 Appendix C 

CaHPO4(aq) 1 Ca
2+

 + 1 HPO4
2-

 $ 1 CaHPO4(aq) -1663.78 2.62 0.30 Appendix C 

CaNO3
+
 1 Ca

2+
 + 1 NO3

-
 $ 1 CaNO3

+
 -666.70 0.54 0.39 Appendix C 

CaOH
+
 1 Ca

2+
 + 1 H2O $ 1 CaOH

+
 + 1 H

+
 -717.29 -12.73 0.27 Appendix C 

CaOHCit
2-

 1 Ca
2+

 + 1 Cit
3-

 + 1 H2O $ 1 CaOHCit
2-

 + 1 H
+
 -747.54 -7.43 - [10] 

CaPO4
-
 1 Ca

2+
 + 1 HPO4

2-
 $ 1 CaPO4

-
 + 1 H

+
 -1606.42 -7.42 1.05 Appendix C 

CaSO4(aq) 1 Ca
2+

 + 1 SO4
2-

 $ 1 CaSO4(aq) -1310.04 2.32 0.24 Appendix C 

CaUO2(CO3)3
2-

 1 Ca
2+

 + 1 UO2
2+

 + 3 HCO3
-
 $ 1 CaUO2(CO3)3

2-
 + 3 H

+
 -3234.04 -5.58 0.28 [17] 

(UO2)2(Cit)2
2-

 2 UO2
2+

 + 2 Cit
3-

 $ 1 (UO2)2(Cit)2
2-

 -2023.21 20.69 2.75 Appendix C 

(UO2)2(OH)2(SO4)2
2-

 2 UO2
2+

 + 2 H2O + 2 SO4
2-

 $ 1 (UO2)2(OH)2(SO4)2
2-

 + 2 H
+
 -3863.43 -0.69 - [20] 

(UO2)2(OH)2
2+

 2 UO2
2+

 + 2 H2O $ 1 (UO2)2(OH)2
2+

 + 2 H
+
 -2346.82 -5.70 0.57 Appendix C 

(UO2)2EDTA(aq) 2 UO2
2+

 + 1 EDTA
4-

 $ 1 (UO2)2EDTA(aq) -2018.96 19.95 3.38 Appendix C 

(UO2)3(OH)10
4-

 3 UO2
2+

 + 10 H2O $ 1 (UO2)3(OH)10
4-

 + 10 H
+
 -4872.87 -62.40 0.30 [21] 

(UO2)3(OH)4(SO4)4
6-

 3 UO2
2+

 + 4 H2O + 4 SO4
2-

 $ 1 (UO2)3(OH)4(SO4)4
6-

 + 4 H
+
 -6748.00 -6.00 - [20] 

(UO2)3(OH)5
+
 3 UO2

2+
 + 5 H2O $ 1 (UO2)3(OH)5

+
 + 5 H

+
 -3954.36 -15.59 0.78 Appendix C 

(UO2)3(OH)7
-
 3 UO2

2+
 + 7 H2O $ 1 (UO2)3(OH)7

-
 + 7 H

+
 -4345.35 -30.18 5.94 Appendix C 

(UO2)3(OH)8
2-

 3 UO2
2+

 + 8 H2O $ 1 (UO2)3(OH)8
2-

 + 8 H
+
 -4539.87 -37.65 0.14 [21] 

(UO2)4(OH)7(SO4)4
7-

 4 UO2
2+

 + 7 H2O + 4 SO4
2-

 $ 1 (UO2)4(OH)7(SO4)4
7-

 + 7 H
+
 -8337.70 -19.01 - [20] 

Ca2UO2(CO3)3(aq) 2 Ca
2+

 + 1 UO2
2+

 + 3 HCO3
-
 $ 1 Ca2UO2(CO3)3(aq) + 3 H

+
 -3812.11 -1.15 1.42 [17] 

CaUO2(CO3)3
2-

 1 Ca
2+

 + 1 UO2
2+

 + 3 HCO3
-
 $ 1 CaUO2(CO3)3

2-
 + 3 H

+
 -3234.04 -5.58 0.28 [17] 

UO2(Cit)2
4-

 1 UO2
2+

 + 2 Cit
3-

 $ 1 UO2(Cit)2
4-

 -1023.09 12.36 - [22] 

UO2(H2PO4)2(aq) 1 UO2
2+

 + 2 HPO4
2-

 + 2 H
+
 $ 1 UO2(H2PO4)2(aq) -3259.82 20.20 1.72 Appendix C 

UO2(OH)2(aq) 1 UO2
2+

 + 2 H2O $ 1 UO2(OH)2(aq) + 2 H
+
 -1359.79 -11.75 0.91 Appendix C 

UO2(OH)3
-
 1 UO2

2+
 + 3 H2O $ 1 UO2(OH)3

-
 + 3 H

+
 -1552.10 -19.60 0.91 Appendix C 

UO2(OH)4
2-

 1 UO2
2+

 + 4 H2O $ 1 UO2(OH)4
2-

 + 4 H
+
 -1705.72 -34.23 3.26 Appendix C 

UO2(OH)HEDTA
2-

 1 UO2
2+

 + 1 EDTA
4-

 + 1 H2O $ 1 UO2(OH)HEDTA
2-

 -1264.63 13.13 2.09 Appendix C 

UO2(SO4)3
4-

 1 UO2
2+

 + 3 SO4
2-

 $ 1 UO2(SO4)3
4-

 -3199.51 2.62 - [23] 

UO2Cit
-
 1 UO2

2+
 + 1 Cit

3-
 $ 1 UO2Cit

-
 -1003.88 8.99 1.67 Appendix C 
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Species Equilibrium equation 

1

0

molkJ

/

−
∆ mf G

 
log K log K uncertainty Reference 

UO2EDTA
2-

 1 UO2
2+

 + 1 EDTA
4-

 $ 1 UO2EDTA
2-

 -1025.43 12.77 1.58 Appendix C 

UO2H2Cit
+
 1 UO2

2+
 + 1 Cit

3-
 + 2 H

+
 $ 1 UO2H2Cit

+
 -1030.20 13.60 - Appendix C 

UO2H2PO4
+
 1 UO2

2+
 + 1 HPO4

2-
 + 1 H

+
 $ 1 UO2H2PO4

+
 -2108.07 10.43 0.66 Appendix C 

UO2HCit(aq) 1 UO2
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 UO2HCit(aq) -1017.15 11.32 - Appendix C 

UO2HEDTA
-
 1 UO2

2+
 + 1 EDTA

4-
 + 1 H

+
 $ 1 UO2HEDTA

-
 -1064.27 19.57 1.17 Appendix C 

UO2HPO4(aq) 1 UO2
2+

 + 1 HPO4
2-

 $ 1 UO2HPO4(aq) -2090.23 7.30 0.47 Appendix C 

UO2OH
+
 1 UO2

2+
 + 1 H2O $ 1 UO2OH

+
 + 1 H

+
 -1159.09 -5.36 0.43 Appendix C 

      

Fe
3+

 1 Fe
2+

 + 1 H
+
 + 0.25 O2(aq) $ 1 Fe

3+
 + 0.5 H2O -17.25 8.47 0.09 [9] 

Fe(Cit)2
3-

 1 Fe
3+

 + 2 Cit
3-

 $ 1 Fe(Cit)2
3-

 -126.33 19.11 3.22 Appendix C 

Fe(Cit)2
4-

 1 Fe
2+

 + 2 Cit
3-

 $ 1 Fe(Cit)2
4-

 -129.98 6.73 - [12] 

Fe(CO3)2
-
 1 Fe

3+
 + 2 HCO3

-
 $ 1 Fe(CO3)2

-
 + 2 H

+
 -1126.92 -11.22 - [24] 

Fe(CO3)2
2-

 1 Fe
2+

 + 2 HCO3
-
 $ 1 Fe(CO3)2

2-
 + 2 H

+
 -1188.26 -13.49 - [24] 

Fe(EDTA)2
5-

 1 Fe
3+

 + 2 EDTA
4-

 $ 1 Fe(EDTA)2
5-

 -137.46 21.06 - [25] 

Fe(H2PO4)(H3PO4)
2+

 1 Fe
3+

 + 2 HPO4
2-

 + 3 H
+
 $ 1 Fe(H2PO4)(H3PO4)

2+
 -2330.54 21.25 - [26] 

Fe(H2PO4)2(aq) 1 Fe
2+

 + 2 HPO4
2-

 + 2 H
+
 $ 1 Fe(H2PO4)2(aq) -2380.45 16.98 - Appendix C 

Fe(H2PO4)2(H3PO4)
+
 1 Fe

3+
 + 3 HPO4

2-
 + 4 H

+
 $ 1 Fe(H2PO4)2(H3PO4)

+
 -3488.64 32.13 - [26] 

Fe(H2PO4)2
+
 1 Fe

3+
 + 2 HPO4

2-
 + 2 H

+
 $ 1 Fe(H2PO4)2

+
 -2333.96 21.85 - [26] 

Fe(H2PO4)3(aq) 1 Fe
3+

 + 3 HPO4
2-

 + 3 H
+
 $ 1 Fe(H2PO4)3(aq) -3484.75 31.45 - [26] 

Fe(HCit)2
-
 1 Fe

3+
 + 2 Cit

3-
 + 2 H

+
 $ 1 Fe(HCit)2

-
 -167.77 26.37 - Appendix C 

Fe(HPO4)(H2PO4)(aq) 1 Fe
3+

 + 2 HPO4
2-

 + 1 H
+
 $ 1 Fe(HPO4)(H2PO4)(aq) -2317.97 19.05 - [26] 

Fe(HPO4)(H2PO4)
-
 1 Fe

2+
 + 2 HPO4

2-
 + 1 H

+
 $ 1 Fe(HPO4)(H2PO4)

-
 -2349.71 11.59 - [27] 

Fe(HPO4)2
-
 1 Fe

3+
 + 2 HPO4

2-
 $ 1 Fe(HPO4)2

-
 -2247.46 6.70 - [12] 

Fe(HPO4)2
2-

 1 Fe
2+

 + 2 HPO4
2-

 $ 1 Fe(HPO4)2
2-

 -2304.82 3.73 - [12] 

Fe(HPO4)Cit
2-

 1 Fe
3+

 + 1 HPO4
2-

 + 1 Cit
3-

 $ 1 Fe(HPO4)Cit
2-

 -1235.36 21.40 - [28] 

Fe(OH)(HPO4)2
2-

 1 Fe
3+

 + 2 HPO4
2-

 + 1 H2O $ 1 Fe(OH)(HPO4)2
2-

 + 1 H
+
 -2509.99 11.15 - [29] 

Fe(OH)2(aq) 1 Fe
2+

 + 2 H2O $ 1 Fe(OH)2(aq) + 2 H
+
 -448.73 -20.52 0.45 Appendix C 

Fe(OH)2
+
 1 Fe

3+
 + 2 H2O $ 1 Fe(OH)2

+
 + 2 H

+
 -458.89 -5.72 1.30 Appendix C 

Fe(OH)2Cit
2-

 1 Fe
3+

 + 2 H2O + 1 Cit
3-

 $ 1 Fe(OH)2Cit
2-

 + 2 H
+
 -508.59 2.99 - Appendix C 

Fe(OH)2EDTA
3-

 1 Fe
3+

 + 1 EDTA
4-

 + 2 H2O $ 1 Fe(OH)2EDTA
3-

 + 2 H
+
 -547.90 9.88 0.40 Appendix C 

Fe(OH)2EDTA
4-

 1 Fe
2+

 + 1 EDTA
4-

 + 2 H2O $ 1 Fe(OH)2EDTA
4-

 + 2 H
+
 -542.36 -4.12 - Appendix C 
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Species Equilibrium equation 

1

0

molkJ

/

−
∆ mf G

 
log K log K uncertainty Reference 

Fe(OH)2SO4
-
 1 Fe

3+
 + 2 H2O + 1 SO4

2-
 $ 1 Fe(OH)2SO4

-
 + 2 H

+
 -1207.56 -4.90 - [30] 

Fe(OH)3(aq) 1 Fe
3+

 + 3 H2O $ 1 Fe(OH)3(aq) + 3 H
+
 -657.69 -12.43 1.99 Appendix C 

Fe(OH)3
-
 1 Fe

2+
 + 3 H2O $ 1 Fe(OH)3

-
 + 3 H

+
 -623.01 -31.53 9.70 Appendix C 

Fe(OH)3EDTA
4-

 1 Fe
3+

 + 1 EDTA
4-

 + 3 H2O $ 1 Fe(OH)3EDTA
4-

 + 3 H
+
 -711.22 -3.06 - [31] 

Fe(OH)4
-
 1 Fe

3+
 + 4 H2O $ 1 Fe(OH)4

-
 + 4 H

+
 -840.50 -21.95 2.25 Appendix C 

Fe(OH)4
2-

 1 Fe
2+

 + 4 H2O $ 1 Fe(OH)4
2-

 + 4 H
+
 -778.54 -45.83 2.49 Appendix C 

Fe(OH)CO3(aq) 1 Fe
3+

 + 1 H2O + 1 HCO3
-
 $ 1 Fe(OH)CO3(aq) + 2 H

+
 -803.09 -6.68 - [24] 

Fe(OH)EDTA
2-

 1 Fe
3+

 + 1 EDTA
4-

 + 1 H2O $ 1 Fe(OH)EDTA
2-

 + 1 H
+
 -367.55 19.82 3.20 Appendix C 

Fe(OH)EDTA
3-

 1 Fe
2+

 + 1 EDTA
4-

 + 1 H2O $ 1 Fe(OH)EDTA
3-

 + 1 H
+
 -365.74 6.49 0.43 Appendix C 

Fe(OH)PO4
-
 1 Fe

3+
 + 1 H2O + 1 HPO4

2-
 $ 1 Fe(OH)PO4

-
 + 2 H

+
 -1371.74 3.74 - [29] 

Fe(OH)SO4(aq) 1 Fe
3+

 + 1 H2O + 1 SO4
2-

 $ 1 Fe(OH)SO4(aq) + 1 H
+
 -999.02 0.11 - [30] 

Fe(PO4)2
3-

 1 Fe
3+

 + 2 HPO4
2-

 $ 1 Fe(PO4)2
3-

 + 2 H
+
 -2267.27 10.17 - [29] 

Fe(SO4)2
-
 1 Fe

3+
 + 2 SO4

2-
 $ 1 Fe(SO4)2

-
 -1537.67 5.68 - Appendix C 

Fe2(Cit)2(aq) 2 Fe
3+

 + 2 Cit
3-

 $ 1 Fe2(Cit)2(aq) -191.69 27.54 - [32] 

Fe2(HCit)2(aq) 2 Fe
2+

 + 2 Cit
3-

 + 2 H
+
 $ 1 Fe2(HCit)2(aq) -171.45 -2.05 - [33] 

Fe2(OH)2(Cit)2
2-

 2 Fe
3+

 + 2 Cit
3-

 + 2 H2O $ 1 Fe2(OH)2(Cit)2
2-

 + 2 H
+
 -640.97 23.16 0.55 Appendix C 

Fe2(OH)2(Cit)2
4-

 2 Fe
2+

 + 2 Cit
3-

 + 2 H2O $ 1 Fe2(OH)2(Cit)2
4-

 + 2 H
+
 -632.12 -4.43 - [33] 

Fe2(OH)2
4+

 2 Fe
3+

 + 2 H2O $ 1 Fe2(OH)2
4+

 + 2 H
+
 -492.64 -2.83 1.36 Appendix C 

Fe2(OH)3(Cit)2
3-

 2 Fe
3+

 + 3 H2O + 2 Cit
3-

 $ 1 Fe2(OH)3(Cit)2
3-

 + 3 H
+
 -850.31 18.29 - Appendix C 

Fe2HPO4
4+

 2 Fe
3+

 + 1 HPO4
2-

 $ 1 Fe2HPO4
4+

 -1217.81 15.30 - [28] 

Fe2OH(Cit)2
-
 2 Fe

3+
 + 1 H2O + 2 Cit

3-
 $ 1 Fe2OH(Cit)2

-
 + 1 H

+
 -418.73 25.77 - [34] 

Fe3(OH)4
5+

 3 Fe
3+

 + 4 H2O $ 1 Fe3(OH)4
5+

 + 4 H
+
 -964.33 -6.30 0.26 Appendix C 

Fe3(OH)4SO4
3+

 3 Fe
3+

 + 4 H2O + 1 SO4
2-

 $ 1 Fe3(OH)4SO4
3+

 + 4 H
+
 -1723.70 -3.61 - [35] 

Fe4(OH)12(aq) 4 Fe
3+

 + 12 H2O $ 1 Fe4(OH)12(aq) + 12 H
+
 -2805.52 -19.12 - [36] 

FeCit(aq) 1 Fe
3+

 + 1 Cit
3-

 $ 1 FeCit(aq) -92.68 13.21 1.03 Appendix C 

FeCit
-
 1 Fe

2+
 + 1 Cit

3-
 $ 1 FeCit

-
 -125.03 5.86 0.68 Appendix C 

FeCl
+
 1 Fe

2+
 + 1 Cl

-
 $ 1 FeCl

+
 -222.20 -0.10 0.38 Appendix C 

FeCl
2+

 1 Fe
3+

 + 1 Cl
-
 $ 1 FeCl

2+
 -155.80 1.28 0.92 Appendix C 

FeCl2(aq) 1 Fe
2+

 + 2 Cl
-
 $ 1 FeCl2(aq) -323.82 -5.29 - Appendix C 
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Species Equilibrium equation 

1

0

molkJ

/

−
∆ mf G

 
log K log K uncertainty Reference 

FeCl2
+
 1 Fe

3+
 + 2 Cl

-
 $ 1 FeCl2

+
 -289.11 1.65 1.77 Appendix C 

FeCl3(aq) 1 Fe
3+

 + 3 Cl
-
 $ 1 FeCl3(aq) -415.84 0.87 1.01 Appendix C 

FeCl4
-
 1 Fe

3+
 + 4 Cl

-
 $ 1 FeCl4

-
 -537.67 -0.78 0.15 Appendix C 

FeCO3(aq) 1 Fe
2+

 + 1 HCO3
-
 $ 1 FeCO3(aq) + 1 H

+
 -648.02 -5.32 1.71 Appendix C 

FeEDTA
-
 1 Fe

3+
 + 1 EDTA

4-
 $ 1 FeEDTA

-
 -172.17 27.14 3.07 Appendix C 

FeEDTA
2-

 1 Fe
2+

 + 1 EDTA
4-

 $ 1 FeEDTA
2-

 -183.39 16.09 0.63 Appendix C 

FeH(Cit)2
2-

 1 Fe
3+

 + 2 Cit
3-

 + 1 H
+
 $ 1 FeH(Cit)2

2-
 -150.99 23.43 - [37] 

FeH(Cit)2
3-

 1 Fe
2+

 + 2 Cit
3-

 + 1 H
+
 $ 1 FeH(Cit)2

3-
 -170.77 13.88 - [33] 

FeH2Cit
+
 1 Fe

2+
 + 1 Cit

3-
 + 2 H

+
 $ 1 FeH2Cit

+
 -164.43 12.77 0.38 Appendix C 

FeH2EDTA(aq) 1 Fe
2+

 + 1 EDTA
4-

 + 2 H
+
 $ 1 FeH2EDTA(aq) -225.72 23.50 - [38] 

FeH2EDTA
+
 1 Fe

3+
 + 1 EDTA

4-
 + 2 H

+
 $ 1 FeH2EDTA

+
 -167.69 26.36 - [39] 

FeH2PO4
+
 1 Fe

2+
 + 1 HPO4

2-
 + 1 H

+
 $ 1 FeH2PO4

+
 -1239.30 9.07 - Appendix C 

FeH2PO4
2+

 1 Fe
3+

 + 1 HPO4
2-

 + 1 H
+
 $ 1 FeH2PO4

2+
 -1177.45 11.25 0.13 Appendix C 

FeH3PO4
3+

 1 Fe
3+

 + 1 HPO4
2-

 + 2 H
+
 $ 1 FeH3PO4

3+
 -1165.48 9.15 - [26] 

FeHCit(aq) 1 Fe
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 FeHCit(aq) -148.54 9.98 0.66 Appendix C 

FeHCit
+
 1 Fe

3+
 + 1 Cit

3-
 + 1 H

+
 $ 1 FeHCit

+
 -97.85 14.12 0.92 Appendix C 

FeHCO3
+
 1 Fe

2+
 + 1 HCO3

-
 $ 1 FeHCO3

+
 -687.99 1.68 1.91 Appendix C 

FeHEDTA(aq) 1 Fe
3+

 + 1 EDTA
4-

 + 1 H
+
 $ 1 FeHEDTA(aq) -177.52 28.08 2.80 Appendix C 

FeHEDTA
-
 1 Fe

2+
 + 1 EDTA

4-
 + 1 H

+
 $ 1 FeHEDTA

-
 -202.14 19.37 1.70 Appendix C 

FeHPO4(aq) 1 Fe
2+

 + 1 HPO4
2-

 $ 1 FeHPO4(aq) -1212.28 4.33 6.42 Appendix C 

FeHPO4
+
 1 Fe

3+
 + 1 HPO4

2-
 $ 1 FeHPO4

+
 -1169.03 9.77 1.31 Appendix C 

FeHSO4
+
 1 Fe

2+
 + 1 SO4

2-
 + 1 H

+
 $ 1 FeHSO4

+
 -853.09 3.07 - [40] 

FeHSO4
2+

 1 Fe
3+

 + 1 SO4
2-

 + 1 H
+
 $ 1 FeHSO4

2+
 -786.77 4.47 - [40] 

FeNO3
2+

 1 Fe
3+

 + 1 NO3
-
 $ 1 FeNO3

2+
 -132.75 0.82 0.72 Appendix C 

FeO(HPO4)2
3-

 1 Fe
3+

 + 2 HPO4
2-

 + 1 H2O $ 1 FeO(HPO4)2
3-

 + 2 H
+
 -2504.02 10.10 - [29] 

FeOH(Cit)2
4-

 1 Fe
3+

 + 2 Cit
3-

 + 1 H2O $ 1 FeOH(Cit)2
4-

 + 1 H
+
 -331.56 13.52 - [37] 

FeOH
+
 1 Fe

2+
 + 1 H2O $ 1 FeOH

+
 + 1 H

+
 -274.48 -9.50 0.58 Appendix C 

FeOH
2+

 1 Fe
3+

 + 1 H2O $ 1 FeOH
2+

 + 1 H
+
 -241.63 -2.24 0.30 Appendix C 

FeOHCit
-
 1 Fe

3+
 + 1 Cit

3-
 + 1 H2O $ 1 FeOHCit

-
 + 1 H

+
 -314.44 10.52 1.01 Appendix C 

FePO4(aq) 1 Fe
3+

 + 1 HPO4
2-

 $ 1 FePO4(aq) + 1 H
+
 -1112.24 -0.18 - [28] 

FeSO4(aq) 1 Fe
2+

 + 1 SO4
2-

 $ 1 FeSO4(aq) -850.26 2.57 1.88 Appendix C 

FeSO4
+
 1 Fe

3+
 + 1 SO4

2-
 $ 1 FeSO4

+
 -783.79 3.95 1.02 Appendix C 

Fe(OH)2(s) 1 Fe
2+

 + 2 H2O $ 1 Fe(OH)2(s) + 2 H
+
 -489.21 -13.43 0.79 Appendix C 
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Species Equilibrium equation 

1

0

molkJ

/

−
∆ mf G

 
log K log K uncertainty Reference 

Fe(OH)3, ferrihydrite 1 Fe
3+

 + 3 H2O $ 1 Fe(OH)3, ferrihydrite + 3 H
+
 -702.38 -4.61 2.82 Appendix C 

Fe2O3, hematite 2 Fe
3+

 + 3 H2O $ 1 Fe2O3, hematite + 6 H
+
 -743.57 -0.41 0.46 Appendix C 

Fe3O4, magnetite 1 Fe
2+

 + 2 Fe
3+

 + 4 H2O $ 1 Fe3O4, magnetite + 8 H
+
 -1013.32 -10.74 0.47 Appendix C 

FeCO3, siderite 1 Fe
2+

 + 1 HCO3
-
 $ 1 FeCO3, siderite + 1 H

+
 -676.80 -0.28 2.52 Appendix C 

FeOOH, goethite 1 Fe
3+

 + 2 H2O $ 1 FeOOH, goethite + 3 H
+
 -488.10 -0.60 0.54 Appendix C 

Ca(OH)2, Portlandite 1 Ca
2+

 + 2 H2O $ 1 Ca(OH)2, Portlandite + 2 H
+
 -874.32 -26.76 15.55 Appendix C 

Ca4H(PO4)3·3H2O 4 Ca
2+

 + 3 HPO4
2-

 + 3 H2O $ 1 Ca4H(PO4)3·3H2O + 2 H
+
 -6267.32 9.93 0.39 Appendix C 

Ca5(PO4)3OH, hydroxyapatite 5 Ca
2+

 + 3 HPO4
2-

 + 1 H2O $ 1 Ca5(PO4)3OH, hydroxyapatite + 4 H
+
 -6328.63 6.92 5.01 Appendix C 

CaCO3, Aragonite 1 Ca
2+

 + 1 HCO3
-
 $ 1 CaCO3, Aragonite + 1 H

+
 -1127.80 -2.08 0.24 Appendix C 

CaCO3, Calcite 1 Ca
2+

 + 1 HCO3
-
 $ 1 CaCO3, Calcite + 1 H

+
 -1128.61 -1.94 0.20 Appendix C 

CaHPO4·2H2O, brushite 1 Ca
2+

 + 1 HPO4
2-

 + 2 H2O $ 1 CaHPO4·2H2O, brushite -2160.63 6.58 0.11 Appendix C 

CaMg(CO3)2, 
Dolomite(Ordered) 

1 Ca
2+

 + 1 Mg
2+

 + 2 HCO3
-
 $ 1 CaMg(CO3)2, Dolomite(Ordered) + 2 H

+
 -2162.20 -3.45 0.45 Appendix C 

CaSO4, anhydrite 1 Ca
2+

 + 1 SO4
2-

 $ 1 CaSO4, anhydrite -1321.47 4.32 0.16 Appendix C 

CaSO4·2H2O, gypsum 1 Ca
2+

 + 1 SO4
2-

 + 2 H2O $ 1 CaSO4·2H2O, gypsum -1797.17 4.57 0.11 Appendix C 

Mg(OH)2, Brucite 1 Mg
2+

 + 2 H2O $ 1 Mg(OH)2, Brucite + 2 H
+
 -834.43 -16.68 0.55 Appendix C 

MgCO3, magnesite 1 Mg
2+

 + 1 HCO3
-
 $ 1 MgCO3, magnesite + 1 H

+
 -1026.55 -2.75 2.81 Appendix C 

MgSO4(s) 1 Mg
2+

 + 1 SO4
2-

 $ 1 MgSO4(s) -1171.53 -4.88 - [41] 
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Species Equilibrium equation T/ ºC I Corrected 
logK 

1

0

mol kJ

/

−
∆ mf G

 

Ref 

HCit
2-

 1 Cit
3-

 + 1 H
+
 $ 1 HCit

2-
 25 0 6.40 -36.53 [42] 

HCit
2-

 1 Cit
3-

 + 1 H
+
 $ 1 HCit

2-
 25 0 6.37 -36.36 [43] 

HCit
2-

 1 Cit
3-

 + 1 H
+
 $ 1 HCit

2-
 25 0 6.40 -36.53 [44] 

HCit
2-

 1 Cit
3-

 + 1 H
+
 $ 1 HCit

2-
 25 0.3 5.96 -34.04 [45] 

HCit
2-

 1 Cit
3-

 + 1 H
+
 $ 1 HCit

2-
 25 0 6.40 -36.53 [46] 

HCit
2-

 1 Cit
3-

 + 1 H
+
 $ 1 HCit

2-
 25 0.1 6.42 -36.64 [47] 

    mean -36.11  

       

H2Cit
-
 1 HCit

2-
 + 1 H

+
 $ 1 H2Cit

-
 25 0 4.76 -63.28 [42] 

H2Cit
-
 1 HCit

2-
 + 1 H

+
 $ 1 H2Cit

-
 25 0 4.79 -63.45 [43]. 

H2Cit
-
 1 HCit

2-
 + 1 H

+
 $ 1 H2Cit

-
 25 0 4.76 -63.28 [44] 

H2Cit
-
 1 HCit

2-
 + 1 H

+
 $ 1 H2Cit

-
 25 0.3 4.64 -62.57 [45] 

H2Cit
-
 1 HCit

2-
 + 1 H

+
 $ 1 H2Cit

-
 25 0 4.76 -63.28 [46] 

H2Cit
-
 1 HCit

2-
 + 1 H

+
 $ 1 H2Cit

-
 25 0.1 4.78 -63.41 [47] 

    mean -63.21  

       

H3Cit(aq) 1 H2Cit
-
 + 1 H

+
 $ 1 H3Cit(aq) 25 0 3.13 -81.08 [42] 

H3Cit(aq) 1 H2Cit
-
 + 1 H

+
 $ 1 H3Cit(aq) 25 0 3.24 -81.70 [43]. 

H3Cit(aq) 1 H2Cit
-
 + 1 H

+
 $ 1 H3Cit(aq) 25 0 3.13 -81.08 [44] 

H3Cit(aq) 1 H2Cit
-
 + 1 H

+
 $ 1 H3Cit(aq) 25 0.3 3.08 -80.76 [45] 

H3Cit(aq) 1 H2Cit
-
 + 1 H

+
 $ 1 H3Cit(aq) 25 0 3.13 -81.08 [46] 

H3Cit(aq) 1 H2Cit
-
 + 1 H

+
 $ 1 H3Cit(aq) 25 0.1 3.14 -81.12 [47] 

    mean -81.14  

       

H2SO4(aq) 2 H
+
 + 1 SO4

2-
 $ 1 H2SO4(aq) 25 0 -3.29 -725.22 [48] 

H2SO4(aq) 2 H
+
 + 1 SO4

2-
 $ 1 H2SO4(aq) 25 0 -1.02 -738.18 [41] 

    mean -731.70  

       

HCl(aq) 1 H
+
 + 1 Cl

-
 $ 1 HCl(aq) 25 0 -6.25 -95.54 [49] 

HCl(aq) 1 H
+
 + 1 Cl

-
 $ 1 HCl(aq) 25 0 -6.10 -96.40 [50] 

    mean -95.97  
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Species Equilibrium equation T/ ºC I Corrected 
logK 

1

0

mol kJ

/

−
∆ mf G

 

Ref 

HNO3(aq) 1 H
+
 + 1 NO3

-
 $ 1 HNO3(aq) 25 0 -2.19 -98.29 [48] 

HNO3(aq) 1 H
+
 + 1 NO3

-
 $ 1 HNO3(aq) 25 0 -1.43 -102.63 [51] 

HNO3(aq) 1 H
+
 + 1 NO3

-
 $ 1 HNO3(aq) 25 0 -2.23 -98.07 [52] 

HNO3(aq) 1 H
+
 + 1 NO3

-
 $ 1 HNO3(aq) 25 0 -1.44 -102.57 [53] 

HNO3(aq) 1 H
+
 + 1 NO3

-
 $ 1 HNO3(aq) 25 0 -1.37 -102.97 [54] 

HNO3(aq) 1 H
+
 + 1 NO3

-
 $ 1 HNO3(aq) 25 0 -1.30 -103.36 [41] 

    mean -101.32  

       

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0.10 10.27 -58.64 [55] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0.10 10.71 -61.11 [56] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0.10 10.99 -62.71 [57] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0.10 11.05 -63.05 [58] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0.10 10.93 -62.36 [59] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0.10 11.03 -62.93 [60] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0.10 11.05 -63.05 [61] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0.10 10.95 -62.48 [62] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0.10 11.12 -63.45 [63] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0.10 11.04 -62.99 [64] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0.10 11.04 -62.99 [65] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0.12 10.30 -58.77 [66] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0.15 10.66 -60.82 [67] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0.20 10.72 -61.19 [68] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 20 0.1 11.04 -62.99 [69] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 20 0.1 11.04 -62.99 [70] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0 11.00 -62.79 [71] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0.1 10.97 -62.62 [72] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0.1 10.28 -58.68 [72] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0.1 10.94 -62.45 [72] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0.15 11.31 -64.55 [4] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 RT 0.1 10.98 -62.68 [73] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0.1 11.25 -64.22 [74] 
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Species Equilibrium equation T/ ºC I Corrected 
logK 

1

0

mol kJ

/

−
∆ mf G

 

Ref 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0 10.95 -62.49 [75] 

HEDTA
3-

 1 EDTA
4-

 + 1 H
+
 $ 1 HEDTA

3-
 25 0.1 11.08 -63.25 [76] 

HEDTA
3-

  25 0  -60.34 [77] 

    mean -62.18  

       

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0.10 6.74 -100.66 [55] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0.10 6.63 -100.03 [56] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0.10 6.69 -100.37 [57] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0.10 6.74 -100.66 [58] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0.10 6.76 -100.77 [59] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0.10 6.84 -101.23 [60] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0.10 6.77 -100.83 [61] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0.10 6.69 -100.37 [62] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0.10 6.82 -101.11 [63] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0.10 6.72 -100.54 [64] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0.10 6.76 -100.77 [65] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0.12 6.72 -100.54 [66] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0.15 6.78 -100.89 [67] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0.20 6.73 -100.60 [68] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 20 0.1 6.74 -100.66 [69] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 20 0.1 6.74 -100.66 [70] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0.1 6.84 -101.19 [72] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0.1 6.87 -101.36 [72] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0.1 7.07 -102.50 [72] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0.15 6.83 -101.15 [4] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 RT 0.1 6.78 -100.85 [73] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0.1 6.84 -101.19 [74] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0 6.70 -100.42 [71] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0 6.27 -97.98 [75] 

H2EDTA
2-

 1 HEDTA
3-

 + 1 H
+
 $ 1 H2EDTA

2-
 25 0.1 6.70 -100.39 [76] 

H2EDTA
2-

  25 0  -99.61 [77] 
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Species Equilibrium equation T/ ºC I Corrected 
logK 

1

0

mol kJ

/

−
∆ mf G

 

Ref 

    mean -100.67  

       

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 25 0.10 2.89 -117.17 [57] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 25 0.10 3.06 -118.14 [60] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 25 0.10 3.08 -118.25 [61] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 25 0.10 2.97 -117.62 [62] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 25 0.10 2.96 -117.57 [58] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 25 0.10 3.04 -118.02 [63] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 25 0.10 2.93 -117.40 [64] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 25 0.10 3.07 -118.20 [65] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 25 0.10 2.98 -117.68 [75] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 25 0.12 3.17 -118.77 [66] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 25 0.15 3.71 -121.85 [67] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 25 0.20 2.90 -117.23 [68] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 20 0.1 2.96 -117.57 [69] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
  0.1 2.96 -117.57 [70] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 25 0.1 3.19 -118.89 [72] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 25 0.1 3.20 -118.95 [72] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 25 0.1 3.43 -120.26 [72] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 25 0.15 3.19 -118.87 [4] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 RT 0.1 3.09 -118.32 [73] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 25 0.1 3.00 -117.81 [74] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 25 0.10 2.98 -117.68 [59] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 25 0.10 3.23 -119.11 [55] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 25 0 3.00 -117.79 [71] 

H3EDTA
-
 1 H2EDTA

2-
 + 1 H

+
 $ 1 H3EDTA

-
 25 0.1 3.03 -117.98 [76] 

H3EDTA
-
  25 0  -117.23 [77] 

    mean -118.24  

       

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 25 0.10 2.19 -130.76 [57] 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 25 0.10 2.39 -131.90 [60] 



 

Appendix C. Data considered in the review of solution complex and mineral thermodynamic constants. Only species with more than one datum 

considered listed 

 267 

Species Equilibrium equation T/ ºC I Corrected 
logK 

1

0

mol kJ

/

−
∆ mf G

 

Ref 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 25 0.10 2.18 -130.70 [61] 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 25 0.10 2.19 -130.76 [62] 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 25 0.10 2.19 -130.76 [58] 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 25 0.10 2.29 -131.33 [65] 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 25 0.10 2.19 -130.76 [75] 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 25 0.12 2.30 -131.39 [66] 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 25 0.15 2.49 -132.47 [67] 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 25 0.20 2.30 -131.39 [68] 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 20 0.1 2.19 -130.76 [69] 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 20 0.1 2.20 -130.82 [70] 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 25 0.1 2.48 -132.36 [72] 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 25 0.1 2.41 -131.96 [72] 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 25 0.1 2.55 -132.76 [72] 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 25 0.15 2.32 -131.48 [4] 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 25 0.1 2.18 -130.65 [74] 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 25 0.10 2.19 -130.76 [59] 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 25 0.10 2.26 -131.16 [63] 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 25 0.10 1.99 -129.62 [55] 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 25 0 2.20 -130.79 [71] 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 25 0.1 2.22 -130.88 [76] 

H4EDTA(aq) 1 H3EDTA
-
 + 1 H

+
 $ 1 H4EDTA(aq) 25 0.3  -131.51 [77] 

    mean -131.21  

       

H5EDTA
+
 1 EDTA

4-
 + 5 H

+
 $ 1 H5EDTA

+
 25 0 23.46 -133.93 [78] 

H5EDTA
+
 1 H4EDTA(aq) + 1 H

+
 $ 1 H5EDTA

+
 25 0.10 1.40 -139.20 [65] 

H5EDTA
+
 1 H4EDTA(aq) + 1 H

+
 $ 1 H5EDTA

+
 37 0.15 1.55 -140.05 [79] 

H5EDTA
+
 1 H4EDTA(aq) + 1 H

+
 $ 1 H5EDTA

+
 25 0.10 1.51 -139.83 [80] 

H5EDTA
+
 1 H4EDTA(aq) + 1 H

+
 $ 1 H5EDTA

+
 20 0 1.62 -140.45 [81] 

H5EDTA
+
 1 H4EDTA(aq) + 1 H

+
 $ 1 H5EDTA

+
 25 0.10 1.50 -139.77 [75] 

       

H5EDTA
+
 1 H4EDTA(aq) + 1 H

+
 $ 1 H5EDTA

+
 20 0.1 1.55 -140.05 [82] 
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Species Equilibrium equation T/ ºC I Corrected 
logK 

1

0

mol kJ

/

−
∆ mf G

 

Ref 

    mean -139.04  

       

H6EDTA
2+

 1 H5EDTA
+
 + 1 H

+
 $ 1 H6EDTA

2+
 25 0.10 -0.09 -138.50 [65] 

H6EDTA
2+

 1 H5EDTA
+
 + 1 H

+
 $ 1 H6EDTA

2+
 20 0 0.92 -144.29 [81] 

    mean -141.40  

       

NaOH(aq) 1 Na
+
 + 1 OH

-
 $ 1 NaOH(aq) 25 0 -0.57 -415.92 [83] 

NaOH(aq) 1 Na
+
 + 1 OH

-
 $ 1 NaOH(aq) 25 0 -0.70 -415.18 [84] 

NaOH(aq) 1 Na
+
 + 1 OH

-
 $ 1 NaOH(aq) 25 0 0.10 -419.74 [75] 

NaOH(aq) 1 Na
+
 + 1 H2O $ 1 NaOH(aq) + 1 H

+
 25 0 -14.08 -418.72 [85] 

NaOH(aq) 1 Na
+
 + 1 H2O $ 1 NaOH(aq) + 1 H

+
 25 0 -14.79 -414.64 [41] 

NaOH(aq)  25 0  -418.26 [9] 

NaOH(aq) 1 Na
+
 + 1 OH

-
 $ 1 NaOH(aq) 25 0 -0.72 -415.06 [86] 

    mean -416.79  

       

NaCl(aq) 1 Na
+
 + 1 Cl

-
 $ 1 NaCl(aq) 25 0 -0.60 -389.75 [87] 

NaCl(aq) 1 Na
+
 + 1 Cl

-
 $ 1 NaCl(aq) 25 0 -0.48 -390.43 [43] 

NaCl(aq) 1 Na
+
 + 1 Cl

-
 $ 1 NaCl(aq) 25 0 -1.60 -384.04 [88] 

NaCl(aq) 1 Na
+
 + 1 Cl

-
 $ 1 NaCl(aq) 25 0 -0.77 -388.77 [89] 

NaCl(aq) 1 Na
+
 + 1 Cl

-
 $ 1 NaCl(aq) 25 0 -0.04 -392.94 [90] 

NaCl(aq) 1 Na
+
 + 1 Cl

-
 $ 1 NaCl(aq) 25 0 -0.50 -390.32 [75] 

NaCl(aq) 1 Na
+
 + 1 Cl

-
 $ 1 NaCl(aq) 25 0 -0.78 -388.73 [41] 

NaCl(aq) 1 Na
+
 + 1 Cl

-
 $ 1 NaCl(aq) 25 0 -0.78 -388.72 [91] 

NaCl(aq)  25 0  -389.00 [8] 

    mean -389.19  

       

NaNO3(aq) 1 Na
+
 + 1 NO3

-
 $ 1 NaNO3(aq) 25 0 -0.55 -369.61 [75] 

NaNO3(aq) 1 Na
+
 + 1 NO3

-
 $ 1 NaNO3(aq) 25 0 -0.85 -367.90 [92] 

NaNO3(aq) 1 Na
+
 + 1 NO3

-
 $ 1 NaNO3(aq) 25 0 -1.22 -365.78 [93] 

NaNO3(aq) 1 Na
+
 + 1 NO3

-
 $ 1 NaNO3(aq) 25 0 -0.55 -369.61 [94] 

NaNO3(aq) 1 Na
+
 + 1 NO3

-
 $ 1 NaNO3(aq) 25 0 -0.57 -369.49 [95] 
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logK 

1

0

mol kJ

/

−
∆ mf G

 

Ref 

    mean -368.48  

       

NaSO4
-
 1 Na

+
 + 1 SO4

2-
 $ 1 NaSO4

-
 25 0.1 1.05 -1011.95 [96] 

NaSO4
-
 1 Na

+
 + 1 SO4

2-
 $ 1 NaSO4

-
 25 0.1 1.01 -1011.72 [97] 

NaSO4
-
 1 Na

+
 + 1 SO4

2-
 $ 1 NaSO4

-
 25 0 0.71 -1010.03 [98] 

NaSO4
-
 1 Na

+
 + 1 SO4

2-
 $ 1 NaSO4

-
 25 0 0.65 -1009.67 [99] 

NaSO4
-
 1 Na

+
 + 1 SO4

2-
 $ 1 NaSO4

-
 25 0 0.90 -1011.09 [100] 

NaSO4
-
 1 Na

+
 + 1 SO4

2-
 $ 1 NaSO4

-
 25 0 0.72 -1010.07 [101] 

NaSO4
-
 1 Na

+
 + 1 SO4

2-
 $ 1 NaSO4

-
 25 0 0.73 -1010.12 [75] 

NaSO4
-
 1 Na

+
 + 1 SO4

2-
 $ 1 NaSO4

-
 25 0 0.82 -1010.64 [41] 

NaSO4
-
 1 Na

+
 + 1 SO4

2-
 $ 1 NaSO4

-
 25 0 0.74 -1010.18 [85] 

    mean -1010.61  

       

NaCO3
-
 1 Na

+
 + 1 CO3

2-
 $ 1 NaCO3

-
 25 0 1.29 -797.22 [102] 

NaCO3
-
 1 Na

+
 + 1 CO3

2-
 $ 1 NaCO3

-
 25 0 0.55 -792.99 [103] 

NaCO3
-
 1 Na

+
 + 1 CO3

2-
 $ 1 NaCO3

-
 25 0 1.27 -797.10 [104] 

NaCO3
-
 1 Na

+
 + 1 CO3

2-
 $ 1 NaCO3

-
 25 0 1.27 -797.10 [75] 

NaCO3
-
 1 Na

+
 + 1 HCO3

-
 $ 1 NaCO3

-
 + 1 H

+
 25 0 -9.81 -792.78 [41] 

    mean -795.44  

       

NaHCO3(aq) 1 Na
+
 + 1 HCO3

-
 $ 1 NaHCO3(aq) 25 0 0.12 -849.48 [87] 

NaHCO3(aq) 1 Na
+
 + 1 HCO3

-
 $ 1 NaHCO3(aq) 25 0 0.16 -849.71 [103] 

NaHCO3(aq) 1 Na
+
 + 1 HCO3

-
 $ 1 NaHCO3(aq) 25 0 -0.25 -847.37 [105] 

NaHCO3(aq) 1 Na
+
 + 1 HCO3

-
 $ 1 NaHCO3(aq) 25 0 -0.25 -847.37 [75] 

NaHCO3(aq) 1 Na
+
 + 1 HCO3

-
 $ 1 NaHCO3(aq) 25 0 0.15 -849.68 [41] 

    mean -848.72  

       

NaPO4
2-

 1 Na
+
 + 1 PO4

3-
 $ 1 NaPO4

2-
 25 0 1.43 -1295.61 [106] 

NaPO4
2-

 1 Na
+
 + 1 PO4

3-
 $ 1 NaPO4

2-
 25 0 1.43 -1295.61 [75] 

    mean -1295.61  
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Species Equilibrium equation T/ ºC I Corrected 
logK 

1

0

mol kJ

/

−
∆ mf G

 

Ref 

NaHPO4
-
 1 Na

+
 + 1 PO4

3-
 + 1 H

+
 $ 1 NaHPO4

-
 25 0 13.40 -1363.93 [106] 

NaHPO4
-
 1 Na

+
 + 1 HPO4

2-
 $ 1 NaHPO4

-
 25 0 0.85 -1362.79 [107] 

NaHPO4
-
 1 Na

+
 + 1 HPO4

2-
 $ 1 NaHPO4

-
 25 0 1.07 -1364.05 [75] 

NaHPO4
-
 1 Na

+
 + 1 HPO4

2-
 $ 1 NaHPO4

-
 25 0 0.92 -1363.19 [41] 

    mean -1363.49  

       

NaH2PO4(aq) 1 Na
+
 + 1 PO4

3-
 + 2 H

+
 $ 1 NaH2PO4(aq) 25 0 19.81 -1400.52 [106] 

NaH2PO4(aq) 1 Na
+
 + 1 H2PO4

-
 $ 1 NaH2PO4(aq) 25 0.7 -0.12 -1398.44 [108] 

NaH2PO4(aq) 1 Na
+
 + 1 H2PO4

-
 $ 1 NaH2PO4(aq) 25 0 0.30 -1400.82 [75] 

    mean -1399.92  

       

Na2PO4
-
 2 Na

+
 + 1 PO4

3-
 $ 1 Na2PO4

-
 25 0 2.59 -1564.18 [106] 

Na2PO4
-
 1 Na

+
 + 1 NaPO4

2-
 $ 1 Na2PO4

-
 25 0 1.16 -1564.18 [75] 

    mean -1564.18  

       

Na2HPO4(aq) 2 Na
+
 + 1 PO4

3-
 + 1 H

+
 $ 1 Na2HPO4(aq) 25 0 13.32 -1625.43 [106] 

Na2HPO4(aq) 1 Na2PO4
-
 + 1 H

+
 $ 1 Na2HPO4(aq) 25 0 10.73 -1625.43 [75] 

    mean -1625.43  

       

NaCit
2-

 1 Na
+
 + 1 Cit

3-
 $ 1 NaCit

2-
 25 0 1.43 -270.12 [109] 

NaCit
2-

 1 Na
+
 + 1 Cit

3-
 $ 1 NaCit

2-
 25 0 1.34 -269.60 [110] 

NaCit
2-

 1 Na
+
 + 1 Cit

3-
 $ 1 NaCit

2-
 25 0 1.41 -270.00 [111] 

NaCit
2-

 1 Na
+
 + 1 Cit

3-
 $ 1 NaCit

2-
 25 0 1.47 -270.34 [74] 

NaCit
2-

 1 Na
+
 + 1 Cit

3-
 $ 1 NaCit

2-
 25 0 1.67 -271.49 [112] 

NaCit
2-

 1 Na
+
 + 1 Cit

3-
 $ 1 NaCit

2-
 25 0 1.54 -270.74 [87] 

    mean -270.38  

       

Na2Cit
-
 2 Na

+
 + 1 Cit

3-
 $ 1 Na2Cit

-
 25 0 2.55 -538.46 [112] 

Na2Cit
-
 2 Na

+
 + 1 Cit

3-
 $ 1 Na2Cit

-
 25 0 2.48 -538.06 [87] 

Na2Cit
-
 2 Na

+
 + 1 Cit

3-
 $ 1 Na2Cit

-
 25 0 2.38 -537.49 [2] 

    mean -538.00  
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Species Equilibrium equation T/ ºC I Corrected 
logK 

1

0

mol kJ

/

−
∆ mf G

 

Ref 

       

NaHCit
-
 1 Na

+
 + 1 Cit

3-
 + 1 H

+
 $ 1 NaHCit

-
 25 0 7.72 -306.02 [113] 

NaHCit
-
 1 Na

+
 + 1 Cit

3-
 + 1 H

+
 $ 1 NaHCit

-
 25 0 6.96 -301.68 [111] 

NaHCit
-
 1 Na

+
 + 1 Cit

3-
 + 1 H

+
 $ 1 NaHCit

-
 25 0 7.18 -302.94 [74] 

NaHCit
-
 1 Na

+
 + 1 Cit

3-
 + 1 H

+
 $ 1 NaHCit

-
 25 0 7.50 -304.76 [112] 

NaHCit
-
 1 Na

+
 + 1 Cit

3-
 + 1 H

+
 $ 1 NaHCit

-
 25 0 7.33 -303.79 [2] 

    mean -303.84  

       

NaH2Cit(aq) 1 Na
+
 + 1 Cit

3-
 + 2 H

+
 $ 1 NaH2Cit(aq) 25 0 11.76 -329.08 [113] 

NaH2Cit(aq) 1 Na
+
 + 1 Cit

3-
 + 2 H

+
 $ 1 NaH2Cit(aq) 25 0 11.40 -327.02 [2] 

    mean -328.05  

       

NaEDTA
3-

 1 Na
+
 + 1 EDTA

4-
 $ 1 NaEDTA

3-
 25 0 2.50 -276.22 [78] 

NaEDTA
3-

 1 Na
+
 + 1 EDTA

4-
 $ 1 NaEDTA

3-
 25 0 2.70 -277.36 [71] 

NaEDTA
3-

 1 Na
+
 + 1 EDTA

4-
 $ 1 NaEDTA

3-
 25 0.3 2.62 -276.88 [74] 

NaEDTA
3-

 1 Na
+
 + 1 EDTA

4-
 $ 1 NaEDTA

3-
 25 0.32 2.57 -276.60 [1] 

NaEDTA
3-

 1 Na
+
 + 1 EDTA

4-
 $ 1 NaEDTA

3-
  0.01 2.97 -278.90 [114] 

NaEDTA
3-

 1 Na
+
 + 1 EDTA

4-
 $ 1 NaEDTA

3-
 20 0.1 2.52 -276.34 [115] 

NaEDTA
3-

 1 Na
+
 + 1 EDTA

4-
 $ 1 NaEDTA

3-
 25 0.15 3.31 -280.84 [4] 

NaEDTA
3-

 1 Na
+
 + 1 EDTA

4-
 $ 1 NaEDTA

3-
 25 0.1 2.68 -277.25 [116] 

NaEDTA
3-

 1 Na
+
 + 1 EDTA

4-
 $ 1 NaEDTA

3-
 25 0.1 2.72 -277.48 [75] 

    mean -277.54  

       

NaHEDTA
2-

 1 Na
+
 + 1 HEDTA

3-
 $ 1 NaHEDTA

2-
 25 0.1 2.44 -338.07 [75] 

NaHEDTA
2-

 1 Na
+
 + 1 HEDTA

3-
 $ 1 NaHEDTA

2-
 25 0.32 1.07 -330.25 [1] 

NaHEDTA
2-

 1 Na
+
 + 1 EDTA

4-
 + 1 H

+
 $ 1 NaHEDTA

2-
 25 0.1 11.30 -326.44 [74] 

NaHEDTA
2-

 1 Na
+
 + 1 HEDTA

3-
 $ 1 NaHEDTA

2-
  0.01 0.24 -325.50 [114] 

NaHEDTA
2-

 1 Na
+
 + 1 EDTA

4-
 + 1 H

+
 $ 1 NaHEDTA

2-
 25 0.15 14.12 -342.53 [4] 

    mean -332.56  

       

KCl(aq) 1 K
+
 + 1 Cl

-
 $ 1 KCl(aq) 25 0 -0.51 -410.82 [87] 
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Species Equilibrium equation T/ ºC I Corrected 
logK 

1

0

mol kJ

/

−
∆ mf G

 

Ref 

KCl(aq) 1 K
+
 + 1 Cl

-
 $ 1 KCl(aq) 25 0 -0.76 -409.39 [89] 

KCl(aq) 1 K
+
 + 1 Cl

-
 $ 1 KCl(aq) 25 0 -0.10 -413.16 [90] 

KCl(aq) 1 K
+
 + 1 Cl

-
 $ 1 KCl(aq) 25 0 -0.50 -410.87 [75] 

KCl(aq) 1 K
+
 + 1 Cl

-
 $ 1 KCl(aq) 25 0 -0.42 -411.33 [87] 

    mean -411.11  

       

KSO4
-
 1 K

+
 + 1 SO4

2-
 $ 1 KSO4

-
 25 0 0.84 -1031.31 [50] 

KSO4
-
 1 K

+
 + 1 SO4

2-
 $ 1 KSO4

-
 25 0 0.75 -1030.80 [99] 

KSO4
-
 1 K

+
 + 1 SO4

2-
 $ 1 KSO4

-
 25 0 0.96 -1031.99 [101] 

KSO4
-
 1 K

+
 + 1 SO4

2-
 $ 1 KSO4

-
 25 0 0.85 -1031.37 [75] 

KSO4
-
 1 K

+
 + 1 SO4

2-
 $ 1 KSO4

-
 25 0 0.85 -1031.37 [85] 

KSO4
-
 1 K

+
 + 1 SO4

2-
 $ 1 KSO4

-
 25 0 0.88 -1031.53 [41] 

KSO4
-
  25 0  -1032.63 [8] 

    mean -1031.57  

       

KPO4
2-

 1 K
+
 + 1 PO4

3-
 $ 1 KPO4

2-
 25 0 1.37 -1315.82 [106] 

KPO4
2-

 1 K
+
 + 1 PO4

3-
 $ 1 KPO4

2-
 25 0 1.43 -1316.16 [75] 

KPO4
2-

 1 K
+
 + 1 PO4

3-
 $ 1 KPO4

2-
 25 0 1.37 -1315.82 [6] 

    mean -1315.93  

       

KHPO4
-
 1 K

+
 + 1 PO4

3-
 + 1 H

+
 $ 1 KHPO4

-
 25 0 13.21 -1383.40 [106] 

KHPO4
-
 1 K

+
 + 1 HPO4

2-
 $ 1 KHPO4

-
 25 0 0.88 -1383.52 [75] 

KHPO4
-
 1 K

+
 + 1 HPO4

2-
 $ 1 KHPO4

-
 25 0 0.78 -1382.95 [41] 

KHPO4
-
 1 K

+
 + 1 PO4

3-
 + 1 H

+
 $ 1 KHPO4

-
 25 0 13.23 -1383.52 [6] 

    mean -1383.35  

       

KH2PO4(aq) 1 K
+
 + 1 PO4

3-
 + 2 H

+
 $ 1 KH2PO4(aq) 25 0 19.79 -1420.96 [106] 

KH2PO4(aq) 1 K
+
 + 1 H2PO4

-
 $ 1 KH2PO4(aq) 25 0 0.30 -1421.37 [75] 

KH2PO4(aq) 1 K
+
 + 1 PO4

3-
 + 2 H

+
 $ 1 KH2PO4(aq) 25 0 19.79 -1420.96 [6] 

    mean -1421.10  
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Species Equilibrium equation T/ ºC I Corrected 
logK 

1

0

mol kJ

/

−
∆ mf G

 

Ref 

K2PO4
-
 2 K

+
 + 1 PO4

3-
 $ 1 K2PO4

-
 25 0 2.20 -1603.07 [106] 

K2PO4
-
 1 K

+
 + 1 KPO4

2-
 $ 1 K2PO4

-
 25 0 0.83 -1603.18 [75] 

K2PO4
-
 2 K

+
 + 1 PO4

3-
 $ 1 K2PO4

-
 25 0 2.20 -1603.07 [6] 

    mean -1603.11  

       

K2HPO4(aq) 2 K
+
 + 1 PO4

3-
 + 1 H

+
 $ 1 K2HPO4(aq) 25 0 13.44 -1667.23 [106] 

K2HPO4(aq) 1 K2PO4
-
 + 1 H

+
 $ 1 K2HPO4(aq) 25 0 11.24 -1667.26 [75] 

K2HPO4(aq) 2 K
+
 + 1 PO4

3-
 + 1 H

+
 $ 1 K2HPO4(aq) 25 0 13.44 -1667.23 [6] 

    mean -1667.24  

       

KCit
2-

 1 K
+
 + 1 Cit

3-
 $ 1 KCit

2-
 25 0 1.10 -288.79 [117] 

KCit
2-

 1 K
+
 + 1 Cit

3-
 $ 1 KCit

2-
 25 0 1.16 -289.13 [109] 

KCit
2-

 1 K
+
 + 1 Cit

3-
 $ 1 KCit

2-
 25 0 1.23 -289.53 [110] 

KCit
2-

 1 K
+
 + 1 Cit

3-
 $ 1 KCit

2-
 25 0 1.29 -289.87 [118] 

KCit
2-

 1 K
+
 + 1 Cit

3-
 $ 1 KCit

2-
 25 0 1.36 -290.27 [119] 

KCit
2-

 1 K
+
 + 1 Cit

3-
 $ 1 KCit

2-
 25 0 1.54 -291.30 [112] 

KCit
2-

 1 K
+
 + 1 Cit

3-
 $ 1 KCit

2-
 25 0 1.51 -291.13 [87] 

KCit
2-

 1 K
+
 + 1 Cit

3-
 $ 1 KCit

2-
 25 0 1.42 -290.62 [2] 

    mean -290.08  

       

K2Cit
-
 2 K

+
 + 1 Cit

3-
 $ 1 K2Cit

-
 25 0 2.10 -577.01 [112] 

K2Cit
-
 2 K

+
 + 1 Cit

3-
 $ 1 K2Cit

-
 25 0 2.13 -577.18 [87] 

K2Cit
-
 2 K

+
 + 1 Cit

3-
 $ 1 K2Cit

-
 25 0 1.93 -576.04 [2] 

    mean -576.74  

       

KHCit
-
 1 K

+
 + 1 Cit

3-
 + 1 H

+
 $ 1 KHCit

-
 25 0 6.56 -319.95 [118] 

KHCit
-
 1 K

+
 + 1 Cit

3-
 + 1 H

+
 $ 1 KHCit

-
 25 0 7.01 -322.52 [119] 

KHCit
-
 1 K

+
 + 1 Cit

3-
 + 1 H

+
 $ 1 KHCit

-
 25 0 7.30 -324.18 [112] 

KHCit
-
 1 K

+
 + 1 Cit

3-
 + 1 H

+
 $ 1 KHCit

-
 25 0 7.13 -323.21 [2] 

    mean -322.47  

       



 

Appendix C. Data considered in the review of solution complex and mineral thermodynamic constants. Only species with more than one datum 

considered listed 

 274 

Species Equilibrium equation T/ ºC I Corrected 
logK 

1

0

mol kJ

/

−
∆ mf G

 

Ref 

KH2Cit(aq) 1 K
+
 + 1 Cit

3-
 + 2 H

+
 $ 1 KH2Cit(aq) 25 0 11.13 -346.04 [119] 

KH2Cit(aq) 1 K
+
 + 1 Cit

3-
 + 2 H

+
 $ 1 KH2Cit(aq) 25 0 11.30 -347.01 [2] 

    mean -346.53  

       

KEDTA
3-

 1 K
+
 + 1 EDTA

4-
 $ 1 KEDTA

3-
 25 0 1.70 -292.21 [78] 

KEDTA
3-

 1 K
+
 + 1 EDTA

4-
 $ 1 KEDTA

3-
 25 0.1 1.66 -291.99 [74] 

KEDTA
3-

 1 K
+
 + 1 EDTA

4-
 $ 1 KEDTA

3-
 25 0.32 1.74 -292.42 [1] 

KEDTA
3-

 1 K
+
 + 1 EDTA

4-
 $ 1 KEDTA

3-
 25 0.15 2.56 -297.11 [4] 

KEDTA
3-

 1 K
+
 + 1 EDTA

4-
 $ 1 KEDTA

3-
 25 0.1 1.41 -290.56 [116] 

KEDTA
3-

 1 K
+
 + 1 EDTA

4-
 $ 1 KEDTA

3-
 25 0.1 1.66 -291.99 [75] 

    mean -292.71  

       

KHEDTA
2-

 1 K
+
 + 1 HEDTA

3-
 $ 1 KHEDTA

2-
 25 0.32 0.27 -346.24 [1] 

KHEDTA
2-

 1 K
+
 + 1 EDTA

4-
 + 1 H

+
 $ 1 KHEDTA

2-
 25 0.15 12.76 -355.33 [4] 

    mean -350.79  

       

KH2EDTA
-
 1 KHEDTA

2-
 + 1 H

+
 $ 1 KH2EDTA

-
 25 0.1 4.39 -375.83 [75] 

KH2EDTA
-
 1 KHEDTA

2-
 + 1 H

+
 $ 1 KH2EDTA

-
 20 0.1 4.24 -374.98 [75] 

KH2EDTA
-
 1 K

+
 + 2 H

+
 + 1 EDTA

4-
 $ 1 KH2EDTA

-
 25 0.15 20.13 -397.39 [4] 

    mean -382.73  

       

MgOH
+
 1 Mg

2+
 + 1 H2O $ 1 MgOH

+
 + 1 H

+
 25 0 -11.68 -625.85 [120] 

MgOH
+
 1 Mg

2+
 + 1 OH

-
 $ 1 MgOH

+
 25 0 2.21 -625.21 [121] 

MgOH
+
 1 Mg

2+
 + 1 OH

-
 $ 1 MgOH

+
 25 0 1.60 -621.73 [122] 

MgOH
+
 1 Mg

2+
 + 1 OH

-
 $ 1 MgOH

+
 25 0 2.60 -627.44 [75] 

MgOH
+
 1 Mg

2+
 + 1 OH

-
 $ 1 MgOH

+
 25 0 2.45 -626.58 [50] 

MgOH
+
  25 0  -624.90 [9] 

    mean -625.28  

       

MgCl
+
 1 Mg

2+
 + 1 Cl

-
 $ 1 MgCl

+
 25 0 0.49 -589.39 [123] 

MgCl
+
 1 Mg

2+
 + 1 Cl

-
 $ 1 MgCl

+
 25 0 0.60 -590.02 [75] 
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Species Equilibrium equation T/ ºC I Corrected 
logK 

1

0

mol kJ

/

−
∆ mf G

 

Ref 

MgCl
+
 1 Mg

2+
 + 1 Cl

-
 $ 1 MgCl

+
 25 0.1 0.63 -590.19 [75] 

MgCl
+
 1 Mg

2+
 + 1 Cl

-
 $ 1 MgCl

+
 25 0 -0.13 -585.82 [41] 

MgCl
+
 1 Mg

2+
 + 1 Cl

-
 $ 1 MgCl

+
 25 0 0.57 -589.85 [124] 

MgCl
+
  25 0  -584.90 [8] 

    mean -588.36  

       

MgSO4(aq) 1 Mg
2+

 + 1 SO4
2-

 $ 1 MgSO4(aq) 20 0 2.21 -1211.99 [125] 

MgSO4(aq) 1 Mg
2+

 + 1 SO4
2-

 $ 1 MgSO4(aq) 25 0 2.34 -1212.74 [126] 

MgSO4(aq) 1 Mg
2+

 + 1 SO4
2-

 $ 1 MgSO4(aq) 25 0 2.23 -1212.11 [85] 

MgSO4(aq) 1 Mg
2+

 + 1 SO4
2-

 $ 1 MgSO4(aq) 25 0 2.13 -1211.54 [127] 

MgSO4(aq) 1 Mg
2+

 + 1 SO4
2-

 $ 1 MgSO4(aq) 25 0 2.24 -1212.17 [128] 

MgSO4(aq) 1 Mg
2+

 + 1 SO4
2-

 $ 1 MgSO4(aq) 25 0 2.24 -1212.17 [88] 

MgSO4(aq) 1 Mg
2+

 + 1 SO4
2-

 $ 1 MgSO4(aq) 25 0 2.23 -1212.11 [99] 

MgSO4(aq) 1 Mg
2+

 + 1 SO4
2-

 $ 1 MgSO4(aq) 25 0 2.40 -1213.08 [129] 

MgSO4(aq) 1 Mg
2+

 + 1 SO4
2-

 $ 1 MgSO4(aq) 25 0 2.26 -1212.28 [75] 

MgSO4(aq) 1 Mg
2+

 + 1 SO4
2-

 $ 1 MgSO4(aq) 25 0 2.41 -1213.15 [41] 

    mean -1212.33  

       

MgCO3(aq) 1 Mg
2+

 + 1 CO3
2-

 $ 1 MgCO3(aq) 25 0 3.32 -1002.23 [130] 

MgCO3(aq) 1 Mg
2+

 + 1 CO3
2-

 $ 1 MgCO3(aq) 25 0 2.98 -1000.31 [131] 

MgCO3(aq) 1 Mg
2+

 + 1 CO3
2-

 $ 1 MgCO3(aq) 25 0 2.88 -999.71 [132] 

MgCO3(aq) 1 Mg
2+

 + 1 CO3
2-

 $ 1 MgCO3(aq) 25 0 3.24 -1001.77 [103] 

MgCO3(aq) 1 Mg
2+

 + 1 CO3
2-

 $ 1 MgCO3(aq) 25 0 3.40 -1002.68 [104] 

MgCO3(aq) 1 Mg
2+

 + 1 CO3
2-

 $ 1 MgCO3(aq) 25 0 2.92 -999.94 [75] 

MgCO3(aq) 1 Mg
2+

 + 1 CO3
2-

 $ 1 MgCO3(aq) 25 0 2.98 -1000.28 [75] 

MgCO3(aq) 1 Mg
2+

 + 1 HCO3
-
 $ 1 MgCO3(aq) + 1 H

+
 25 0 -7.35 -1000.27 [41] 

MgCO3(aq)  25 0  -999.64 [8] 

    mean -1000.76  

       

MgHCO3
+
 1 Mg

2+
 + 1 HCO3

-
 $ 1 MgHCO3

+
 25 0 1.23 -1049.24 [130] 

MgHCO3
+
 1 Mg

2+
 + 1 HCO3

-
 $ 1 MgHCO3

+
 25 0 1.07 -1048.30 [131] 
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Species Equilibrium equation T/ ºC I Corrected 
logK 

1

0

mol kJ

/

−
∆ mf G

 

Ref 

MgHCO3
+
 1 Mg

2+
 + 1 HCO3

-
 $ 1 MgHCO3

+
 25 0 1.23 -1049.24 [103] 

MgHCO3
+
 1 Mg

2+
 + 1 HCO3

-
 $ 1 MgHCO3

+
 25 0 0.95 -1047.64 [133] 

MgHCO3
+
 1 Mg

2+
 + 1 HCO3

-
 $ 1 MgHCO3

+
 25 0 1.16 -1048.84 [105] 

MgHCO3
+
 1 Mg

2+
 + 1 HCO3

-
 $ 1 MgHCO3

+
 25 0 1.01 -1047.99 [75] 

MgHCO3
+
 1 Mg

2+
 + 1 CO3

2-
 + 1 H

+
 $ 1 MgHCO3

+
 25 0 11.31 -1047.83 [134] 

MgHCO3
+
 1 Mg

2+
 + 1 HCO3

-
 $ 1 MgHCO3

+
 25 0 1.04 -1048.13 [41] 

    mean -1048.40  

       

MgPO4
-
 1 Mg

2+
 + 1 PO4

3-
 $ 1 MgPO4

-
 25 0.15 3.34 -1499.91 [135] 

MgPO4
-
 1 Mg

2+
 + 1 PO4

3-
 $ 1 MgPO4

-
 25 0.2 4.66 -1507.45 [136] 

MgPO4
-
 1 Mg

2+
 + 1 HPO4

2-
 $ 1 MgPO4

-
 + 1 H

+
 25 0 -5.73 -1518.64 [41] 

MgPO4
-
 1 Mg

2+
 + 1 PO4

3-
 $ 1 MgPO4

-
 25 0 4.93 -1509.01 [6] 

    mean -1508.75  

       

MgHPO4(aq) 1 Mg
2+

 + 1 PO4
3-

 + 1 H
+
 $ 1 MgHPO4(aq) 25 0.25 15.65 -1570.19 [137] 

MgHPO4(aq) 1 Mg
2+

 + 1 HPO4
2-

 $ 1 MgHPO4(aq) 25 0.1 2.69 -1566.72 [138] 

MgHPO4(aq) 1 Mg
2+

 + 1 HPO4
2-

 $ 1 MgHPO4(aq) 25 0 2.85 -1567.63 [11] 

MgHPO4(aq) 1 Mg
2+

 + 1 HPO4
2-

 $ 1 MgHPO4(aq) 25 0 2.70 -1566.78 [139] 

MgHPO4(aq) 1 Mg
2+

 + 1 HPO4
2-

 $ 1 MgHPO4(aq) 25 0.2 2.96 -1568.25 [136] 

MgHPO4(aq) 1 Mg
2+

 + 1 HPO4
2-

 $ 1 MgHPO4(aq) 25 0 2.85 -1567.63 [140] 

MgHPO4(aq) 1 Mg
2+

 + 1 HPO4
2-

 $ 1 MgHPO4(aq) 25 0 2.74 -1567.01 [141] 

MgHPO4(aq) 1 Mg
2+

 + 1 HPO4
2-

 $ 1 MgHPO4(aq) 25 0 2.80 -1567.35 [75] 

MgHPO4(aq) 1 Mg
2+

 + 1 HPO4
2-

 $ 1 MgHPO4(aq) 25 0 2.91 -1567.98 [41] 

MgHPO4(aq) 1 Mg
2+

 + 1 PO4
3-

 + 1 H
+
 $ 1 MgHPO4(aq) 25 0 15.15 -1567.34 [6] 

    mean -1567.69  

       

MgH2PO4
+
 1 Mg

2+
 + 1 H2PO4

-
 $ 1 MgH2PO4

+
 25 0 0.61 -1596.01 [11] 

MgH2PO4
+
 1 Mg

2+
 + 1 H2PO4

-
 $ 1 MgH2PO4

+
 25 0.2 2.02 -1604.05 [136] 

MgH2PO4
+
 1 Mg

2+
 + 1 H2PO4

-
 $ 1 MgH2PO4

+
 25 0 1.28 -1599.83 [140] 

MgH2PO4
+
 1 Mg

2+
 + 1 PO4

3-
 + 2 H

+
 $ 1 MgH2PO4

+
 25 0 21.24 -1602.10 [6] 

    mean -1600.50  
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Species Equilibrium equation T/ ºC I Corrected 
logK 

1

0

mol kJ

/

−
∆ mf G

 

Ref 

       

MgCit
-
 1 Mg

2+
 + 1 Cit

3-
 $ 1 MgCit

-
 25 0 4.65 -481.92 [142] 

MgCit
-
 1 Mg

2+
 + 1 Cit

3-
 $ 1 MgCit

-
 25 0 4.89 -483.29 [143] 

MgCit
-
 1 Mg

2+
 + 1 Cit

3-
 $ 1 MgCit

-
 25 0 4.53 -481.23 [144] 

MgCit
-
 1 Mg

2+
 + 1 Cit

3-
 $ 1 MgCit

-
 25 0 5.00 -483.92 [109] 

MgCit
-
 1 Mg

2+
 + 1 Cit

3-
 $ 1 MgCit

-
 25 0 4.91 -483.40 [145] 

MgCit
-
 1 Mg

2+
 + 1 Cit

3-
 $ 1 MgCit

-
 25 0 4.67 -482.03 [146] 

MgCit
-
 1 Mg

2+
 + 1 Cit

3-
 $ 1 MgCit

-
 25 0 4.90 -483.34 [147] 

MgCit
-
 1 Mg

2+
 + 1 Cit

3-
 $ 1 MgCit

-
 25 0 5.01 -483.97 [148] 

MgCit
-
 1 Mg

2+
 + 1 Cit

3-
 $ 1 MgCit

-
 25 0 4.93 -483.52 [149] 

MgCit
-
 1 Mg

2+
 + 1 Cit

3-
 $ 1 MgCit

-
 25 0 5.13 -484.66 [150] 

MgCit
-
 1 Mg

2+
 + 1 Cit

3-
 $ 1 MgCit

-
 25 0 4.66 -481.97 [151] 

MgCit
-
 1 Mg

2+
 + 1 Cit

3-
 $ 1 MgCit

-
 25 0 4.75 -482.49 [12] 

MgCit
-
 1 Mg

2+
 + 1 Cit

3-
 $ 1 MgCit

-
 25 0 4.85 -483.06 [152] 

MgCit
-
 1 Mg

2+
 + 1 Cit

3-
 $ 1 MgCit

-
 25 0 4.87 -483.17 [153] 

MgCit
-
 1 Mg

2+
 + 1 Cit

3-
 $ 1 MgCit

-
 25 0 4.92 -483.46 [154] 

MgCit
-
 1 Mg

2+
 + 1 Cit

3-
 $ 1 MgCit

-
 25 0 4.74 -482.43 [155] 

MgCit
-
 1 Mg

2+
 + 1 Cit

3-
 $ 1 MgCit

-
 25 0 4.79 -482.72 [10] 

MgCit
-
 1 Mg

2+
 + 1 Cit

3-
 $ 1 MgCit

-
 25 0 4.92 -483.46 [156] 

MgCit
-
 1 Mg

2+
 + 1 Cit

3-
 $ 1 MgCit

-
 25 0 4.70 -482.20 [135] 

MgCit
-
 1 Mg

2+
 + 1 Cit

3-
 $ 1 MgCit

-
 25 0 4.71 -482.26 [2] 

    mean -482.92  

       

MgHCit(aq) 1 Mg
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 MgHCit(aq) 25 0 8.79 -505.55 [144] 

MgHCit(aq) 1 Mg
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 MgHCit(aq) 25 0 9.07 -507.15 [146] 

MgHCit(aq) 1 Mg
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 MgHCit(aq) 25 0 9.07 -507.15 [148] 

MgHCit(aq) 1 Mg
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 MgHCit(aq) 25 0 9.14 -507.55 [150] 

MgHCit(aq) 1 Mg
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 MgHCit(aq) 25 0 8.97 -506.58 [157] 

MgHCit(aq) 1 Mg
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 MgHCit(aq) 25 0 9.16 -507.66 [151] 

MgHCit(aq) 1 Mg
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 MgHCit(aq) 25 0 9.00 -506.75 [152] 

MgHCit(aq) 1 Mg
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 MgHCit(aq) 25 0 8.88 -506.06 [153] 
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Species Equilibrium equation T/ ºC I Corrected 
logK 

1

0

mol kJ

/

−
∆ mf G

 

Ref 

MgHCit(aq) 1 Mg
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 MgHCit(aq) 25 0 9.11 -507.38 [155] 

MgHCit(aq) 1 Mg
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 MgHCit(aq) 25 0 9.18 -507.77 [10] 

MgHCit(aq) 1 Mg
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 MgHCit(aq) 25 0 8.84 -505.83 [2] 

    mean -506.86  

       

MgH2Cit
+
 1 Mg

2+
 + 1 Cit

3-
 + 2 H

+
 $ 1 MgH2Cit

+
 25 0 12.43 -526.33 [146] 

MgH2Cit
+
 1 Mg

2+
 + 1 Cit

3-
 + 2 H

+
 $ 1 MgH2Cit

+
 25 0 12.19 -524.96 [152] 

MgH2Cit
+
 1 Mg

2+
 + 1 Cit

3-
 + 2 H

+
 $ 1 MgH2Cit

+
 25 0 12.71 -527.92 [10] 

MgH2Cit
+
 1 Mg

2+
 + 1 Cit

3-
 + 2 H

+
 $ 1 MgH2Cit

+
 25 0 12.57 -527.13 [158] 

    mean -526.58  

       

MgEDTA
2-

 1 Mg
2+

 + 1 EDTA
4-

 $ 1 MgEDTA
2-

 25 0 10.60 -515.88 [78] 

MgEDTA
2-

 1 Mg
2+

 + 1 EDTA
4-

 $ 1 MgEDTA
2-

 20 0.1 10.20 -513.60 [65] 

MgEDTA
2-

 1 Mg
2+

 + 1 EDTA
4-

 $ 1 MgEDTA
2-

 20 0.1 10.24 -513.83 [69] 

MgEDTA
2-

 1 Mg
2+

 + 1 EDTA
4-

 $ 1 MgEDTA
2-

 25 0.3 9.70 -510.75 [159] 

MgEDTA
2-

 1 Mg
2+

 + 1 EDTA
4-

 $ 1 MgEDTA
2-

 20 0.1 12.55 -527.02 [160] 

MgEDTA
2-

 1 Mg
2+

 + 1 EDTA
4-

 $ 1 MgEDTA
2-

 20 0.1 10.24 -513.83 [161] 

MgEDTA
2-

 1 Mg
2+

 + 1 EDTA
4-

 $ 1 MgEDTA
2-

 25 0.1 10.36 -514.51 [162] 

MgEDTA
2-

 1 Mg
2+

 + 1 EDTA
4-

 $ 1 MgEDTA
2-

 25 0 9.10 -507.32 [163] 

MgEDTA
2-

  25 0  -507.28 [164] 

MgEDTA
2-

 1 Mg
2+

 + 1 EDTA
4-

 $ 1 MgEDTA
2-

 25 0.1 10.62 -516.00 [165] 

MgEDTA
2-

 1 Mg
2+

 + 1 EDTA
4-

 $ 1 MgEDTA
2-

 20 0.1 10.24 -513.83 [166] 

MgEDTA
2-

 1 Mg
2+

 + 1 EDTA
4-

 $ 1 MgEDTA
2-

 20 0 9.12 -507.43 [115] 

MgEDTA
2-

 1 Mg
2+

 + 1 EDTA
4-

 $ 1 MgEDTA
2-

 25 0.1 10.51 -515.37 [75] 

MgEDTA
2-

 1 Mg
2+

 + 1 EDTA
4-

 $ 1 MgEDTA
2-

 25 0.1 10.68 -516.34 [75] 

MgEDTA
2-

 1 Mg
2+

 + 1 EDTA
4-

 $ 1 MgEDTA
2-

 25 0 10.60 -515.88 [167] 

MgEDTA
2-

 1 Mg
2+

 + 1 EDTA
4-

 $ 1 MgEDTA
2-

 20 0.1 10.41 -514.80 [168] 

MgEDTA
2-

 1 Mg
2+

 + 1 EDTA
4-

 $ 1 MgEDTA
2-

 20 0 9.12 -507.43 [169] 

    mean -513.59  

       

MgHEDTA
-
 1 Mg

2+
 + 1 EDTA

4-
 + 1 H

+
 $ 1 MgHEDTA

-
 25 0 15.10 -541.57 [78] 
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Species Equilibrium equation T/ ºC I Corrected 
logK 

1

0

mol kJ

/

−
∆ mf G

 

Ref 

MgHEDTA
-
 1 Mg

2+
 + 1 HEDTA

3-
 $ 1 MgHEDTA

-
 20 0.1 3.57 -537.93 [161] 

MgHEDTA
-
 1 Mg

2+
 + 1 HEDTA

3-
 $ 1 MgHEDTA

-
 20 0.1 3.57 -537.93 [166] 

MgHEDTA
-
 1 Mg

2+
 + 1 HEDTA

3-
 $ 1 MgHEDTA

-
 25 0.1 5.29 -547.75 [75] 

MgHEDTA
-
 1 Mg

2+
 + 1 HEDTA

3-
 $ 1 MgHEDTA

-
 20 0.1 5.14 -546.89 [75] 

MgHEDTA
-
 1 MgEDTA

2-
 + 1 H

+
 $ 1 MgHEDTA

-
 20 0.1 4.33 -538.31 [170] 

    mean -541.73  

       

CaOH
+
 1 Ca

2+
 + 1 OH

-
 $ 1 CaOH

+
 25 0 1.15 -716.59 [15] 

CaOH
+
 1 Ca

2+
 + 1 OH

-
 $ 1 CaOH

+
 25 0.15 1.47 -718.41 [171] 

CaOH
+
 1 Ca

2+
 + 1 OH

-
 $ 1 CaOH

+
 25 0 1.30 -717.45 [172] 

CaOH
+
 1 Ca

2+
 + 1 OH

-
 $ 1 CaOH

+
 25 0 1.30 -717.45 [75] 

CaOH
+
 1 Ca

2+
 + 1 H2O $ 1 CaOH

+
 + 1 H

+
 25 0 -12.85 -716.60 [41] 

CaOH
+
 1 Ca

2+
 + 1 H2O $ 1 CaOH

+
 + 1 H

+
 25 0 -12.72 -717.34 [85] 

CaOH
+
  25 0  -717.20 [173] 

    mean -717.29  

       

CaCl
+
 1 Ca

2+
 + 1 Cl

-
 $ 1 CaCl

+
 25 0 0.42 -686.42 [123] 

CaCl
+
 1 Ca

2+
 + 1 Cl

-
 $ 1 CaCl

+
 25 0 0.43 -686.48 [87] 

CaCl
+
 1 Ca

2+
 + 1 Cl

-
 $ 1 CaCl

+
 25 0.1 0.63 -687.62 [75] 

CaCl
+
 1 Ca

2+
 + 1 Cl

-
 $ 1 CaCl

+
 25 0 -0.70 -680.05 [41] 

CaCl
+
  25 0  -682.87 [8] 

    mean -684.69  

       

CaNO3
+
 1 Ca

2+
 + 1 NO3

-
 $ 1 CaNO3

+
 25 0.5 0.45 -666.16 [14] 

CaNO3
+
 1 Ca

2+
 + 1 NO3

-
 $ 1 CaNO3

+
 25 0 0.60 -667.02 [100] 

CaNO3
+
 1 Ca

2+
 + 1 NO3

-
 $ 1 CaNO3

+
 25 0 0.31 -665.37 [174] 

CaNO3
+
 1 Ca

2+
 + 1 NO3

-
 $ 1 CaNO3

+
 25 0 0.50 -666.45 [75] 

CaNO3
+
 1 Ca

2+
 + 1 NO3

-
 $ 1 CaNO3

+
 25 0 0.70 -667.60 [41] 

CaNO3
+
 1 Ca

2+
 + 1 NO3

-
 $ 1 CaNO3

+
 25 0 0.70 -667.60 [87] 

    mean -666.70  
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CaSO4(aq) 1 Ca
2+

 + 1 SO4
2-

 $ 1 CaSO4(aq) 25 0.1 2.25 -1309.65 [175] 

CaSO4(aq) 1 Ca
2+

 + 1 SO4
2-

 $ 1 CaSO4(aq) 25 0 2.31 -1310.00 [176] 

CaSO4(aq) 1 Ca
2+

 + 1 SO4
2-

 $ 1 CaSO4(aq) 25 0 2.23 -1309.54 [177] 

CaSO4(aq) 1 Ca
2+

 + 1 SO4
2-

 $ 1 CaSO4(aq) 25 0.2 2.56 -1311.42 [178] 

CaSO4(aq) 1 Ca
2+

 + 1 SO4
2-

 $ 1 CaSO4(aq) 25 0 2.43 -1310.68 [99] 

CaSO4(aq) 1 Ca
2+

 + 1 SO4
2-

 $ 1 CaSO4(aq) 25 0 2.31 -1310.00 [51] 

CaSO4(aq) 1 Ca
2+

 + 1 SO4
2-

 $ 1 CaSO4(aq) 25 0 2.27 -1309.77 [179] 

CaSO4(aq) 1 Ca
2+

 + 1 SO4
2-

 $ 1 CaSO4(aq) 25 0 2.35 -1310.22 [130] 

CaSO4(aq) 1 Ca
2+

 + 1 SO4
2-

 $ 1 CaSO4(aq) 25 0 2.36 -1310.28 [75] 

CaSO4(aq) 1 Ca
2+

 + 1 SO4
2-

 $ 1 CaSO4(aq) 25 0 2.11 -1308.86 [41] 

CaSO4(aq) 1 Ca
2+

 + 1 SO4
2-

 $ 1 CaSO4(aq) 25 0 2.30 -1309.94 [85] 

CaSO4(aq)  25 0  -1310.18 [8] 

    mean -1310.04  

       

CaCO3(aq) 1 Ca
2+

 + 1 CO3
2-

 $ 1 CaCO3(aq) 25 0 3.20 -1098.97 [75] 

CaCO3(aq) 1 Ca
2+

 + 1 CO3
2-

 $ 1 CaCO3(aq) 25 0 4.44 -1106.05 [180] 

CaCO3(aq) 1 Ca
2+

 + 1 CO3
2-

 $ 1 CaCO3(aq) 25 0 3.20 -1098.97 [181] 

CaCO3(aq) 1 Ca
2+

 + 1 CO3
2-

 $ 1 CaCO3(aq) 25 0 3.15 -1098.69 [132] 

CaCO3(aq) 1 Ca
2+

 + 1 CO3
2-

 $ 1 CaCO3(aq) 25 0 3.10 -1098.40 [182] 

CaCO3(aq) 1 Ca
2+

 + 1 CO3
2-

 $ 1 CaCO3(aq) 25 0 4.48 -1106.28 [183] 

CaCO3(aq) 1 Ca
2+

 + 1 CO3
2-

 $ 1 CaCO3(aq) 25 0 3.20 -1098.97 [105] 

CaCO3(aq) 1 Ca
2+

 + 1 HCO3
-
 $ 1 CaCO3(aq) + 1 H

+
 25 0 -7.00 -1099.69 [41] 

CaCO3(aq)  25 0  -1100.50 [8] 

    mean -1100.72  

       

CaHCO3
+
 1 Ca

2+
 + 1 HCO3

-
 $ 1 CaHCO3

+
 25 0 1.14 -1146.16 [180] 

CaHCO3
+
 1 Ca

2+
 + 1 HCO3

-
 $ 1 CaHCO3

+
 25 0 1.00 -1145.36 [181] 

CaHCO3
+
 1 Ca

2+
 + 1 HCO3

-
 $ 1 CaHCO3

+
 25 0 1.05 -1145.63 [41] 

CaHCO3
+
 1 Ca

2+
 + 1 HCO3

-
 $ 1 CaHCO3

+
 25 0 1.25 -1146.79 [183] 

CaHCO3
+
 1 Ca

2+
 + 1 HCO3

-
 $ 1 CaHCO3

+
 25 0 1.26 -1146.84 [105] 

CaHCO3
+
 1 Ca

2+
 + 1 HCO3

-
 $ 1 CaHCO3

+
 25 0 1.27 -1146.90 [75] 

CaHCO3
+
 1 Ca

2+
 + 1 H

+
 + 1 CO3

2-
 $ 1 CaHCO3

+
 25 0 11.44 -1146.01 [40] 

    mean -1146.24  
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CaPO4
-
 1 Ca

2+
 + 1 PO4

3-
 $ 1 CaPO4

-
 25 0 0.96 -1583.78 [16] 

CaPO4
-
 1 Ca

2+
 + 1 PO4

3-
 $ 1 CaPO4

-
 25 0.15 2.74 -1593.92 [135] 

CaPO4
-
 1 Ca

2+
 + 1 PO4

3-
 $ 1 CaPO4

-
 25 0 6.46 -1615.17 [184] 

CaPO4
-
 1 Ca

2+
 + 1 PO4

3-
 $ 1 CaPO4

-
 25 0 6.46 -1615.17 [6] 

CaPO4
-
 1 Ca

2+
 + 1 HPO4

2-
 $ 1 CaPO4

-
 + 1 H

+
 25 0 -5.86 -1615.34 [41] 

CaPO4
-
 1 Ca

2+
 + 1 PO4

3-
 $ 1 CaPO4

-
 25 0 6.46 -1615.17 [78] 

    mean -1606.42  

       

CaHPO4(aq) 1 Ca
2+

 + 1 HPO4
2-

 $ 1 CaHPO4(aq) 25 0.1 2.50 -1663.07 [138] 

CaHPO4(aq) 1 Ca
2+

 + 1 HPO4
2-

 $ 1 CaHPO4(aq) 25 0 2.54 -1663.29 [13] 

CaHPO4(aq) 1 Ca
2+

 + 1 HPO4
2-

 $ 1 CaHPO4(aq) 25 0.1 2.73 -1664.38 [175] 

CaHPO4(aq) 1 Ca
2+

 + 1 HPO4
2-

 $ 1 CaHPO4(aq) 25 0 2.41 -1662.55 [185] 

CaHPO4(aq) 1 Ca
2+

 + 1 HPO4
2-

 $ 1 CaHPO4(aq) 25 0 2.74 -1664.44 [184] 

CaHPO4(aq) 1 Ca
2+

 + 1 HPO4
2-

 $ 1 CaHPO4(aq) 25 0 2.66 -1663.98 [75] 

CaHPO4(aq) 1 Ca
2+

 + 1 HPO4
2-

 $ 1 CaHPO4(aq) 25 0 2.74 -1664.44 [41] 

CaHPO4(aq) 1 Ca
2+

 + 1 PO4
3-

 + 1 H
+
 $ 1 CaHPO4(aq) 25 0 15.03 -1664.09 [6] 

    mean -1663.78  

       

CaH2PO4
+
 1 Ca

2+
 + 1 H2PO4

-
 $ 1 CaH2PO4

+
 25 0 0.60 -1693.38 [185] 

CaH2PO4
+
 1 Ca

2+
 + 1 H2PO4

-
 $ 1 CaH2PO4

+
 25 0 1.41 -1698.00 [184] 

CaH2PO4
+
 1 Ca

2+
 + 1 H2PO4

-
 $ 1 CaH2PO4

+
 25 0 1.35 -1697.66 [75] 

CaH2PO4
+
 1 Ca

2+
 + 1 PO4

3-
 + 2 H

+
 $ 1 CaH2PO4

+
 25 0 20.97 -1697.99 [6] 

    mean -1696.76  

       

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.85 -580.49 [186] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.67 -579.46 [142] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.60 -579.06 [187] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.84 -580.43 [188] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.90 -580.78 [189] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.60 -579.06 [190] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.68 -579.52 [191] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.64 -579.29 [192] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 5.00 -581.35 [193] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.60 -579.06 [109] 
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CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.61 -579.12 [194] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.82 -580.32 [146] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.95 -581.06 [195] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.67 -579.46 [196] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.78 -580.09 [151] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.82 -580.32 [19] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.76 -579.98 [12] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.70 -579.63 [175] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.92 -580.89 [152] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.87 -580.60 [153] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.85 -580.49 [154] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.71 -579.69 [155] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.82 -580.32 [10] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.84 -580.43 [197] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.77 -580.03 [198] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.63 -579.23 [135] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.80 -580.20 [199] 

CaCit
-
 1 Ca

2+
 + 1 Cit

3-
 $ 1 CaCit

-
 25 0 4.91 -580.83 [2] 

    mean -580.04  

       

Ca(Cit)2
4-

 1 Ca
2+

 + 2 Cit
3-

 $ 1 Ca(Cit)2
4-

 25 0 5.70 -585.34 [10] 

Ca(Cit)2
4-

 1 Ca
2+

 + 2 Cit
3-

 $ 1 Ca(Cit)2
4-

 25 0 5.88 -586.37 [200] 

    mean -585.86  

       

CaHCit(aq) 1 Ca
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 CaHCit(aq) 25 0 9.66 -607.95 [188] 

CaHCit(aq) 1 Ca
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 CaHCit(aq) 25 0 9.42 -606.58 [189] 

CaHCit(aq) 1 Ca
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 CaHCit(aq) 25 0 9.46 -606.80 [191] 

CaHCit(aq) 1 Ca
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 CaHCit(aq) 25 0 9.32 -606.00 [146] 

CaHCit(aq) 1 Ca
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 CaHCit(aq) 25 0 9.18 -605.21 [157] 

CaHCit(aq) 1 Ca
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 CaHCit(aq) 25 0 9.55 -607.32 [151] 

CaHCit(aq) 1 Ca
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 CaHCit(aq) 25 0 9.26 -605.66 [152] 

CaHCit(aq) 1 Ca
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 CaHCit(aq) 25 0 9.30 -605.89 [153] 

CaHCit(aq) 1 Ca
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 CaHCit(aq) 25 0 9.16 -605.09 [154] 

CaHCit(aq) 1 Ca
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 CaHCit(aq) 25 0 9.78 -608.63 [155] 
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CaHCit(aq) 1 Ca
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 CaHCit(aq) 25 0 9.31 -605.95 [10] 

CaHCit(aq) 1 Ca
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 CaHCit(aq) 25 0 9.23 -605.49 [2] 

    mean -606.38  

       

CaH2Cit
+
 1 Ca

2+
 + 1 Cit

3-
 + 2 H

+
 $ 1 CaH2Cit

+
 25 0 12.64 -624.96 [146] 

CaH2Cit
+
 1 Ca

2+
 + 1 Cit

3-
 + 2 H

+
 $ 1 CaH2Cit

+
 25 0 12.63 -624.90 [152] 

CaH2Cit
+
 1 Ca

2+
 + 1 Cit

3-
 + 2 H

+
 $ 1 CaH2Cit

+
 25 0 12.71 -625.36 [10] 

CaH2Cit
+
 1 Ca

2+
 + 1 Cit

3-
 + 2 H

+
 $ 1 CaH2Cit

+
 25 0 12.57 -624.56 [158] 

    mean -624.94  

       

Ca(HCit)2
2-

 1 Ca
2+

 + 2 Cit
3-

 + 2 H
+
 $ 1 Ca(HCit)2

2-
 25 0 19.53 -664.28 [188] 

Ca(HCit)2
2-

 1 Ca
2+

 + 2 Cit
3-

 + 2 H
+
 $ 1 Ca(HCit)2

2-
 25 0 18.44 -658.06 [12] 

    mean -661.17  

       

CaEDTA
2-

 1 Ca
2+

 + 1 EDTA
4-

 $ 1 CaEDTA
2-

 25 0 12.40 -623.59 [78] 

CaEDTA
2-

 1 Ca
2+

 + 1 EDTA
4-

 $ 1 CaEDTA
2-

 25 0.1 12.65 -625.01 [175] 

CaEDTA
2-

 1 Ca
2+

 + 1 EDTA
4-

 $ 1 CaEDTA
2-

 20 0.1 12.41 -623.64 [69] 

CaEDTA
2-

 1 Ca
2+

 + 1 EDTA
4-

 $ 1 CaEDTA
2-

 25 0 11.00 -615.59 [201] 

CaEDTA
2-

 1 Ca
2+

 + 1 EDTA
4-

 $ 1 CaEDTA
2-

 25 0.3 11.58 -618.91 [159] 

CaEDTA
2-

 1 Ca
2+

 + 1 EDTA
4-

 $ 1 CaEDTA
2-

 25 0.1 12.45 -623.87 [60] 

CaEDTA
2-

 1 Ca
2+

 + 1 EDTA
4-

 $ 1 CaEDTA
2-

 25 0.1 12.50 -624.16 [202] 

CaEDTA
2-

 1 Ca
2+

 + 1 EDTA
4-

 $ 1 CaEDTA
2-

 20 0.1 12.57 -624.56 [203] 

CaEDTA
2-

 1 Ca
2+

 + 1 EDTA
4-

 $ 1 CaEDTA
2-

 20 0.1 12.72 -625.41 [160] 

CaEDTA
2-

 1 Ca
2+

 + 1 EDTA
4-

 $ 1 CaEDTA
2-

 25 0.1 12.29 -622.96 [204] 

CaEDTA
2-

 1 Ca
2+

 + 1 EDTA
4-

 $ 1 CaEDTA
2-

 25 0.1 12.14 -622.10 [162] 

CaEDTA
2-

 1 Ca
2+

 + 1 EDTA
4-

 $ 1 CaEDTA
2-

 25 0 11.00 -615.59 [163] 

CaEDTA
2-

 1 Ca
2+

 + 1 EDTA
4-

 $ 1 CaEDTA
2-

 22 0.1 12.57 -624.56 [205] 

CaEDTA
2-

 1 Ca
2+

 + 1 EDTA
4-

 $ 1 CaEDTA
2-

 25 0.1 12.42 -623.70 [165] 

CaEDTA
2-

 1 Ca
2+

 + 1 EDTA
4-

 $ 1 CaEDTA
2-

 20 0.1 12.31 -623.07 [166] 

CaEDTA
2-

 1 Ca
2+

 + 1 EDTA
4-

 $ 1 CaEDTA
2-

 25 0.1 12.37 -623.42 [75] 

CaEDTA
2-

 1 Ca
2+

 + 1 EDTA
4-

 $ 1 CaEDTA
2-

 25 0.1 12.53 -624.33 [75] 

    mean -622.62  

       

CaHEDTA
-
 1 Ca

2+
 + 1 HEDTA

3-
 $ 1 CaHEDTA

-
 25 0.1 4.71 -641.87 [60] 
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CaHEDTA
-
 1 Ca

2+
 + 1 HEDTA

3-
 $ 1 CaHEDTA

-
 20 0.1 4.80 -642.38 [161] 

CaHEDTA
-
 1 Ca

2+
 + 1 HEDTA

3-
 $ 1 CaHEDTA

-
 20 0.1 4.80 -642.38 [166] 

CaHEDTA
-
 1 Ca

2+
 + 1 HEDTA

3-
 $ 1 CaHEDTA

-
 25 0.1 4.39 -640.04 [75] 

    mean -641.67  

       

Ca2EDTA(aq) 2 Ca
2+

 + 1 EDTA
4-

 $ 1 Ca2EDTA(aq)  0.3 14.85 -1190.36 [206] 

Ca2EDTA(aq) 1 Ca
2+

 + 1 CaEDTA
2-

 $ 1 Ca2EDTA(aq) 20 0.2 2.12 -1187.52 [18] 

    mean -1188.94  

       

UO2OH
+
  25 0  -1160.01 [207] 

UO2OH
+
 1 UO2

2+
 + 1 H2O $ 1 UO2OH

+
 + 1 H

+
 25 0.1 -5.69 -1157.18 [208] 

UO2OH
+
 1 UO2

2+
 + 1 H2O $ 1 UO2OH

+
 + 1 H

+
 25 0 -5.19 -1160.07 [209] 

    mean -1159.09  

       

UO2(OH)2(aq) 1 UO2
2+

 + 2 H2O $ 1 UO2(OH)2(aq) + 2 H
+
 25 0 -11.50 -1361.19 [210] 

UO2(OH)2(aq) 1 UO2
2+

 + 2 H2O $ 1 UO2(OH)2(aq) + 2 H
+
 25 0  -1359.00 [211] 

UO2(OH)2(aq) 1 UO2OH
+
 + 1 H2O $ 1 UO2(OH)2(aq) + 1 H

+
 25 0.1 -6.49 -1359.18 [208] 

    mean -1359.79  

       

UO2(OH)3
-
 1 UO2

2+
 + 3 H2O $ 1 UO2(OH)3

-
 + 3 H

+ 
25 0 -20 -1549.81 [212] 

UO2(OH)3
-
  25 0  -1554.38 [207] 

    mean -1552.10  

       

UO2(OH)4
2-

  25 0  -1712.75 [207] 

UO2(OH)4
2-

 1 U
4+

 + 6 H2O $ 1 UO2(OH)4
2-

 + 6 H
+
 25 0 -44.50 -1698.69 [213] 

    mean -1705.72  

       

(UO2)2(OH)2
2+

 2 UO2
2+

 + 2 H2O $ 1 (UO2)2(OH)2
2+

 + 2 H
+
 25 0.1 -5.92 -2345.56 [214] 

(UO2)2(OH)2
2+

 2 UO2
2+

 + 2 H2O $ 1 (UO2)2(OH)2
2+

 + 2 H
+
 25 0 -5.62 -2347.30 [207] 

(UO2)2(OH)2
2+

 2 UO2
2+

 + 2 H2O $ 1 (UO2)2(OH)2
2+

 + 2 H
+
 25 0 -5.51 -2347.93 [21] 

(UO2)2(OH)2
2+

 2 UO2
2+

 + 2 H2O $ 1 (UO2)2(OH)2
2+

 + 2 H
+
 25 0 -5.76 -2346.50 [209] 

    mean -2346.82  

       

(UO2)3(OH)5
+
 3 UO2

2+
 + 5 H2O $ 1 (UO2)3(OH)5

+
 + 5 H

+
 25 0 -15.55 -3954.59 [207] 
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(UO2)3(OH)5
+
 3 UO2

2+
 + 5 H2O $ 1 (UO2)3(OH)5

+
 + 5 H

+
 25 0 -15.33 -3955.85 [21] 

(UO2)3(OH)5
+
 3 UO2

2+
 + 5 H2O $ 1 (UO2)3(OH)5

+
 + 5 H

+
 25 0 -15.89 -3952.65 [209] 

    mean -3954.36  

       

(UO2)3(OH)7
-
  25 0  -4340.69 [207] 

(UO2)3(OH)7
-
 3 UO2

2+
 + 7 H2O $ 1 (UO2)3(OH)7

-
 + 7 H

+
 25 0 -32.70 -4330.98 [212] 

(UO2)3(OH)7
-
 3 UO2

2+
 + 7 H2O $ 1 (UO2)3(OH)7

-
 + 7 H

+
 25 0 -27.77 -4359.12 [21] 

(UO2)3(OH)7
-
 3 UO2

2+
 + 7 H2O $ 1 (UO2)3(OH)7

-
 + 7 H

+
 25 0 -29.26 -4350.62 [209] 

    mean -4345.35  

       

UO2HPO4(aq)  25 0  -2089.86 [207] 

UO2HPO4(aq) 1 UO2
2+

 + 1 PO4
3-

 + 1 H
+
 $ 1 UO2HPO4(aq) 25 0 19.63 -2090.09 [212] 

UO2HPO4(aq) 1 UO2
2+

 + 1 PO4
3-

 + 1 H
+
 $ 1 UO2HPO4(aq) 25 0 19.87 -2091.46 [215] 

UO2HPO4(aq) 1 UO2
2+

 + 1 PO4
3-

 + 1 H
+
 $ 1 UO2HPO4(aq) 25 0 19.53 -2089.52 [215] 

    mean -2090.23  

       

UO2H2PO4
+
  25 0  -2108.31 [207] 

UO2H2PO4
+
 1 UO2

2+
 + 1 PO4

3-
 + 2 H

+
 $ 1 UO2H2PO4

+
 25 0 22.82 -2108.30 [216] 

UO2H2PO4
+
 1 UO2

2+
 + 1 PO4

3-
 + 2 H

+
 $ 1 UO2H2PO4

+
 25 0 22.89 -2108.70 [217] 

UO2H2PO4
+
 1 UO2

2+
 + 1 PO4

3-
 + 2 H

+
 $ 1 UO2H2PO4

+
 25 0 22.60 -2107.04 [218] 

UO2H2PO4
+
 1 UO2

2+
 + 1 PO4

3-
 + 2 H

+
 $ 1 UO2H2PO4

+
 25 0 23.20 -2110.47 [219] 

UO2H2PO4
+
 1 UO2

2+
 + 1 PO4

3-
 + 2 H

+
 $ 1 UO2H2PO4

+
 25 0 23.02 -2109.44 [220] 

UO2H2PO4
+
 1 UO2

2+
 + 1 PO4

3-
 + 2 H

+
 $ 1 UO2H2PO4

+
 25 0 22.58 -2106.93 [215] 

UO2H2PO4
+
 1 UO2

2+
 + 1 PO4

3-
 + 2 H

+
 $ 1 UO2H2PO4

+
 25 0 22.31 -2105.39 [215] 

    mean -2108.07  

       

UO2(H2PO4)2(aq)  25 0  -3254.94 [207] 

UO2(H2PO4)2(aq) 1 UO2
2+

 + 2 PO4
3-

 + 4 H
+
 $ 1 UO2(H2PO4)2(aq) 25 0 44.99 -3260.34 [216] 

UO2(H2PO4)2(aq) 1 UO2
2+

 + 2 PO4
3-

 + 4 H
+
 $ 1 UO2(H2PO4)2(aq) 25 0 44.70 -3258.68 [218] 

UO2(H2PO4)2(aq) 1 UO2
2+

 + 2 PO4
3-

 + 4 H
+
 $ 1 UO2(H2PO4)2(aq) 25 0 44.70 -3258.68 [219] 

UO2(H2PO4)2(aq) 1 UO2
2+

 + 2 PO4
3-

 + 4 H
+
 $ 1 UO2(H2PO4)2(aq) 25 0 44.87 -3259.65 [220] 

UO2(H2PO4)2(aq) 1 UO2
2+

 + 2 PO4
3-

 + 4 H
+
 $ 1 UO2(H2PO4)2(aq) 25 0 46.09 -3266.61 [215] 

    mean -3259.82  
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Ca2UO2(CO3)3(aq) 2 Ca
2+

 + 1 UO2
2+

 + 3 CO3
2-

 $ 1 Ca2UO2(CO3)3(aq) 25 0 30.55 -3816.24 [17] 

Ca2UO2(CO3)3(aq) 2 Ca
2+

 + 1 UO2
2+

 + 3 CO3
2-

 $ 1 Ca2UO2(CO3)3(aq) 25 0 29.10 -3807.97 [221] 

    mean -3812.11  

       

UO2Cit
-
 1 UO2

2+
 + 1 Cit

3-
 $ 1 UO2Cit

-
 21 0.1 7.99 -998.16 [222] 

UO2Cit
-
 1 U

4+
 + 1 Cit

3-
 + 2 H2O $ 1 UO2Cit

-
 + 4 H

+
 + 2 e

-
 25 0 0.89 -1009.22 [144] 

UO2Cit
-
 1 U

4+
 + 1 Cit

3-
 + 2 H2O $ 1 UO2Cit

-
 + 4 H

+
 + 2 e

-
 25 0 0.70 -1008.14 [223] 

UO2Cit
-
 1 U

4+
 + 1 Cit

3-
 + 2 H2O $ 1 UO2Cit

-
 + 4 H

+
 + 2 e

-
 25 0 -0.36 -1002.09 [224] 

UO2Cit
-
 1 U

4+
 + 1 Cit

3-
 + 2 H2O $ 1 UO2Cit

-
 + 4 H

+
 + 2 e

-
 25 0 -0.48 -1001.40 [225] 

UO2Cit
-
 1 U

4+
 + 1 Cit

3-
 + 2 H2O $ 1 UO2Cit

-
 + 4 H

+
 + 2 e

-
 25 0 -0.65 -1000.43 [226] 

UO2Cit
-
 1 U

4+
 + 1 Cit

3-
 + 2 H2O $ 1 UO2Cit

-
 + 4 H

+
 + 2 e

-
 25 0 0.61 -1007.62 [227] 

UO2Cit
-
 1 U

4+
 + 1 Cit

3-
 + 2 H2O $ 1 UO2Cit

-
 + 4 H

+
 + 2 e

-
 25 0 -0.03 -1003.97 [228] 

    mean -1003.88  

       

UO2HCit(aq) 1 U
4+

 + 1 Cit
3-

 + 2 H2O $ 1 UO2HCit(aq) + 3 H
+
 + 2 e

-
 25 0 2.36 -1017.61 [225] 

UO2HCit(aq) 1 U
4+

 + 1 Cit
3-

 + 2 H2O $ 1 UO2HCit(aq) + 3 H
+
 + 2 e

-
 25 0 2.20 -1016.70 [226] 

    mean -1017.15  

       

UO2H2Cit
+
 1 U

4+
 + 1 Cit

3-
 + 2 H2O $ 1 UO2H2Cit

+
 + 2 H

+
 + 2 e

-
 25 0 5.31 -1034.45 [225] 

UO2H2Cit
+
 1 U

4+
 + 1 Cit

3-
 + 2 H2O $ 1 UO2H2Cit

+
 + 2 H

+
 + 2 e

-
 25 0 3.82 -1025.94 [226] 

    mean -1030.20  

       

(UO2)2(Cit)2
2-

 2 U
4+

 + 2 Cit
3-

 + 4 H2O $ 1 (UO2)2(Cit)2
2-

 + 8 H
+
 + 4 e

-
 25 0 3.55 -2028.54 [223] 

(UO2)2(Cit)2
2-

 2 U
4+

 + 2 Cit
3-

 + 4 H2O $ 1 (UO2)2(Cit)2
2-

 + 8 H
+
 + 4 e

-
 25 0 3.14 -2026.20 [224] 

(UO2)2(Cit)2
2-

 2 U
4+

 + 2 Cit
3-

 + 4 H2O $ 1 (UO2)2(Cit)2
2-

 + 8 H
+
 + 4 e

-
 25 0 1.76 -2018.33 [229] 

(UO2)2(Cit)2
2-

 2 U
4+

 + 2 Cit
3-

 + 4 H2O $ 1 (UO2)2(Cit)2
2-

 + 8 H
+
 + 4 e

-
 25 0 2.01 -2019.75 [230] 

    mean -2023.21  

       

UO2EDTA
2-

 1 UO2
2+

 + 1 EDTA
4-

 $ 1 UO2EDTA
2-

 24 0.1 12.12 -1021.73 [80] 

UO2EDTA
2-

 1 UO2
2+

 + 1 EDTA
4-

 $ 1 UO2EDTA
2-

 25 0 13.00 -1026.76 [71] 

UO2EDTA
2-

  25 0  -1027.79 [77] 

    mean -1025.43  

       

UO2HEDTA
-
 1 UO2

2+
 + 1 HEDTA

3-
 $ 1 UO2HEDTA

-
 25 0.1 8.69 -1064.33 [231] 
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UO2HEDTA
-
 1 UO2

2+
 + 1 HEDTA

3-
 $ 1 UO2HEDTA

-
 25 0.15 9.24 -1067.45 [232] 

UO2HEDTA
-
 1 UO2

2+
 + 1 HEDTA

3-
 $ 1 UO2HEDTA

-
 25 0.1 8.61 -1063.87 [233] 

UO2HEDTA
-
 1 UO2

2+
 + 1 EDTA

4-
 + 1 H

+
 $ 1 UO2HEDTA

-
 25 0 20.20 -1067.85 [71] 

UO2HEDTA
-
  25 0  -1060.60 [77] 

UO2HEDTA
-
 1 UO2

2+
 + 1 HEDTA

3-
 $ 1 UO2HEDTA

-
 25 0.1 8.19 -1061.48 [64] 

UO2HEDTA
-
 1 UO2

2+
 + 1 HEDTA

3-
 $ 1 UO2HEDTA

-
 25 0.1 8.69 -1064.33 [234] 

    mean -1064.27  

       

UO2(OH)HEDTA
2-

 1 UO2HEDTA
-
 + 1 H2O $ 1 UO2(OH)HEDTA

2-
 + 1 H

+
 25 0.1 -6.05 -1266.88 [231] 

UO2(OH)HEDTA
2-

 1 UO2
2+

 + 1 H2O + 1 EDTA
4-

 $ 1 UO2(OH)HEDTA
2-

 25 0.1 12.37 -1260.29 [64] 

UO2(OH)HEDTA
2-

 1 UO2HEDTA
-
 + 1 H2O $ 1 UO2(OH)HEDTA

2-
 + 1 H

+
 25 0.15 -6.08 -1266.71 [232] 

    mean -1264.63  

       

Fe
3+

 1 Fe
2+

 $ 1 Fe
3+

 + 1 e
-
 25 0 -13.02 -17.25 [40] 

Fe
3+

  25 0  -17.25 [9] 

    mean -17.25  

       

FeOH
+
 1 H2O + 1 Fe

2+
 $ 1 FeOH

+
 + 1 H

+
 25 0 -9.23 -276.02 [235] 

FeOH
+
 1 H2O + 1 Fe

2+
 $ 1 FeOH

+
 + 1 H

+
 25 0 -9.49 -274.54 [236] 

FeOH
+
 1 H2O + 1 Fe

2+
 $ 1 FeOH

+
 + 1 H

+
 25 0 -9.58 -274.02 [237] 

FeOH
+
 1 H2O + 1 Fe

2+
 $ 1 FeOH

+
 + 1 H

+
 25 0 -9.30 -275.62 [238] 

FeOH
+
 1 H2O + 1 Fe

2+
 $ 1 FeOH

+
 + 1 H

+
 25 0 -9.50 -274.48 [239] 

FeOH
+
 1 H2O + 1 Fe

2+
 $ 1 FeOH

+
 + 1 H

+
 25 0 -9.56 -274.14 [43] 

FeOH
+
 1 OH

-
 + 1 Fe

2+
 $ 1 FeOH

+
 25 0 4.60 -275.04 [75] 

FeOH
+
  25 0  -275.70 [9] 

FeOH
+
 1 H2O + 1 Fe

2+
 $ 1 FeOH

+
 + 1 H

+
 25 0 -9.51 -274.42 [240] 

FeOH
+
  25 0  -270.80 [241] 

    mean -274.48  

       

FeOH
2+

 1 Fe
3+

 + 1 H2O $ 1 FeOH
2+

 + 1 H
+
 25 0 -2.10 -242.40 [242] 

FeOH
2+

 1 Fe
3+

 + 1 H2O $ 1 FeOH
2+

 + 1 H
+
 25 0 -2.18 -241.94 [243] 

FeOH
2+

 1 Fe
3+

 + 1 H2O $ 1 FeOH
2+

 + 1 H
+
 25 0.15 -2.57 -239.71 [244] 

FeOH
2+

 1 Fe
3+

 + 1 H2O $ 1 FeOH
2+

 + 1 H
+
 25 0.1 -2.29 -241.32 [245] 

FeOH
2+

 1 Fe
3+

 + 1 H2O $ 1 FeOH
2+

 + 1 H
+
 25 0.1 -2.35 -240.97 [246] 
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FeOH
2+

 1 Fe
3+

 + 1 H2O $ 1 FeOH
2+

 + 1 H
+
 25 0.25 -2.13 -242.22 [247] 

FeOH
2+

 1 Fe
3+

 + 1 H2O $ 1 FeOH
2+

 + 1 H
+
 25 0.004 -2.29 -241.31 [248] 

FeOH
2+

 1 Fe
3+

 + 1 H2O $ 1 FeOH
2+

 + 1 H
+
 25 0.02 -2.25 -241.55 [248] 

FeOH
2+

 1 Fe
3+

 + 1 H2O $ 1 FeOH
2+

 + 1 H
+
 25 0.5 -2.41 -240.62 [249] 

FeOH
2+

 1 Fe
3+

 + 1 H2O $ 1 FeOH
2+

 + 1 H
+
 25 0.43 -2.19 -241.87 [250] 

FeOH
2+

 1 Fe
3+

 + 1 H2O $ 1 FeOH
2+

 + 1 H
+
 25 0 -2.19 -241.89 [251] 

FeOH
2+

 1 Fe
3+

 + 1 H2O $ 1 FeOH
2+

 + 1 H
+
 25 0.46 -2.16 -242.05 [252] 

FeOH
2+

 1 Fe
3+

 + 1 H2O $ 1 FeOH
2+

 + 1 H
+
 25 0 -1.96 -243.20 [253] 

FeOH
2+

 1 Fe
3+

 + 1 H2O $ 1 FeOH
2+

 + 1 H
+
 25 0 -2.46 -240.35 [254] 

FeOH
2+

 1 Fe
3+

 + 1 H2O $ 1 FeOH
2+

 + 1 H
+
 25 0.4 -2.35 -240.96 [255] 

FeOH
2+

 1 Fe
3+

 + 1 OH
-
 $ 1 FeOH

2+
 25 0 11.81 -241.88 [75] 

FeOH
2+

 1 Fe
3+

 + 1 OH
-
 $ 1 FeOH

2+
 25 0.1 11.92 -242.48 [75] 

FeOH
2+

  25 0  -242.00 [9] 

FeOH
2+

 1 Fe
3+

 + 1 H2O $ 1 FeOH
2+

 + 1 H
+
 25 0 -2.20 -241.83 [240] 

FeOH
2+

  25 0  -242.23 [241] 

FeOH
2+

 1 Fe
3+

 + 1 H2O $ 1 FeOH
2+

 + 1 H
+
 25 0.5 -2.27 -241.42 [36] 

    mean -241.63  

       

Fe(OH)2(aq) 2 H2O + 1 Fe
2+

 $ 1 Fe(OH)2(aq) + 2 H
+
 25 0 -20.35 -449.69 [43] 

Fe(OH)2(aq) 2 OH
-
 + 1 Fe

2+
 $ 1 Fe(OH)2(aq) 25 0 7.50 -448.82 [75] 

Fe(OH)2(aq)  25 0  -449.49 [9] 

Fe(OH)2(aq) 2 H2O + 1 Fe
2+

 $ 1 Fe(OH)2(aq) + 2 H
+
 25 0 -20.61 -448.20 [240] 

Fe(OH)2(aq)  25 0  -447.43 [241] 

    mean -448.73  

       

Fe(OH)2
+
 1 Fe

3+
 + 2 H2O $ 1 Fe(OH)2

+
 + 2 H

+
 20 0.1 -5.49 -460.16 [256] 

Fe(OH)2
+
 1 Fe

3+
 + 2 H2O $ 1 Fe(OH)2

+
 + 2 H

+
 20 0.05 -5.89 -457.93 [256] 

Fe(OH)2
+
 1 Fe

3+
 + 2 H2O $ 1 Fe(OH)2

+
 + 2 H

+
 25 0 -6.30 -455.57 [242] 

Fe(OH)2
+
 1 Fe

3+
 + 2 H2O $ 1 Fe(OH)2

+
 + 2 H

+
 25 0 -5.60 -459.56 [243] 

Fe(OH)2
+
 1 Fe

3+
 + 2 H2O $ 1 Fe(OH)2

+
 + 2 H

+
 25 0.15 -5.59 -459.61 [244] 

Fe(OH)2
+
 1 FeOH

2+
 + 1 H2O $ 1 Fe(OH)2

+
 + 1 H

+
 25 0 -4.70 -451.94 [254] 

Fe(OH)2
+
 1 Fe

3+
 + 2 OH

-
 $ 1 Fe(OH)2

+
 25 0 23.40 -465.26 [75] 

Fe(OH)2
+
  25 0  -459.46 [9] 

Fe(OH)2
+
 1 Fe

3+
 + 2 H2O $ 1 Fe(OH)2

+
 + 2 H

+
 25 0 -5.54 -459.91 [257] 
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Fe(OH)2
+
  25 0  -459.50 [241] 

    mean -458.89  

       

Fe(OH)3
-
 3 H2O + 1 Fe

2+
 $ 1 Fe(OH)3

-
 + 3 H

+
 25 0 -32.24 -618.96 [43] 

Fe(OH)3
-
 3 OH

-
 + 1 Fe

2+
 $ 1 Fe(OH)3

-
 25 0 13.00 -637.43 [75] 

Fe(OH)3
-
  25 0  -612.65 [241] 

    mean -623.01  

       

Fe(OH)3(aq) 1 Fe
3+

 + 3 H2O $ 1 Fe(OH)3(aq) + 3 H
+
 25 0 -14.30 -647.04 [242] 

Fe(OH)3(aq) 1 Fe
2+

 + 3 H2O $ 1 Fe(OH)3(aq) + 3 H
+
 + 1 e

-
 25 0 -25.58 -656.97 [40] 

Fe(OH)3(aq) 1 Fe
3+

 + 3 H2O $ 1 Fe(OH)3(aq) + 3 H
+
 25 0 -12.00 -660.17 [41] 

Fe(OH)3(aq)  25 0  -660.43 [9] 

Fe(OH)3(aq) 1 Fe
3+

 + 3 H2O $ 1 Fe(OH)3(aq) + 3 H
+
 25 0 -11.80 -661.31 [257] 

Fe(OH)3(aq) 1 Fe
3+

 + 3 H2O $ 1 Fe(OH)3(aq) + 3 H
+
 25 0 -12.92 -654.92 [258] 

Fe(OH)3(aq) 1 Fe
3+

 + 3 H2O $ 1 Fe(OH)3(aq) + 3 H
+
 25 0 -12.00 -660.17 [259] 

Fe(OH)3(aq)  25 0  -660.51 [241] 

    mean -657.69  

       

Fe(OH)4
2-

 4 H2O + 1 Fe
2+

 $ 1 Fe(OH)4
2-

 + 4 H
+
 25 0 -45.18 -782.24 [43] 

Fe(OH)4
2-

 4 OH
-
 + 1 Fe

2+
 $ 1 Fe(OH)4

2-
 25 0 10.00 -777.53 [75] 

Fe(OH)4
2-

  25 0  -775.87 [241] 

    mean -778.54  

       

Fe(OH)4
-
 1 Fe

3+
 + 4 H2O $ 1 Fe(OH)4

-
 + 4 H

+
 25 0 -22.30 -838.52 [242] 

Fe(OH)4
-
 1 Fe

2+
 + 4 H2O $ 1 Fe(OH)4

-
 + 4 H

+
 + 1 e

-
 25 0 -34.62 -842.51 [40] 

Fe(OH)4
-
 1 Fe

3+
 + 4 OH

-
 $ 1 Fe(OH)4

-
 25 0 34.40 -842.48 [75] 

Fe(OH)4
-
 1 Fe

3+
 + 4 H2O $ 1 Fe(OH)4

-
 + 4 H

+
 25 0 -21.60 -842.51 [41] 

Fe(OH)4
-
  25 0  -842.72 [9] 

Fe(OH)4
-
  25 0  -845.59 [260] 

Fe(OH)4
-
  25 0  -840.78 [261] 

Fe(OH)4
-
 1 Fe

3+
 + 4 H2O $ 1 Fe(OH)4

-
 + 4 H

+
 25 0 -24.40 -826.53 [258] 

Fe(OH)4
-
  25 0  -842.85 [241] 

    mean -840.50  

       



 

Appendix C. Data considered in the review of solution complex and mineral thermodynamic constants. Only species with more than one datum 

considered listed 

 290 

Fe2(OH)2
4+

 2 Fe
3+

 + 2 H2O $ 1 Fe2(OH)2
4+

 + 2 H
+
 20 0.05 -2.79 -492.85 [256] 

Fe2(OH)2
4+

 2 Fe
3+

 + 2 H2O $ 1 Fe2(OH)2
4+

 + 2 H
+
 25 0 -2.92 -492.11 [243] 

Fe2(OH)2
4+

 2 Fe
3+

 + 2 H2O $ 1 Fe2(OH)2
4+

 + 2 H
+
 25 0.2 -3.46 -489.03 [262] 

Fe2(OH)2
4+

 2 Fe
3+

 + 2 H2O $ 1 Fe2(OH)2
4+

 + 2 H
+
 25 0.1 -2.10 -496.79 [246] 

Fe2(OH)2
4+

 2 Fe
3+

 + 2 OH
-
 $ 1 Fe2(OH)2

4+
 25 0 25.14 -492.44 [75] 

    mean -492.64  

       

Fe3(OH)4
5+

 3 Fe
2+

 + 4 H2O $ 1 Fe3(OH)4
5+

 + 4 H
+
 + 3 e

-
 25 0 -45.36 -964.34 [40] 

Fe3(OH)4
5+

 3 Fe
3+

 + 4 OH
-
 $ 1 Fe3(OH)4

5+
 25 0 49.70 -964.31 [75] 

    mean -964.33  

       

FeCl
+
 1 Fe

2+
 + 1 Cl

-
 $ 1 FeCl

+
 25 0 -0.16 -221.87 [263] 

FeCl
+
 1 Fe

2+
 + 1 Cl

-
 $ 1 FeCl

+
 25 0 0.14 -223.58 [40] 

FeCl
+
 1 Fe

2+
 + 1 Cl

-
 $ 1 FeCl

+
 25 0 -0.20 -221.64 [75] 

FeCl
+
 1 Fe

2+
 + 1 Cl

-
 $ 1 FeCl

+
 25 0 -0.16 -221.87 [41] 

FeCl
+
  25 0  -222.03 [8] 

    mean -222.20  

       

FeCl
2+

 1 Fe
3+

 + 1 Cl
-
 $ 1 FeCl

2+
 25 0.1 2.18 -160.88 [264] 

FeCl
2+

 1 Fe
3+

 + 1 Cl
-
 $ 1 FeCl

2+
 20 0.4 1.07 -154.58 [265] 

FeCl
2+

 1 Fe
3+

 + 1 Cl
-
 $ 1 FeCl

2+
 21 0.1 1.57 -157.40 [266] 

FeCl
2+

 1 Fe
3+

 + 1 Cl
-
 $ 1 FeCl

2+
 25 0 0.70 -152.46 [267] 

FeCl
2+

 1 Fe
3+

 + 1 Cl
-
 $ 1 FeCl

2+
 25 0.5 1.33 -156.07 [268] 

FeCl
2+

 1 Fe
3+

 + 1 Cl
-
 $ 1 FeCl

2+
 20 0.15 1.32 -155.99 [269] 

FeCl
2+

 1 Fe
3+

 + 1 Cl
-
 $ 1 FeCl

2+
 25 0 1.38 -156.34 [270] 

FeCl
2+

 1 Fe
3+

 + 1 Cl
-
 $ 1 FeCl

2+
 25 0 0.54 -151.54 [271] 

FeCl
2+

 1 Fe
3+

 + 1 Cl
-
 $ 1 FeCl

2+
 25 0 0.45 -151.05 [271] 

FeCl
2+

 1 Fe
3+

 + 1 Cl
-
 $ 1 FeCl

2+
 25 0.5 1.22 -155.44 [272] 

FeCl
2+

 1 Fe
3+

 + 1 Cl
-
 $ 1 FeCl

2+
 25 0.2 1.54 -157.28 [273] 

FeCl
2+

 1 Fe
3+

 + 1 Cl
-
 $ 1 FeCl

2+
 25 0 1.48 -156.91 [274] 

FeCl
2+

 1 Fe
2+

 + 1 Cl
-
 $ 1 FeCl

2+
 + 1 e

-
 25 0 -11.52 -157.03 [275] 

FeCl
2+

 1 Fe
3+

 + 1 Cl
-
 $ 1 FeCl

2+
 25 0 1.48 -156.91 [75] 

FeCl
2+

  25 0  -157.08 [8] 

FeCl
2+

 1 Fe
3+

 + 1 Cl
-
 $ 1 FeCl

2+
 25 0 1.28 -155.77 [257] 
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    mean -155.80  

       

FeCl2
+
 1 FeCl

2+
 + 1 Cl

-
 $ 1 FeCl2

+
 25 0 0.65 -290.72 [274] 

FeCl2
+
 1 Fe

2+
 + 2 Cl

-
 $ 1 FeCl2

+
 + 1 e

-
 25 0 -10.64 -293.27 [275] 

FeCl2
+
 1 Fe

3+
 + 2 Cl

-
 $ 1 FeCl2

+
 25 0 2.13 -291.84 [75] 

FeCl2
+
 1 Fe

3+
 + 2 Cl

-
 $ 1 FeCl2

+
 25 0 1.16 -286.30 [257] 

FeCl2
+
 1 Fe

3+
 + 2 Cl

-
 $ 1 FeCl2

+
 25 0 0.65 -283.39 [258] 

    mean -289.11  

       

FeCl3(aq) 1 FeCl2
+
 + 1 Cl

-
 $ 1 FeCl3(aq) 25 0 -0.82 -415.64 [276] 

FeCl3(aq) 1 Fe
3+

 + 3 Cl
-
 $ 1 FeCl3(aq) 25 0 1.12 -417.26 [50] 

FeCl3(aq) 1 FeCl2
+
 + 1 Cl

-
 $ 1 FeCl3(aq) 25 0 -1.00 -414.61 [274] 

    mean -415.84  

       

FeCl4
-
 1 Fe

3+
 + 4 Cl

-
 $ 1 FeCl4

-
 25 0 -0.75 -537.85 [50] 

FeCl4
-
 1 Fe

2+
 + 4 Cl

-
 $ 1 FeCl4

-
 + 1 e

-
 25 0 -13.82 -537.55 [276] 

FeCl4
-
 1 Fe

3+
 + 4 Cl

-
 $ 1 FeCl4

-
 25 0 -0.79 -537.61 [41] 

    mean -537.67  

       

FeNO3
2+

 1 Fe
3+

 + 1 NO3
-
 $ 1 FeNO3

2+
 20 0.4 0.36 -130.11 [265] 

FeNO3
2+

 1 Fe
3+

 + 1 NO3
-
 $ 1 FeNO3

2+
 25 0 0.76 -132.38 [277] 

FeNO3
2+

 1 Fe
3+

 + 1 NO3
-
 $ 1 FeNO3

2+
 25 0 1.00 -133.75 [278] 

FeNO3
2+

 1 Fe
3+

 + 1 NO3
-
 $ 1 FeNO3

2+
 25 0 1.00 -133.75 [279] 

FeNO3
2+

 1 Fe
3+

 + 1 NO3
-
 $ 1 FeNO3

2+
 25 0 1.00 -133.75 [75] 

    mean -132.75  

       

FeSO4(aq) 1 Fe
2+

 + 1 SO4
2-

 $ 1 FeSO4(aq) 25 0.06 3.45 -855.27 [280] 

FeSO4(aq) 1 Fe
2+

 + 1 SO4
2-

 $ 1 FeSO4(aq) 25 0 2.20 -848.13 [99] 

FeSO4(aq) 1 Fe
2+

 + 1 SO4
2-

 $ 1 FeSO4(aq) 25 0 2.25 -848.41 [40] 

FeSO4(aq) 1 Fe
2+

 + 1 SO4
2-

 $ 1 FeSO4(aq) 25 0 2.39 -849.21 [75] 

    mean -850.26  

       

FeSO4
+
 1 Fe

3+
 + 1 SO4

2-
 $ 1 FeSO4

+
 20 0.4 3.45 -780.96 [265] 

FeSO4
+
 1 Fe

3+
 + 1 SO4

2-
 $ 1 FeSO4

+
 25 0 4.74 -788.31 [281] 
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FeSO4
+
 1 Fe

3+
 + 1 SO4

2-
 $ 1 FeSO4

+
 25 0.06 4.04 -784.30 [282] 

FeSO4
+
 1 Fe

3+
 + 1 SO4

2-
 $ 1 FeSO4

+
 25 0.5 3.52 -781.33 [283] 

FeSO4
+
 1 Fe

3+
 + 1 SO4

2-
 $ 1 FeSO4

+
 25 0.5 3.47 -781.08 [284] 

FeSO4
+
 1 Fe

3+
 + 1 SO4

2-
 $ 1 FeSO4

+
 25 0 4.04 -784.31 [278] 

FeSO4
+
 1 Fe

3+
 + 1 SO4

2-
 $ 1 FeSO4

+
 25 0 4.05 -784.37 [75] 

FeSO4
+
 1 Fe

3+
 + 1 SO4

2-
 $ 1 FeSO4

+
 25 0 4.27 -785.63  

    mean -783.79  

       

Fe(SO4)2
-
 1 Fe

3+
 + 2 SO4

2-
 $ 1 Fe(SO4)2

-
 25 0 6.11 -1540.13 [285] 

Fe(SO4)2
-
 1 FeSO4

+
 + 1 SO4

2-
 $ 1 Fe(SO4)2

-
 25 0 1.30 -1535.21 [278] 

    mean -1537.67  

       

FeCO3(aq) 1 Fe
2+

 + 1 CO3
2-

 $ 1 FeCO3(aq) 25 0 5.45 -650.57 [24] 

FeCO3(aq) 1 Fe
2+

 + 1 HCO3
-
 $ 1 FeCO3(aq) + 1 H

+
 25 0 -5.60 -646.45 [41] 

FeCO3(aq) 1 Fe
2+

 + 1 CO3
2-

 $ 1 FeCO3(aq) 25 0 4.38 -644.47 [286] 

FeCO3(aq) 1 Fe
2+

 + 1 CO3
2-

 $ 1 FeCO3(aq) 25 0 5.45 -650.57 [257] 

    mean -648.02  

       

FeHCO3
+
 1 Fe

2+
 + 1 CO3

2-
 + 1 H

+
 $ 1 FeHCO3

+
 25 0 11.43 -684.71 [75] 

FeHCO3
+
 1 Fe

2+
 + 1 HCO3

-
 $ 1 FeHCO3

+
 25 0 1.10 -684.69 [75] 

FeHCO3
+
 1 Fe

2+
 + 1 HCO3

-
 $ 1 FeHCO3

+
 25 0 2.72 -693.94 [41] 

FeHCO3
+
 1 Fe

2+
 + 1 HCO3

-
 $ 1 FeHCO3

+
 25 0 2.00 -689.83 [286] 

FeHCO3
+
 1 Fe

2+
 + 1 HCO3

-
 $ 1 FeHCO3

+
 25 0 1.47 -686.80 [257] 

    mean -687.99  

       

Fe(CO3)2
2-

 1 Fe
2+

 + 2 CO3
2-

 $ 1 Fe(CO3)2
2-

 25 0 7.17 -1188.29 [24] 

Fe(CO3)2
2-

 1 Fe
2+

 + 2 CO3
2-

 $ 1 Fe(CO3)2
2-

 25 0 7.16 -1188.23 [257] 

    mean -1188.26  

       

FeHPO4(aq) 1 Fe
2+

 + 1 HPO4
2-

 $ 1 FeHPO4(aq) 25 0 4.08 -1210.84 [27] 

FeHPO4(aq) 1 Fe
2+

 + 1 HPO4
2-

 $ 1 FeHPO4(aq) 25 0 3.60 -1208.10 [287] 

FeHPO4(aq) 1 Fe
2+

 + 1 HPO4
2-

 $ 1 FeHPO4(aq) 25 0 7.19 -1228.57 [288] 

FeHPO4(aq) 1 Fe
2+

 + 1 HPO4
2-

 $ 1 FeHPO4(aq) 25 0 2.46 -1201.60 [75] 

    mean -1212.28  
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FeHPO4
+
 1 Fe

3+
 + 1 HPO4

2-
 $ 1 FeHPO4

+
 25 0 10.00 -1170.32 [26] 

FeHPO4
+
 1 Fe

3+
 + 1 HPO4

2-
 $ 1 FeHPO4

+
 25 0.1 10.24 -1171.69 [28] 

FeHPO4
+
 1 Fe

3+
 + 1 HPO4

2-
 $ 1 FeHPO4

+
 25 0.4 9.39 -1166.86 [289] 

FeHPO4
+
 1 Fe

3+
 + 1 HPO4

2-
 $ 1 FeHPO4

+
 25 0.5 9.46 -1167.26 [75] 

    mean -1169.03  

       

FeH2PO4
+
 1 Fe

2+
 + 1 H2PO4

-
 $ 1 FeH2PO4

+
 25 0 1.01 -1234.48 [27] 

FeH2PO4
+
 1 Fe

2+
 + 1 H2PO4

-
 $ 1 FeH2PO4

+
 25 0 2.70 -1244.13 [287] 

    mean -1239.30  

       

FeH2PO4
2+

 1 Fe
3+

 + 1 H2PO4
-
 $ 1 FeH2PO4

2+
 25 0 4.00 -1177.23 [26] 

FeH2PO4
2+

 1 Fe
3+

 + 1 H2PO4
-
 $ 1 FeH2PO4

2+
 25 0.4 4.03 -1177.41 [289] 

FeH2PO4
2+

 1 Fe
3+

 + 1 H2PO4
-
 $ 1 FeH2PO4

2+
 25 0.4 4.07 -1177.64 [289] 

FeH2PO4
2+

 1 Fe
3+

 + 1 H2PO4
-
 $ 1 FeH2PO4

2+
 25 0.5 4.05 -1177.53 [75] 

    mean -1177.45  

       

Fe(H2PO4)2(aq) 1 Fe
2+

 + 2 H2PO4
-
 $ 1 Fe(H2PO4)2(aq) 25 0 2.71 -2381.33 [27] 

Fe(H2PO4)2(aq) 1 Fe
2+

 + 2 H2PO4
-
 $ 1 Fe(H2PO4)2(aq) 25 3 2.40 -2379.57 [75] 

    mean -2380.45  

       

FeCit
-
 1 Fe

2+
 + 1 Cit

3-
 $ 1 FeCit

-
 37 0.15 6.00 -125.80 [33] 

FeCit
-
 1 Fe

2+
 + 1 Cit

3-
 $ 1 FeCit

-
 25 0.1 6.09 -126.33 [42] 

FeCit
-
 1 Fe

2+
 + 1 Cit

3-
 $ 1 FeCit

-
 20 0.1 5.69 -124.05 [290] 

FeCit
-
 1 Fe

2+
 + 1 Cit

3-
 $ 1 FeCit

-
 25 0 5.67 -123.93 [148] 

    mean -125.03  

       

FeCit(aq) 1 Fe
3+

 + 1 Cit
3-

 $ 1 FeCit(aq) 25 0.1 13.13 -92.18 [291] 

FeCit(aq) 1 Fe
3+

 + 1 Cit
3-

 $ 1 FeCit(aq) 25 0.15 13.36 -93.48 [292] 

FeCit(aq) 1 Fe
3+

 + 1 Cit
3-

 $ 1 FeCit(aq) 25 0.1 13.15 -92.28 [42] 

FeCit(aq) 1 Fe
3+

 + 1 Cit
3-

 $ 1 FeCit(aq) 25 0.1 12.18 -86.75 [28] 

FeCit(aq) 1 Fe
3+

 + 1 H3Cit(aq) $ 1 FeCit(aq) + 3 H
+
 24 0.1 -1.17 -91.68 [293] 

FeCit(aq) 1 Fe
2+

 + 1 Cit
3-

 $ 1 FeCit(aq) + 1 e
-
 25 0 0.61 -95.05 [294] 

FeCit(aq) 1 Fe
2+

 + 1 Cit
3-

 $ 1 FeCit(aq) + 1 e
-
 25 0 0.66 -95.33 [295] 
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FeCit(aq) 1 Fe
2+

 + 1 Cit
3-

 $ 1 FeCit(aq) + 1 e
-
 25 0 0.36 -93.62 [290] 

FeCit(aq) 1 Fe
2+

 + 1 Cit
3-

 $ 1 FeCit(aq) + 1 e
-
 25 0 0.38 -93.73 [296] 

    mean -92.68  

       

FeHCit(aq) 1 Fe
2+

 + 1 H3Cit(aq) $ 1 FeHCit(aq) + 2 H
+
 25 0 -4.55 -146.73 [34] 

FeHCit(aq) 1 Fe
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 FeHCit(aq) 37 0.15 10.40 -150.91 [33] 

FeHCit(aq) 1 Fe
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 FeHCit(aq) 25 0.1 10.13 -149.36 [42] 

FeHCit(aq) 1 Fe
2+

 + 1 HCit
2-

 $ 1 FeHCit(aq) 20 0.1 3.51 -147.71 [290] 

FeHCit(aq) 1 Fe
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 FeHCit(aq) 25 0 9.87 -147.90 [148] 

FeHCit(aq) 1 Fe
2+

 + 1 Cit
3-

 + 1 H
+
 $ 1 FeHCit(aq) 25 0 10.00 -148.65 [12] 

    mean -148.54  

       

FeHCit
+
 1 Fe

3+
 + 1 Cit

3-
 + 1 H

+
 $ 1 FeHCit

+
 25 0.01 13.14 -92.24 [291] 

FeHCit
+
 1 Fe

3+
 + 1 HCit

2-
 $ 1 FeHCit

+
 25 0.15 8.14 -99.80 [292] 

FeHCit
+
 1 Fe

3+
 + 1 Cit

3-
 + 1 H

+
 $ 1 FeHCit

+
 25 0.1 14.32 -98.96 [42] 

FeHCit
+
 1 Fe

2+
 + 1 Cit

3-
 + 1 H

+
 $ 1 FeHCit

+
 + 1 e

-
 25 0 0.94 -96.93 [297] 

FeHCit
+
 1 Fe

2+
 + 1 Cit

3-
 + 1 H

+
 $ 1 FeHCit

+
 + 1 e

-
 25 0 0.88 -96.59 [295] 

FeHCit
+
 1 Fe

2+
 + 1 Cit

3-
 + 1 H

+
 $ 1 FeHCit

+
 + 1 e

-
 25 0 0.94 -96.93 [298] 

FeHCit
+
 1 Fe

2+
 + 1 Cit

3-
 + 1 H

+
 $ 1 FeHCit

+
 + 1 e

-
 25 0 1.48 -100.01 [299] 

FeHCit
+
 1 Fe

2+
 + 1 Cit

3-
 + 1 H

+
 $ 1 FeHCit

+
 + 1 e

-
 25 0 1.28 -98.87 [12] 

FeHCit
+
 1 Fe

2+
 + 1 Cit

3-
 + 1 H

+
 $ 1 FeHCit

+
 + 1 e

-
 25 0 1.37 -99.39 [37] 

FeHCit
+
 1 Fe

2+
 + 1 Cit

3-
 + 1 H

+
 $ 1 FeHCit

+
 + 1 e

-
 25 0 1.26 -98.76 [296] 

    mean -97.85  

       

FeH2Cit
+
 1 Fe

2+
 + 1 H3Cit(aq) $ 1 FeH2Cit

+
 + 1 H

+
 25 0 -1.61 -163.51 [34] 

FeH2Cit
+
 1 Fe

2+
 + 1 Cit

3-
 + 2 H

+
 $ 1 FeH2Cit

+
 37 0.15 12.88 -165.07 [33] 

FeH2Cit
+
 1 Fe

2+
 + 1 Cit

3-
 + 2 H

+
 $ 1 FeH2Cit

+
 25 0 12.83 -164.80 [295] 

FeH2Cit
+
 1 Fe

2+
 + 1 Cit

3-
 + 2 H

+
 $ 1 FeH2Cit

+
 25 0 12.75 -164.34 [12] 

    mean -164.43  

       

Fe(Cit)2
3-

 1 Fe
3+

 + 2 Cit
3-

 $ 1 Fe(Cit)2
3-

 25 0.01 19.06 -126.03 [291] 

Fe(Cit)2
3-

 1 Fe
3+

 + 2 Cit
3-

 $ 1 Fe(Cit)2
3-

 25 0.15 20.36 -133.44 [292] 

Fe(Cit)2
3-

 1 Fe
3+

 + 2 Cit
3-

 $ 1 Fe(Cit)2
3-

 25 0.1 17.88 -119.28 [28] 

Fe(Cit)2
3-

 1 Fe
2+

 + 2 Cit
3-

 $ 1 Fe(Cit)2
3-

 + 1 e
-
 25 0 6.13 -126.56 [37] 
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    mean -126.33  

       

Fe(HCit)2
-
 1 Fe

2+
 + 2 Cit

3-
 + 2 H

+
 $ 1 Fe(HCit)2

-
 + 1 e

-
 25 0 13.39 -168.00 [12] 

Fe(HCit)2
-
 1 Fe

2+
 + 2 Cit

3-
 + 2 H

+
 $ 1 Fe(HCit)2

-
 + 1 e

-
 25 0 13.31 -167.54 [37] 

    mean -167.77  

       

FeOHCit
-
 1 Fe

2-
 + 1 H2O + 1 Cit

3-
 $ 1 FeOHCit

-
 + 1 H

+
 + 1 e

-
 25 0 -2.17 -316.32 [295] 

FeOHCit
-
 1 Fe

2-
 + 1 H2O + 1 Cit

3-
 $ 1 FeOHCit

-
 + 1 H

+
 + 1 e

-
 25 0 -2.60 -313.86 [42] 

FeOHCit
-
 1 Fe

2-
 + 1 H2O + 1 Cit

3-
 $ 1 FeOHCit

-
 + 1 H

+
 + 1 e

-
 25 0 -2.07 -316.89 [12] 

FeOHCit
-
 1 Fe

2-
 + 1 H2O + 1 Cit

3-
 $ 1 FeOHCit

-
 + 1 H

+
 + 1 e

-
 25 0 -2.87 -312.32 [300] 

FeOHCit
-
 1 Fe

2-
 + 1 H2O + 1 Cit

3-
 $ 1 FeOHCit

-
 + 1 H

+
 + 1 e

-
 25 0 -3.02 -311.47 [37] 

FeOHCit
-
 1 Fe

2-
 + 1 H2O + 1 Cit

3-
 $ 1 FeOHCit

-
 + 1 H

+
 + 1 e

-
 25 0 -2.27 -315.75 [296] 

    mean -314.44  

       

Fe(OH)2Cit
2-

 1 Fe
2-

 + 2 H2O + 1 Cit
3-

 $ 1 Fe(OH)2Cit
2-

 + 2 H
+
 + 1 e

-
 25 0 -10.06 -508.42 [295] 

Fe(OH)2Cit
2-

 1 Fe
2-

 + 2 H2O + 1 Cit
3-

 $ 1 Fe(OH)2Cit
2-

 + 2 H
+
 + 1 e

-
 25 0 -10.00 -508.76 [12] 

    mean -508.59  

       

Fe2(OH)2(Cit)2
2-

 2 Fe
2-

 + 2 H2O + 2 Cit
3-

 $ 1 Fe2(OH)2(Cit)2
2-

 + 2 H
+
 + 2 e

-
 25 0 -2.95 -640.57 [290] 

Fe2(OH)2(Cit)2
2-

 2 Fe
2-

 + 2 H2O + 2 Cit
3-

 $ 1 Fe2(OH)2(Cit)2
2-

 + 2 H
+
 + 2 e

-
 25 0 -2.74 -641.77 [32] 

Fe2(OH)2(Cit)2
2-

 2 Fe
2-

 + 2 H2O + 2 Cit
3-

 $ 1 Fe2(OH)2(Cit)2
2-

 + 2 H
+
 + 2 e

-
 25 0 -2.95 -640.57 [34] 

    mean -640.97  

       

Fe2(OH)3(Cit)2
3-

 2 Fe
2-

 + 3 H2O + 2 Cit
3-

 $ 1 Fe2(OH)3(Cit)2
3-

 + 3 H
+
 + 2 e

-
 25 0 -8.47 -846.20 [32] 

Fe2(OH)3(Cit)2
3-

 2 Fe
2-

 + 3 H2O + 2 Cit
3-

 $ 1 Fe2(OH)3(Cit)2
3-

 + 3 H
+
 + 2 e

-
 25 0 -7.03 -854.42 [34] 

    mean -850.31  

       

FeEDTA
2-

 1 Fe
2+

 + 1 EDTA
4-

 $ 1 FeEDTA
2-

 25 0.1 16.66 -186.66 [301] 

FeEDTA
2-

 1 Fe
2+

 + 1 EDTA
4-

 $ 1 FeEDTA
2-

 25 0.1 15.91 -182.38 [302] 

FeEDTA
2-

 1 Fe
2+

 + 1 EDTA
4-

 $ 1 FeEDTA
2-

 20 0.1 15.92 -182.44 [161] 

FeEDTA
2-

 1 Fe
2+

 + 1 EDTA
4-

 $ 1 FeEDTA
2-

 25 0.1 16.05 -183.18 [31] 

FeEDTA
2-

 1 Fe
2+

 + 1 EDTA
4-

 $ 1 FeEDTA
2-

 20 0.1 16.05 -183.18 [166] 

FeEDTA
2-

 1 Fe
2+

 + 1 EDTA
4-

 $ 1 FeEDTA
2-

 25 0.1 16.02 -183.01 [75] 

FeEDTA
2-

 1 Fe
2+

 + 1 EDTA
4-

 $ 1 FeEDTA
2-

 25 0 16.00 -182.89 [78] 
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    mean -183.39  

       

FeEDTA
-
 1 Fe

3+
 + 1 EDTA

4-
 $ 1 FeEDTA

-
 25 0.1 27.53 -174.39 [76] 

FeEDTA
-
 1 Fe

3+
 + 1 EDTA

4-
 $ 1 FeEDTA

-
 25 0.2 28.32 -178.91 [38] 

FeEDTA
-
 1 Fe

3+
 + 1 EDTA

4-
 $ 1 FeEDTA

-
 20 0.1 27.68 -175.25 [303] 

FeEDTA
-
 1 Fe

3+
 + 1 EDTA

4-
 $ 1 FeEDTA

-
 19 0.1 26.33 -167.54 [304] 

FeEDTA
-
 1 Fe

3+
 + 1 EDTA

4-
 $ 1 FeEDTA

-
 20 0 24.23 -155.55 [39] 

FeEDTA
-
 1 Fe

3+
 + 1 EDTA

4-
 $ 1 FeEDTA

-
 25 0.1 27.68 -175.25 [31] 

FeEDTA
-
 1 Fe

3+
 + 1 EDTA

4-
 $ 1 FeEDTA

-
 20 0.1 27.68 -175.25 [305] 

FeEDTA
-
 1 Fe

3+
 + 1 EDTA

4-
 $ 1 FeEDTA

-
 25 0.1 27.68 -175.25 [75] 

    mean -172.17  

       

FeHEDTA
-
 1 FeEDTA

2-
 + 1 H

+
 $ 1 FeHEDTA

-
 25 0.1 2.49 -197.61 [301] 

FeHEDTA
-
 1 Fe

2+
 + 1 HEDTA

3-
 $ 1 FeHEDTA

-
 20 0.2 9.32 -206.94 [38] 

FeHEDTA
-
 1 Fe

2+
 + 1 HEDTA

3-
 $ 1 FeHEDTA

-
 25 0.1 7.51 -196.63 [302] 

FeHEDTA
-
 1 Fe

2+
 + 1 HEDTA

3-
 $ 1 FeHEDTA

-
 20 0.1 8.90 -204.56 [161] 

FeHEDTA
-
 1 Fe

2+
 + 1 HEDTA

3-
 $ 1 FeHEDTA

-
 20 0.1 8.90 -204.56 [166] 

FeHEDTA
-
 1 Fe

2+
 + 1 HEDTA

3-
 $ 1 FeHEDTA

-
 25 0.1 8.86 -204.33 [75] 

FeHEDTA
-
 1 Fe

2+
 + 1 EDTA

4-
 + 1 H

+
 $ 1 FeHEDTA

-
 25 0 19.06 -200.36 [78] 

    mean -202.14  

       

FeHEDTA(aq) 1 FeEDTA
-
 + 1 H

+
 $ 1 FeHEDTA(aq) 20 0.1 1.42 -180.25 [303] 

FeHEDTA(aq) 1 Fe
3+

 + 1 HEDTA
3-

 $ 1 FeHEDTA(aq) 19 0.1 16.53 -173.75 [304] 

FeHEDTA(aq) 1 Fe
3+

 + 1 HEDTA
3-

 $ 1 FeHEDTA(aq) 20 0 15.26 -166.53 [39] 

FeHEDTA(aq) 1 Fe
3+

 + 1 HEDTA
3-

 $ 1 FeHEDTA(aq) 20 0.1 18.14 -182.94 [305] 

FeHEDTA(aq) 1 FeEDTA
-
 + 1 H

+
 $ 1 FeHEDTA(aq) 25 0.1 1.52 -180.82 [75] 

FeHEDTA(aq) 1 FeEDTA
-
 + 1 H

+
 $ 1 FeHEDTA(aq) 25 0.1 1.52 -180.82 [306] 

    mean -177.52  

       

Fe(OH)EDTA
3-

 1 FeEDTA
2-

 + 1 OH
-
 $ 1 Fe(OH)EDTA

3-
 25 0.1 4.47 -366.13 [31] 

Fe(OH)EDTA
3-

 1 FeEDTA
2-

 + 1 H2O $ 1 Fe(OH)EDTA
3-

 + 1 H
+
 20 0.1 -9.72 -365.08 [305] 

Fe(OH)EDTA
3-

 1 FeEDTA
2-

 + 1 OH
-
 $ 1 Fe(OH)EDTA

3-
 20 0.1 4.45 -366.01 [169] 

    mean -365.74  
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Fe(OH)2EDTA
4-

 1 Fe(OH)EDTA
3-

 + 1 OH
-
 $ 1 Fe(OH)2EDTA

4-
 25 0.1 3.45 -542.68 [31] 

Fe(OH)2EDTA
4-

 1 Fe(OH)EDTA
3-

 + 1 H2O $ 1 Fe(OH)2EDTA
4-

 + 1 H
+
 20 0.1 -10.66 -542.03 [305] 

    mean -542.36  

       

Fe(OH)EDTA
2-

 1 FeEDTA
-
 + 1 H2O $ 1 Fe(OH)EDTA

2-
 + 1 H

+
 25 0.1 -7.84 -364.56 [76] 

Fe(OH)EDTA
2-

 1 FeEDTA
-
 + 1 OH

-
 $ 1 Fe(OH)EDTA

2-
 20 0.1 6.28 -365.27 [303] 

Fe(OH)EDTA
2-

 1 Fe
3+

 + 1 OH
-
 + 1 EDTA

4-
 $ 1 Fe(OH)EDTA

2-
 20 0.1 36.37 -382.04 [307] 

Fe(OH)EDTA
2-

 1 FeEDTA
-
 + 1 H2O $ 1 Fe(OH)EDTA

2-
 + 1 H

+
 25 0.1 -7.83 -364.62 [31] 

Fe(OH)EDTA
2-

 1 FeEDTA
-
 + 1 H2O $ 1 Fe(OH)EDTA

2-
 + 1 H

+
 20 0.1 -7.92 -364.11 [305] 

Fe(OH)EDTA
2-

 1 FeEDTA
-
 + 1 H2O $ 1 Fe(OH)EDTA

2-
 + 1 H

+
 25 0.1 -7.82 -364.68 [75] 

    mean -367.55  

       

Fe(OH)2EDTA
3-

 1 Fe(OH)EDTA
2-

 + 1 OH
-
 $ 1 Fe(OH)2EDTA

3-
 25 0.1 4.10 -548.17 [31] 

Fe(OH)2EDTA
3-

 1 Fe(OH)EDTA
2-

 + 1 H2O $ 1 Fe(OH)2EDTA
3-

 + 1 H
+
 20 0.1 -10.06 -547.29 [305] 

Fe(OH)2EDTA
3-

 1 Fe(OH)EDTA
2-

 + 1 OH
-
 $ 1 Fe(OH)2EDTA

3-
 20 0.1 4.11 -548.23 [169] 

    mean -547.90  

       

Ca(OH)2, Portlandite 1 Ca
2+

 + 2 OH
-
 $ 1 Ca(OH)2, Portlandite 25 0 -5.19 -837.62 [75] 

Ca(OH)2, Portlandite 1 Ca
2+

 + 2 H2O $ 1 Ca(OH)2, Portlandite + 2 H
+
 25 0 -32.58 -841.14 [41] 

Ca(OH)2, Portlandite 1 Ca
2+

 + 2 H2O $ 1 Ca(OH)2, Portlandite + 2 H
+
 25 0 -22.80 -896.94 [308] 

Ca(OH)2, Portlandite  25 0  -897.50 [309] 

Ca(OH)2, Portlandite  25 0  -898.41 [310] 

    mean -874.32  

       

Ca4H(PO4)3·3H2O 4 Ca
2+

 + 3 PO4
3-

 + 1 H
+
 + 3 H2O $ 1 Ca4H(PO4)3·3H2O 25 0 47.08 -6267.85 [311] 

Ca4H(PO4)3·3H2O 4 Ca
2+

 + 3 PO4
3-

 + 1 H
+
 + 3 H2O $ 1 Ca4H(PO4)3·3H2O 25 0 46.9 -6266.82 [312] 

Ca4H(PO4)3·3H2O 4 Ca
2+

 + 3 HPO4
2-

 + 3 H2O $ 1 Ca4H(PO4)3·3H2O + 2 H
+
 25 0 9.93 -6267.30 [312] 

    mean -6267.32  

       

Ca5(PO4)3OH, hydroxyapatite  25 0  -6338.3 [309] 

Ca5(PO4)3OH, hydroxyapatite 5 Ca
2+

 + 3 PO4
3-

 + 1 OH
-
 $ 1 Ca5(PO4)3OH, hydroxyapatite 25 0 55.91 -6316.86 [313] 

Ca5(PO4)3OH, hydroxyapatite 5 Ca
2+

 + 3 PO4
3-

 + 1 OH
-
 $ 1 Ca5(PO4)3OH, hydroxyapatite 25 0 57.8 -6327.65 [314] 

Ca5(PO4)3OH, hydroxyapatite 5 Ca
2+

 + 3 PO4
3-

 + 1 OH
-
 $ 1 Ca5(PO4)3OH, hydroxyapatite 25 0 58.52 -6331.74 [315] 
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    mean -6328.64  

       

CaCO3, Aragonite 1 Ca
2+

 + 1 CO3
2-

 $ 1 CaCO3, Aragonite 25 0 8.30 -1128.08 [316] 

CaCO3, Aragonite 1 Ca
2+

 + 1 CO3
2-

 $ 1 CaCO3, Aragonite 25 0 8.10 -1126.94 [317] 

CaCO3, Aragonite 1 Ca
2+

 + 1 CO3
2-

 $ 1 CaCO3, Aragonite 25 0 8.22 -1127.63 [105] 

CaCO3, Aragonite 1 Ca
2+

 + 1 CO3
2-

 $ 1 CaCO3, Aragonite 25 0 8.30 -1128.08 [75] 

CaCO3, Aragonite  25 0  -1128.30 [309] 

CaCO3, Aragonite  25 0  -1127.79 [310] 

    mean -1127.80  

       

CaCO3, Calcite 1 Ca
2+

 + 1 CO3
2-

 $ 1 CaCO3, Calcite 25 0 8.48 -1129.11 [180] 

CaCO3, Calcite 1 Ca
2+

 + 1 CO3
2-

 $ 1 CaCO3, Calcite 25 0 8.48 -1129.11 [316] 

CaCO3, Calcite 1 Ca
2+

 + 1 CO3
2-

 $ 1 CaCO3, Calcite 25 0 8.42 -1128.77 [181] 

CaCO3, Calcite 1 Ca
2+

 + 1 CO3
2-

 $ 1 CaCO3, Calcite 25 0 8.46 -1128.98 [172] 

CaCO3, Calcite 1 Ca
2+

 + 1 CO3
2-

 $ 1 CaCO3, Calcite 25 0 8.40 -1128.65 [318] 

CaCO3, Calcite 1 Ca
2+

 + 1 CO3
2-

 $ 1 CaCO3, Calcite 25 0 8.21 -1127.58 [50] 

CaCO3, Calcite 1 Ca
2+

 + 1 CO3
2-

 $ 1 CaCO3, Calcite 25 0 8.22 -1127.63 [319] 

CaCO3, Calcite 1 Ca
2+

 + 1 CO3
2-

 $ 1 CaCO3, Calcite 25 0 8.31 -1128.14 [183] 

CaCO3, Calcite 1 Ca
2+

 + 1 CO3
2-

 $ 1 CaCO3, Calcite 25 0 8.35 -1128.37 [105] 

CaCO3, Calcite 1 Ca
2+

 + 1 CO3
2-

 $ 1 CaCO3, Calcite 25 0 8.48 -1129.11 [75] 

CaCO3, Calcite  25 0  -1129.07 [309] 

CaCO3, Calcite  25 0  -1128.30 [320] 

CaCO3, Calcite  25 0  -1128.84 [310] 

CaCO3, Calcite  25 0  -1128.81 [321] 

    mean -1128.61  

       

CaHPO4·2H2O, brushite 1 Ca
2+

 + 1 HPO4
2-

 + 2 H2O $ CaHPO4·2H2O, brushite 25 0 6.55 -2160.46 [322] 

CaHPO4·2H2O, brushite 1 Ca
2+

 + 1 HPO4
2-

 + 2 H2O $ CaHPO4·2H2O, brushite 25 0 6.60 -2160.75 [107] 

CaHPO4·2H2O, brushite 1 Ca
2+

 + 1 HPO4
2-

 + 2 H2O $ CaHPO4·2H2O, brushite 25 0 6.59 -2160.69 [185] 

    mean -2160.63  

       

CaMg(CO3)2, 
Dolomite(Ordered) 1 Ca

2+
 + 1 Mg

2+
 + 2 CO3

2-
 $ 1 CaMg(CO3)2, Dolomite(Ordered) 25 0 17.09 -2161.53 [308] 

CaMg(CO3)2,  25 0  -2161.70 [309] 
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Dolomite(Ordered) 

CaMg(CO3)2, 
Dolomite(Ordered)  25 0  -2162.35 [320] 

CaMg(CO3)2, 
Dolomite(Ordered)  25 0  -2161.67 [310] 

CaMg(CO3)2, 
Dolomite(Ordered)  25 0  -2163.76 [321] 

    mean -2162.20  

       

CaSO4, anhydrite 1 Ca
2+

 + 1 SO4
2-

 $ 1 CaSO4, anhydrite 25 0 4.27 -1321.15 [323] 

CaSO4, anhydrite 1 Ca
2+

 + 1 SO4
2-

 $ 1 CaSO4, anhydrite 25 0 4.36 -1321.70 [324] 

CaSO4, anhydrite 1 Ca
2+

 + 1 SO4
2-

 $ 1 CaSO4, anhydrite 25 0 4.27 -1321.18 [325] 

CaSO4, anhydrite 1 Ca
2+

 + 1 SO4
2-

 $ 1 CaSO4, anhydrite 25 0 4.31 -1321.39 [41] 

CaSO4, anhydrite 1 Ca
2+

 + 1 SO4
2-

 $ 1 CaSO4, anhydrite 25 0 4.36 -1321.70 [308] 

CaSO4, anhydrite  25 0  -1321.98 [309] 

CaSO4, anhydrite  25 0  -1321.70 [310] 

CaSO4, anhydrite 1 Ca
2+

 + 1 SO4
2-

 $ 1 CaSO4, anhydrite 25 0 4.36 -1321.70 [326] 

CaSO4, anhydrite 1 Ca
2+

 + 1 SO4
2-

 $ 1 CaSO4, anhydrite 25 0 4.19 -1320.73 [327] 

    mean -1321.47  

       

CaSO4·2H2O, gypsum 1 Ca
2+

 + 1 SO4
2-

 + 2 H2O $ 1 CaSO4·2H2O, gypsum 25 0 4.60 -1797.33 [323] 

CaSO4·2H2O, gypsum 1 Ca
2+

 + 1 SO4
2-

 + 2 H2O $ 1 CaSO4·2H2O, gypsum 25 0 4.59 -1797.29 [324] 

CaSO4·2H2O, gypsum 1 Ca
2+

 + 1 SO4
2-

 + 2 H2O $ 1 CaSO4·2H2O, gypsum 25 0 4.52 -1796.89 [325] 

CaSO4·2H2O, gypsum 1 Ca
2+

 + 1 SO4
2-

 + 2 H2O $ 1 CaSO4·2H2O, gypsum 25 0 4.61 -1797.40 [75] 

CaSO4·2H2O, gypsum 1 Ca
2+

 + 1 SO4
2-

 + 2 H2O $ 1 CaSO4·2H2O, gypsum 25 0 4.48 -1796.68 [41] 

CaSO4·2H2O, gypsum 1 Ca
2+

 + 1 SO4
2-

 + 2 H2O $ 1 CaSO4·2H2O, gypsum 25 0 4.58 -1797.23 [308] 

CaSO4·2H2O, gypsum  25 0  -1797.36 [309] 

CaSO4·2H2O, gypsum  25 0  -1797.20 [310] 

    mean -1797.17  

       

Fe(OH)2(s) 1 Fe
2+

 + 2 OH
-
 $ 1 Fe(OH)2(s) 25 0 14.39 -488.14 [235] 

Fe(OH)2(s) 1 Fe
2+

 + 2 OH
-
 $ 1 Fe(OH)2(s) 25 0 15.10 -492.20 [328] 

Fe(OH)2(s) 1 Fe
2+

 + 2 OH
-
 $ 1 Fe(OH)2(s) 25 0 14.54 -489.00 [329] 

Fe(OH)2(s) 1 Fe
2+

 + 2 OH
-
 $ 1 Fe(OH)2(s) 25 0 14.67 -489.74 [329] 
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Fe(OH)2(s) 1 Fe
2+

 + 2 OH
-
 $ 1 Fe(OH)2(s) 25 0 14.81 -490.54 [329] 

Fe(OH)2(s) 1 Fe
2+

 + 2 OH
-
 $ 1 Fe(OH)2(s) 25 0 14.43 -488.37 [75] 

Fe(OH)2(s) 1 Fe
2+

 + 2 H2O $ 1 Fe(OH)2(s) + 2 H
+
 25 0 -13.90 -486.48 [41] 

    mean -489.21  

       

Fe(OH)3, ferrihydrite  25 0  -705.29 [241] 

Fe(OH)3, ferrihydrite 1 Fe
3+

 + 3 OH
-
 $ 1 Fe(OH)3, ferrihydrite 25 0 38.80 -710.38 [75] 

Fe(OH)3, ferrihydrite  25 0  -700.00 [257] 

Fe(OH)3, ferrihydrite  25 0  -705.50 [326] 

Fe(OH)3, ferrihydrite  25 0  -701.05 [330] 

Fe(OH)3, ferrihydrite  25 0  -692.07 [309] 

    mean -702.38  

       

Fe2O3, hematite  25 0  -744.30 [241] 

Fe2O3, hematite 2 Fe
3+

 + 3 H2O $ 1 Fe2O3, hematite + 6 H
+
 25 0 -0.11 -745.30 [41] 

Fe2O3, hematite  25 0  -744.77 [260] 

Fe2O3, hematite  25 0  -742.70 [326] 

Fe2O3, hematite  25 0  -742.20 [330] 

Fe2O3, hematite  25 0  -742.80 [309] 

Fe2O3, hematite  25 0  -743.68 [320] 

Fe2O3, hematite  25 0  -742.68 [310] 

Fe2O3, hematite  25 0  -743.72 [321] 

    mean -743.57  

       

Fe3O4, magnetite  25 0  -1012.57 [241] 

Fe3O4, magnetite  25 0  -1012.90 [309] 

Fe3O4, magnetite  25 0  -1014.24 [320] 

Fe3O4, magnetite  25 0  -1012.57 [310] 

Fe3O4, magnetite  25 0  -1014.34 [321] 

    mean -1013.32  

       

FeCO3, siderite 1 Fe
2+

 + 1 CO3
2-

 $ 1 FeCO3, siderite 25 0 10.24 -677.92 [331] 

FeCO3, siderite 1 Fe
2+

 + 1 CO3
2-

 $ 1 FeCO3, siderite 25 0 10.68 -680.43 [332] 

FeCO3, siderite 1 Fe
2+

 + 1 CO3
2-

 $ 1 FeCO3, siderite 25 0 10.80 -681.11 [75] 
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FeCO3, siderite 1 Fe
2+

 + 1 CO3
2-

 $ 1 FeCO3, siderite 25 0 10.89 -681.63 [308] 

FeCO3, siderite  25 0  -673.05 [309] 

FeCO3, siderite  25 0  -666.70 [310] 

    mean -676.80  

       

FeOOH, goethite  25 0  -485.30 [241] 

FeOOH, goethite 1 Fe
3+

 + 3 OH
-
 $ 1 FeOOH, goethite + 1 H2O 25 0 41.50 -488.65 [75] 

FeOOH, goethite 1 Fe
3+

 + 2 H2O $ 1 FeOOH, goethite + 3 H
+
 25 0 -0.53 -488.48 [41] 

FeOOH, goethite  25 0  -488.60 [257] 

FeOOH, goethite  25 0  -488.60 [331] 

FeOOH, goethite  25 0  -488.55 [309] 

FeOOH, goethite  25 0  -488.55 [310] 

    mean -488.10  

       

Mg(OH)2, Brucite 1 Mg
2+

 + 2 H2O $ 1 Mg(OH)2, Brucite + 2 H
+
 25 0 -16.30 -836.63 [41] 

Mg(OH)2, Brucite 1 Mg
2+

 + 2 H2O $ 1 Mg(OH)2, Brucite + 2 H
+
 25 0 -16.84 -833.53 [308] 

Mg(OH)2, Brucite  25 0  -833.51 [309] 

Mg(OH)2, Brucite  25 0  -834.87 [320] 

Mg(OH)2, Brucite  25 0  -833.51 [310] 

Mg(OH)2, Brucite  25 0  -834.55 [321] 

    mean -834.43  

       

MgCO3, magnesite 1 Mg
2+

 + 1 CO3
2-

 $ 1 MgCO3, magnesite 25 0 8.09 -1029.45 [333] 

MgCO3, magnesite 1 Mg
2+

 + 1 CO3
2-

 $ 1 MgCO3, magnesite 25 0 7.46 -1025.86 [75] 

MgCO3, magnesite 1 Mg
2+

 + 1 HCO3
-
 $ 1 MgCO3, magnesite + 1 H

+
 25 0 -2.29 -1029.13 [41] 

MgCO3, magnesite  25 0  -1012.10 [309] 

MgCO3, magnesite  25 0  -1030.71 [320] 

MgCO3, magnesite  25 0  -1029.48 [310] 

MgCO3, magnesite  25 0  -1029.12 [321] 

    mean -1026.55  
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1. ABSTRACT 

The propagation of database parameter uncertainty has been assessed for aqueous and mineral 

equilibrium calculations of uranium by Monte Carlo and quasi-Monte Carlo simulations in 

simple inorganic solution compositions. The concentration output distributions of individual 

chemical species varies greatly depending on the solution composition modelled. The relative 

uncertainty for a particular species is generally reduced in regions of solution composition for 

which it is predicted to be dominant, due to the asymptotic behaviour imposed by the mass 

balance constraint where the species concentration approaches the total element 

concentration. The relative uncertainties of minor species, in regions where another species 

comprising one or several of the same components is predicted to be dominant with a high 

probability, also appear to be reduced slightly. Composition regions where two or several 

species are equally important tend to produce elevated uncertainties for related minor species, 

although the uncertainties of the major species themselves tend to be reduced. The non-linear 

behaviour of the equilibrium systems can lead to asymmetric or bimodal output distributions; 

this is particularly evident close to equivalence points or solubility boundaries. Relatively 

conservative estimates of input uncertainty can result in considerable output uncertainty due 

to both the complexity of uranium solution chemistry and the system interdependencies. The 

results of this study suggest that for some modelling scenarios, “classical” speciation 

calculations based on mean value estimates of the thermodynamic values may result in 

predictions of a relatively low probability compared to an approach that considers the effects 

of uncertainty propagation. 

 



 313

2. INTRODUCTION 

Aqueous speciation modelling is a widely used interdisciplinary activity encompassing, 

amongst others, the fields of numerical mathematics, chemistry, geochemistry, hydrology and 

ecotoxicology. Speciation studies, both analytical and modelling approaches, are central to 

modern geochemistry and other fields such as ecotoxicology. They have been successfully 

applied to a wide range of systems to elucidate the processes underpinning water quality, 

transport/retention phenomena (Van der Lee and De Windt, 2001) and bioavailability or 

toxicity of contaminants to the biota (Paquin et al. 2002). Although analytical techniques to 

determine speciation are improving, it is often not practicable or possible to directly measure 

the activities of individual solution species, particularly at the low concentrations of 

environmental interest. Therefore predictive geochemical speciation models are employed to 

estimate the distribution of the total metal concentration through its various possible species 

(i.e. solution and surface complexes or mineral phases).  

Equilibrium solution speciation has been extensively studied, and a robust comprehensive 

theoretical framework based on equilibrium thermodynamic principles has been developed. 

As for all mathematical models the predictive ability is limited by both the conceptual 

uncertainties in the model formulation and the quality of the data supplied to the model, 

including both the modelling scenario and the model constants (Ekberg, 1999). Within the 

context of geochemical modelling to calculate the distribution of the various chemical species 

of an element in the aqueous phase, conceptual uncertainties such as the inclusion or omission 

of chemical species and the veracity of the chosen chemical models (e.g. for activity-

concentration relationships and the assumption of system equilibrium) will generally result in 

a systematic bias, although the vector of bias may vary depending on the particular modelling 

scenario. In addition to the potential uncertainty in the structural model of the system of 

interest, there is a degree of uncertainty inherent in the analytical measurement of the required 
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thermodynamic data that will result in uncertainty in the model predictions. Obviously, all of 

these statements are also applicable to the modelling of the distribution of an element between 

solid and liquid phases. 

Quality assessment should be an integral part of the application of computer modelling to 

environmental problems and a number of authors have underlined the significant variations in 

existing thermodynamic data (OECD-NEA, 1996; Unsworth et al. 2002). However with a few 

exceptions (Ekberg, 1999; Nitzsche et al. 2000; Tebes-Stevens et al. 2001; Smith et al. 1999;  

Criscenti et al. 1996 and Cabaniss, 1999), systematic approaches to investigate the effects of 

this inherent uncertainty have not been applied. A variety of speciation codes are widely 

available which apply one of two distinct, but thermodynamically related, techniques to 

calculate equilibria in aqueous systems: Gibbs free energy minimisation methods or the more 

commonly applied equilibrium constant method. Both of these approaches require a reliable 

and consistent database of accurate thermodynamic values appropriate to the domain of 

application to be provided to the model in some form. Databases that are sufficiently coherent 

to be applied to a wide range of different systems are large, typically containing data for 

several thousand chemical species, which creates an obvious potential for the introduction of 

errors and uncertainty. It has long been recognised that considerable differences exist between 

different database compilations, and inter-comparison exercises have frequently resulted in 

widely differing results. These differences are sometimes the result of errors introduced by 

data reduction or conversion (Serkiz et al. 1996) but more generally due to a lack of 

consistency in the compilation. Literature values frequently give small confidence limits, if 

any are given, however when a number of determinations are compared, much greater 

differences are found than these intervals would indicate. This variability arises from a 

number of causes including inconsistent treatment of the chemical system and systematic 

errors of the applied method. Additionally, as noted by Nitzsche et al. (2000), the 
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requirements for accuracy and precision of data in speciation modelling databases are 

normally much higher than those that were demanded for the original application. 

It is obvious that there is inherent uncertainty in the application of speciation modelling, even 

in conditions where the conceptual model formulation is ideal. Normally, modelling is 

performed using only single values of the thermodynamic data contained in the database. This 

approach does not permit any estimation of the uncertainty associated with the model 

predictions. Ideally, each thermodynamic value may be characterised by its expectation value 

and an assigned uncertainty depending on the extent and quality of the available data. The 

propagation of these input uncertainty distributions can lead to very different species 

concentration output distributions (Cabaniss, 1997). Consideration of this uncertainty 

propagation should be integral to the application of speciation modelling to environmental 

studies, including both the interpretation of acquired data and the predictive modelling for 

transport, bioavailability or toxicity studies for the studied element. 

The objective of this work is to investigate the effect of database parameter uncertainty, using 

realistic estimates for the expectation and uncertainty values, on the output concentration 

distributions for the aqueous speciation modelling of uranium in very simple inorganic 

solution compositions. Uranium was selected as the element of interest due to the existence of 

generally high quality thermodynamic data resulting from the OECD-NEA review work and 

subsequent studies and its relatively complex solution chemistry to highlight the potential for 

uncertainty propagation. The calculations were performed using Monte Carlo (MC) and 

quasi-Monte Carlo (QMC) methods, assuming mutually independent Gaussian distributions 

for the parameter uncertainty. Although derivative methods of predicting uncertainty exist 

(Cabaniss, 1997) and are considerably faster than Monte Carlo methods, the requirement of 

linear combination of the parameter uncertainties was not satisfied for the speciation of 

uranium, and so this method was not applied. The number of runs required in order to provide 
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acceptably small parameter estimate errors was investigated for a number of descriptive 

parameters. The potential of the different sampling strategies of quasi-Monte Carlo methods 

to improve efficiency over the Monte Carlo method was also assessed. Finally, 

recommendations are provided for the proper use of chemical speciation models, considering 

the effects of uncertain thermodynamic data. 

3. METHODOLOGY 

The modelling scenarios selected for the study were deliberately very simple with restricted 

ranges of solution compositions. The effects of varying the partial pressure of CO2 (0 – 10-2 

atm.) and the total concentration of phosphate (0 – 10-3 mol dm-3) were both investigated in 

the pH range 4 – 9. The presence of a non-complexing electrolyte of 10-2 mol dm-3 was 

included in all scenarios to maintain a constant ionic strength. 

To assess the effects of database uncertainty on model output, realistic values for all the 

database constants and their uncertainties are required. To realise this, a comprehensive 

database was compiled, based mainly on the OECD-NEA data reviews (Grenthe et al. 1992) 

and modified where more recent data have become available. New literature data were added 

following the NEA recommended procedures as closely as possible and the equilibrium 

constants were reduced to standard molar Gibbs energy of formation values for the calculation 

of uncertainty values. To eliminate error amplification due to this data reduction the 

uncertainty values were calculated relative to a set of basis species adapted to the solution 

compositions rather than the NEA elemental reference states. The thermodynamic data 

together with the uncertainties as single standard deviation values are given in Table 1. 

The chemical equilibrium program CHESS (Van der Lee, 1998) was used to perform all 

speciation calculations using the truncated-Davies model of activity-correction, the modified 

Newton-Raphson error criterion set to 10-10 and suppressing the formation of mineral phases. 

To study the uncertainty propagation Monte Carlo simulations of 10,000 runs were 
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performed, each run drawing input thermodynamic data from independent normal 

distributions of given mean value and standard deviation for each equilibrium equation. For 

the Monte Carlo simulations the input thermodynamic data were generated using the Box-

Muller (Box and Muller, 1958) algorithm, supplied with uniform variates by the “Mersenne 

Prime Twister” random number generator MT19937 of Matsumoto and Nishimura (1998). 

For the quasi-Monte Carlo simulations the samples were generated from a Sobol (1967) low 

discrepancy sequence point set, transformed to Gaussian variates by Moro’s algorithm (1995). 

Simulations performed using samples generated from low discrepancy sequences are 

theroetically more efficient than simulations using random sampling, i.e. the sample size 

required to obtain a sufficiently good representation of the output distribution is theoretically 

smaller. A program was written in C using functions from the GNU-GSL (Galassi et al. 2002) 

to provide input data files, extract the required data from the output files and perform 

statistical analyses on the output distributions.  

The probabilistic errors of the parameter estimations were calculated by a jackknife estimate 

of variance (Efron and Tibshirani, 1993) σ2 given by: 

 

( )∑=
−−= n

i

i pp
n

n

1

22 1σ  

 

where n is the number of data, p  is the estimated parameter and pi is the parameter 

recalculated n times omitting the ith datum. 
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4. RESULTS AND DISCUSSION 

4.1. Evaluation of simulation input parameter distributions.  

The generated input parameter distributions for both the MC and QMC methods were 

evaluated by the Kolmogorov-Smirnov test (Knuth, 1981) and were acceptably Gaussian for n 

= 100 or greater. The maximum difference between the distributions’ mean and the assigned 

mean values of the equilibrium reactions given in table 1 was ca. 2 and 0.8 % for n = 100, 

dropping to 0.2 and 0.02 % for n = 104 for the MC and the QMC methods respectively. 

4.2. Probabilistic error of the parameter estimates for the uranium species 

output distributions.  

The value of n that was required to obtain acceptable estimates of the output distributions 

depended on: the solution composition, the output species and the parameter(s) of interest. 

The coefficient of variance of the jackknife σ estimates for a number of different statistical 

parameters was calculated for different n values between 102 and 104 for both the MC and 

QMC methods, for various different solution compositions. Some representative results of the 

jackknife σ estimates are shown in figure 1, for a solution composition of:  total uranium 

concentration 10-6 mol dm-3, pH 6, pCO2 3.10-4 atm. in a hypothetically non-complexing 

electrolyte of 10-2 mol dm-3. The coefficient of variance of the MC and QMC estimates of the 

mean values for the output distributions of the species UO2
2+, UO2OH+, UO2(OH)2(aq), 

UO2(OH)3
- and UO2(CO3)2

2- are shown. The results show the expected reduction in the 

probabilistic error of the MC mean estimates as the value of n increases; the error has 

probabilistic order ( )21−nO . No improvement in the error bound was found by using the QMC 

instead of the MC method in this range of n, although the convergence of the error bound was 

often more regular. The theoretical advantage of using a low-discrepancy sequence for the 

QMC method is that the asymptotic error bound rate is superior to that of the MC method for 
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a fixed dimension, s, if n is sufficiently large i.e. ( )nnO slog1− . However, for reasonably large 

values of s, the value of n required to ensure that the QMC error bound is smaller than that of 

the MC can be very large and hence of little practical advantage (L'Ecuyer and Lemieux, 

2002) as appears to be the case here. The error bounds of other statistical parameters of the 

distributions, such as the standard deviation, higher moments or quantiles are greater than 

those of the mean values, sometimes very much so. The value of n required to obtain 

acceptable estimates of some parameters for some (usually minor) species can be 

prohibitively large. However in the case of UO2
2+ for the conditions investigated (pH 5 – 8, 

pCO2 0 – 10-2 atm., [UO2]T = 10-6 mol dm-3), the maximum error bound of the jackknife 

estimates of standard deviation for the mean, median, standard deviation and a number of 

arbitrary quantiles was ca. 10 % of the parameter value for n = 103, dropping to ca. 2 % for n 

= 104. This demonstrates the principal limitation of the MC methods, i.e. it is not possible to 

determine a priori the value of n required to provide acceptable estimates of the output 

distributions, additionally the value of n can vary greatly depending on the particular 

modelling scenario and output species of interest. In cases where the value of n required is 

large, alternative strategies to improve the sampling efficiency of the parameter space could 

be advantageous. 

4.3. Concentration output distributions. 

Just as the concentrations of individual solution species of uranium can change dramatically 

for quite small changes in the solution composition, so can the forms of the output 

distributions. The output distributions are generally not Gaussian (or log Gaussian) and the 

forms of the distributions (dispersion, skewness, kurtosis) can change significantly on 

changing the solution composition. This is best shown by the skewness values, a measure of 

the distribution’s asymmetry calculated from the third moment of the data. Symmetrical 

distributions have a small skewness value, whilst asymmetric distributions have large either 
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positive or negative values. Figure 2 shows MC estimates of the skewness values of the 

output distributions of four species as a function of pH and for several different values of 

pCO2. One consequence of these asymmetric distributions is that summarising the 

distributions using parametric statistical functions can be misleading. Additionally, the 

distribution mean value estimates are often significantly different from the mean-value 

database calculations. This suggests that “classical” speciation calculations based on mean 

value estimates of the thermodynamic values may result in predictions of a relatively low 

probability compared to an approach that considers the effects of uncertainty propagation.  

4.4. The effect of solution composition on the output distributions.  

To investigate the effects of changing solution composition on the concentration output 

distributions and the relative uncertainties of model predictions, three parameters that strongly 

influence the speciation of uranium were selected and varied within realistic ranges. All 

calculations were performed using the MC method with n = 104, total uranyl concentration 

was fixed at 10-6 mol dm-3, the ionic strength was maintained constant by including a 

hypothetically non-complexing electrolyte of 10-2 mol dm-3 and the formation of solid phases 

was suppressed. Typical output distributions are shown for selected species at several pH 

values and a CO2 partial pressure of 3.10-4 atm. in figure 3, the areas under the probability 

density curves are unity. The distributions for each species can vary considerably between 

different pH values, and the concentration distributions for some species can cover several 

orders of magnitude. To summarise the effect of database uncertainty on the relative 

uncertainty of output concentrations as a function of varying solution composition, inter-

quantile ranges normalised with respect to the distribution mean were calculated. Figure 4 

shows the effect of varying pH and pCO2 on the inter-decile (Q0.1 – Q0.9) distribution 

intervals as a percentage of the mean for the species UO2
2+ and UO2(CO3)2

2-. Figure 5 shows 

the effect of varying pH and phosphate concentration on the species UO2
2+ and 
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UO2HPO4(aq). In all cases, the relative uncertainty varies considerably as a function of the 

solution composition. In general, in solution compositions for which the mean-value database 

predicts a species to be dominant, the output uncertainty of that species is relatively low 

compared to other composition regions. This can be seen for the species UO2
2+ at low pH and 

phosphate concentration, the species UO2HPO4(aq) at moderately high phosphate 

concentrations and low pH and also for the local minima of the species UO2(CO3)2
2-. The 

dominant species predicted by the mean-value database for the region of pH values between 7 

and 8 and pCO2 values between 10-4 and 10-2 atm. changes from the species (UO2)2CO3(OH)3
- 

to UO2(CO3)2
2- to UO2(CO3)3

4- on increasing pH and pCO2; the relative uncertainties of all 

three of these species exhibit local minima in the regions where they are predicted to be 

dominant with a high probability. The relative uncertainties of minor species, in regions 

where another species comprising one or several of the same components is predicted to be 

dominant with a high degree of certainty, also appear to be reduced slightly (e.g. the 

behaviour of the relative uncertainty of UO2
2+ in the region of pH and pCO2 where the 

dominant uranyl species changes). Similarly, equivalence points between two species 

dominant in different regions tend to produce elevated uncertainties for related minor species, 

although the uncertainties of the major species themselves tend to be reduced. This type of 

behaviour has been observed before, for example simulations of base titration’s of simple 

acids performed by Cabaniss (1997) produced large uncertainties in the pH output 

distributions near to the equivalence points, the distributions being bimodal with minima at or 

close to the equivalence points. 

4.5. Effect on solubility equilibria.  

The effect of database uncertainty on calculations involving equilibrium with a solid phase 

was investigated, by performing simulations involving equilibrium with UO3·2H2O(s) 

(schoepite). Total uranyl concentration was fixed at 10-2 mol dm-3 and a range of solution 
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compositions varying both pH and pCO2 were modelled. Calculations using the mean-value 

database indicated that an equivalence point between the solid and aqueous uranium fractions, 

at atmospheric pCO2, is located at a pH value of ca. 8.7. As stated earlier, composition 

regions near to equivalence points are often sensitive to parameter uncertainty and this was 

again found to be the case. Because the total uranyl concentration was constrained, the output 

distributions of the total aqueous uranium concentration close to the equivalence point are 

bimodal, as the concentration output distribution approaches the total concentration 

constraint. Figure 6 shows the output distributions of the total aqueous uranium concentration 

at pH 8.7 and three CO2 partial pressures close to the equivalence point. The distributions 

cover over an order of magnitude in concentration and obviously predictions of dissolved 

uranium concentrations under these sensitive conditions would be quite uncertain. A contour 

plot of the probability densities as a function of the pH at atmospheric pCO2 is shown in 

figure 7, again the concentration distributions are broadly spread over a large range of pH 

values with bimodal concentration distributions in some regions of solution composition. A 

discontinuity at elevated pH near to the dissolution boundary can be clearly seen. 

4.6. Processing time.  

The principal limitation of the Monte Carlo and quasi-Monte Carlo methods is the time 

required to perform the simulations. The choice of the program CHESS was decided by these 

concerns, due to its superior computational speed compared to other available programs. The 

method of coupling the program written to perform the simulations and calculate the 

statistical parameters of the output distributions with CHESS was decided by the ease of 

development and was not very efficient, however the processing time required for the 

presented simulations was not prohibitive. For example a simulation of n = 104 samples took 

approximately 5 seconds using an AMD Athlon 1700+ processor. There is considerable scope 

to reduce processing time by either improving the method of coupling the two programs, or 
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integrating the Monte Carlo and speciation codes. However the application of the Monte 

Carlo approach to some speciation modelling applications, such as reactive transport 

modelling, will obviously be constrained by the processing time. Attempts to reduce the 

number of runs required to obtain acceptable parameter estimates were not successful for the 

considered scenarios. The use of a low discrepancy sequence and also Latin Hypercube 

sampling (results not presented) did not reduce the error of the parameter estimates compared 

to the Monte Carlo method, however these different sampling strategies may be more 

successful when applied to different scenarios. If the modelled system is suitable then the 

derivative method of estimating the uncertainty proposed by Cabaniss (1997) would be 

preferred due to the greatly reduced processing requirements. Large ranges of input conditions 

used together with the randomised parameter values can lead to convergence problems in the 

modified Newton-Raphson algorithm of CHESS. Judicious selection of the scenario basis 

species was sufficient to overcome this problem for the scenarios presented. 

5. CONCLUSIONS 

Uncertainty is inherent in the application of geochemical speciation modelling and this is 

especially the case where there is uncertainty regarding the model formulation, for example 

the chemical equilibrium model, the assumption of equilibrium conditions and the models 

used to describe concentration-activity relationships as well as the model constants. Only this 

second aspect has been investigated in this study, and it is clear that there is the potential for 

very considerable uncertainty in model predictions from this alone. Model output is only as 

reliable as the input data and the magnitude and consequences of this uncertainty is specific to 

the modelling scenario. Due to the very large number of potential applications it is difficult to 

generalise what the impact of the uncertainty will be. The results of this study illustrate the 

importance of very high quality thermodynamic data to minimise the effects of uncertainty 

propagation. 
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This study is, by necessity, of limited scope and based on a number of simplifying 

assumptions. The mean and uncertainty values assigned to the thermodynamic parameters are 

obviously of fundamental importance to the results, as is the assumption of independent 

Gaussian distributions. For a truly coherent database compilation this assumption of mutual 

independence will be invalid for certain combinations of inter-dependant parameters, for 

example the successive hydrolysis products of uranium. However establishing the correlation 

relationships between different input parameters would be a very significant task. The quality 

of available databases is highly variable, and there are few that approach the ideal of being 

both internally consistent and sufficiently coherent to be applied to a wide range of different 

systems. Hence, although the assumption of mutual independence may be theoretically 

limited, it is probably justified for many databases in routine use. The issue of uncertainty 

needs to be considered in all stages of the modelling process to enable valid estimates of a 

model’s predictive ability for a particular scenario, from the experiments performed to 

determine the chemical equilibrium model and parameter constants to the application of the 

model. The application of uncertainty and sensitivity analyses to the interpretation of 

experimental data would serve a number of useful purposes. These include a more robust 

probabilistic interpretation of the chemical system (and avoidance of the temptation to obtain 

perfect model fits with the particular database employed by proposing increasingly elaborate 

chemical systems). Obviously physical evidence for the existence of the proposed species is 

always to be preferred. Sensitivity analysis can lead to the establishment of inter-parameter 

relationships, which can subsequently be used to both improve uncertainty estimates for the 

model applications, and also facilitate the maintenance of database consistency. Uncertainty 

and sensitivity analysis of modelling scenarios can provide information about which 

parameters are the most sensitive for a particular scenario and allow better targeting of data 
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gathering requirements, although frequently the most sensitive parameters are intuitive with a 

good understanding of the chemical system.  

The focus of this work has been the uncertainty of uranium equilibrium calculations, which 

was motivated by its environmental relevance and the availability of high quality data 

reviews. However the aqueous speciation of uranium is complex compared to many other 

elements, undergoing very large changes over relatively small ranges of solution composition 

with a considerable number of species that may be significant for various ranges of solution 

composition. The complexity of uranium aqueous speciation leads to elevated propagation of 

uncertainties due to the interdependencies of the system (or conversely to a higher 

requirement for input parameter precision to obtain an acceptable level of output uncertainty). 

Less complex systems can be expected to result in reduced propagation of input uncertainty, 

although in particular composition regions, for example near to equivalence points or 

solubility boundaries, relatively elevated output uncertainties can still be expected. 
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Table 1. Selected thermodynamic data (mean log equilibrium constants and their associated 

standard deviation values) for the system H2O-UO2
2+-CO2-PO4

3- at I = 0 and 25 ºC 

Reaction Log K σ References 

1 H2O $ 1 OH- + 1 H+ -14.00 0.005 a 
1 HCO3

- + 1 H+ $ 1 CO2 (g) + 1 H2O 7.83 0.01 a 
1 HCO3

- + 1 H+ $ 1 CO2 (aq) + 1 H2O 6.35 0.026 a 
1 HCO3

- $ 1 CO3
2- + 1 H+ -10.33 0.036 a 

1 HPO4
2- $ 1 PO4

3- + 1 H+ -12.35 0.14 a 
1 HPO4

2- + 1 H+ $ 1 H2PO4
- 7.21  0.14 a 

1 HPO4
2- + 2 H+ $ 1 H3PO4 (aq) 9.35  0.14 a 

    
1 UO2

2+ + 1 H2O $ UO2OH+ + 1 H+ -5.36 0.22 a, b, c 
1 UO2

2+ + 2 H2O $ UO2(OH)2(aq) + 2 H+ -11.75 0.46 b, d, e, f 
1 UO2

2+ + 3 H2O $ UO2(OH)3
- + 3 H+ -19.6 0.46 a, g 

1 UO2
2+ + 4 H2O $ UO2(OH)4

2- + 4 H+ -34.23 1.7 a, h 
2 UO2

2+ + 1 H2O $ 1 (UO2)2OH3+ + 1 H+ -2.7  0.60 a 
2 UO2

2+ + 2 H2O $ (UO2)2(OH)2
2+ + 2 H+ -5.7  0.29 a, c, i, j 

3 UO2
2+ + 4 H2O $ 1 (UO2)3(OH)4

2+ + 4 H+ -11.9 0.50 a 
3 UO2

2+ + 5 H2O  $ (UO2)3(OH)5
+ + 5 H+ -15.59 0.40 a, c, j 

3 UO2
2+ + 7 H2O $ (UO2)3(OH)7

- + 7 H+ -30.18 2.0 a, c, g, j 
4 UO2

2+ + 7 H2O $ 1 (UO2)4(OH)7
+ + 7 H+ -21.9 0.81 a 

    

1 UO2
2+ + 1 HCO3

- $ 1 UO2CO3 (aq) + 1 H+ -0.65 0.16 a 
1 UO2

2+ + 2 HCO3
- $ 1 UO2(CO3)2

2- + 2 H+ -3.71 0.18 a 
1 UO2

2+ + 3 HCO3
- $ 1 UO2(CO3)3

4- + 3 H+ -9.38 0.19 a 
3 UO2

2+ + 6 HCO3
- $ 1 (UO2)3(CO3)6

6- + 6 H+ -7.96 0.72 a 
2 UO2

2+ + 1 HCO3
- + 3 H2O $ 1 (UO2)2CO3(OH)3

- + 4 H+ -11.18 0.40 a 
3 UO2

2+ + 1 HCO3
- + 3 H2O $ 1 (UO2)3O(OH)2(HCO3)

+ + 4 H+ -9.67 0.54 a 
11 UO2

2+ + 6 HCO3
- + 12 H2O $ 1 (UO2)11(CO3)6(OH)12

2- + 18 H+ -25.54 2.0 a 
    

1 UO2
2+ + 1 HPO4

2- $ 1 UO2PO4
- + 1 H+ 0.88  0.22 a 

1 UO2
2+ + 1 HPO4

2- $ UO2HPO4(aq) 7.3  0.24 a, g, k 
1 UO2

2+ + 1 HPO4
2- + 1 H+ $ UO2H2PO4

+  10.43 0.34 a, k, l 
1 UO2

2+ + 1 HPO4
2- + 2 H+ $ 1 UO2H3PO4

2+ 10.11 0.22 a 
1 UO2

2+ + 2 HPO4
2- + 2 H+$ UO2(H2PO4)2(aq)  20.2  0.88 a, k, l 

1 UO2
2+ + 2 HPO4

2- + 3 H+ $ 1 UO2(H2PO4)(H3PO4)
+ 20.35 0.33 a 

    

1 UO2
2+ + 3 H2O $ 1 UO3.2H2O(s) + 2 H+ -4.81 0.15 a 

 

a Grenthe et al, 1992; b Choppin and Mathur, 1991; c De Stefano et al, 2002; d Silva, 1992;  

e Lemire and Tremaine, 1980; f Grenthe et al, 1995; g Sandino and Bruno; h Baston et al, 

1993; i Meinrath, 1998; j Palmer and Nguyen-Trung, 1995; k Brendler et al, 1996; l Mathur, 

1991. 
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Figure 1. Coefficient of variance of distribution mean estimates by the MC and QMC methods 

for selected output species. [UO2
2+]T = 10-6 mol dm-3, pH = 6, pCO2 = 3.10-4 atm. 

 

Figure 2. Skewness of selected output distributions as a function of pH and at several CO2 

partial pressures 

 

Figure 3. Probability density functions of concentration output distributions from n = 104 

Monte Carlo simulations at four pH values and a pCO2 of 3.10-4 atm.  

 

Figure 4. Relative uncertainty of output concentrations of selected species as a function of pH 

and pCO2. 

 

Figure 5. Relative uncertainty of output concentrations of selected species as a function of pH 

and phosphate concentration. 

 

Figure 6. Probability density functions of the total aqueous uranium fraction in equilibrium 

with schoepite at pH 8.7 and three different CO2 partial pressures. 

 

Figure 7. Contour plot of the probability density function of the total aqueous uranium 

fraction in equilibrium with schoepite as a function of pH at a CO2 partial pressure of 1 atm.  
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