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We demonstrate theoretically that the spectra of electromagnetic emission of surface systems can
display remarkable differences in the near and the far zones. The spectral changes occur due to the loss
of evanescent modes and are especially pronounced for systems which support surface waves.

PACS numbers: 78.20.—e, 05.40.—a, 44.40.+a, 87.64.Xx

Spectroscopy of electromagnetic radiation is perhaps
the most powerful exploration tool employed in natural
sciences: astronomy, atomic and molecular physics and
chemistry, materials science, biology, etc. The central
question considered in this paper—whether the spectral
content of the radiation emitted by an object can change on
propagation to the observer—usually does not arise, since
it seems natural that nothing can happen to waves travel-
ing through empty space. Surprisingly similar failure of
common sense was put forward by the recent progress of
near-field optical microscopy [1,2], which achieves sub-
wavelength resolution exactly because evanescent modes
carrying subwavelength spatial information do not propa-
gate far away from the object. However, a great deal of
work devoted to such an irreversible change of spatial in-
formation on propagation has been accompanied with sig-
nificantly lesser interest in the possibility of the change of
spectral information.

The subject of spectral changes on propagation has,
however, been addressed. In the 1980’s, Wolf [3] predicted
that the spectrum of light can be changed on propagation
from the source to the observer, even through empty space.
This effect, whose origin lies in the fluctuating nature of
the source, has been intensively studied in a variety of sys-
tems [4,5]. Typically, the Wolf effect is manifested in small
spectral shifts and can be viewed as a redistribution of the
weights of different spectral components.

In this Letter, we demonstrate spectral changes, whose
physical origin is very different from that of Wolf spectral
shifts and lies in the presence of the evanescent compo-
nent in the emitted field. We show that the near-field and
far-field spectra of emitted electric fields can display dras-
tic differences. For a broadband emission, such as thermal
emission which is considered in detail in this paper, the
near-field spectrum dominated by evanescent modes can
be entirely different from the far-field spectrum of propa-
gating modes. These spectral changes occur not due to the
statistical nature of the source (as in the Wolf effect) but
due to the loss of evanescent components on propagation.
We analyze how such spectral changes can be enhanced

1548 0031-9007/00/85(7)/1548(4)$15.00

by electromagnetic surface waves (SW) near the interface.
These SW are known to play an important role in the en-
hancement of interaction between nanoparticles near the
surface [6], in localization effects on random surfaces [7],
in surface-enhanced Raman scattering [8], in extraordinary
transmission of light through subwavelength holes [9], etc.
In this Letter, we show that SW provide the leading con-
tribution to the density of energy in the near-field zone of
electromagnetic emission.

We now proceed with analyzing near-field effects in the
spectra of thermal emission, which provides an easy way
to excite both propagating and evanescent electromagnetic
modes in a wide range of frequencies (at least, in the
infrared [10—12]). Thermal emission is frequently asso-
ciated with the textbook example of equilibrium black-
body radiation. The Planck spectrum /zg(w) of such
radiation is obtained by multiplying the thermal energy
0(w,T) = how/[exp(hiw/kgT) — 1] of a quantum oscil-
lator by the density of oscillations (modes) per unit vol-
ume N(w)dw = w’dw/(7?c?) in the frequency interval
(w,w + dw), and dividing the result by de [13],

w3

h
m2c3 exp(fiw/kgT) — 1°
(1)

Ipp(w) = 6(w,T)N(w) =

Here T is the body temperature, kg is Boltzmann’s con-
stants, 7 is Planck’s constant divided by 27, and c¢ is the
speed of light in vacuum. A well-known representation of
blackbody radiation is the equilibrium radiation in a closed
cavity with lossy walls when only propagating modes of
the field are taken into account.

To demonstrate the importance of near-field effects, we
consider a somewhat more sophisticated example of ther-
mal emission from a semi-infinite (z < 0) slab of homoge-
neous, nonmagnetic material held in local thermodynamic
equilibrium at a uniform temperature 7, into the empty half-
space z > 0. We will describe the macroscopic dielec-
tric properties of the material by a frequency-dependent,
complex dielectric function e(w) = &'(w) + ie’(w). The

© 2000 The American Physical Society
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Fourier component E(r, w) of the electric field E(r, )
at a point r = (x,y,z) in the empty half space z > 0 is
generated by thermal currents with density j(r’, w), which
is nonzero only for z/ < 0. It can be computed following
the procedure outlined in Refs. [12,14],

E,(r,w)=iuow Z

[V B Gaplest, 0)jp(c, ),
B=x.y,z

(2)

where V is the volume of the hot body which occupies
the half-space z/ < 0, and G, 4(r,r’, w) is the electromag-
netic Green tensor for the system of two homogeneous ma-
terials separated by a planar interface z = 0. According to
the fluctuation-dissipation theorem [14], the fluctuations of
thermal currents are described by the correlation function

w0(w,T)

(Ja(r, )jpr', ) = £0e"(0)8,p8(r — 1)

X 8w — '), 3)

where the angle brackets denote the statistical ensemble
average. The Kronecker symbol 8,4 and the spatial &
function in this formula follow from the assumption that
the dielectric function is isotropic, homogeneous, and
local [14].

The energy density /(r, w) of the emitted electric field
at the point r is defined by the formula

> %(EZ(r,w)Ea(r,w’» = I(r,0)8(w — o).

a=x,y,z

4
Using Egs. (2) and (3) into (4), we obtain, for I(r, w),
w3 0
I(r,w) = 87° — 0(w,T)e"(w) Z f d7’
¢ a,B=x,y,z Y %
d2k||
X a k ’ 9 ! 2,
f o) lgap k), @ | z,2") (5)

where g.p(K|, w | z,z’) is the analytically known [12] 2D
spatial Fourier transform (in x and y) of the Green’s tensor
Gop(r,r’, w). Note that I(r, w) in Eq. (5) is independent
of x and y, due to the translational invariance of the system
in x and y directions.

We now assume that the interface z = 0 between the
material and a vacuum can support electromagnetic SW.
The dispersion relation between the wave number k| =
|kj| and frequency w of SW is

kY (0)F = (0?/Pe(w)/[e(w) + 1].  (6)

Such waves exist for materials having &'(w) < —1 in one
or several frequency ranges [10]. We consider SiC, which
supports SW known as surface phonon polaritons and
which has been used in previous experimental [11] and
theoretical [12] investigations of thermal emission. The di-
electric function of this material is given by the expression
e(w) = ex(w: — 0? — i'ya))/((u% — w? — iyw) with

gx =67, wp=1827 X 10”57,  wr=149.5 X
102 57! and v = 0.9 X 10'? s7! [11]. By substituting
e(w) into Eq. (5) and performing a straightforward evalua-
tion of integrals (only the integral over the magnitude of
k|| has to be calculated numerically, the other two integrals
can be evaluated analytically), we obtain the spectra of
thermal emission for SiC at different heights z above the
surface. We plot the results in Fig. 1 in the frequency
range 0 < w < 400 X 10'> s™! for T = 300 K at three
different heights.

Although one could expect to find differences of the SiC
spectra with the blackbody spectrum (1), it is striking that
near-field and far-field spectra of the same SiC sample are
so dramatically different, as seen in Fig. 1. An observer
doing a traditional far-zone spectroscopic measurement
(Fig. 1a) would detect the spectrum with a rather wide
dip in the range 150 X 102 s™! < w < 180 X 10'2 57!
due to the low emissivity of SiC in that range [11]. Note
that the sample effectively acts as a nonradiating source
in this frequency range. However, when the probe moves
within a subwavelength distance from the material (typi-
cal thermal emission wavelengths at 7 = 300 K are of the
order of 10 wum), the spectrum starts to change rapidly. In
Fig. 1b, showing the emission spectrum at 2 pwm above
the surface, this change is seen as a peak emerging at
o = 178.7 X 10'> s, At very close distances (Fig. 1c),
the peak becomes so strong that an observer would sur-
prisingly see almost monochromatic emission with photon
energies not represented in the far zone.
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FIG. 1. Spectra of thermal emission of a semi-infinite sample

of SiC at T = 300 K and three different heights above the sur-
face: (a) z, = 1000 um, (b) z;, =2 pm, (¢) z. = 0.1 pum.
The insets magnify the spectra plotted on a semilog scale in
the range of strong contribution from evanescent surface modes.
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Thus, we find that the spectrum changes qualitatively
on propagation. The occurrence of such striking spec-
tral changes is related to SW existing in the region 150 X
102 57! < w < 180 X 10" s~'. We shall now clarify
the mechanism of the formation of spectra I(r, ) at dif-
ferent distances from the surface.

We note that the spectrum of the elctric field (5) has a
similar structure as that of blackbody radiation (1),

I(z,w) = 8(w, T)N(z, w). @)

In Eq. (1), N(r, ) does not depend on r, while in Eq. (5)
it depends on z. Egquation (7) is a pivotal point of our
paper since it accounts for the evolution of the spectrum
on propagation by relating it to the local density of elec-
tromagnetic modes N(r, ). Note that N(r, w) includes
only relevant modes excited in the material (z < 0) and
emitted into vacuum (z > 0). The correct counting of
modes is done automatically in the integral in Eq. (5),
which has a typical structure that relates the density of
modes to the Green’s tensor of the system. The function
lgap(Kj, @ | z,2)|* in Eq. (5) represents a mode that is
excited in the plane z’ with a 2D wave vector k| and po-
larization B and arrives at the plane z with the same 2D
wave vector (due to translational invariance in x and y) and
polarization «. The sum over 8 and the integrals over K|
and z/ < 0 take into account all possible modes that are
initially excited.

The origin of a sharp peak seen in the near-field emission
spectrum (Fig. 1c) becomes clear when we analyze the dis-
persion relation (6) for SW (Fig. 2). Near the frequency
®max defined by the condition &'(wmax) = —1, there ex-
ists a large number of surface modes with different wave
numbers but with frequencies that are very close to each
other. Therefore, the density of surface modes will neces-
sarily display a strong peak at @ = wp.x. However, since
SW decay exponentially away from the surface, this peak
is not seen in the far zone (Fig. 1a).

To achieve a detailed understanding of the z dependence
of the emission spectrum, we calculate an approximate
expression for the density of modes N(z, ) from Eqgs. (5)
and (7) for small distances z and in the limit of large k|

180 T T T T
T, 170 b 8
aQ
o
—
= 160
5 F J
3
150 1 1 1 1
0.5 0.6 0.7 0.8 0.9 1

ky, 10* em’”’

FIG. 2. Dispersion curve for SW on the vacuum-SiC planar
interface. Re(wgpp) is calculated for a given real kj.
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(according to Fig. 2, the modes with large k| define the
behavior near the peak):

e(w) 1
1 + e(w)]? 167m2w73 "

This 1/z> contribution can be recognized as a well-known
quasistatic behavior exhibited near the surfaces of all mate-
rials [12,14]. Note that if &” is not very large at ® = @pmax
then the density of modes exhibits a resonance at that fre-
quency. This is the origin of the peak in the near-field
spectrum of SiC at @ = 178.7 X 10'? s™!. The presence
of a resonance in the density of modes N(z, w) is, how-
ever, not required for observing spectral changes caused
by the loss of evanescent modes. Indeed, in the short dis-
tance regime, the spectrum is given by Eq. (8), whereas,
in the far field, the spectrum is given by Eq. (1) multiplied
by the emissivity of the surface. Thus, even in the absence
of resonant SW, the near-field spectrum is different from
the far-field spectrum, but the changes are less dramatic.

The result (8) is valid only in the limit of distances much
smaller than the wavelength. We show in Fig. 3 the varia-
tion of the spectral density /(w, z) with the distance z from
the surface. We consider two different frequencies none of
which is very close to the resonance at @y, . In agreement
with Eq. (8), we observe that the spectral density increases
sharply for z < 1 um, i.e., when the distance to the sur-
face is much smaller than the wavelength. However, the
decay behavior of the two curves for larger values of z ex-
hibits an essential difference. The exponential decay seen
in the solid curve for the values of z between 1 and 5 um
is a signature of the presence of a SW whose energy de-
cays exponentially with z. This SW is a surface phonon
polariton that exists at @ = 166 X 10'2 s™! (solid curve)
but not at @ = 210 X 10'> s7! (dashed curve). The dif-
ferent z dependence of the I(w, z) for different values of
w causes the spectrum to change on propagation of emit-
ted radiation from the surface to the far zone.

This analysis allows us to conclude that the spectral
changes in thermal emission should be observable in a
wide variety of solid-state systems supporting evanescent

N(z,w) = (8)

£

—_
(e}

I (w, z) [arb. units]
5I\)

0 5 10 15 20
z, um

FIG. 3. The variation of the spectral density of the thermal
emission for SiC at 7 = 300 K with the distance z from ob-
server to the surface. Solid line: w = 166 X 102 57! (A =
11.4 um), dashed line: @ = 210 X 102 57! (A = 9.0 wm).
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surface waves or guided waves (in layered structures [5]).
Resonant features in the near-field spectra (such as in
Fig. 1c) correspond to resonances in the local density of
surface modes N(z, w) and appear when the dispersion
curve for SW has a flat portion (as in Fig. 2). In addition
to our example of SiC, such resonances N(z, w) are dis-
played by metals (supporting surface plasmon polaritons),
semiconductors (supporting surface exciton polaritons @),
and several other materials. Yet, a peak in the emission
intensity I(z, w) will be observable only if 8(w, T) is not
too small. For example, the near-field spectrum of thermal
emission from amorphous glass near-field spectrum has a
sharp peak for @ = 9.24 X 10" s7' (A = 20.4 wm) vis-
ible at room temperature. All of the III-V and II-VI semi-
conductors can support surface waves in the midinfrared.
However, although the number of modes (8) has a reso-
nance in the case of silver at about @ = 5.57 X 103 57!
(A = 0.339 wm), no sharp peak is seen if the temperature
silver sample is lower than 4000 K.

Equations (7) and (8) also suggest a new application
for near-field spectroscopy. As a near-field spectrum at a
given distance to the interface gives access to &”(w)/|1 +
e(w)|?, one can hope to retrieve the material dielectric
constant, similar to the method usually used to obtain &
from reflectivity measurements [15]. With the rapid de-
velopment of near-field optical microscopy, such near-field
spectra can be measured. This could open the way to a new
technique of local solid-state spectroscopy. Finally, we an-
ticipate that the effects reported in this paper should sig-
nificantly improve our understanding of the radiative heat
transfer at nanometric scale with particular applications in
the field of near-field microscopies. This might have ap-
plications for high density storage where the local control
of temperature is essential in the writing process. Also,
note that the effect of near-field thermal fluctuations was
measured recently using the induced brownian motion on
an atomic force microscope tip [16].

To summarize, we have demonstrated that the spec-
trum of thermal emission can undergo significant, qualita-
tive changes on propagation due to the loss of evanescent
modes. Such novel spectral changes are caused by the
change in the local density of emitted electromagnetic
modes, and are especially pronounced in the systems sup-
porting surface waves.
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Abstract

We analyze the spatial coherence of the electromagnetic field emitted by a half-space at temperature 7 close to the
interface. An asymptotic analysis allows to identify three different contributions to the cross-spectral density tensor in
the near-field regime: thermally excited surface waves, skin-layer currents and small-scale polarization fluctuations. It is
shown that the coherence length can be either much larger or much shorter than the wavelength depending on the
dominant contribution. © 2000 Elsevier Science B.V. All rights reserved.

PACS: 42.72; 71.36; 73.20.M; 42.25.K; 07.79.F

Keywords: Black body radiation; Polaritons; Surface plasmons; Coherence in wave optics; Scanning near-field optical microscopy

1. Introduction

The typical textbook example of an incoherent
source is a thermal source. From the point of view
of temporal coherence, its spectrum is given by
Planck’s function and modified by its emissivity.
For usual sources, the emissivity is a smooth
function of frequency. Thus, the spectral width is
usually on the order of the peak frequency of
Planck’s function. From the point of view of
spatial coherence, a thermal source is often as-
sumed to be delta correlated. Yet, an exact form of

* Corresponding author. Tel.: +49-331-977-1498; fax: +49-
331-977-1767.

E-mail address: carsten.henkel@quantum.physik.uni-pots-
dam.de (C. Henkel).

! Unité propre de recherche no. 288 du Centre National de la
Recherche Scientifique.

the cross-spectral density tensor has been derived
for a blackbody radiator and it has been shown
that the spatial coherence length is 1/2 [1]. These
exact results seem to support the statement that a
thermal source is incoherent. Yet, one has to an-
alyze more carefully the problem when dealing
with a real thermal source. The radiation emitted
by a semiconductor (SiC) grating in the infrared,
for example, is partially coherent in space, as was
shown both theoretically and experimentally by
LeGall et al. (see Ref. [2] and references therein).
In the present paper, we consider a source that
consists of a half-space filled with a lossy material
at temperature 7. We are interested in the emitted
field so that we assume that there are no other
sources. Thus there is no incident radiation illu-
minating the sample. Note in particular that this is
not an equilibrium situation.

Since we explicitly introduce a model for the
source, the emitted field contains evanescent waves

0030-4018/00/$ - see front matter © 2000 Elsevier Science B.V. All rights reserved.
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in the vicinity of the interface. These evanescent
waves are not taken into account when dealing
with blackbody radiation. Yet, they modify the
coherence properties of the source in the near field
as was shown in Ref. [3]. The effect is particularly
striking if a resonant surface wave is excited. It has
been shown that the coherence length can be either
much larger than the wavelength or much shorter
than 1/2 close to the surface. Temporal coherence
is also dramatically modified. For example, the
emitted radiation is almost monochromatic when a
surface wave is excited [4]. These results were ob-
tained using a direct calculation of the field emit-
ted by a half-space in the framework of fluctuation
electrodynamics [5-8].

The aim of this paper is to analyze the spatial
coherence of the emitted field by means of an
asymptotic evaluation of the cross-spectral density
tensor in the near-field limit (interface—detector
distance small compared to the wavelength). This
analysis permits to retrieve the properties reported
in Ref. [3] and yields insight into the physical
mechanism responsible for these effects. We are
thus able to identify all the possible contributions
to the cross-spectral density tensor: thermally ex-
cited surface waves, skin-layer currents and small-
scale polarization fluctuations. We show that to
a good approximation, the sum of these three
asymptotic contributions coincides with the exact
result. We obtain different characteristic behaviors
that vary in accordance with the dominant term.
Surface waves such as surface plasmon—polaritons
or surface phonon-polaritons yield long-range
spatial coherence on a scale of the surface wave
propagation length which may be much larger
than the wavelength when absorption is small. On
the contrary, skin-layer currents and small-scale
polarization fluctuations lead to a much shorter
spatial coherence length that only depends on the
distance to the interface. A surprising consequence
of this property is that the macroscopic theory of
radiometry may be extended into the mesoscopic
regime insofar as emission is concerned. Note
however that this conclusion is based on the as-
sumption of a local medium. The ultimately lim-
iting scale is thus given by the electron screening
length or the electron Fermi wavelength, whatever
is larger [9,10].

2. Overview
2.1. Radiation emitted by a thermal source

In this section, we review the source theory
approach we use for the computation of the ther-
mal electromagnetic field [5-8]. We focus on the
radiation in the vacuum close to a source that we
model as a linear dielectric with dielectric function
&(r; w). The frequency dependence will not be in-
dicated explicitly in the following since we calcu-
late quantities at fixed frequency (or, equivalently,
at fixed wavelength 1 = 2nc/w. The source radi-
ates because it contains a fluctuating polariza-
tion field P(r). The spectral density of this field
is characterized by the cross-correlation tensor
SJ(ry,1,) that, according to the fluctuation—dissi-
pation theorem [5,6,11,12], is given by

2h80 Im 8(1‘1)

SP (r,n) = cholksT _ | 878(r) — 1) (1)

The Kronecker delta 7 and the spatial -function
in this formula follow from the assumption that
the dielectric function is isotropic and local. We
have taken the normal-ordered form for the po-
larization field spectrum since we are ultimately
interested in the electromagnetic field measured by
a photodetector (given by normally ordered field
operators [1,11]). The electric field E(r) radiated by
the polarization P(r) is now given by the Green
function for the source geometry

B = [ &Y npw) )

J

where ¥ is the volume of the source, i.e., the do-
main where Ime(r') is nonzero according to Eq.
(1). All quantities in Eq. (2) are understood as
temporal Fourier transforms at frequency w. The
coherence function W¥9(ry,r;) of the electromag-
netic field is now obtained as a thermal average
of Eq. (2), using the polarization spectrum (1).
One obtains [3,4]

2h80
hu)/kBT 1 Z /dr Im?

x G**(ry, 1) G* (1, 1) (3)

Wl:/(l’l y 1‘2)
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Fig. 1. Model geometry for a planar source.

D

fluctuating polarisation

The problem is now to evaluate this expression
analytically and to obtain an estimate for its de-
pendence on the separation s =r, —r; between
the observation points.

To proceed in the calculation, we focus on the
simplified geometry shown in Fig. 1: an infinite
half-space with uniform dielectric constant ¢, sep-
arated by the plane z =0 from the empty half-
space z > 0. For this arrangement, the Green
tensor is explicitly known as a spatial Fourier
transform with respect to the lateral separation
S = (sv,5y) = R, — Ry. Details may be found in
Refs. [11,13,14] and in Appendix A. As to be ex-
pected for this source geometry, the electric co-
herence tensor depends on the distances z;, z, of
the observers and their lateral separation S. For
simplicity, we put in the following z; =z, =z
We also normalize the coherence tensor W7 to its
value for r; = r, in the case of blackbody radiation

2hk3

oo = 3mey (el — 1) (4)

where as usual £k = w/c. As outlined in Appendix
A, we thus get the following expression for the
spatial Fourier transform of the coherence tensor

, Wi(S, z K ks 2ims i

(5)

where K denotes a wave vector parallel to the in-
terface and (K, y) is the vacuum wave vector of a

plane wave emitted by the source. The tensor
wY(K) is given in Appendix A, Eq. (A.10). The
integration over K in Eq. (5) also includes wave
vectors |K| > k, describing evanescent waves the
source excites in the vicinity of the interface (the
quantity y is then purely imaginary with positive
imaginary part).

2.2. Near-field coherence function

In this subsection, the typical behavior of the
field coherence function is discussed. We identify
several distance regimes showing a very different
behavior of the lateral coherence function. Ana-
lytical approximations for the coherence function
are deferred to the next section.

In Fig. 2 is shown the ‘energy density’ (the trace
of the coherence tensor at coinciding positions)
above a metal surface in double logarithmic scale.
One observes a strong increase with respect to the
far-field energy density when the distance z is
smaller than the wavelength. For moderate dis-
tances z < A, the energy density is dominated by
an exponentially increasing contribution (cf. Fig.
2(b)). This is due to the excitation of surface
plasmon resonances, whose contribution is calcu-
lated analytically in Section 3.1. The other curve in
Fig. 2(b) shows the energy density for the case of
tungsten with Ree > —1 where no surface mode
exists and no exponential increase is found. For
small distances z < 4, the energy density follows a
1/2* power law (‘static limit’) that is discussed in
Section 3.2. The prefactor of this power law in-
volves the imaginary part of the electrostatic re-
flection coefficient Im[(¢ — 1)/(¢ + 1)]. The second
curve in Fig. 2(a) illustrates the resonantly en-
hanced energy density for a wavelength where
Ree~ —1. The ‘static limit’ contribution then
overwhelms that of the plasmon resonance.

In Fig. 3, we show the normalized lateral co-
herence function at chosen distances from the in-
terface. In the far field (Fig. 3(a)), the coherence
length is /2, and the coherence function the same
as for the blackbody field ((sinks)/ks behavior).
This is not surprising since at large distances
z > A, only propagating plane waves radiated into
the vacuum half-space contribute to the field.
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Fig. 2. Energy density Trw” (S = 0,z) vs. distance from a metal surface. Dots: numerical evaluation of the integral (5), solid lines: sum
of the asymptotic approximations discussed in the text. In the far field, the numerically computed value is taken. (a) log—log scale for
gold at 2 = 620 nm (¢ = —9.3 + 1.2i) and at 2 = 400 nm (¢ = —1.1 + 6.51). The dielectric constants are extracted from Ref. [15]. Dashed
line: 1/z* power law dominating the extreme near-field; dotted line: exponentially decaying contribution of excited surface modes. (b)
log-linear scale, showing the exponentially decaying surface plasmon contribution for gold at 2 = 620 nm. For comparison, the case of
tungsten at 1 = 500 nm is shown where no plasmon resonance is found (¢ = 4.4 + 18i).
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Fig. 3. Normalized lateral coherence functions for three fixed distances z, plotted vs. the lateral separation s = |S|. All plots are for a
gold surface at 4 = 620 nm. Dots: numerical evaluation of Eq. (5), solid lines: analytical approximations discussed in the text. The
numerically computed values were used to normalize all curves. (a) Far field regime z = 104. The trace of the coherence tensor is
plotted, normalized to its value for s = 0. Solid line: free space coherence function sin(ks)/(ks). (b) Plasmon dominated regime z = 0.14.
The components w™ and w* are plotted, normalized to (the numerically computed) w”(S = 0,z). (c) Static regime z = 0.014. The
components w* and w* are plotted and normalized as in (b). The solid curve only contains the extreme near-field contribution (17).
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When the surface plasmon excitation domi-
nates the field energy (z< 1), the field coherence
extends over much longer distances (Fig. 3(b)).
This is because of the weak damping of the plas-
mon modes in this case. We show below (Section
3.1) that the coherence length is indeed given by
the plasmon propagation length. The figure also
shows that the field is strongly polarized perpen-
dicular to the interface, as is the surface plasmon
mode.

At distances z < 4 even closer to the source, the
field coherence length gets shorter again (Fig.
3(c)). We show below that in this regime, the field
behaves as if it was quasi-static (Section 3.2). This
leads to a lateral coherence length equal to the
vertical distance z from the interface and hence
much shorter than the wavelength. We thus find
the surprising result that thermal near fields have
no lower limit in their coherence length, as long as
the dielectric function of the source may be taken
as local.

One might finally ask whether the skin depth ¢
(defined in Eq. (23)) is relevant for the radiation
emitted by a metallic source. This question is dis-
cussed in Section 3.3 where we show that in the
regime 6 < z < 4, a different power law (oc1/z?)
governs the energy density (see Fig. 4(a)). The
lateral coherence behaves similar to the static re-
gime z < 0, however, as shown in Fig. 4(b).
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3. Analytical approximations
3.1. Plasmon contribution

It is well known that a dielectric-vacuum in-
terface supports surface plasmon polariton (or
phonon polariton) modes provided the dielectric
constant satisfies Re¢ < —1 [16,17]. These surface
modes propagate parallel to the surface with a
wave vector K, and are exponentially localized in
the direction perpendicular to the interface. In
addition, if there are losses in the dielectric, the
propagation parallel to the interface is damped
which may be described by a nonzero imaginary
part of K. Mathematically, we obtain the plas-
mon dispersion relation by identifying the poles
of the transmission coefficients 7, (u=s, p) as a
function of the wave vector K. Only the p-polar-
ization (magnetic field perpendicular to the plane
of incidence) gives a pole at the (complex) position
Ky = k (6)
The plasmon pole shows up as a sharp peak when
the integrand w”(K) in Eq. (5) is plotted as a
function of the lateral wave vector magnitude K
(cf. Eq. (A.10)). This suggests that we get a good
approximation to the plasmon contribution by
taking slowly varying terms outside the integral

—&
ﬁ, Rerl, Ipr] > O

z=0.0151
FIR
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—r w7 (z,8)
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it
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Fig. 4. Near-field coherence in the skin-effect dominated regime 0 < z < /, typical for metals in the far infrared. Dots: numerical
evaluation of the integral (5), lines: analytic asymptotics discussed in the text. (a) Energy density Trw¥(S = 0,z) above a metallic
surface with ¢ = —8.26 +i10* (gold extrapolated to A = 3.7 um). The solid line is the sum of the asymptotic contributions derived in
this paper. (b) Normalized lateral coherence functions w' (S, z)/w*(0,z) (i = x, z) for fixed distance z, plotted vs. the lateral separation
s =|S|. The x- and z-polarizations differ because the plasmon contribution already comes into play. The numerically computed
w*(0,z) was used to normalize all curves, this is why the analytic correlations exceed unity.



62 C. Henkel et al. | Optics Communications 186 (2000) 57-67

and evaluating the pole contribution by contour
integration. For example, the denominator of the
|tp|2 transmission coefficient may be approximated
as

1 4le)? 1
7~ 7 1M 2
ey + 72l le+1]]e — 1] K=K

(7)

where y = p(K) and 7, are the vertical wave vector
components above and below the interface. It is
essential for the contour integration to work that
one expresses the absolute square on the left-hand
side as the imaginary part of an analytic function
of K (right-hand side).

It is easily checked from Eq. (A.10) that the
trace of w”(K) only depends on the magnitude K
of the lateral wave vector K. The integration over
the angle between K and S therefore gives
KdK J

T

Trw’(S,z) = / 5 (Ks)e =™ Trw(K)
0

(8)
where Jy(-) is the ordinary Bessel function and
s =|S|. The individual tensor components also
involve Bessel functions J,(Ks), as discussed in
Appendix B.1. The integration over K may be
done using the identity (B.2) proven in Appendix
B.2.1. The diagonal elements of the coherence
tensor finally take the suggestive form

WH(S,Z) = Cp1 672Kplzgi(Kp1S) (9)
(0) = 3Re| o) ~ Hulw) ~ o (10)
gt (u) :%Re[Ho(u)—kHz(u)—l—;—:z] (11)
g7 (u) = [e[Re Ho(u) (12)
LA
T2 et 1 (13)

where xp, = Imy(K,) is the perpendicular plasmon
decay constant and Hp,(+) EH(;}%(-) are Hankel
functions (or Bessel functions of the third kind)
[18]. The superscripts ||, L indicate the directions
parallel and perpendicular to the separation vector
S in the interface plane.

Eq. (9) shows that the plasmon resonance gives
a contribution to the energy density that increases
exponentially when approaching the source. This
behavior is reproduced by the numerical evalua-
tion of Eq. (A.10), as shown in Fig. 2(b). As a
function of the lateral distance s, the correlation
tensor (9) shows damped oscillations whose
wavelength is fixed by the plasmon wave vector
K1, as shown in Fig. 3(b). These oscillations can be
made explicit using the asymptotic form of the
Hankel function [18§]

2 .
Kys| > 1: H,(K,s) ~ ;| ——e!Kpis—n/4=nm/2)
Ko (Kiis) TKp1S

We thus conclude that the propagation distance of
the plasmon resonance, as contained in the imag-
inary part of K, determines the coherence length
of the field in this regime. For a dielectric constant
with small imaginary part, the inverse propagation
distance is approximately

(14)

(Rerl)3 Ime

ImK, ~
T kK 2(Reg)’

<k (15)

Thermally excited plasmons thus lead to a spa-
tially coherent field on a length scale well exceed-
ing the vacuum wavelength. They also create a net
field polarization, as shown by the anisotropy of
the tensor elements in Eqgs. (10)—(12) (see also Fig.
3(b)). This anisotropy may be understood from the
fact that the coherence between points separated
by S is created by plasmons propagating parallel
to this direction, and the latter are polarized in the
plane spanned by S and the normal vector e,.

3.2. Extreme near field: quasi-static regime

We now turn to the near-field limit z < 4. In-
specting the integrand of Eq. (A.10), one finds that
in addition to the plasmon resonance, large wave
vectors K > k dominate the integral. This is be-
cause the exponential cutoff e M 7(K) x ¢=2K gets
effective only for K > 1/z > k. We thus obtain the
asymptotic behavior of the integral when we ex-
pand the integrand to leading order in the limit
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1/z 2 K > k. The transmission coefficients, e.g.,
become in this limit

A, el k2 g

2 2

t| ~————(1+—=Re——
|p| K2|8—|—1|2 +K2 es—i—l
2 ~4|“/2|2< K

i~ = 1+mRe(s+1)>

(16)

We perform the integration over K using Eq. (B.8),
as explained in Appendix B.2.2 and get the fol-
lowing asymptotic form for the diagonal elements
of the cross-correlation tensor

Wi(S,2) ~ ((,’;32 ¢(s/2) (17)
Iy — L mw/2

= (18)
| B 1

g (u) = (1 +u2/4)3/2 (19)

() = 2-w)4 (20)

(1 +u2/a)

3 e—1 3 Ime

Cur = 25Im o= =
S e B TP T

(21)
The coherence tensor given by Eq. (17) shows a
power law increase 1/z° when the interface is ap-
proached, as plotted in Fig. 2(a). It therefore takes
over compared to the plasmon contribution in the
‘extreme near-field limit’ z < 1/x;,. In this regime,
the lateral coherence of the field is characterized,
as shown by the scale functions g'(s/z) in Egs.
(18)—(20), by a Lorentzian shape whose scale is set
by the distance z to the source. Hence, the closer
one detects the field, the more it is spatially inco-
herent.

This behavior may be understood from elec-
trostatics: in the near field, the electromagnetic
fields behave as if they were quasi-static because
they vary on a length scale much smaller than the
wavelength (retardation is negligible). A near-field
detector is thus sensitive to a source area of the
order of mz?, and spatial coherence is observed
when these areas overlap, hence for a separation
smaller than the distance z. Similar arguments

have also been put forward to interpret subwave-
length resolution in optical near-field microscopy
[19,20]. The electrostatic analogy may be pushed
even further: it is easily checked that we get the
same result as Eq. (17) using electrostatic image
theory. As a consequence of the fluctuation—
dissipation theorem [5,6,11,12], we have indeed

W9(ry, 1) oc Im GY(ry,17)

X ImEiimage (1'2; I, aj) (22)

where GY is again the electric Green function. The
electric field Eiy,g is created by the image &j of a
dipole d; (polarized along the x/-axis) at position
r;, the image dipole being located at the mirror
position ¥, = (x1, 1, —z;). This image dipole field
dominates the Green function GY at sufficiently
close distance from the source if the electrostatic
reflection coefficient (¢ — 1)/(¢ + 1) has a nonzero
imaginary part (see Eq. (21)).

We stress that there is no lower limit to the
spatial coherence length of the near field, provided
one uses the framework of a local dielectric sus-
ceptibility. Model calculations for a free elec-
tron gas confined to a half-space show that this
framework breaks down at wave vectors K of the
order of the Fermi wave vector [9,10]. For our
problem, this corresponds to typical distances of
the order of 0.Inm that are difficult to achieve
for near-field probes even in the optical range.

3.3. Relevance of the skin depth

It has become clear from the two preceding
subsections that the lateral coherence of near-field
radiation strongly depends on the distance of ob-
servation to the source. It might have been ex-
pected that the skin depth shows up in this
discussion, since it governs the penetration depth
for electric fields into the metal. We conclude our
analytical work by identifying the relevance of this
length scale.

Recall that the skin depth is given by

5 A/2n
~ Imy/e

In many cases (metals at low frequencies,
semiconductors in the infrared), the diclectric

(23)
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function is large and therefore the skin depth much
smaller than the wavelength, 6 < A. In this regime,
the source material approaches a perfect conduc-
tor. The large K expansion of the transmission
coefficients in Eq. (A.10) then has to be reconsid-
ered: while the limit K > k£ may be justified, the
limit K >> k|\/e| may be not. We find that there
exists an intermediate distance regime § < z < 4
(corresponding to wave vectors k|\/e| > K > k)
where the coherence tensor shows a different be-
havior [21]. The expansion of the transmission
coefficients in this regime reads

2 4|V2‘2 K
t|” ~ 1+0| —
i |e|K? * ke

(24)
2 4|"/2|2 K
t|” ~ 1+0( —
s~ e |1 N\ e
We finally get an isotropic coherence tensor
ii ~ 3 5
Wi(S,2) ~ = g(s/2) (25)
1
gu) = ————5 (26)

(1+u2/4)*?

The skin layer dominated regime is thus charac-
terized by a 1/z> power law for the energy density.
As shown in Fig. 4(a), the skin depth 6 separates
this regime from the extreme near field where a
different power law 1/z* prevails. We observe from
Fig. 4(b) and Eq. (25) that the lateral coherence
length is equal to the distance z from the source, as
in the extreme near-field regime. This is not so
surprising since the field propagation in the vac-
uum half-space above the source is governed by
the length scales 4 and z, whatever the smaller,
while the skin depth is only relevant for the
propagation inside the source.

To conclude, we recall that the different con-
tributions to the correlation tensor originate in
distinct domains on the K-axis in the integral (5).
The total correlation tensor is therefore given by
the sum of the surface plasmon, extreme near field,
and skin-layer contributions. The accuracy of this
approximation is visible in Figs. 2 and 4(a). Note
that in the figures, the numerically computed far-
field energy density has been added to get the
correct large distance limit.

4. Conclusion

In the near field, the spatial coherence of ther-
mal radiation differs strongly from the blackbody
field. Confined field modes like surface plasmon
polaritons that propagate along the source surface
make the field spatially coherent over large scales
if they dominate the radiation density. At close
distance (smaller than the skin depth), the radia-
tion is dominated by quasi-static fields, and the
coherence length drops well below the wave-
length, being limited only by the (non)locality of
the dielectric response of the source material. The
crossover between these regimes is determined by
the skin depth and the electrostatic reflection co-
efficient. We conclude that in the near field, mac-
roscopic concepts like a local emissivity are still
meaningful at the subwavelength scale, provided
coherent surface excitations are absent or sub-
dominant. For rough surfaces, the validity of these
macroscopic concepts has been discussed in Ref.
[22].

The asymptotic forms for the cross-spectral
density tensor obtained in this paper are useful to
characterize thermal noise fields that may perturb
particles in integrated microtraps ‘mounted’ with
electromagnetic fields above a solid surface [23-
30]. The concomitant scattering and decoherence
of the guided matter waves is discussed elsewhere
[31,32].

The fluctuation electrodynamics used in this
paper enabled us to treat a non-equilibrium situ-
ation (thermal source in vacuum at 7 = 0) where
the fluctuation—dissipation theorem for the electric
field is not immediately applicable. In particular,
we neglected the zero-point radiation impinging on
the interface from the empty half-space. The do-
main of validity of this approximation, as well as
the calculation of anti-normal-ordered correlation
functions will be the subject of future investiga-
tions.
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Appendix A. Notations for the plane interface

The Green tensor describing the emission from
the source z/ < 0 into the vacuum half-space z > 0
may be written in spatial Fourier space as [11,13]

, K v
Gl‘](l‘, l") _ / (2n)2 e1K-(R—R )Gl'/(K,Z,Z/)

ik? S ey i)
2607, CniCusln

=5, p

(A.1)

G'(K,z,7) =

We use bold capitals to denote vectors parallel to
the interface, e.g., K= (k,k,, 0). The vertical
components of the wave vectors in vacuum and
inside the source are, respectively,

y=+VE -K> Imy>0 (A.2)
72 = +Vek? —K*  Imy, >0 (A.3)

The polarization vectors for the s- (or TE-) and
p- (TM-) polarized waves are taken as

e) =e? =K x & (A.4)

Kz —7K
o) == (A.5)
Kz —7,K
eg):_f__&_

ek

where K is the unit vector parallel to K. Finally,
with this choice for the polarization vectors, the
Fresnel transmission coefficients are

(A.6)

R S (A7)
Y+ &y + 72

When the Green tensor (A.1) is inserted into the

integral (3), the spatial integration over R’ yields a

o-function for the lateral wave vectors. The inte-

gration over Z' is then

0 o 1
/ dZ e i) = (A.8)

2Imy,

where the convergence is ensured by the positive
imaginary part of y,. The resulting coherence
tensor is then of the form (5). We use the identity

KIme = 2Imy,Rey, (A.9)

and get after some elementary algebra:

e 3T Rey,
Wj( 4k |“/2 Z ;u u/ ‘e |t|

M

(A.10)

Appendix B. Components of the coherence tensor

In this appendix, we outline the calculation for
the components of the coherence tensor.

B.1. Angular integrations

The only quantities in Eq. (A.10) that depend
on the angle ¢ between the lateral wave vector K
and the separation S are the polarization vectors
e,. To simplify the calculation, we choose the x-
axis parallel to S. We then get the following azi-
muthal integrals (Eq. (9.1.18) of Ref. [18])

/ d(P chosrp(sul @) :JO(KS) :I:JZ(KS)

T cos? @
(B.1)

The integrals with sin ¢ cos ¢ vanish due to par-
ity. We also note that one also gets nonzero off-
diagonal elements W*, W= due to p-polarized
modes. For simplicity, these are not discussed
here.

B.2. Radial integrations

We are left with integrals over the radial wave
vector K. These are worked out using the defini-
tions (A.4)—(A.6) of the polarization vectors and
the transmission coefficients (A.7).

B.2.1. Plasmon pole

To find the plasmon contribution, we extract, as
mentioned in the main text, the pole of the ¢, co-
efficient and approximate the other factors by their
values at the pole. The remaining integral can be
reduced to the following standard form

* xdx T
| 2 =5 1) (82)
for Img > 0, s > 0. To prove this identity, we use

contour integration. The Bessel function is written
as [18, Egs. (9.1.3) and (9.1.39)]
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1
2

where Hél)(x) is the Hankel function. The integral
may now be written as

1 [ xdx

) = 5 [H" () = HY () (B.3)

with an integration path running just above the
negative real axis. The Hankel function is analytic
in the upper half-plane and vanishes exponentially
for |x| — oo there (see Eq. (14)). Therefore, closing
the integration contour with a half-circle, the in-
tegral is given by the residue at the pole x = +¢
(because Img > 0), and we get

© xdx .
/ N mHél)(xs) = inH" (gs) (B.5)
This proves Eq. (B.2). Taking the imaginary part,
we find both the trace and the zz-component (12)
of the correlation tensor (9).

For the xx- and yy-components of the coher-
ence tensor, we also need the integral (B.2) with
the Bessel function J,(xs) instead of Jy(xs) (cf. Eq.
(B.1)). Using the same reasoning as above, this
integral is transformed into

! / T 0 (B.6)

2 Jengo X2 — ¢

In addition to the pole at x = ¢, we now have a
contribution from the —4i/(xs)” singularity of the
Bessel H."(xs) function at the origin. This singu-
larity lies on the integration path and is therefore
taken into account by half its (negative) residue at
x = 0. Combining the latter with the residue at
x =g, we get

0 xdx . 1 4r
/ mHé”(xw:mHé)(qs)—ﬁ (B.7)

We may verify the sign of the second term by
checking that the function (B.7) vanishes in the
limit s — 0, as is the case for the left-hand side of
Eq. (B.6).

B.2.2. Near-field regime

In the near-field regimes K >> k|\/¢| (extreme
near field) and k|v/¢| > K > k (skin layer domi-
nated regime), the expansions (16) and (24) of the
transmission coefficients are straightforward to

obtain. The final integration involves integer pow-
ers of K times products of Bessel functions and
exponentials and is performed using the following
identity

1
izt 5

This may be proven starting from the Fourier ex-
pansion of the Coulomb potential (writing k =
(K7 kz))

1 1 ) eik-r
~=— [ PKdk, — B.
r 2m? /d dk; IS (B-9)

/ N dK Jy(Ks)e K = (B.8)

and evaluating the integral over the vertical wave
vector component k, with contour integration (for
z > 0, a single pole at k., = i|K| contributes). The
derivatives of Eq. (B.8) with respect to z and s then
provide all necessary integrals.
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We study the radiative heat transfer between a small dielectric particle, considered as a point-like
dipole, and a surface. In the framework of electrodynamics and using the fluctuation-dissipation
theorem, we can evaluate the energy exchange in the near field, which is dominated by the
contribution of tunneling waves. The transfer is enhanced by several orders of magnitude if the
surface or the particle can support resonant surface waves. An application to local heating is
discussed. ©€2001 American Institute of Physic§DOI: 10.1063/1.137011]8

Questions about radiative heat transfRHT) at nano- field that illuminates the particle. An elementary fluctuating
scales have been raised by recent developments aurrentj;(r’,w) at frequencyw, radiates at point inside the
nanotechnology. Design of micro- and nanostructures re- particle, an incident electric fiell,(r,») given by
quires a thorough understanding of physical phenomena in-
volved in radiative energy exchange, when their sizes be- Einc(rvw):(inO)J B(rr',w)ji(r,w)d3r’, 1)
come comparable to the thermal mean free path or the B
thermal radiation wavelengtt® Modeling RHT between two
semi-infinite bodie%” or between a tip and a substfate a
challenging problem for all near-field microscofesanning

tuneling microscope, atomic force microsc for scan- . .
9 P bjpe z=0 or eg(w) if z<0. Let us now assume th&t,(r,w) is

ning thermal microscop&sOur work deals with the problem . B . : .
of RHT between a small particle—considered as a point_"k(_:_unn‘orm inside the particle. This amounts to use a dipolar

dipole—and a very close plane interface. This particle Coulcgpprox!matior;i&whosg validity iq the near fi_e Id has. already
be a single molecule, a dust particle, or a model for the tip o een discusset.Provided that this condition is satisfied, the

a microscope probe. Using an electromagnetic approach, pmall particle behaves as a point-like dip@igy(rp,©) in-

the dipolar approximation, we have derived the expression oguced by Fhe mudeni fiel&in(rp, ). These quantlt'les are
the radiative heat power exchanged between the particle ar} lated by ping(rp, ) = &oa(@) Eine(rp, ), Wheree, is the
the semi-infinite medium. We show that the transfer in- |eIe(_:tr|c_perm|tt|V|ty of vacuum a_mdx(w) 1S the_partlcle
creases at small distances and can be enhanced by sevé?glanzab'“ty' For a spherlf:al particle (.)f dlele_:ctrlc constant
orders of magnitudén comparison with the transfer at large ep(w), we used the Clausius—Mossotti polarizabifity
distancegif the particle or the bulk support resonant surface

waves. Results of numerical simulations are presented and an a(w)=4ma’
application to local heating is discussed.

In this part, we focus on the derivation of the radiative A more precise modéf taking into account the interac-
power exchanged between a small parti¢té spherical tion between the dipole and its image through the interface,
shap¢ and a semi-infinite medium. The geometry of theleads to the introduction of an effective polarizability. We
problem is presented in Fig. 1: the upper medigm0 is  have verified that, when the distandeis larger than the
vacuum g£=1). A particle (P) of radiusa and dielectric  particle radiusa, the correction to Eq2) is negligible. Since
constant(frequency dependentp(w)=ep(w)+icp(w) is

where u, is the magnetic permeability of vacuum agdis
the Green tensdt of a system constituted by two semi-
infinite media whose dielectric constants are either 1 if

ep(w)—1
ep(w)+2

: @

held at temperatur€p . The lower mediunz<O0, is filled by P(T, &, )
a homogeneous, isotropic mater{allk) of dielectric con- z r
stanteg(w)=eg(w)+ieg(w) and held at temperaturEg . E(r,0)
The center of the particle is at a distandeabove the

interface. d

We first calculate the mean poweE,;"(w) radiated by
the bulk at a given frequenay and absorbed by the particle.
We assume that the bulk is in local thermodynamic equilib- x
rium at uniform temperaturéz# 0, so that there are fluctu-

. L. . z<(
ating currents inside the bulk due to thermal fluctuations.
These currents inside the bulk radiate an electromagnetic B(T,.2,) jf(r’,m/)(
¥Electronic mail: jpmulet@em2c.ecp.fr FIG. 1. Geometry of the system.
0003-6951/2001/78(19)/2931/3/$18.00 2931 © 2001 American Institute of Physics
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we did our calculation for a distanaklarger than 2, we 103 -
will consider that Eq.(2) is a good approximation for the . O 0, N "
polarizability in our problem. & 107 =107
We now evaluate the mean radiative pov;"(w) = S10°0F¢
dissipated inside the particle. Since the scattered power is g 107 8 s
N . . . . pB-P = 2z 10”107 10" 10
negligible;” this quantity is given by: Py (w) A 2  inrads
=Re{[{(—iwping(rp,w) - Ej(rp,))}, where the brackets de- - 1072
note a statistical ensemble average over the fluctuations of o= ]0_30/0
the currents inside the bulk. The components -
(|Eingi(rp,®)|? (i=x,y,z) depend only on the distanae L5 2.0 2.5
and are given by:*>16 10" @inrad.s

FIG. 2. Mean power radiated by the bulit Tz=300 K) and absorbed by
Im[SB(w)]G)(w Ts) the particle (of radius a=5nm) vs frequency:(a@ d=20nm; (b) d
=50 nm; (c) d=100 nm. The insetlog—log scalg¢ shows the spectrum of
the absorbed power between'd@nd 13°rad s'; (e) d=20 nm; and(f)
d=1mm.

<|E|nC| (re, w)|2> 2

X E |G|](err w)|2d3
i=xy,z

3) held at temperatur&ég=300 K. We note that the figure dis-
plays two remarkable peaks at frequenay,;~175.6
where® (o, Tg) =f w/[expliw/ksTg)—1] is the mean energy  x 102rads! and w,~178.7x10%rads’. These two
of a quantum oscillator in thermal equilibrium at temperaturepeaks are related to the resonant surface waves: the first cor-
Tg, 2mh is Planck’s constant, ankl is Boltzmann's con-  responds to the resonance of the particle which presents a
stant. Finally, we find the expression of the mean powelarger absorption at this frequency; the second is due to a
radiated by the bulk and absorbed by the particle at frehyge increase of electromagnetic energy density close to the

quencyw surface, demonstrated recentfyAn asymptotic expansion
2 Wt of Eq. (4) for small distanced yields the radiative power
Pone (Tp @)= — —zIm[eg(w)]IM{a(w)]O(w,Tg)  spectrum
243 PE—Fig ~;
><I |G|](rp,l’ ,o)|“d’r’. (4 abs (d,0) A2
J=XY,2
We now consider the fluctuating currents inside the par- ) dma® 3¢"(w) g"(w) 0(w.T,)
ticle at temperaturdp that illuminate the bulk. Using the le(w)+2]° |e(w)+1]° B
same formalism, we can calculate the podagally dissi- . - R
pated per unit volume, at a pointinside the bulk, by the particle bulk (7)
following relation: PL B(r,®) = Re{(jing(r, ®) - EX (1, ®))}.
It reads At this point, we must emphasize that, whereas those
2 Wt surface waves are evanescent waves, an energy exchange
;;B(r w)= iy Imeg(w)]IMla(w)]O(w,Tp) between the bulk and the particle takes place because the
particle lies in the regiorfup to many micrometeyswvhere
) the evanescent field is large, so that there is an efficient cou-
X Gij(r.rp, @)% () pling between them. The inset of the figure shdimslog—

iL,j=Xxy,z
log scalé the spectrum of the absorbed power betweelt 10

In this part, we present some numerical results obtainednd 13°rad s* at two different distanced=20nm andd
with a particle and a surface of silicon carbif®C). The =1 mm. It is seen that the RHT is almost monochromatic

optical properties of this material can be described using aand is larger in the near field. If the particle and the bulk
oscillator mode’

2 2
e5(0)=ep(@)=s(0)=¢. 1+%) ©) 10"}
wi—w —ilw =
£ 107
with €,=6.7, 0, =969cm?, w;=793cm?, and I =
=4.76s . The bulk can support resonant surface waves, ;v 1074
called surface phonon polaritons, that produce a peak in the 2,
density of states at frequeneyg wheree(wg) satisfies the el 107 i
relation ¢’ (wg) = — 1. The spherical particle supports vol- Far field value
ume phonon polaritons aép wheree(wp) satisfies the re- 10" : = > — )
lation &’(wp)=—2. Using Eq.(6), we find: wg=178.7 100 10 10° 10° 107
X 10%rads* and wp=175.6< 10%rad s *. dinm

. B—P . .

.|n Fig. 2, we p'QtPabs (w) for a spherical particle of g, 3. Total power radiated by the bullat Tg=300 K) and absorbed by
radiusa=5 nm at different distanced above the surface, the particle(of radiusa=5 nm) vs distance.
Downloaded 17 Jun 2005 to 193.55.162.141. Redistribution subject to AIP license or copyright, see http://apl.aip.org/apl/copyright.jsp
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different points in the sample. Figure 4 displays a map, in log
scale, of the dissipation rate in the case of a 10 nm diameter
sphere of SiC affp=300K situated at 100 nm above a

g L5 sample of SiC. It is seen that the energy is dissipated on a
=1 4 . . . .
£ _4.5/ scale comparable to the tip—sample distance. The dissipation
S -400- / per unit volume decreases very fdas 1f°) with the dis-
§ 35/ s tancer between the source and the point of the sample where
-600F / 25 the dissipation is considergthe isocontour labeled with a
3 / “6"” corresponds to the points where the dissipation per unit
800 LT volume is 16 Wm™3). The amount of energy locally depos-
0 200 400 600 800 ited is as large as 100 MW .

Lateral distance in nm

In this letter, we have shown that nanoscale RHT be-

tween a sample and a small particle is almost monochromatic
%nd can be enhanced by several orders of magnitude when
the materials involved support resonant surface waves. When
illuminated by the particle, the distribution of power inside
were constituted by two different materials, the RHT specthe sample extends over distances of the same order as the
trum would feature two separate sharp peaks at two differeniarticle-sample separation. These results should have broad
resonance frequencies. applications in near-field microscopy, in design of nanostruc-

Figure 3 shows the integrated power absorbed by thyres and in high density storage processes by local heating.
same patrticle versus distanddthe substrate is still held at
temperatureTg=300K). The near-field RHT increases as
3 . .
1/d anq is larger at smgll distances by several ordersipn r. abramson and C. L. Tien, Microscale Thermophys. EBg229
of magnitude than the far-field one. Indeed, &b+ 10 nm, (1999.
Pape=2.6X107°W and for d=10um, P,,¢&8.9x10 18 2G. Chen, Microscale Thermophys. Erig.215(1997.
- P 3J. B. Pendry, J. Mod. Op#5, 2389(1998.
W. This enhancement comes from the contribution of Va4 ¢ Cravatho, C. L. Tien. and R. P. Caren, J. Heat Trar@%351
nescent waves to the energy exchange. Therefore, this contjgg?. ' ' ’
tribution cannot be neglected in a near-field calculation. ThisZc. M. Hargreaves, Phys. Rev. LeB0A, 491 (1969.
phenomenon occurs when the materials can support resonap?-LP °L'der and '\g' X a? ':on-e’ Pphhys' Rpgev'%ﬁ?éig@é%
. . . L. m n . J. I . . .
surface waves like 111-V or 1I-VI semiconductors and be- g, Draﬁgfeiz 2nd 3. Xu Ja ;\jicrogéz e3V5 (1588
cause the resonant frequencies take place in the far IR regiofc. c. williams and H. K. Wickramasinghe, Appl. Phys. Lete, 1587
(up to 10 um) where the characteristic wavelength of ther- lo(1986. o
mal emission aff ~300K is 10um. A lot of materials, like ,R- Carminati and J. J. Greffet, Phys. Rev. L&#, 1660(1999.
. - P. C. Chaumet, A. Rahmani, F. de Fornel, and J. P. Dufour, Phys. Rev. B
oxides or glass, can also support resonant surface waves irkg 2310(1998.

the IR or the visible region. 123, D. JacksonClassical Electrodynamics2nd Ed. (Wiley, New York,
Reciprocity requires that the same enhanced RHT apl-3197~‘?, Sec. 4.4.

pears when the particle illuminates the surface. This situation (Fl'g';'gcem'”’ A. Sentenac, and J. J. Greffet, J. Opt. Soc. AbL,AL117

may help us in understanding the radiative heat exchangeg 1 brame’ Astrophys. B33 848 (1988.

between a nanotiflike those used in near-field microscopy 15s. M. Rytov, Yu. A. Kravtsov, and V. I. TatarskiPrinciples of Statistical

and a sample. It is interesting to study how the energy radi- RadiophysicéSpringer, Berlin, 1989

P o B -16A V. Shchegrov, K. Joulain, R. Carminati, and J. J. Greffet, Phys. Rev.
ated by the tip is dissipated in the sample. To answer this Lett. 85, 1548(2000.

question, we Ca|CU|ated—U5ir_19 _H@—the tOta_' powel(in- E. W. Palik, Handbook of Optical Constants of Solidacademic, San
tegrated over the frequencjadissipated per unit volume for  Diego, CA, 1985.

FIG. 4. Deposited power per unit volume inside the bulk. The particle has
radiusa=5 nm and is held at temperatufg =300 K.
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Abstract
We study in this article the radiative heat transfer between two semi-infinite bodies
at subwavelength scale. We show that this transfer can be enhanced by several orders
of magnitude when the surfaces support resonant surface waves. In these conditions,
we show that the transfer is almost monochromatic.

1 Introduction

New questions about the heat transfer at nano-scales have been raised by the
recent development of nano-technology. Examples of these new questions can be
found in different fields. The number of transistors in a microprocessor is now
so high that the distance between them is nanometric. The heat transfer and
temperature control in a microprocessor is a major issue but is not very well
understood [1]. Control of temperature at nanometric scales is also essential
in the writing process for information storage on magnetic materials. Thermal
microscopes with nanometric resolution have been designed [2]. They consist
of a small thermocouple attached at the end of an atomic force microscope.
Understanding the mechanisms that produce temperature enhancement when
it is approaching a surface is a challenging problem. More generally, all near-
field microscopes are concerned with the problem of heat transfer between a



sample and a tip.

A

yA

€T,

Vacuum

@ »>
O

€. T1

Fig. 1. System studied : two semi-infinite media at different temperatures and
separated by a distance d

In this contribution we deal with the problem of radiative heat transfer be-
tween two opaque semi-infinite bodies separated by a small vacuum gap (Fig. 1),
particularly when the distance between the bodies is nanometric. Qur purpose
is to show that under certain conditions, the radiative heat transfer due to sur-
face phonon-polaritons can be larger than the classical radiative heat transfer
by several orders of magnitude. In addition, most of the transfer is done in a
very narrow range of frequencies. We also propose a generalized emissivity valid
for evanescent waves.

2 Ab initio calculation of the radiative heat trans-
fer

Let us first remind how the radiative heat transfer between two semi-infinite
bodies separated by a vacuum is usually calculated. The heat transfer is equal
to the energy flux going from medium 1 to medium 2 (#;_,2) minus the flux
going from medium 2 to medium 1 (¢2_,1). Note that the medium separating the
heated media being transparent, it does not emit nor absorb. ¢;_,2 and ¢2_,1
can be easily calculated with a ray light approach. Note that this implies that
geometrical optics is used and that wave effects are thus not taken into account.
The elementary energy flux d¢;_,2 from 1 to 2 in a solid angle dQ2 = 27 sin 6d6
around the direction 6 at frequency w is the sum of the multiple reflected rays
(Fig. 2) :

d¢1—>2(0) = [ElleIZw + Ellwpllu.:pIZws’Zw
+E,1wp’1wp12wp€lwp12w612w + - ] Ig (Tl) cos Gdﬂdw, (1)

where £}, and €}, are the monochromatic and directional emissivities of me-
dia 1 and 2, p}, and ph,, the specular reflectivities. I3(7}) is the intensity of



equilibrium radiation at temperature 77 :

hw? 1

(1) = 2
»(T1) 4m3¢? exp[hw/kpT1] — 1 )

where 27h is the Planck constant and kp the Boltzmann constant. Equation
(1) can be written as a sum of a geometrical series so that

2m o0 eh el
¢1—>2=/0 cosGdQ/0 dwllw%fg(Tl)- 3)

— PlwP2w

Doing the same calculation for ¢s_,1, one finds the classical radiative heat ex-
change

2w 00 el gl
P12 — P21 = / cos 0dQ/ dwl_l“’%
0 0 P1wPrw
[15(T1) — I(T3))] (4)

X

Note here that, as the materials are opaque, the result would be the same if T}
and T» were surface temperatures instead of the uniform materials temperatures.

L d/
)
Vacuum d

_

Fig. 2. The energy transfer in a solid angle dQ2 comes from the multiply reflected

rays issued form a first ray pointing in the solid angle d$2

The above calculation does not take into account interference effects. When
the radiation is not monochromatic, these effects disappear as soon as the dis-
tance d is large compared to the temporal coherence length [ .. This is given
¢/Av where Av is the inverse of the frequency width of the radiation. Note
that the same behaviour is observed when looking at interferences rings in a
Michelson illuminated with partially incoherent light. For an optical path dif-
ference larger than the coherence length [.,;, the contrast of the interference
fringes goes to zero. However for distances smaller than [, the interferences
have to be taken into account.



There is another shortcut in the ray picture : the evanescent waves are
not taken into account. To illustrate the nature of an evanescent wave, let us
take the example of a plane wave of linear polarization E = Eg exp[i(k.r — wt)]
propagating in vacuum. The Maxwell equations impose a relation on the wave
vector components k, = (w?/c? — k2 — k;)l/ 2. An evanescent wave is a wave
for which k + k2 > w?/c? so that k; is a pure imaginary number. It does not
propagate anymore in the z-direction but decays exponentially. The simplest
example of an evanescent wave is the wave produced by total internal reflection
when an incident in glass illuminates an interface glass-air at an angle larger
than the critical angle. An evanescent wave is then produced in the air. The
evanescent wave does not carry energy in the vacuum along Oz except when
it is in presence of another evanescent wave going in the opposite direction.
This latter situation happens when a second prism is brought close to the first
so that an evanescent wave produced by total internal reflection can reach the
second prism. Then, light is partially reflected and partially transmitted at
the second interface. This is the so-called frustrated total internal reflection
which is formally identical to the tunnel effect. From these considerations, one
can infer that at small distances, the radiative heat transfer will be enhanced
due to the tunnelling of evanescent waves between the two materials. These
two effects have been discussed already in the litterature. Cravalho et al. [3]
were the first to point out the role of tunneling by introducing a generalized
transmission coefficient. Yet, they did not include all the contributions. They

only took into account tunneling waves which have nw/c < ,/k2 + k2 < w/c.

In other words, they have accounted for the frustration of the total internal
reflection. However, they did not realize that there are evanescent waves with
larger wavevectors that also contribute to the heat transfer. This can be done by
doing an ab-initio calculation of the emitted radiation starting from the sources,
namely the random currents due to the thermal motion.

Such an approach has been first introduced by Rytov [4], Polder and Van
Hove [5] and later by Loomis and Maris [6]. They did a complete calculation
based on classical electrodynamics. However, they only considered the case
of metals. The main contribution of this paper is to apply this formalism to
the case of dielectrics that can support surface phonon-polaritons. These are
surface waves which are electromagnetic modes of the interface. Thus, they
that can be resonantly excited. Their excitation produces a strong enhancement
of the density of energy in the near field [7]. It will be shown here that their
presence dramatically modifies the heat transfer between two interfaces. Surface
plasmons polaritons are similar surface waves. However their contribution to
the heat transfer is generally much smaller just because they exist in the near
UV so that they can hardly be excited thermally.

Let us first describe in simple words the physical mechanism responsible of
the emission of radiation by thermal sources. In any material, thermal fluctu-
ations induce fluctuating currents. Their mean value is zero so that the mean
radiated fields are zero. Yet the correlation function of these currents is not
zero so that the Poynting vector which is a quadratic quantity is not zero. The
correlation function of the currents can be calculated using the fluctuation dis-
sipation theorem. Let us now take a look at the heat transfer due to radiation.
For example, the currents in medium 1 (see Fig. 1) produce fields in the whole
space, in particular in medium 2. Part of this energy is dissipated by Joule



effect in medium 2. This is the contribution of medium 1 to the radiation heat
exchange between the two media. An analogous contribution finds its origin in
the thermal fluctuating currents excited in medium 2 and radiating fields that
are dissipated in medium 1. The difference between the two terms gives the to-
tal radiative heat transfer. The important point is that this approach includes
not only the far field terms that decay as 1/r but also the near-field terms that
decay as 1/r% and 1/r3. When using a plane wave representation of the fields,
this amounts to say that we not only use the propagating waves but also the
evanescent waves. In the approach of Cravalho, the near-field contributions are
not taken into account because only propagating waves with a wave vector that
has a maximum value of nw/c are retained. To derive the radiative flux emitted
by medium 1 and dissipated in medium 2, we compute the flux of the Poynting
vector (S) = (Re(E x H*)) through a plane just above the interface separating
medium 2 and a vacuum. Note that the symbol <> denotes an average over an
ensemble of realizations of the random currents. E and H* are respectively the
electric field and the complex conjugate of the magnetic field. Note also that
this definition of the Poynting vector is 2 times larger than the usual definition.
This factor comes from the fact that the signals considered here have only posi-
tive frequencies so that E(r,t) and H(r,t) are analytic signals [8]. The fields E
and H are given in terms of the thermal currents j by the following expressions:

E(r,w) = ipow/ aE(r, r,w)-j(', w)dr (5)
v

H(r,w) = /‘;aH(r,r',w) i, w)dr (6)

where a g and 8‘, g are the Green dyadics of the electric and magnetic fields
and obey the vector Helmholtz equation in the geometry of the problem. They
respectively relate a source current at point r’ to the electric and magnetic field
at point r. The volume V denotes the volume where the sources are present i.e.
medium 1 when the heat transfer from medium 1 to medium 2 is computed.
When an ensemble average is taken on the Poynting vector, it is easy to see
that an ensemble average will be taken on the spatial correlation function of
the thermal current fluctuations. This quantity is given by the fluctuation-
dissipation theorem. In the frequency domain:

(a0}, 0) = Zeod(w)0(w,T)
St — t')nmd(w — &) (7)

X

where O(w,T) = hw/[exp(hw/kpT) — 1] is the mean energy of an oscillator in
thermal equilibrium at temperature T' and €” the imaginary part of the dielectric
constant €. This expression of the fluctuation dissipation theorem is valid as long
as the medium is continuous and the dielectric constant local. The expression
of the Green dyadic for the electric field relating a source in medium 1 to the
electric field in medium 2 is [9] :

7 1,... . .
8?/%(3"’?25 + P1thyP2)

x exp[iK(R — R/)] x exp(iy2z — i712")d°K (8)

<>
GE(I', 1", w) =



where r = (R, 2), § = K x 2, p; = (|K|2 — v;K)/k;, the symbol " denoting unit
vectors, k;j = /Gw/c, v; = (k3 — K?)'/2 with Re(y;) > 0, Im(v;) > 0. The
coefficient t{, and ¢}, denotes the amplitude transmission coefficient between
medium 1 and 2, for the s and p polarization. They can be expressed in terms
of the Fresnel reflection and transmission coefficients [9] :

o _ i3 tay exp(ivsd)
271 - r3Prad exp(2iysd)

(9)

The Green function a‘ g 1s deduced from 8‘ g with the help of the Maxwell
equations [9]. One then finds the expression of the heat transfer per unit surface
P(Ty,Tz) = (8:(d*,T1)) — (S:(07,T2)) :

P(T1,Ty) = %/Ooo dus(O(w, T1) — e(w,:rz))/ooo KdK

X |ei73d|2 |: s _ Re(v1)Re(72)
|1 — 3, 75,€20739(2 [(y3 + 71) (73 + 72)|?
+ les s Re(e171)Re(e273) ] (10)
|1 — 75, 75,e2013412 |(e1y3 + €371) (273 + €372) |

where K = |K|. Note that in this expression, the integration over K goes from
0 to oo. Integration from 0 to w/c corresponds to waves propagating in the
vacuum between the two media. When K is greater than w/c, one includes
the contribution to the heat transfer of the evanescent waves in vacuum. Let us
make some comments on the validity of this approach. First, we are interested in
small distances so we may question the validity of a result based on macroscopic
electrodynamics. The main approximation made here is that we do not account
for non-local effects. This is a reasonable approximation as far as the distances
involved are larger than the Fermi length.

The heat transfer can actually be cast in a suggestive form which permits a
comparison with expression (4). To do so, let us consider now the heat transfer
¢1-2 due to the dissipation in medium 2 of the fields initiated by the currents
in medium 1. ¢, is the sum of the contribution of propagating waves ¢7" 75
and evanescent waves ¢i”5. Let 0 be the angle of propagation of the energy
flux in medium 3 with respect to the z-axis. We consider now the energy flux
in a solid angle dQ = 2rc? KdK /(w? cos §) due to the propagating waves ¢} 5 :

prop  _ /dwdﬂcos@ [(1— |31 *) (1 — IrSa[*)

e 2 |1 — r3;r3pe?sd|?

(=15 P =151 ;0
+ |1 — r rE,e2ivsd|2 1,(T1) (11)

In the preceding expression, 1 — |r37¥|? and 1 — |r3)|? are the coefficients of

transmission in energy between media 3 and 1 and 3 and 2 for the corresponding
polarization. This expression is similar to (3). In Eq. (11), the denominator is
due to interferences that exist for a monochromatic light. But noting that
the evolution of the reflection coefficient with the frequency is slower than the
evolution of e?73¢ and that the mean average of 1/|1 — r3;732e%72%|2 is 1/(1 —
|731]%|732]?) (Jrsirsa] < 1), (11) reduces to (3). For each polarisation, we can
identify the emissivity of medium 1 with the energy transmission coefficient



1 — |r3F|? and the reflectivity with the energy reflection coefficient |r3;|2. For

surface waves, we cannot define a directional emissivity since all the evanescent
waves propagate along the interface. However, each of them is characterized by
a well defined wave vector K. We can thus introduce a generalized emissivity
function of K instead of . To proceed, we start from the following expression

of the energy flux ¢{*¢7 due to evanescent waves :

oo (&9
95 = / dwI)(Ty) / 2KdK e ?Im0s)d

0 w/e
Im(rgy)Im(rs,) Im(r5,)Im(r%,) )
|1 —r3 r3pe2ImOs)d|2 |1 — ¢} rf e2Im(vs)d]2 |~

Upon comparison with Eq.(3) the quantity Im(r;}) which is a function of K
can be used as a generalized emissivity for medium 1 whereas Im(r3y) would
be the emissivity of medium 2. Note that in this case the reasoning of Eq. (1)
is still valid provided that one adds amplitudes instead of intensities and one
introduces an additional exponential decay exp(—2Im(y3)d) in each term of the
series. This decay accounts for the evanescent nature of the waves involved.

3 Contribution of resonant surface waves

We now evaluate the total contribution of radiation to the heat transfer. First
of all, let us remark that for most materials, when a gas at atmospheric pres-
sure is present between the two media, the radiative heat transfer remains lower
than the conductive heat transfer due to the ballistic flight of molecules between
the two bodies [10]. At ambient temperature and pressure and for small dis-
tances between the two media, a conductive heat transfer coefficient A€ can be
evaluated. It reads [11]

cplew+1 p

h® =1.85107° _
8510 cp/cv—laoMl/ZTl/2

(13)

where h€ is expressed in W.m 2K !, ¢p and ¢, are the specific heat of the
gas respectively at constant pressure and volume, p is the pressure in Pa, ag
is a factor related to the accomodation factor of the surfaces, M is the mole-
cular weight of the gas. At ambient pressure and for air, hC is about 4. 10*
W m~2 K~1. Following the approach of Ref. [5], a radiative heat transfer coef-
ficient A% (111 W m—2 K_l) is defined by 1iIIlT1_,T2 P(Tl,Tz) / (Tl — Tz) For
most media, h® remains much lower than h€.

We consider now materials that can support a surface wave in the infrared
range of interest in thermal transfer, namely between 2um and 50pm. First of
all, let us explain what is a resonant surface wave. It is a wave that propagates
along the interface and that decays exponentially on both sides of the interface.
This wave is an electromagnetic mode of the interface. It can thus be excited
resonantly. These surface waves are polarized and exist only in p polarization. It
appears whenever the real part of the dielectric constant is lower than —1. Two
types of surface waves exist. The surface-plasmon polaritons which appears in
the visible wavelength and near-UV domain and the surface phonon-polaritons
which exist in the infrared. A surface-plasmon polariton is a charge density wave
due to the presence of electrons. It can be viewed as an acoustic type wave in



an electron gas. Since electrons carry a charge, this mechanical density wave is
necessarily coupled to an electromagnetic wave. The surface-phonon polaritons
appear in polar materials. They are also coupled mechanical and electromag-
netic vibrations. The mechanical vibration involved is the usual phonon. If the
medium is polar, then the atoms are charged and their mechanical oscillatory
movement may produce an electromagnetic wave. Materials such as glass, SiC,
II-VI and III-V semi-conductors do support surface phonon-polaritons in the in-
frared. We are specifically interested in surface phonon-polaritons case because
these resonances occurs in the infrared so that they can be thermally excited.

10 Heat transfer coefficient in Wm- K"
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Fig. 3. Radiative heat transfer coefficient versus the distance between two semi-
infinite bodies of SiC or glass at 7" = 300 K.

Fig. 3 displays h®(T = 300K, d) versus the distance separating two surfaces
of same material, either SiC or glass. When d is much larger than the wavelength
of the maximum of the Planck spectrum (here 10um) , hf does not depend
on d. One finds the results given by the classical heat transfer theory : the
heat transfer coefficient is equal to 5W.m 2. K~! at ambient temperature and is
proportionnal to 7. When d is lower than 1um, the heat transfer increases as
d~2 [6]. For SiC or glass surfaces, h reaches the value of the conductive heat
transfer coefficient when d is approximately equal to 10 nm. At a pressure lower
than the ambient one, the radiative heat transfer will be predominant. Xu [10]
tried to measure this near-field radiative contribution in the case of two metals
but did not achieve it. The transfer between a metal and a material exhibiting
a surface wave, or better between two materials exhibiting surface waves would
make the detection easier. Indeed, the radiative heat transfer for d = 10 nm is
four orders of magnitude larger in the case of two media made of glass than in
the case of two media made of Chromium.

Let us mention that this increase in 1/d? has been recently questioned [12]
with the argument that the heat flux cannot diverge. This is not actually
a problem because this divergence means that the thermal resistance of the
vacuum gap tends to zero so that a thermal contact is established. The difference
of temperature between the two media has then to be zero. This is similar to
the situation of a short circuit at the end of which it is impossible to impose
a potential difference. This brings us to the question of the validity of the
assumption of having a uniform temperature in the media. Let us assume
that there is a gap of 10 nm between the two interfaces with a difference of
temperature of 1 K. According to Fig. 3, the heat transfer coefficient is around
10%. If we use a conservative estimate for the thermal conductivity of 1, we find



that there will be a decay of temperature of 1 K in the solid over a distance
which is 10~*m. This is four orders of magnitude more than the gap width. It
means that the conduction is much more efficient than radiation. It also means
that the temperature can be considered to be uniform over the skin depth (a
fraction of wavelength) which is involved in the emission-absorption process.

This near-field radiative heat transfer contribution might find important ap-
plications in processes requiring rapid and highly confined heat transfer. Indeed,
the presence of evanescent waves means that the radiative space distribution can
be higly confined in space. It should be possible to heat locally the temperature
of a sample by approaching a heated probe at an appropriate distance. Alter-
natively, it should be possible to do a high spatial resolution detection of the
temperature.

The basic physical mechanism responsible of the enhancement of radiative
transfer has been studied in Refs. [13, 14]. It was shown that the density of elec-
tromagnetic energy above an interface separating a lossy medium from vacuum
increases exponentially when approaching the interface in a range of the order of
the wavelength and diverges as 1/2% at nanometer scale. This enhancement can
be related to the existence of additional electromagnetic states due to surface
waves. Indeed, the energy density can be cast in the following form:

I(r,w) = O(w)N(r,w). (14)

N(r,w) is the density of electromagnetic modes of frequency w at point r. In the
example of the equilibrium blackbody radiation in a cavity of volume V', N(r, w)
does not depend on r and is calculated by counting the number of propagating
modes per unit volume in the cavity. It takes the value N(w) = w?/(n%c3).
When an interface is present, additional modes exist as discussed previously.
This explains why the energy density may increase. The energy density is
calculated by means of the cross-spectral density tensor following Carminati
and Greffet [13]. The density of modes is then deduced from the energy density
and depends only on the distance z. When the distance to the interface becomes
much lower than the maximum wavelength of Planck function, the density of
modes can be expanded asymptotically:

e’ 1

N(z,w) = 1+ €]? m2w23

(15)
We see in this equation that the density of modes increases as 1/2® at small
distances. This behaviour had already been noticed by Rytov [4]. The novel
interesting feature is the effect of surface waves. We take here the example of
SiC, but the following discussion is valid for any material supporting surface
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Fig. 4. Real and imaginary part variation of the SiC dielectric constant with the
frequency w.
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Fig. 5. Real and imaginary part varaition of the quantity (e — 1)/(e+ 1) with the
frequency w.

We see on Fig. 4 that the real part of the dielectric constant reaches —1
for a certain frequency denoted by wpq.- We see also that at this frequency
the imaginary part of the dielectric constant is not too large. The quantity
Im[(e—1)/(e+1)] which is equal to 2¢” /|e+1|? exhibits a peak (Fig. 5) at Wmaz
and the density of modes also as we see in Eq. (15). The physical interpretation
of this phenomenon can be inferred from the analysis of the dispersion relation
of the surface modes [14]. The wave number parallel to the interface is given by
[kiW (w)]* = (w?/c®)e(w)/[e(w) + 1]. Note that these waves cannot radiate in
the vacuum since |kj|| > w/c and that they decrease exponentially away from
the interface. Near the frequency w4z, there exists a large number of surface
modes so that the energy density increases. Therefore, the energy density being
larger near a material exhibiting surface waves, an important radiative energy
transfer will take place if these additional surface electromagnetic modes can be
coupled to a second material.

It is important to notice that this radiative heat transfer enhancement ex-
hibits strong spectral effects. The increase of the density of modes exists at all
frequencies but is much larger in the presence of surface waves and near the
frequency wy,q.- To analyse the spectral effects in the radiative near-field heat
transfer, we introduced a monochromatic radiative heat transfer coefficient hlt.
It is plotted in Fig. 6 for two semi-infinite surfaces separated by d = 10nm in

g — sic
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- 27 :
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the case of SiC or glass. win rad.s

Fig. 6. Monochromatic radiative heat transfer coefficient versus frequency for two
semi-infinite bodies of SiC or glass separated by a distance d=10 nm at T' = 300 K.
The remarkable feature shown on this plot is that the heat transfer exhibits
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large peaks for some frequencies and is almost monochromatic. These peaks
appear at frequencies where the energy density is enhanced near a material. An
asymptotic expansion of the monochromatic radiative heat transfer coefficient
can be done in the same way the expansion had been done for the density of
modes. It takes actually a similar form:

n_n
1 €1 €

w2d? |1+ € 2|1 + €2|?

hw \?  exp[hw/(ksT)|
b (m) (explw/ (k5T)] — 1

We see in this equation that the heat transfer is enhanced at the resonant
frequencies of each material. The enhancement is particularly strong when
the materials are identical because the resonances amplify each other. Let us
discuss a possible application of this property in the field of thermophotovoltaic
energy conversion. The major fundamental limit of efficiency of photovoltaic
energy conversion is the mismatch between the photon energy and the gap of
the semiconductor. If the energy of the incident radiation is below the gap, all
the energy is lost. If the energy of the incident photon is higher than the gap
width, all the extra energy is lost. This is reponsible for a large part of the
low efficiency of the photovoltaic cells. Thermophotovoltaic energy conversion
is based on the realization of a thermal source of radiation using a gas heater
for instance. The radiation is then converted into electricity by a photovoltaic
cell with a low gap so that infrared light can be used. Using a material with a
band gap that matches the resonant frequency of the material used to fabricate
the thermal source could increase significantly the efficiency of the system.

The presence of these strong resonances also explain why the integrated ra-
diative heat transfer coefficient A% does depend on the distance between the two
media as 1/d2. In Eq. (16), it is seen that the spacing dependence appears as a
factor 1/d? independent of frequency. Let us now consider the temperature de-
pendence of the heat transfer coefficient. If the pole at w4, yields the leading
contribution, then the temperature dependence is the same as for the monochro-
matic coefficient for w = wy,q,. This behaviour is very different from the 1/7°3 of
the blackbody radiation. Finally, let us remark that if x = Aw/(kgT) > 1, the
monochromatic radiative heat transfer coefficient decays as z? exp(—z). This
is tipically the situation of metals which support surface plasmons in the visi-
ble or near UV. As shown on the figures 7 and 8, the nanoscale radiative heat
transfer does not show any monochromatic peak because the Planck’s function
takes very low values in this part of the spectrum. However, there is still an
enhancement of the transfer due to the near-field contributions (the 1/r? and
1/r3 terms in the dipole radiation).

hE =

X

(16)
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Fig. 7. Radiative heat transfer coefficient versus the distance between two semi-
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Fig. 8. Monochromatic radiative heat transfer coefficient (in W.m™2.K~'.Hz ')
versus frequency for two semi-infinite bodies of Gold separated by a distance d=10 nm
at T'= 300 K.

‘We may wonder how the model can be applied to a system with some rough-
ness. Let us consider roughnesses with different transverse length scales. If we
consider variations of the spacing between the two interfaces over transverse
distances of the order of 50um or more, then, the present model can be used
locally. Indeed, although the calculations have assumed an infinite interface, the
result is expected to be locally valid on a scale on the order of the decay length
of the surface waves. This is tipically on the order of 5 to 20 wavelengths. Since
the spacing dependence of the heat transfer coefficient is very strong (1/d?), we
may expect significant inhomogeneities in the heat transfer. If we now consider
smaller transverse features in the roughness, we have to consider the problem
of scattering of a surface wave by some surface features. This has been studied
in the past[15]. It appears that the scattering cross section of structures much
smaller than the wavelength is rather small. For example, the transmission of
a surface plasmon polariton impinging on a rectangular protuberance of height
A/20 and width A/4 is 97%[15]. Note that this is a rather large structure as
compared to the typical spacing distances that we are using.

4 Conclusion

To summarize, it has been shown that the heat transfer between two semi-
infinite bodies increases at short distances due to the presence of evanescent
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waves close to the interface. When the materials constituting the bodies support
surface-phonon polaritons, the radiative heat transfer is enhanced by several
orders of magnitude. The density of electromagnetic modes exhibits in that
case a peak at a frequency w4, and is responsible of a large increase of the
heat tranfer at this particular frequency. We think that this nanoscale behaviour
may have important applications. It is certainly necessary to properly model the
radiative thermal exchanges between a sample and an atomic force microscope
probe. This might also have applications for high density storage where the local
control of temperature is essential in the writing process. The monochromatic
behaviour of the heat transfer through the gap could also be used to dramatically
increases the efficiency of thermophotovoltaic devices.
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Nomenclature

ag Global accomodation factor. Dimensionless.

¢ Velocity of light. In m s—1.

¢, Specific heat at constant pressure. In J mol~! K=! or kg m? s72 mol~!
K1,

¢y Specific heat at constant volume. In J mol~! K~
K1,

d Distance of separation between the two media. In m.

E Electric field. In Vm~! or kgm s—3 A~L.

bel £ Green dyadic of the electric field. In m~!.

(H; # Green dyadic of the magnetic field. In m~!.

H Magnetic field. In A m~*.

h Heat transfer coefficient. In W m~2 K~ or kg s73 K—!.

h Planck constant divided by 27. In J s or kg m? s~!.

I%(T) Intensity of equilibrium radiation at temperature 7. In W m~2 Hz !
ster ! or kg s 2.

j Electric current density. In A m—2.

k Wave vector. In m~1.

K Wave vector component on the interface. In m~*.

ks Boltzmann constant. In J K~ or kg m? s 2 K.

M Molecular weight. Dimensionless.

N Density of electromagnetic modes. In m~3.

p Pressure. In kg m~3 s=2.

P(T1,T:) Radiative heat transfer per unit surface between two semi-infinite
media at temperature 7} and T>. In W m~2 or kg s—3.

r Position vector. In m.

p; Unit vector carrying the electric field in p polarization in the medium j.
Dimensionless.

R Component of r on the interface. In m.

rfj Amplitude reflection coefficient for the electric field in p polarization at
the interface of media 7 and j, the incoming field coming from the medium 3.
Dimensionless.

r;; Amplitude reflection coefficient for the electric field in s polarization at
the interface of media ¢ and j, the incoming field coming from the medium 3.
Dimensionless.

§ Unit vector carrying the electric field in s polarization. Dimensionless.

S Poynting vector. In W m~—2 or kg s—3.

1 g Amplitude transmission coefficient for the electric field in p polarization
at the interface of media ¢ and j, the incoming field coming from the medium 1.
Dimensionless.

t;; Amplitude transmission coefficient for the electric field in s polarization
at the interface of media 7 and j, the incoming field coming from the medium 1.
Dimensionless.

T Temperature. In K.

z Vertical component of r. In m.

v Vertical component of k. In m~1.

Onm Kronecker symbol.

4(r) Dirac function.

€ Dielectric constant. Dimensionless.

1 2 2

or kg m? s72 mol !
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¢’ Real part of the dielectric constant. Dimensionless.

€’ Imaginary part of the dielectric constant. Dimensionless.

€0 Permittivity of vacuum. In kg=! m—3 s* A2

¢!, Monochromatic and directional emissivity. Dimensionless.

0 Angle of propagation in the vaccum with the normal to the interfaces. In
rad.

O(w,T) Mean energy of an oscillator of frequency w in thermal equilibrium
at temperature T. In J or kg m?2 s—2.

A Wavelength. In m.

po Permeability of vacuum. In kg m s=2 A2,

p., Monochromatic and directional reflectivity. Dimensionless.

¢1-.2 Energy flux from medium 1 into medium 2. In W m~2 or kg s—>.

¢2_1 Energy flux from medium 2 into medium 1. In W m~2 or kg s—>.

w Frequency. In rad s 1.

Q Solid angle. In steradian.
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because the actual masses of massive protostars are poorly deter-
mined. Our approach is to predict the properties of some well
studied massive protostars in terms of their bolometric luminos-
ities. The bolometric luminosity L, has contributions from main-
sequence nuclear burning L, deuterium burning Ly, and accretion
L, The accretion luminosity L,.. = f,..Gm,#1/r,, where f, is a
factor of order unity accounting for energy radiated by an accretion
disk, advected into the star or converted into kinetic energy of
outflows, and where the stellar radius r, may depend sensitively on
the accretion rate r1,. Massive stars join the main sequence during
their accretion phase at a mass that also depends on the accretion
rate”. To treat accelerating accretion rates, we have developed a
simple model for protostellar evolution based on that of refs 6 and
24. The model accounts for the total energy of the protostar as it
accretes and dissociates matter and, if the central temperature
T. = 10°K, burns deuterium. We have modified this model to
include additional processes, such as deuterium shell burning,
and we have calibrated these modifications against the more
detailed calculations of refs 23 and 25.

Our model allows us to make predictions for the masses and
accretion rates of embedded protostars that are thought to power
hot molecular cores (C.EM. and J.C.T., manuscript in preparation).
Figure 2 compares our theoretical tracks with the observed bolo-
metric luminosities of several sources. We find that uncertainties in
the value of the pressure create only small uncertainties in 1, for Ly,
in excess of a few times 10* solar luminosities.

The infrared and submillimetre spectra of accreting protostars
and their surrounding envelopes have been modelled in ref. 5,
modelling the same sources shown in Fig. 2. We note that uncer-
tainties in the structure of the gas envelope and the possible
contributions from additional surrounding gas cores or diffuse
gas will affect the observed spectrum. Comparing results, our
inferred stellar masses are similar, but our accretion rates are
systematically smaller by factors of ~2-5. The modelled® high
accretion rates of ~107° Mg yr’1 for stars with m, = 10M, would
be difficult to achieve unless the pressure was increased substan-
tially; for example, if the stars are destined to reach m,; = 30Mg,
pressure increases of a factor ~40 are required. ]

Received 17 September 2001; accepted 2 January 2002.
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A thermal light-emitting source, such as a black body or the
incandescent filament of a light bulb, is often presented as a
typical example of an incoherent source and is in marked contrast
to a laser. Whereas a laser is highly monochromatic and very
directional, a thermal source has a broad spectrum and is usually
quasi-isotropic. However, as is the case with many systems,
different behaviour can be expected on a microscopic scale. It
has been shown recently’” that the field emitted by a thermal
source made of a polar material is enhanced by more than four
orders of magnitude and is partially coherent at a distance of the
order of 10 to 100 nm. Here we demonstrate that by introducing a
periodic microstructure into such a polar material (SiC) a thermal
infrared source can be fabricated that is coherent over large
distances (many wavelengths) and radiates in well defined direc-
tions. Narrow angular emission lobes similar to antenna lobes are
observed and the emission spectra of the source depends on the
observation angle—the so-called Wolf effect**. The origin of
the coherent emission lies in the diffraction of surface-phonon
polaritons by the grating.

It is usually taken for granted that light spontaneously emitted by
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Figure 1 Image of the grating obtained by atomic force microscopy. Its period d = 0.55\
(N = 11.36 um) was chosen so that a surface wave propagating along the interface
could be coupled to a propagating wave in the range of frequencies of interest. The depth
h = N40 was optimized so that the peak emissivity is 1 at X = 11.36 pm. It was

fabricated on SiC by standard optical lithography and reactive ion-etching techniques.

different points of a thermal source cannot interfere. In contrast,
different points of an antenna emit waves that interfere construc-
tively in particular directions producing well defined angular lobes.
The intensity emitted by a thermal source is the sum of the
intensities emitted by different points so that it cannot be direc-
tional. However, it has been shown'? recently that some planar
sources may have a spectral coherence length in the plane much
larger than a wavelength and can be quasi-monochromatic in the
near-field. This paves the way for the construction of a thermal
source that could radiate light within narrow angular lobes as an
antenna instead of having the usual quasi-lambertian angular
behaviour.

Here we report experimental measurements demonstrating that
it is possible to build an infrared antenna by properly designing
a periodic microstructure on a polar material. Such an antenna
radiates infrared light in a narrow solid angle when it is heated.
Another unusual property of this source is that its emission
spectrum depends on the observation direction. This property
was first predicted by Wolf as a consequence of spatial correlations

90° 90°

Emissivity

Figure 2 Polar plot of the emissivity of the grating depicted in Fig. 1 at A = 11.36 wm
and for p-polarization. Red, experimental data; green, theoretical calculation. The
measurements were taken by detecting the intensity emitted by the sample in the far field
as a function of the emission angle. A HgCdTe detector placed at the focal length of a ZnSe
lens was used. The sample was mounted on a rotation stage. The theoretical result was
obtained by computing the reflectivity of the sample and using Kirchhoff’s law

(e = o = 1 — R). Tofit the data, we took into account the spectral resolution (0.22 jum)
and the angular resolution (3°) of the measurements. The disagreement is due to the fact
that for the calculation, the index at room temperature is used whereas emission data
were taken with a sample in a local thermal equilibrium situation at a temperature of
773 K. Comparison between the two curves illustrates the validity of Kirchhoff’s law for
polarized monochromatic directional quantities. The surrounding medium was at 300 K
and the background signal was subtracted. The emissivity for s-polarization (not shown)
does not show any peak and is very close to its value for a flat surface. Note that most of
the emitted light is emitted in the narrow lobe (that is, coherently).
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for random sources™". This effect has been demonstrated experi-
mentally for artificial secondary sources*> but has never been
observed for direct thermal emission. In addition, the emissivity
of the source is enhanced by a factor of 20 compared to the
emissivity of a flat surface.

Using theories developed recently® to interpret the emission data
by gratings, we have designed and optimized a periodic surface
profile that produces a strong peak of the emissivity around a
wavelength N = 11.36 pwm. The grating (see Fig. 1) has been ruled
on a SiC substrate. A similar grating of doped silicon with very deep
depths has been investigated’. The authors attributed the particular
properties observed to organ pipe modes in the microstructure’.
However, the role of coherence induced by surface waves and the
exact mechanism were not understood at that time**.

The measurements of the thermal emission in a plane perpen-
dicular to the lines of the grating are shown in Fig. 2. Emission is
highly directional and looks very similar to the angular pattern of an
antenna. We have also plotted (see Fig. 2) the calculated emission
pattern. The qualitative discussion of the introduction suggests that
the small angular width of the emission pattern is a signature of the
local spatial coherence of the source. A proof of this stems from the
fact that the source has a width L = 5mm and a spectral coherence
length [ < L and that its temperature is uniform. Hence, we can
assume that the source is a quasi-homogeneous source®. With this
assumption, it is known that the radiant intensity and the spectral
degree of coherence in the plane of the source are related by a
Fourier transform relationship®. Therefore, the angular width 6 of
the lobe emission varies qualitatively with N/I for this locally
coherent source instead of with A/L, as for a globally coherent
source. Thus a small angular aperture of the far-field radiation is the
signature of a spectral coherence length in the source much larger
than the wavelength. To overcome the experimental resolution limit
of our direct emissivity measurement, we measured the reflectivity
R. From Kirchhoff’s law’, we know that the polarized directional
spectral emissivity € is given by e = a« =1 — R where « is the
absorptivity and R is the reflectivity of the grating. Results
are plotted in Fig. 3. There is a remarkable quantitative agreement
between the data taken at room temperature and theoretical
calculations. We note that the peak at 60° has an angular width 6
as narrow as 1° so that the corresponding spectral coherence length
is as large as M@ =~ 60N\ = 0.6 mm. This suggests that a thermal
source with a size L on the order of the spectral coherence length /,
namely a globally coherent thermal source, could be achieved.

90° 90°

Emissivity

Figure 3 Emissivity of a SiC grating in p-polarization. Blue, A = 11.04 wm; red,

A = 11.36 wm; green, N = 11.86 wm. The emissivity was deduced from measure-
ments of the specular reflectivity R using Kirchhoff's law. The data have been taken at
ambient temperature using a Fourier transform infrared (FTIR) spectrometer as a source
and a detector mounted on a rotating arm. The angular acceptance of the spectrometer
was reduced to a value lower than the angular width of the dip. The experimental data are
indicated by circles; the lines show the theoretical results. An excellent agreement is
obtained when the data are taken at ambient temperature, which supports our interpretation
of the slight disagreement in Fig. 1 being due to the variation of index with temperature.
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A surprising property of the emissivity patterns of Fig. 3 is that
they depend strongly on the wavelength. This suggests that the
emission spectra depend on the emission direction. This would be a
manifestation of the Wolf effect’. To observe this effect, we have
taken several spectra of the reflectivity of the surface at different
angles. Fig. 4 shows experimental and theoretical spectra for
different observation angles. The position of the peaks of emissivity
(dips of reflectivity) depends strongly on the observation angle. It is
important to emphasize that this property is not merely a scattering
effect but is a consequence of the partial spatial coherence of the
source. The value of the reflectivity is also remarkable. By ruling a
grating onto a material which is essentially a mirror, we were able to
produce a perfect absorber. This behaviour has already been
observed for metallic gratings and attributed to the resonant
excitation of surface plasmons. This is the first time, to our knowl-
edge, that total absorption in the infrared owing to excitation of
surface-phonon polaritons has been reported.

In order to prove experimentally the role of the surface wave, we
have done spectral measurements of the emissivity for s- and p-
polarization. The peaks are never observed for s-polarization nor for
p-polarization in the spectral region where surface waves cannot
exist. In order to characterize quantitatively the role of the surface
waves, we have obtained the dispersion relation from reflectivity
measurements®. The results are displayed in Fig. 5 and compared
with theory. We note that the interaction of the surface wave with
the grating produces the aperture of a gap close to the band edge.
Figure 5 shows that our experiment allows us to directly see surface-
phonon polaritons. It also yields additional insight into the Wolf-
effect”* mechanism. Emission of infrared light has already been used
to study surface excitations, but using prisms to couple the surface
waves to propagating modes".

We now discuss the physical origin of coherent thermal emission.
We wish to understand how random thermal motion can generate a
coherent current along the interface. The key lies in the coherent
properties of surface waves (either surface-plasmon polaritons or
surface-phonon polaritons) demonstrated in refs 1 and 2. Both are
mechanical delocalized collective excitations involving charges.
Surface-phonon polaritons are phonons in a polar material,
whereas surface-plasmon polaritons are acoustical-type waves in
an electron gas. In both cases, these waves have the following two

1 T T T T T

— 0 = 45° (experiment)
- == 0 =45° (theory)

— 6 =30° (experiment)
- == 6=30° (theory)

0.9
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Figure 4 Comparison between measured and calculated spectral reflectivities of a SiC
grating at room temperature. The incident light is p-polarized. The dip observed at 45°
and N = 11.36 pm coincides with the emission peak observed in Figs 2 and 3. The
figure shows clearly that the reflectivity spectra depend on the observation angle. Using
Kirchhoff’s law, it follows that the emission spectra depend on the observation angle. This
is a manifestation of the Wolf effect>*.
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properties: (1) they are mechanical modes of the system that can
be resonantly excited; (2) they are charge-density waves, that is,
they generate electromagnetic fields. Because these excitations are
delocalized, so are the corresponding electromagnetic fields.

From a classical point of view, each volume element of the
thermal source can be modelled by a random point-like source
that excites an extended mode: the surface wave. This is similar to
some extent to the emission of sound by a string of a piano. The
source is a hammer that strikes the string at a particular point. Then
the modes of the string are excited producing a vibration along the
full length of the string. At that point of the analogy, as anyone can
hear the vibrations of a piano string, we may wonder why the
coherent electromagnetic surface waves are not usually observed.
The reason is that surface modes have a wavevector larger than 27/
so that they are evanescent. Their effect is not seen in the far-field.

However, by ruling a grating on the interface, we are able to
couple these surface modes to propagating modes. The relationship
between the emission angle § and the wavelength X\ is simply given
by the usual grating law

2w
A

where p is an integer and kj is the wavevector of the surface wave.
Thus, by modifying the characteristics of the surface profile, it is
possible to modify the direction and the value of the emissivity of
the surface at a given wavelength. It is also possible to modify the
emission spectrum in a given direction. Such gratings can be used to
design infrared sources with specific properties.

This may also have interesting applications such as modifying the
radiative heat transfer for a given material. Indeed, we have
demonstrated that a reflectivity of 94% can be reduced to almost
zero in the infrared for SiC. This could also be done for glass, which

sin0 = kH +p27’n-
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Figure 5 Dispersion relation wavevector, w(ky), of surface-phonon polaritons. Data
points, experimental dispersion relation. Solid green curve, theoretical dispersion relation
for the grating. Dotted red curve, theoretical dispersion relation for the flat surface. This
figure explains the mechanism of the Wolf effect®* for this particular source. The spatial
coherence in the plane of the source is due to the presence of a surface wave. For a fixed
frequency w, it can be seen that there is only one possible wavevector kj(w). Thus the
spectral degree of coherence at w oscillates? with a particular wavelength 2a/kj(w). When
observing in the far field at an angle 6 such that ck;(w)/w = sinf there is a strong
contribution of the surface wave at frequency w. By varying the observation angle, the
frequency varies according to the dispersion relation of the surface wave. It is seen that
the strong Wolf effect produced by this source is due to (1) the thermal excitation of
surface waves which produce the spatial coherence and (2) the propagation in vacuum
which selects one particular wavevector.
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is a polar material that has a large reflectivity in the infrared owing
to the presence of resonances. This would allow us to increase the
radiative cooling of the material if the emission is enhanced in a
region where absorption is low, because the atmosphere does not
emit. Another promising application of our results is the possibility
of modifying the heat transfer in the near-field. Materials that are
separated by distances smaller than the typical wavelength exchange
radiative energy through evanescent waves. When surface waves are
resonantly excited, they provide the leading contribution''. Thus,
the heat transfer is almost monochromatic. This may be used to
enhance the efficiency of infrared photovoltaic cells". O
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Ceramics are often prepared with surface layers of different
composition from the bulk’, in order to impart a specific
functionality to the surface or to act as a protective layer for the
bulk material®*. Here we describe a general process by which
functional surface layers with a nanometre-scale compositional
gradient can be readily formed during the production of bulk
ceramic components. The basis of our approach is to incorporate
selected low-molecular-mass additives into either the precursor
polymer from which the ceramic forms, or the binder polymer
used to prepare bulk components from ceramic powders. Thermal
treatment of the resulting bodies leads to controlled phase separa-
tion (‘bleed out’) of the additives, analogous to the normally

64 %4 © 2002 Macmillan Magazines Ltd

undesirable outward loss of low-molecular-mass components
from some plastics’®; subsequent calcination stabilizes the com-
positionally changed surface region, generating a functional sur-
face layer. This approach is applicable to a wide range of materials
and morphologies, and should find use in catalysts, composites
and environmental barrier coatings.

To avoid the concentration of thermomechanical stress at the
interface between the surface layer and the bulk material, many
materials have been developed that have gradually varying proper-
ties as the distance into the material increases'. Such materials can
contain gradients in morphology or in composition. Gradients in
morphology can, for example, result in materials that have a graded
distribution of pore sizes on a monolith of silica aerogel, and a type
of integral plastic. These materials have been created by strictly
controlling the vaporization of the volatile during the production
process'"'*. Gradients in chemical composition have been achieved,
for example: (1) chemical vapour deposition'**, (2) powder meth-
ods such as slip cast or dry processing®, (3) various coating
methods', and (4) thermal chemical reaction®”. Of these, (1) and
(4) are relatively expensive, complicated and result in damage to
bulk substrates. (2) and (3) produce stepped gradient structures,
and it is difficult to control the thickness of each layer to less than
100 nm. Furthermore, most of these processes are not easily adapted
to coating samples in the form of fibre bundles, fine powders or
other materials with complicated shapes.

We have addressed the issue of establishing an inexpensive and
widely applicable process for creating a material with a composi-
tional gradient and excellent functionality. A schematic representa-
tive of our new in situ formation process for functional surface
layers, which have a gradient-like structure towards the surface, is
shown in Fig. 1. The important feature of our method is that the
surface layer of the ceramic is not deposited on the substrate, but is
formed during the production of the bulk ceramic. We confirmed
that our process is applicable to any type of system as long as, in the
green-body (that is, not-calcined) state, the system contains a resin
and a low-molecular-mass additive that can be converted into a
functional ceramic at high temperatures. Here, the resin is a type of
precursor polymer (polycarbosilane, polycarbosilazane, polysila-
styrene, methylchloropolysilane, and so on) or binder polymer used
for preparing green bodies from ceramic powders™. Although the
former case (using precursor polymers) is explained in detail in this
Letter, the latter case using binder polymers was also confirmed by
treating a Si;N, body with a TiN surface layer. Si;N, can exhibit
excellent thermal stability and wear resistance in the high-speed
machining of cast iron, but shows poor chemical wear resistance in
the machining of steel”. In order to avoid this problem, TiN
coating, by means of expensive chemical vapour deposition, has
often been performed on previously prepared Si;N, substrates. But
if our process is appropriately applied, formation of the TiN surface
layer could be achieved during the sintering process of the Si;N,
green body. In this case, titanium(1v) butoxide and polystyrene are
used as the low-molecular-mass additive and binder polymer,
respectively. By a combination of sufficient maturation (in air at
100°C) and subsequent sintering (in NH3;+H,+N, at 1,200 °C),
Si3N, covered with TiN is successfully produced. This technology
would be very useful for producing ceramic materials with compli-
cated shapes and various coating layers. Moreover, our process is
advantageous for preparing precursor ceramics (particularly fine
particles, thin fibrous ceramics and films). The systems to which our
concept is applicable are shown in Fig. 1.

Here we give a detailed account of the results for the pre-
cursor ceramic obtained using polycarbosilane. Polycarbosilane
(-SiH(CHj;)—-CH,-),, is a representative pre-ceramic polymer for
preparing SiC ceramics—for example, Hi-Nicalon fibre® and
Tyranno SA fibre?'. Furthermore, oxide or nitride can also be
produced from the polycarbosilane by firing in air or ammonia,
respectively. Our new technology makes full use of the bleed-out
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Definition and measurement of the local density of electromagnetic states close to an interface
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We propose in this article an unambiguous definition of the local density of electromagnetiISED)
in a vacuum near an interface in equilibrium at temperafuré/e show that the LDOS depends only on the
electric-field Green function of the system but does not reduce in general to the trace of its imaginary part, as
often is used in the literature. We illustrate this result by a study of the LDOS variations with the distance to
an interface and point out deviations from the standard definition. We show nevertheless that this definition
remains correct at frequencies close to the material resonances such as surface polaritons. We also study the
feasibility of detecting such a LDOS with apertureless scanning near-field optical micrd&¥pd/) tech-
nigues. We first show that a thermal near-field emission spectrum above a sample should be detectable and that
this measurement could give access to the electromagnetic LDOS. It is further shown that the apertureless
SNOM is the optical analog of the scanning tunneling microscope, which is known to detect the electronic
LDOS. We also discuss some recent SNOM experiments aimed at detecting the electromagnetic LDOS.

DOI: 10.1103/PhysRevB.68.245405 PACS nuni®er73.20.Mf, 03.50.De, 07.79.Fc, 44.4(a

[. INTRODUCTION and the SNOM signal to electromagnetic LDOS. SNOM
instrument$ have been used to perform different kinds of
The density of state$DOS) is a fundamental quantity emission spectroscopy, such as IuminescéhcRaman
from which many macroscopic quantities can be derivedspectroscopy, or two-photon fluorescencé.For detection
Indeed, once the DOS is known, the partition function can béf infrared light, apertureless technigi®have shown their
computed yielding the free energy of the system. It followsreliability for imaging” as well as for vibrational spectros-
that the heat capacity, forces, etc., can be derived. A wellcopy on molecules? Moreover, recent calculations and ex-
known example of a macroscopic quantity that follows im-Periments have shown that an optical analog of the quantum
mediately from the knowledge of the electromagnetic DOSeOrral could be designed, and that the measured SNOM im-
is the Casimir forcé:? Other examples are shear fortesd ~ @ges on such a structure present strong similarities with the
heat transférbetween two semi-infinite dielectrics. Recently, calculated electromagnetic LDG3° These results suggest
it has been shown that unexpected coherence properties Bfat the electromagnetic LDOS could be directly measured
thermal emission at short distances from an interface sepVith & SNOM. S
rating vacuum from a polar material are due to the contribu- The purpose of this article is to show how the electromag-
tion to the density of states of resonant surface wavesas ~ Nnetic LDOS can be related to the electric Green function, and
also been shown that the Casimir force can be interpreted 48 discuss possible measurements of the LDOS in SNOM.

essentially due to the surface wave contribution to thé/NVe firstintroduce a general definition of the electromagnetic
DOS 12 LDOS in a vacuum in the presence of materials, possibly

Calculating and measuring the local density of stated0SSy objects. Then, we show that under some well-defined
(LDOS) in the vicinity of an interface separating a real ma-circumstances, the LDOS is proportional to the imaginary
terial from a vacuum is therefore necessary to understanBart of the trace of the electrical Green function. The results

many problems currently studied. The density of states igre illustrated by calculating the LDOS above a metal sur-
usually derived from the Green function of the system byface. We show next that the signal detected with a SNOM

taking the imaginary part of the Green functidhin solid- measuring the thermally emitted field near a heated body is
state physics, the electronic local density of states at thglosely related to the LDOS and conclude that the natural

Fermi energy at the surface of a metal can be measured wipxperiment to detect the LDOS is to perform a near-field
a scanning tunneling microscop&TM).2 This has been thermal emission spectrum. We discuss the influence of the

proved by several experiments, in particular the so-callediP shape. We also discuss whether standard SNOM measure-

quantum corral experimentsAlthough one can formally Ments using an external illumination can detect the electro-
. . . H 9,20

generalize the definition of the electromagnetic LDOS bymagnetic LDOS!

using the trace of the imaginary part of the Green tet{ibr,

turns out that this definition does not yield the correct equi- | | 5caL DENSITY OF ELECTROMAGNETIC STATES

librium electromagnetic energy density. IN A VA
. . CUUM
Recently, it has been shown theoretically that the STM
and the scanning near-field optical microsc¢pROM) have As pointed out in the Introduction, the LDOS is often

strong analogies: More precisely, in the weak tip-sample defined as being the imaginary part of the trace of the
coupling limit, it was demonstrated that a unified formalismelectric-field Green dyadic. This approach seems to give a
can be used to relate the STM signal to the electronic LDOSorrect description in some cas€$’ but to our knowledge
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this definition has never been derived properly for electro-

magnetic fields in a general system that includes an arbitrary U(r,w)=4| (&/2) > &(rro)

distribution of matter with possible losses. The aim of this =13

section is to propose an unambiguous definition of the

LDOS. +(pol2) 2, Hi(r.r,o)
Let us consider a system at equilibrium temperatlire =13

Using statistical physics, we write the electromagnetic enso that

ergyU(w) at a givenpositivefrequencyw, as the product of

the DOS by the mean energy of a state at temperdius® ho )

that Uire)= [exp(hw/kgT)—1] 7c2

hw
expiw/kgT)—1"

Im T GE(r,r,w)

1) +GH(r,r,w)]. @)

_ _ It is important to note that the magnetic-field Green function
where 27 is Planck’s constant ankl; is Boltzmann’'s con-  and the electric-field Green function are not independent. In
stant. We can now introdutea local density of states by fact, one has

starting with the local density of electromagnetic energy
U(r,w) at a given point in space and at a given frequency 2

U(w)=p(w)

W o Ps
. This can be written by definition of the LDO&r,®) as gGH(r,r’,w):[VrX]GE(r,r’,w)~[Vr,><]. 8
fiw A comparison of Eqs(2) and(7) shows that the LDOS of the
Uir.e)=p(r,0) exphw/kgT)—1" @ electromagnetic field reads
The density of electromagnetic energy is the sum of the )

electric energy and of the magnetic energy. At equilibrium, it P(r,@)=—IMTGE(r,r,0)+G"(r,r,w)]=f(GF)
can be calculated using the system Green function and the ©)
fluctuation-dissipation theorem. Let us introduce the electric-

and magnetic-field correlation functions for a stationary sysin which f(éE) is an operator that will be discussed more

mc?

tem: precisely in the next section.
1 ; ,
Eij(r,r’,t—t’)z EI do gij(r,rf,w)eflw(t*t ) Ill. DISCUSSION
. The goal of this section is to study the LDOS behavior for
=(Ei(r,H)Ef (r',t")), (3 some well-characterized physical situations, based on the re-
sult in Eq.(9).
H; (r,r’ t—t’)=iJ do M (r,r',w)e ett)
N 2w AT A. Vacuum

=(Hi(r,OH(r',t"). (4) In a vacuum, the imaginary part of the trace of the

electric- and magnetic-field Green functions are equal. In-
Note that here the integration over goes from—oo to oo. deed, the electric- and magnetic-field Green functions obey
If j(r) is the electric current density in the system, thethe same equations and have the same boundary conditions
electric field readsE(r, ) =iuowfGE(r,r’,w)-j(r')d3’.  in this caseradiation condition at infinity In a vacuum, the
In the same way, the magnetic field is related to the-DOS is thus obtained by considering the electric-field con-
density of magnetic currentsm(r) by H(r,w) tribution only, and multiplying the result by a factor of 2.

< = One recovers the familiar result
=[GH(r,r",w)m(r")d%’. In these two expressionsE and

GH are the dyadic Green functions of the electric and mag- w2
netic field, respectively. The fluctuation-dissipation theorem pu(r@)=py(w)=——=, (10
i 2,23 77_203
yields?
5 which shows in particular that the LDOS is homogeneous
w w H H
Ginre)= [expfhwlksgT)—1] /;077 m Gﬁ(r,r’,w), and isotropic.
oT)—
) B. Plane interface
ho €ow Let us consider a plane interface separating a vacuum
Hij(r,r',w)= [expfialkeT)—1] Elm Gi']-'(r,r’,w). (medium 1, corresponding to the upper half-spatem a
B

©6) semi-infinite materialmedium 2, corresponding to the lower
half-space characterized by its complex dielectric constant
If one considers only the positive frequencies, e,(w) (the material is assumed to be linear, isotropic, and
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nonmagnetig Inserting the expressions of the electric andAdding the electric and magnetic contributions yields the
magnetic-field Green functions for this geométrinto Eq.  total LDOS:
(9), one finds the expression of the LDOS at a given fre-
quency and at a given height above the interface in
vacuum. In this situation, the magnetic- and electric-field
Green functions are not the same. This is due to the boundary
conditions at the interface which are different for the electric
and magnetic fields. In order to discuss the origin of the
different contributions to the LDOS, we define and calculate
an electric LDOY p&(z,w)] due to the electric-field Green
function only, and a magnetic LDOS"(z,w)] due to the
magnetic-field Green function only. The total LDOS
pE(z,0)=pF(z,0) + p"(z,») has a clear physical meaning It is important to note that the electric and magnetic LDOS
unlike p&(z,w) andp"(z,w). Note thatp®(z,w) is the quan-  have similar expressions, but are in general not equal. The
tity that is usually calculated and considered to be the trugxpression ofoH(r) is obtained by exchanging theand p
LDOS. In the geometry considered here, the expression giolarizations in the expression pf(r). As a result, the two
the electric LDOS & polarizations have a symmetric role in the expression of the
total LDOSp(r).

The vacuum situation can be recovered from the previous
expression by setting the values of the Fresnel reflection fac-
tors to zero. The same result is also obtained by taking the

1k dk

[J'O . {2+K2[Re(ri282ip“’2/°)

)

pu(@)

p(z,0)=—

K3dk s
W[Im(rIZ)

+ Im(r’l’z)]e‘Zp""Z’C). (13

1k dk

5

py()

y [2+ RdrizeZipr/C)

pE(z,0)=

* K dr

+Re(rgzezipwz/c)(2Kz_1)]+f [Im(r$,) LDOS at large distance from the interface, i.e., fosA

1 |pl where\ = 27c/ w is the wavelength. This means that at large
distances, the interface does not perturb the density of elec-

+(2K2— 1)|m(r22)]672|p|w2/0 _ (11) tromagnetic states. In fa(nf?‘p|wz’° becomes negligible for
the evanescent waves amdP?¢ is a rapidly oscillating

This expression is actually a summation over all possibl
plane waves with wave numbeét=w/c(k,p), where p
=1-«k?if k<1 andp=i«k?—1 if k>1.r5,andrp, are
the Fresnel reflection factors between media 1 and<2aind

p polarizations, respectively, for a parallel wave vector
wklc.?® 0<k=<1 corresponds to propagating waves,
whereask>1 corresponds to evanescent waves. A simila
expression for the magnetic LDOS can be obtained:

pH(Z,w):Pviw)[jolk_g([2+Re(r;l)Zezipwz/C)
. o K
+Re(r}"Pe7%) (262~ 1)]+ J ——[Im(r?,)
1 |p|
+(2K2—1)|m(r§2)]e—29wZ’C). (12)

r

unction for the propagating waves when integrating aver
he result is that all the terms containing exponential do not
contribute to the integral giving the LDOS in the vacuum.

Conversely, at short distance from the interfaefg, ) is
drastically modified compared to its free-space value. Equa-
tions (11)—(13) show that the Fresnel coefficients and there-
fore the nature of the material play a crucial role in this
modification. For example, as pointed out by Agarfvain
the case of a perfectly conducting surface, the contribution of
the electric and magnetic LDOS vanish, except for their free-
space contribution. In this particular case, one also retrieves
the vacuum result.

We now focus our attention on real materials such as met-
als and dielectrics. We first calculapéw) for aluminum at
different heights. Aluminum is a metal whose dielectric con-
stant is well described by a Drude model for near-uv, visible,
and near-ir frequencieg:

10
(%]
O
+—
8 10
()]
©
- 104 el S FIG. 1. LDOS versus frequency at different
.*U:)' e ___/-';2/" ) heights above a semi-infinite sample of alumi-
R num.
GC) 10 - i —— d=1nm
) O T, . ’;(_..v" """ d=10nm
i Ssmmmgests = d=100nm
e —---d=1um
10% .-~
5 — ‘l‘léléllw — ‘l‘léléllm — i'é'é"ﬂ
-1
10 10 ® (rad s ) 10 10
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10° —--- Density of states (propagating waves)

----- Density of states (evanescent waves)
—— Density of states (Total)
----- Density of states (Vacuum)

0
% 10
v s FIG. 2. Density of states contributions due to
sl 14 - — X the propagating and evanescent waves compared
> L4 T to the total density of states and the vacuum den-
B 10 wﬂ.»-”’ sity of states. These quantities are calculated
GCJ 5 ',«“’ above an aluminum sample at a distance of 10
a 10 < nm
> '
2 -~
10§ ..~
|~
;
10 L) = SN LS | x = LT | b i B R s ]
2 3 456 15 2 3 4 516 16 2 3 4 56 17
10 o(rads’) 10 10
wf, sponding here to high frequencies, iXx/27<z), the LDOS
€(w)=1~- (ot (14)  reduces to the vacuum situation. In this caséz, o)

=2pE(z,0)=2p"(z,w). Around the resonance, the LDOS
is dominated by the electric-field Green contribution. Con-
Sy X versely, at low frequencieg!!(z, ) dominates. Thus, Fig. 3
We plotted in Fig. 1 the LDO$(r,w) in the near-uv— ghoys that we have to be very careful when using the ex-
near-ir frequency domain at four different heights. We f'rStpressionp(z)=pE(z,w). Above aluminum and at a distance
note that the LDOS increases drastically when the distance to_ 1 nm, this approximation is only valid in a small range

the material is red_uced. As discussed ir! the previo.us Pargjarveenn =10 rads * andw=1.5x 106 rad s *.
graph, at a large distance from the material, one retrieves the
vacuum density of states. Note that at a given distance, it is
always possible to find a sufficiently high frequency for
which the corresponding wavelength is small compared to In order to get more physical insight, we have calculated
the distance so that a far-field situation is retrieved. When théhe asymptotic LDOS behavior in the three regimes men-
distance to the material is reduced, additional modes arttoned above. As we have already seen, the far-field regime
present: these are the evanescent modes that are confingd2w<d) corresponds to the vacuum case. To study the
close to the interface and that cannot be seen in the far fielshear-field situation, we focus on the evanescent contribution,
Moreover, aluminum exhibits a resonance arouad as suggested by the results in Fig. 2. WheR2mc/w>z,
=w,/+/2. Below this frequency, the material supports resothe exponential term exp(plwz/c) is small only for «
nant surface waveurface-plasmon polaritonsAdditional ~ >\/(47z)>1. In this(quasistati¢ limit, the Fresnel reflec-
modes are therefore seen in the near field. This produces dion factors reduce to

increase of the LDOS close to the interface. The enhance-

ment is particularly important at the resonant frequency that e—1

with w,=1.747x 10" rads ! and y=7.596x 10" rad s *.

C. Asymptotic form of the LDOS in the near field

P s
corresponds to Re(w)]=—1. This behavior is analogous lf;r12:4_,<2' (15
to that previously described in Ref. 21 for a SiC surface

supporting surface-phonon polaritons. Also note that in the e—1

low frequency regime, the LDOS increases. Finally, Fig. 1 lim rf,= . (16)
shows that it is possible to have a LDOS smaller than that of K—00 e+l

vacuum at some pa}rtlc_ular distances anq frequencies. F'g“f@symptotically,
2 shows the contributions of propagating and evanescent
waves to the LDOS above an aluminum sample at a distance "

the expressions pf(z,w) andp"(z,w) are

€
of 10 nm. The propagating contribution is very similar to that pE(z,0)= Po 3 T3 (17)
of the vacuum LDOS. As expected, the evanescent contribu- |e+1|* 4kqz
tion dominates at low frequency and around the surface-
plasmon polariton resonance, where pure near-field contribu- Hiz,0) " N €’ 19
; ; p (Z,w)=p .
tions dominates. | 16Kz 4fe+1)|%Kkoz

We now turn to the comparison ¢z, ) with the usual
definition often encountered in the literature, which corre-At a distancez=10 nm above an aluminum surface, these
sponds tpF(z,w). In Fig. 3 we plotp, pF, andp" above an asymptotic expressions matches almost perfectly with the
aluminum surface at the distanze: 10 nm. In this figure, it  full evanescent contributionsc(>1) of p& and p". These
is possible to identify three different domains for the LDOS expressions also show that for a given frequency, one can
behavior. We note again that in the far-field situationrre-  always find a distance to the interfagzebelow which the
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—— Density of states

FIG. 3. LDOS at a distance=10 nm above a
semi-infinite aluminum sample. Comparison with
pF(w) andp™(w).

Density of states

2 3 4 56 2 3 4 56 16 2 3 4 56 |17
1y 10 10

dominant contribution to the LDOS will be the one due to density of states near the interfaceé§.As soon as the dis-

the imaginary part of the electric-field Green function thattance becomes small compared to the wavelength, the phase
varies like koz) 3 But for aluminum at a distance factors exp(Bwzc) in Eq. (13) are equal to unity. For a
=10 nm, this is not the case for all frequencies. As we menhighly reflecting material, the real part of the reflecting co-
tioned before, this is only true around the resonance. Fogfficients are negative so that the LDOS decreases while ap-
example, for low frequencies, and far=10 nm, the LDOS  proaching the surface. These two regimes are clearly ob-

is actually dominated by, €"/(16ko2). served for aluminum in Fig. 4. The third regime is observed
at small distances as seen in Fig. 4. The evanescent contri-
D. Spatial oscillations of the LDOS bution dominates and ultimately the LDOS always increases

Let us now focus on the LDOS variations at a given fre-2° 127, following the behavior found in Eq17). This is the

quency versus the distaneto the interface. There are es- usual quasistatic contribution that is always found at short

sentially three regimes. First, as discussed previously, at di _|stance§. At a frequency slightly s_maller than the resonant
tances much larger than the wavelength the LDOS is give equency, surface waves are excited on the surface. These

by the vacuum expressiop, . The second regime is ob- addiFionaI modes inc_rea_se the LDOS gccording to an expo-
served close to the interface where oscillations are observef€ntial law as seen in Fig. 5, a bzeehawor which was already
Indeed, at a given frequency, each incident plane wave on tH@und for thermally emitted field?® At low frequency, the
interface can interfere with its reflected counterpart. ThistDOS dependance is given by E€L8). The 1z magnetic
generates an interference pattern with a fringe spacing th48rm dominates because theetf 1| takes large values. The
depends on the angle and the frequency. Upon adding thi&z® contribution equals the 2/contribution for distances
contributions of all the plane waves over angles, the oscillatmuch smaller than the nanometer scale, a distance for which
ing structure disappears except close to the interface. Thithe model is no longer valid.

leads to oscillations around distances on the order of the The main results of this section can be summarized as
wavelength. This phenomenon is the electromagnetic analollows. The LDOS of the electromagnetic field can be un-
of Friedel oscillations that can be observed in the electroni@ambiguously and properly defined from the local density of

6x10°

0 .

o 5

-

©

s

17}

—

o 4 FIG. 4. LDOS versus the distanzgfrom an
_4? — propagating waves contribution aluminum-vacuum interface at the aluminum
g ----- evanescent waves contribution resonant frequency.

[} total contribution

0 37 - ygcuum density of states

2 1 I I 1
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electromagnetic energy in a vacuum above a sample at tenwe assume that an analyzer is placed in front of the detector
peratureT in equilibrium. The LDOS can always be written (polarized detection The direction of polarization of the
as a function of the electric-field Green function only, but isanalyzer is along the direction of the vecjqays.. If the solid
in general not proportional to the trace of its imaginary partangled() under which the detector is seen from the tip is
An additional term proportional to the trace of the imaginarysmall (a condition we assume for simplicjtythe signal
part of the magnetic-field Green function is present in the(S(w)) at the detector, at a given frequeney reads
far-field and at low frequencies. At short distances from the
surface of a material supporting surface mogdasmon or cc
phono_n-polanton)s the LDOS presents a resonance at fre- (S(w))= %|Ed(w)|2r2dﬂ, (19)
guencies such that Rg w)]=—1. Close to this resonance,
the approximatiorp(z,w)=p&(z,w) holds. In the next sec-
tion, we discuss how the LDOS can be measured. wheree, is the permittivity of vacuumg is the speed of light
in vacuumy is the distance between the tip and the detector,
andE, is the electric field at the position of the detector. Let
us denote byE.,p; (experimental fielgl the thermal field,
A. Near-field thermal emission spectroscopy with an emitted by the sample, in the gap region between the tip and
apertureless SNOM the sample. This field can be, in principle, calculated follow-
In this section we shall consider how the LDOS can belNd the approach recently used in Refs. 5 and 21. For sim-
measured using a SNOM. We consider a frequency rangB“C'tyv we shall neglect the thermal emission from the tip
where p is dominated by the electric contributigst. We itself (which is assumed to be cc)ldompar.ed to that of the
note that for an isotropic dipole, a lifetime measurement®@ted sample. But we do not need, at this stage, to assume a
yields the LDOS, as discussed by Wijnardsl1° However, yveak coupllng'betweer] the 'tlp a_nd the _sample. In partlcular,
if the dipole has a fixed orientation the lifetime is propor- 1N thé expressions derived in this section, the experimental
. < . field Ecp is the field emitted by the sample alone, in the
tional 10 G and not to the trace db. In order to achieve a 1, oq0nce of the detecting tip. Following the approach of Ref.
direct SNOM measurement of the LDOS, we have to fulill 29 based on the reciprocity theorem of electromagnetism,
two requirements. First, all the modes must be excited. Th

. . . . n exact relationship between the si and the ex-
simplest way to achieve this is to use the thermally em|tte§ P 908))

radiation by a body at equilibrium. The second requirement

IV. MEASUREMENT OF THE LDOS

is to have a detector with a flat response to all modes. Tc E"ef )J<e

analyze this problem we use a formalism recently intro- v Y

duced. Eexp -
We consider a SNOM working in the detection mode, and® g 2

detecting the electromagnetic field thermally emitted by a '}1,,/'

sample held at a temperatufe The system is depicted in
Fig. 6. The microscope tip is scanned at close proximity of
the interface separating the solid body from a vacuum. The FIG. 6. Scheme of a scanning near-field optical microscope
signal is measured in the far field, by a point detector sensimeasuring a thermally emitted fielth) Experimental situation(b)

tive to the energy flux carried by the electromagnetic field.Reciprocal(fictitious) situation.
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perimental fieldEe,,, can be established. It can be shown B. Detection of the LDOS by an ideal point-dipole probe

that the signal is given by an overlapping integral. Let us see what would be measured by an ideal probe
To proceed, one considers a fictitious situation in WhiChconsisting of a single electric dipole described by a polariz-
the sample is removed, and a point source, represented bYa%iIity a(w). Note that such a probe was proposed as a
monochromatic currenk.. oscillating at frequencyw, is  model for the uncoated dielectric probe sometimes used in
placed at the position of the detecti@ee Fig. 6)]. The  photon scanning tunneling microscoggSTM), and gives
orientation of this reciprocal source is chosen along the digood qualitative prediction: We assume that the thermally
rection of p0|ari2ati0n of the analyzer used in the eXperimenemitting medium Occupies the ha'f-spaz}éo, and that the
cal situation is denoted byE... Using the reciprocity detector placed in the far field measures the field intensity at

theorem, the field at the detector can be written a given pointry, through an analyzer whose polarization
20 [ UEe(RZ0) . g:irfeizec:(ig ;se:(Ijong the vectqge.. In this case, Eq20) sim-
Ed(w)'Jrec_Mow S 9z 'Eexm(R,Z,w) R,

20 ;

( ) Jrec'Ed
where the integration is performed in a plazvez, between ) _
the tip and the sample and=(x,y) are the coordinates — () w® explik|rg—ry) -ﬁ(u ) EqoTe,)
along this plane. Equatiof20) connects the field above the e 4mc2  |rq—ry Jrec' N{Ud)" Eexpt M, @),
surfaceEqyp to the field in the detectdEy along the direc-
tion of the analyzer. Note that the reciprocal fidg.. en- (24)

codes all the information about the detection systémand ] . )
collection opticg. Reporting the expression of the field at the Wherek=/c, Ug=(rg—ro)/|rq—r{ is the unit vector point-
detector(20) in Eg. (19), one finds the expression for the ing from the probe towards the detector ah@ugy)= I
measured signal: —UgUq is the dyadic operator that projects a vector on the

direction transverse tay, | being the unit dyadic operator.

(S(w))= echf f Hij(R,R’,z,0)W;;(R,R’,z,w)dRdR’. The dyadicﬁ(ud) being symmetric, the scalar product in the
8mJ)s)s right-hand side in Eq(24) can be transformed using the
@D equality jrec i(Ug) - EexplTt,©) = Eexp(Tt. @) - (Ua) rec-

Equation(21) establishes a linear relationship between theF'na"y' the signal at the detector writes
signal and the cross-spectral density terwgrof the electric

field defined by , o

(S)=la(w)| py—

<Eexpti(R:Z-w)E:xptj(R,uZ-w,)> me

=Wij(R.R".Z,0)d(0—w’). (22 whereA=h(ug) - jec is a vector depending only on the de-
The response functioi;; only depends on the detection tection conditions(direction and polarization Note that if
system(in particular the tip geometry and compositipand ~ irec IS transverse with respect to the directiop, which is

dO Y, AAFW(rr,0), (25
1]

is given by approximately the case in many experimental setups, then
one simply haA=jqc-
, 9Ereci(R,Z,0) dE ¢ j(R",Z,w) Equation(25) shows that with an ideal probe consisting of
H;j(R.R",w)= 9z 9z - (23 a signal dipole with an isotropic polarizabilitg(w), one

locally measures the cross-spectral density tensor at the po-

The cross-spectral density tensd¥;; describes the sition r, of the tip. Nevertheless, polarization properties of
electric-field spatial correlation at a given frequengyFor  the detection still exist so that the traceWf; , and therefore
the thermal emission situation considered here, it dependsE(r,w), is not directly measured. A possibility of measuring
only on the dielectric constant, on the geometry, and on théhe trace would be to measure a sig(@) in the direction
temperature of the sample. normal to the surface with an unpolarized detection, and a

Equation(21) is a general relationship between the signalsignal (S,) in the direction parallel to the surface, with an
and the cross-spectral density tensor. It is nonlocal andnalyzer in the vertical directiofS;) would be a sum of the
strongly polarization dependent. This shows that one doesvo signals obtained witf. along thex direction and along
not measure in general a quantity that is proportional tahe y direction.(S,) would correspond to the signal mea-
W,(r,r,), and thus topE(r,w). Nevertheless Eq(21)  sured withj,.. along thez direction. Using Eq(25), we see
suggested thap®(r,w) can be recovered if the response that the signalS)=(S;)+(S,) is proportional to the trace
function Hj; is localized. Indeed, in that case the signal isWy(r¢,r,»), and thus top(r,w). Measuring the thermal
proportional toW;;(R,R,z,w), thus topE(r,w). As shown spectrum of emission with an apertureless SNOM whose
in the next section, a dipole tiggmall spherpwould exhibit  probe is dipolar is thus a natural way to achieve the measure-
such a response function. ment of p&(r,»). Close to the material resonances, i.e., in
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the frequency domain whege(r, ) matchesp(r, ), such sponding to th.e fre_que_nay are actually excited Note that .
a near-field thermal emission spectrum gives the electromadhis mode of illumination corresponds to that proposed in

netic LDOS. Ref. 33. This similarity, together with the discussion in the
preceding paragraph, allows us to conclude that under these
C. Analogy with scanning (electron) tunneling microscopy operating conditions, a collection-mode SNOM would pro-

) ) ] . duce images that closely resemble the electric LDOS
The result in this section shows that a SNOM measurlnng(r ).

the thermally emitted field with a dipole prolger example, We now turn to the discussion of images produced using
a sphere much smaller than the existing wavelengtea- 5 jjlumination-mode SNOM as used in Ref. 20. The use of
sures the electromagnetic LDOS of the sample in the fregg reciprocity theorem allows us to derive an equivalence

quency range situated around the resonant pulsation. As digatyeen illumination and collection-mode configurations, as
cussed above, the measured LDOS is that of the modes theion in Ref. 34. Starting from the collection-mode instru-

can be excited in the thermal emission process in a colghent described above, the reciprocal illumination-mode con-
vacuum. This result was obtained from EB0) assuming @  figyration corresponds to a SNOM working in transmission,
weak tip-sample coupling, i.e., the experimental field is aStne Jight being collected by an integrating sphere over all
sumed to be the same with or without the tip. possible transmission directiorimcluding those below and
The same result could be obtained starting from the genzpove the critical angle Under such conditions, the
eraljzed Barde(_en formula derived in Ref. 11. Us_ing this for-j;,umination-mode SNOM produces exactly the same image
malism for a dipole probe, one also ends up with EXp), a5 the collection-mode SNOM using isotropic, spatially in-
which explicitly shows the linear relationship between thecoherent, and monochromatic illumination. This explains

signal andp™(r,w). This derivation is exactly the same as \yny this instrument is able to produce images that closely
that used in the Tersoff-Hamann theory of the STWhis  fo10 the electric LDOSpE(r,w). Finally, note that in Ref.

theory showed, in the weak tip-sample coupling limit, thatoq the transmitted light is collected above the critical angle
the electron-tunneling current measured in STM was Proporanly, which in principle should be a drawback regarding the
tional to the electronic LDOS of the sample, at the tip posi-| pOs imaging. In these experiments, it seems that the inter-
tion, and at the Fermi energy. This result, although pbtame‘ﬂ)retation of the images as maps of the electric LDOS re-
under some approximations, was a breakthrough in unde,ing nevertheless qualitatively correct, which shows that in
standing the STM signal. In the case of near-field optics, they;g case, the main contribution to the LDOS comes from

present discussi?n, together with the use of the generalized,qes with wave vector corresponding to propagation direc-
Bardeen formuld! shows that under similar approximations, tions above the critical angle.

a SNOM using an ideal dipole probe and measuring the field
thermally emitted by the sample is the real optical analog to
the electron STM. We believe that this situation provides for V. CONCLUSION
SNOM a great potential for local solid-surface spectroscopy,
along the directions opened by STM. In this paper, we have introduced a definition of the elec-
tromagnetic LDOSp(r,w). We have shown that it is fully
D. Could the LDOS be detected by standard SNOM determined by the electric-field Green function, but that in
techniques? general it does not reduce to the trace of its imaginary part
. I . pE(r,w). We have studied the LDOS variations versus the
Before cor]cludmg, we will discuss the ab|I|ty. of standard distance to a material surface and have explicitly shown ex-
SNOM technlqgeépy “stapdard" We mean technlqu.es using amples in which the LDOS deviates frop¥(r,w). Never-
laser-light illumination to image the electromagnetic LDOS theless, we have shown that around the material resonances
close to a sample. Recent expenmé%lttave shown that an (surface polaritols the near-field LDOS reduces to
illumination-modeSNOM using metal-coated tips and work- E(r,w). Measuring the LDOS with an apertureless SNOM
ing in transmission produce images that reproduce calculat iné a point-dipole tip should be feasible. The principle of

maps prE.(r'“’) (V.Vh'Ch IS the.adopted definition of the e meagurement is to record a near-field thermal emission
LDOS in this experimental work; see also Ref.).lWe_shaII_ ._spectrum. Under such conditions, the instrument behaves as
An optical analog of the STM, in the weak-coupling regime,
which is known to measure the electronic LDOS on a metal
surface. Finally, we have discussed recent standard SNOM
experiments in which the LDOS seems to be qualitatively
measured. Using general arguments, we have discussed the
relevance of such measurements and compared them to mea-
surements based on thermal-emission spectroscopy.

to that corresponding to a SNOM working icollection
mode and measuring thermally emitted fields. This will ex-
plain why the images reprodudat least qualitatively the
electric LDOSpE(r, w).

Let us first consider a collection-mode technique, in
which the sampléassumed to be transpargi# illuminated
in transmission by a monochromatic laser with frequeacy
and the near-field light is collected by a local probe. If we
assume the illuminating light to be spatially incoherent and
isotropic in the lower half-spadgvith all incident directions
included, then this illumination is similar to that produced  We thank Y. De Wilde, F. Formanek, and A.C. Boccara for
by thermal fluctuationgexcept that only the modes corre- helpful discussions.
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APPENDIX: CALCULATION OF THE FIELD AT THE Whereké: w2/ 2. Comparing this expression and Eé1l),
DETECTOR FOR AN IDEAL POINT-DIPOLE PROBE then
Let .(K) ande,,,(K) be the two-dimensional Fourier ) )
component oE,(r) andE,,(r). In the configuration cho- e o(K)= I tow el =K R+ 1K)zl () . D, (A5)
sen in our problem the reciprocal field propagates to the ec 8m2y(K) '
negativez whereas the experimental fields propagates to the
positivez. Thus wherek™ =(K,—v). Furthermore, using the fact thb(k)

=h(—k) and definingk” = (K, ),
Erec(r):f eedK)expli[K-R—y(K)z]}dK, (Al) ) 5
i . -

o —K)= @SR p. (AB)
Eoupl1)= | arpKIOXHIITK- R+ (K 2]} 0K, (A2) Y

Let us denotée(j,..— ;) the field radiated by the reciprocal
wherey(K) = Jw?/c?—KZ2. Putting Eqs(Al) and(A2) into  current in r,. The dipole induced is then writterp
Eq. (20) gives = a(w)€gE(jrec— 1) and

/.L e'lrd rt‘

] 82
Ed(w)'lrec:_w_luof V(K)erec(_K)'eexpt(K)dK- E(jrec—r1)= |I’ _r|

(A3)

exp{K) can be evaluated by calculating the fidig,,(r). Using the fact that for all dyadié and for all vectorsaa and
This last field is the field radiated by the reciprocal currentb,

jrec @nd diffused by the ideal probe. It can also be seen as the

field radiated by the dipole induced at the position [A-a]-b=a-[AT-b] (A8)
=(R;,z) of the probe. Ifp is the dipole induced at the

position of the ideal probe, the reciprocal field at a p03|t|onthath is a symmetric dyadlck( hT) thate,p{K) is trans-

————(Ug) rec- (A7)

situated below the probe is written verse to the directiok ™ and the definition oEeyy(r),
Erec(r):Msza(rvrt)'p Jrec' Ed
iMszf d?KellK-R-R)+¥(z=21| | Kk w? explik|rg—rd) . -
= | ——-p, =a(w -h(uy)-E re,w).
877'2 y k% p ( )47702 |rd_rt| Jrec ( d) expt( t )
(A4) (A9)
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The Casimir force between metallic plates made of realistic materials is evaluated for distances in the
nanometer range. A spectrum over real frequencies is introduced and shows narrow peaks due to surface
resonanceflasmon polaritons or phonon polaritgrikat are coupled across the vacuum gap. We demonstrate
that the Casimir force originates from the attract{ogpulsion due to the corresponding symmettantisym-
metric) eigenmodes, respectively. This picture is used to derive a simple analytical estimate of the Casimir
force at short distances. We recover the result known for Drude metals without absorption and compute the
correction for weakly absorbing materials.

DOI: 10.1103/PhysReVvA.69.023808 PACS nuntber42.50.Pq, 42.50.Lc, 73.20.Mf

I. INTRODUCTION method, used by Lifshitg19], considers fluctuating currents
driven by thermal or vacuum fluctuations in the whole space.
Van der Waals and Casimir forces are among the fewlhese currents, whose spatial correlations are known through
macroscopic manifestations of vacuum fluctuations. Sincéhe fluctuation dissipation theorem, interact via the electro-
the seminal paper by Casinjit] showing the existence of an magnetic fields they radiate. The force is obtained by calcu-
attraction between two perfect conductors separated by lating the flux of the Maxwell stress tensor across a surface
vacuum gap, an abundant literature has been devoted to théeparating the bodies. One thus gets an integral over all pos-
effect. In particular, the relevance of retardation, finite con-sible partial wave contributions. For two parallel plates sepa-
ductivity, and finite temperature have been stud&ek, e.g., rated by a vacuum gap, for example, the partial waves can be
Ref.[2]). Exhaustive lists of references can be found in seviabeled by their frequency, wave vector parallel to the inter-
eral review papers such as Ref3-5]. face, and polarization. By using clever contour deformation,
In the last five years, the interest in Casimir forces had.ifshitz greatly simplified the calculation of the Casimir
increased due to the existence of new measurements wiforce integral. The principal drawback of this approach is
improved accuracy6,7]. This has challenged theoreticians that the integrand can no longer be interpreted as a force
to quantify the corrections to the ideal cagero tempera- spectrum.
ture, perfect conductors, flat interfagegbat must be taken In this paper, we use an alternative approach and study the
into account for an accurate comparison with experiment$orce integral over real frequencies and wave vectors. We
[8—13. Furthermore, the developments of microelectrome-show for generic materialsemiconductors and real metals
chanical system@MEMS), for example, have shown that the that in the near-field regimeeparation distance small com-
Casimir effect is becoming an issue in nanoengineeringared to the wavelengths considerethe frequency spec-
[14,15. Indeed, these short-range forces could seriously disitum of the force exhibits peaks located close to surface-
turb the performances of MEMEL6]. polariton frequencies. These peaks give the essential
From a theoretical point of view, different methods exist contribution to the Casimir force in this regime. We identify
to calculate Casimir forces. Casimir himsglf] determined  two types of resonant surface modes, binding and antibind-
the electromagnetic eigenfrequencies of the system anithg, that contribute respectively with attractive and repulsive
summed them in order to obtain the system’s zero-point enterms to the force. This substantiates early suggestions
ergy. The force is found by a differentiation of this energy[20,21] that the Casimir force is due to surface modes; also
with respect to the geometrical distance separating the bodiege the recent papers by Genet and co-worke322.
[1,17]. Ingenious subtraction procedures are often required to  We finally focus on materials whose dielectric function is
obtain a finite value for the Casimir energy, and realisticmodeled by a Lorentzian resonance, including a nonzero ab-
dispersive or absorbing materials can be dealt with usingorption. We are able to use the qualitative suggestions men-
contour integrals over complex frequencigk8]. Another tioned above and propose a quantitative estimation of the
Casimir force in terms of coupled surface resonances. The
dominant contribution of these resonances at nanometer dis-

*Electronic address: tances allows us to perform exactly the integral over the
Carsten.Henkel@quantum.physik.uni-potsdam.de mode frequencies, whereas the integral over the wave vector
"Present address: Laboratoire twiges thermiques, ENSMA, is computed to first order in the absorption. We show that the
86960 Futuroscope Cedex, France. respective contributions of binding/antibinding modes give a
*Present address: The Institute of Optics, University of Rochestesimple and accurate analytical estimate for the short-distance
Rochester New York 14627, USA. Casimir force, recovering previous results for nonabsorbing
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Drude materiald10]. In the corresponding Hamaker con- ;o]
stant, we include corrections due to material losses. The ac sasen o
curacy of our results is established by comparing to numeri- 104 aann
cal evaluations of Lifshitz theory, using tabulated data for the _
dielectric functiong23]. The paper concludes with a discus- i 05
sion of possibilities to “tune” the Casimir force that are sug- & J
gested by our approach. B g J\\/"
Il. SURFACE RESONANCES IN THE FREQUENCY 054
SPECTRUM

The starting point for our calculation of the Casimir force A0 ——r -

is Rytov’s theory of fluctuating electrodynamics in absorbing L 10° o ads™ 10°

media[24] that was used by Lifshitz in his seminal paper o ) )
[19]. This scheme applies to dispersive or absorbing materi- F'G- 1. Contributions of- andp-polarized propagating and eva-

als, as long as their dielectric response is linear. It has alsBeScent modes to the force spectrifiy. (2), integrated over the

ave vector]. Distanced= 10 nm. Material: SiC, dielectric func-
18
]

been shown to provide a suitable framework for a consiste )
quantization procedure of the macroscopic Maxwell equr:i on taken from tabulated dafa3]. The corresponding surface reso-

— 41 ;
tions (see Refs[25,26 and references thergin nanceS[RfS,(‘l"). 1] are located at 1.7810"*s™* in the IR and
. 2.45x 10" s71 in the UV.
In the following, we focus on the standard geometry of
two planar half-spaces made from identical matdoélocal

. ! infrared (IR) (Fig. 1) when the distancé is reduced to th
complex dielectric constamr{w)] and separated by a vacuum infrared (IR) (Fig. 1) when the distancel is reduced to the

) o ~ - nanometer range. These peaks can be ascribed to the surface
gap of widthd. In the Rytov-Lifshitz method, the Casimir ,,n4n polaritons in the IR and to surface plasmon polari-

force is computed frorg_the expectation \;]alue of tAhe Maxwell, g (sppy in the UV. The largest contribution comes from
stress tensor at an arbitary position in the gap. At zero teMg,q |/ gyrface plasmon polariton even though larger losses
perature and after subtraction of divergent contributions, L'f'make it broader. The large difference between the UV and IR
shitz gets a force per unit area given [&] contributions in Fig. 1 is due to the factar in Eq. (2). In

= dw (=du Fig. 2, we plot the spectrum of the force between two alu-
F:f — | =—F(u,0), (1)  minum half-spaces, using tabulated data for the dielectric
0 27 Jo 27 function [23]. The dominant contribution to the force is
) clearly due to the surface plasmon polaritons. Indeed, the
_ 2hedu > re(u,m)e e frequency of the peaks corresponds to the frequéhoyf the
F(u,w)=—z—Im e 1-r%(u,w)e 200 ) asymptote of the SPP dispersion relatj@0] (see Fig. 3,
2
( ) B 8((,0) 1/2
wherev = (u?-1)"4Imv=0), andr , is the Fresnel reflec- UsPr=| (@) +1) ©

tion coefficient for a plane wave with polarizatiqm and
wave vectoK = wu/c parallel to the vacuum-medium inter- where the sign of the square root is chosen such that
face. We use the convention that an attractive force correReugpp> 1. It is seen in Eq(3) that the frequenc{) is given
sponds td=>0. We note that Rytov’s approach allows for an by the condition Re({2)=—1. This corresponds to a large
easy generalization to different media held at different nonincrease of the density of states and therefore to a peak in the
zero temperatures. The radiation force on a small polarizable
sphere above a heated surface has been discussed previou. -
in Ref. [27]. Results for the nonequilibrium Casimir force e DROP. P
will be reported elsewhere. 14 — evan.p
Lifshitz evaluated integralgl) by deforming an integra- |
tion contour in the complex plane to arrive at an integral over # ;
imaginary frequencies=i¢. The integration then requires (

the continuation of the dielectric function from real-
frequency data te(i&), using analyticity properties as dis-
cussed in Refd.9,10]. Here we follow a different route and 2]
continue to work with real andu, taking advantage of the
fact that Lifshitz's results provides us with an expression for |
the frequency spectrurf(w) = [F(u,w)du/27 of the Ca-
simir force. Note that the force spectrum is more difficult to
define in a calculation based on mode summation; see, €.9., FIG. 2. Contributions of andp-polarized propagating and eva-
Refs.[28,29. nescent modes to the force spectr{ig. (2), integrated over the
For a polar material like SiC, the spectrum of the force iswave vectou]. Distanced=10 nm. Material: aluminum, described
dominated by narrow peaks in the ultraviolefV) and in the by tabulated optical date23].

Force (Nm
L

10" 10" 10" 4y 10% 10"7 10'®
ow(rads’ )
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-
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8
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FIG. 3. Dispersion relatioEqg. (3)] of the surface plasmon
polariton on a flat interface vacuum/aluminum. The dielectric func-
tion is taken from the data tabulated in REZ3]. We plot the real
part of w vs the real part of the parallel wave vectr uw/c.

2.0x10"®

—~
=

energy densityf31,32. The polarization dependence of the ;’,’
force spectrum provides a second argument in favor of a
surface plasmon polariton. In Figs. 1 and 2, we have sepa 3
rated the contributions to the spectrum according to the mode
polarization(s or p). The modes in the cavity can further be
classified into evanescetgurface modes (1>1) and propa-
gating(guided modes (Gsu<1). Among the four contribu-

tions it is seen that the leading one comes from the
p-polarized surface modes, of which the SPP is a specia

case. . L FIG. 4. () Wave-vector resolved spectrum of the Casimir force

~ Itis worthwhile pointing out that for a perfectly conduct- [gq. (2)] in the (u,) plane between two aluminum half spaces

ing metal, the spectrum of the force would be completelyseparated by a distance of 10 nm. The frequency of the flat asymp-

different because of the lack of SPPs. The usual picture ofte corresponds to the peaks of the force spectifign 2). Light

the Casimir effect in that case is based on the modified dendark areas: attractivérepulsive force. (b) Resonant denominator

sity of states for propagating waves between the two platea./|1_r’2)e*2wvd/<:|2 in the (u,») plane, the grayscale giving the

This picture includes only what we have called guidedlogarithm to base 10. The dispersion relation of the coupled surface

modes and ignores surfater evanescenimodes. resonance corresponds to the light areas; dark area: dispersion rela-
We observe from Figs. 1 and 2 that the contribution of thetion for a single interfacéEq. (3)]. The dielectric function is ex-

force is either positive or negative depending on the fretracted from tabulated da{@3]. The inset sketches the magnetic

quency. We analyze this behavior in Sec. Ill. field of the coupled surface resonan¢astisymmetric and symmet-
ric combinations

10

I1l. BINDING AND ANTIBINDING RESONANCES . . .
a dark line which corresponds to minima of |1/

In order to further analyze the role of SPPs for the Ca-_rge—Zwvd/C|2_ This can be attributed to very large values of
simir force, in Fig. 4a) we plot the integrand=(u,w) as  the reflection factor,. Thus, the dark line is the dispersion
given by Eq.(2) for two aluminum half-spaces separated by relation of the SPP on a single flat interface. Note that the
a distance ofd=10 nm. Two branches emerge with domi- Casimir force shows no prominent feature in this region.
nant contributions, the higher-frequency branch yielding a |n Fig. 5, we plot the force for a spacir=100 nm: the
negative contribution whereas the lower branch gives a posiwo branches tend to merge with the flat interface dispersion
tive (attractive contribution. These two branches are remi-relation. The following interpretation thus emerges: when the
niscent of the dispersion relation of a SPP on a two-interfaceurfaces approach each other, the overlapping of the two SPP
system. It is given by the complex poles of the reflectionjeads to a splitting of the polariton frequenc(&8,34. The
factor of the two interfaces system in the, {) plane: frequency splitting can be found from the solutions of E&).
1—r;‘;e*2“’”d’°=0. which are implicitly defined byalso see Ref.22])

' _ . _ ro(U,w)=xede, (5)
In order to illustrate the influence of the SPP dispersion re-
lation on the force, in Fig. @) we plot the quantity 11 The signs correspond to either symmetric or antisymmetric
—r5e 29|12 in the real (1, ) plane. Comparing Figs(d) ~ mode functions(for the magnetic field as shown in the
and 4a), it is clearly seen that the main contribution to the Appendix and sketched in Fig.(ld). The symmetric(anti-
force is due to the SPP. In addition, in Figh#twe observe symmetrig branch corresponds to a lowgrighel resonance
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& dxcte ] y lated data for the dielectric function and integrating over
-2 imaginary frequencies. We show here that these results can
187 also be recovered with a real frequency calculation. In par-
1.6- o ticular, we prove that the interaction between SPPs across the
v.;‘ 14l x vacuum gap quantitatively accounts for the short-distance
3 . A Casimir force derived in Ref10], thus completing qualita-
‘;’ 1-2'/ -c tive discussions put forward by Gerlag®1l] and Genet,
1.0 Lambrecht, and Reynay@2].
- -4 For definiteness, let us adopt a Lorentz-Drude model for
| the dielectric function
0.6
12 14 16 18 20 202 wd)
u s(w) =1+ o %, (7)
wo—lyw—-w
2.0x10"°-
1.8 2 with resonance frequeney, and damping coefficieng. The
16l 1 corresponding plasma frequency [i8(Q%— w2)]¥2 With
N ) this convention, the large asymptote of the SPP dispersion
i 1.4 , (3) occurs atw~(. This model can be used to describe
g 1.2 either dielectrics or metals whew,=0. In the region of
8 104 2 large wave vectors, the-polarized reflection coefficient has
’ 3 a pole at():
0.8+
-4
el g(w)—1 0% w? ®

T J T J u>1: rp(w,u)~
1.2 1.4 1.6 1.8 2.0
u

s(w)+1: Q’—iyo—w?"

FIG. 5. Same as Fig. 4, but for a separatiba 100 nm. From Figs. 1 and 2, we know that the force is significant
only in a range around the SPP resonance. It follows that the
frequency, respectively, similar to molecular orbitals and tundmodel fore(w) is needed only in this limited range. We have
neling doublety35]. These branches contribute with oppo- checked that E¢8) with wo=0 is well suited to describe the

site signs to the Casimir force, due to the identity reflection data computed from tabulated data for aluminum.
Note that the results of the fitted parametésand y are
2r5(w,u)e”2evd Mo(w,u)e” e indicated in the caption of Fig.)4liffer from the usual bulk
1-r2(w,u)e 290 1-t (w,u)e “vd plasma frequency and damping rates that we would get from
P P a fit over the entire spectrum.
rp(w,u)e“””d We have checked that this formula is well suited to de-
- 1+rp(w,u)e—wvd' (6) scribe the reflection coefficient computed from tabulated op-

tical data in the frequency region around the SPP resonance.

where the first(second term is peaked at the symmetric For aluminum, we get a good agreement with the values

(antisymmetrig cavity mode. The symmetry of the reso- given in the caption of Fig. 6. These values do not corre-

nance mode function hence determines the attractive or repond, of course, to the usual bulk plasma frequency and

pulsive character of its contribution to the Casimir force. Indamping rates that enter in the Drude model of the dielectric

the Appendix, we show by explicitly evaluating the Maxwell function at low frequencies.

stress tensor, thaymmetric modes are bindirag in molecu- With this form of the reflection coefficient, E) yields

lar physics. the following dispersion relation for th@nt)symmetric SPP
We note that the splitting in Eq6) of the force spectrum resonances, neglecting for the moment the damping coeffi-

gives meaningful results also after integration because fogienty:

evanescent waves, both terms converge separately. We also

point out that for a complex permittivity(w) (as required by w2 ~02F e w=ude(2_ wcz)). 9)

the Kramers-Kronig relations for a dispersive matgyitie -

SPP dispersion relation necessarily moves into the complex .

plane and is never satisfied in the real,¢) plane, thus We have used~u for u>1. For largeu, we solve by itera-

excluding any singularities of integré). tion and find thaw.. = (). As announced above, the symmet-

ric mode(upper sigh occurs at a lower resonance frequency.
To derive an analytical estimate for the Casimir force, in

Eqg. (2) we retain only the contribution gb-polarized, eva-
The short-distance behavior of the Casimir force betweemescent waves, containing the SPP resonance. Introducing

nonperfect metals was computed in RéB10] using tabu-  the new variablex= wvd/c, we get, using identity6),

IV. SHORT-DISTANCE LIMIT
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1.0 1 where
1 (4n—3)!!
— 2n
o(2)=7 2, 2 n3(4n—2)1! (13
4 and
LLO
T _ *® ZZn
Lis()=2 —. (14
n=1 N
For completeness, we give the asymptotic series for small
wo!Q(z—1)
,9 T @(2)~0.1388-0.321—2)+0.41—2)? (15
10 10 10 10

Distance (m) 9 9

T T
FIG. 6. (Color online Comparison of different expressions for Liz(z)~¢(3)~ ?(1—2) +13— B 210g2(1-2)]
the Casimir force between aluminum surfaces. We plot the ratio
F(d)/Fcadd), whereF ,{d) =%ca?/(240d%) is the Casimir force X(1-2)?, (16)
for perfect mirrors. Solid linéblack: numerical integration of Eq.
(2), using tabulated optical dat@3,36. Short-dashed line with With {(3)~1.202.(The coefficient of the second order term
circles(blue): same, with a model dielectric function of Drude form in EQ. (15) is only accurate up to a logarithmic correctipn.
[Eq. (7)] with wo=0, Q=1.66x 10" 57, andy/Q=0.036. These Our result[Eq. (12)] for the short-distance Casimir force
parameters have been obtained from a plot of the reflection coeffiagrees with the formula given in Refd0,22 in the special
cient[e(w)—1]/[e(w)+1] based on the tabulated data that hascase y=0, wg=0 (lossless Drude modelA very similar
been fitted to the form given in Ed8). Long-dashed lindred): expression was found in Rgi26]. We compare Eq(12) in
short-distance asymptotidd2) with the same values fowy, ),  Fig. 6 to the full integra[Eq. (2)] for the case of aluminum:
andy. it turns out to be quite accurate for distana@ks 0.1\ gpp,
where\ gpp= 115 nm is the wavelength of the SPP with the
h o s, largest frequency36]. In the case of aluminum, the first
F= Wlm jo deo x“dx order correction iny/Q) is 2.5% of the zeroth order value of
the force. The plot also shows that for the numerical integra-
re X tion, the tabulated data and the Lorentz-Drude mdde!
X E =1 X (100 with parameters fitted around the surface resonance give very
N==1 Ty (w,cx/(wd))—\e | e
close results over a large range of distances. This is another
o ) indication that the short-range Casimir force between real
where A=x1 corresponds to symmetri@ntisymmetri¢  etais is dominated by a narrow frequency range. Differ-
modes, respectively. The integral is dominated by the rangg,ces of the order of a few percent appear at large distances
x~1 ando~(). To leading order ifld/c—0, we can thus \here the Casimir force is dominated by the low-frequency
use the asymptotic form af, valid for largeu given by EqQ.  pepayior of the reflection coefficient that is not accurately
(8). Pgrformlng the mte_gral oves analytically and including  ogeled with the fitted parameters.
damping to first order iny/() yields We finally note that the correction of ordefQ derived
here introduces the effects of losses and must not be con-

F hQ fmdx 2 E ( Nze X fused with the correction due to a finite real permittivity This
=133 D I is already taken into account by the finite value of the plasma
4md”Jo \EELl2yloaze frequency() and is responsible for the emergence of the
yaze X short-distance regimel<<\gpp Where the Casimir force
- m) (11 ~1/d® [19]. At large distances, a finit@ leads to a small
correction to the well-known Casimir force 1/d* between

perfect conductorg2,9,10.
wherez=1- wS/QZ. This result shows clearly that symmet-
ric and antisymmetric modes give Casimir forces of opposite V. CONCLUSION
sign. The first term in the parenthesis can be computed by

: ) Lo -
expanding the square root in a power seriea.are *, lead realistic materials can be quantitatively understood, at short

ing 1o an infinite SEries given in R.efBlO’ZZ' Th? second .distances, in terms of the interaction between electromag-
term, the correction due to damping, can be integrated in

terms of the polylogarithmic function, so that we finally have hetic surface plasmoror phonoi) polarl'to'ns. The modps
overlap across the vacuum gap and split into symmetric and

I antisymmetric combinations which contribute with different
E= hQ (a _ yLis(z )) (12) signs to the Maxwell stress tensor and hence to the Casimir
4md? A7) )’ force. We discussed in particular the short-distance regime of

We have pointed out that the Casimir attraction between
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the Casimir force wher& =H/d3, and have given an ana- whereK = (k, ,Ky) is the component of the wavevector par-
lytical formula for the Hamaker constaht We recover pre-  allel to the interfaces ankl,= /(w/c)?— K? its perpendicular
vious results for nonabsorbing materials and evaluate a cor:omponent_ei(ﬂzs, p) are unit polarization vectors, and
rection due to absorption. Our results have been validated bgg(K) are the amplitudes of upward and downward propa-
comparing to a numerical calculation based on Lifshitzgating plane waves. A similar expansion holds for the mag-
theory. netic field H(x,w) with amplitudesH” (K). We get the av-

The approach presented here has the advantage of linking,geq Maxwell stress tensor by integrating incoherently

the Casimir force to the actual physical properties of the,er the contributiond”(K) of individual modes. For the
material surface in a transparent way. This suggests the po

S . . ; ! articular case of g-polarized evanescent mod& ,
sibility of engineering the surface plasmon polariton dlsper-B &p o)

sion relation to modify the Casimir force. Indeed, as hasWe get, by straightforward algebra,
been shown, the Casimir force at short distances is entirely

due tq the in.teractio'n'betwger'\ surfaceT polaritons. Magnetic TQZ(K)ZZMoUZ RgHP* (K)HP (K)]. (A2)
materials which exhibit Casimir repulsid7] and support

s-polarized surface waves when Re—1 [38] are good

candidates. The folding of the dispersion relation in recipro-The upward and downward propagating amplitudes are of
cal space by a grating, known to change the surface waveourse related via the reflection coefficient from the upper
behavior[39] could also lead to a substantial modification of interface. Taking the phase references in Efl) into ac-

the Casimir force. count, we have
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ments. surface resonances defined by E@). The gondmon _
rpe“"”d’cz +1 thus corresponds to a symmetric magnetic
field distribution on both interfaces, becaudé =H" . In
addition, with our sign convention, this mode gives an attrac-
In this appendix, we compute the Casimir force in termstive contribution proportional te-|H® |2 to the stress tensor
of an angular spectrum representation of the electromagnetié2). The opposite is true for antisymmetric modes.
fields that is adapted to the planar geometry at hand. Letting The sign of the Casimir force due to the coupled polariton
the vacuum gap occupy the regiend<z<0, we can ex- modes can also be understood in terms of the zero-point
pand the electric field in the gap as fluctuations of the charge densities on both surfaces, as
pointed out by Gerlach21]. The charge densities can be
found from the normal component of the electric field. For a
symmetric mode, we get surface charges with opposite sign,
hence an attractive force, while an antisymmetric mode cor-

APPENDIX: ANGULAR SPECTRUM ANALYSIS

E(xo)= X | d?K[E*(K)e e,
H=S,p

+EL(K)ekzt Ve e X, (A1)  responds to equal surface charges.
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The emission of light by a material at temperatlireas been shown recently to be coherent in the near field.
These properties were attributed to the thermal excitation of surface polaritons. We review the origin of this
phenomenon. We analyze the influence of the microstructure and temperature on the coherence properties and
show how to engineer thermoradiative properties of surfaces. We report the design of a quasi-isotropic source
and a very directional source of thermal light. We also report a measurement of the transverse coherence length
of a thermal source of light.

DOI: 10.1103/PhysRevB.69.155412 PACS nuni®er73.20.Mf, 78.68+m, 71.36+c, 44.40+a

[. INTRODUCTION scribed using a phenomenological theory. None of these
theories allows one to derive the emitted fields starting from
The tungsten filaments of light bulbs are certainly thethe basic principles of electrodynamics.
most widely used sources of light. The microscopic mecha- The basic idea of an electromagnetic treatment of thermal
nism of light generation is the spontaneous emission of aadiation is that each volume element of a body at tempera-
photon when an emitter thermally excited relaxes to a loweture T can be viewed as a random electric dipole. Indeed,
state. Such light sources are called thermal sources. They abecause of the random thermal motions of electrons and
usually almost isotropic sources of light with a broad specdons, there are random currents in the material. Therefore,
trum. This contrasts with a laser that produces very direceach volume element can be viewed as an electric dipole that
tional and monochromatic light. The narrow spectrum is agenerates an electric field. Next, we have to derive the field
measure of the temporal coherence of the source, wheregenerated by a dipole below an interface. This is a standard
the directivity is a measure of its spatial transverse coherproblem that was first solved by Sommerfeld. A detailed dis-
ence. Recently, it has been realiZetthat a thermal source cussion can be found in the monograph by Bahakhough
of light could be coherent in the near field, i.e., when anathe solution involves some integrals that may not be easy to
lyzing the light at distances of the surface much smaller thamvaluate analytically, the problem can be worked out
the peak wavelength of the spectrum. Further work has led taumerically® It is worthwhile to point out that all the optical
the construction of a coherent thermal source of Ifglthas  properties of the medium and all the resonances of the inter-
thus been shown that a source based on spontaneous enfizee are taken into account when computing the field emitted
sion may produce light that is partially coherent, both spaby a dipole below the interfacg.e., the Green tensor of the
tially and temporally. In this paper, we shall report a detailedproblem. Because the mean value of the current is null, the
study of this type of source and discuss the role of surfacenean value of the electric field is also null. The quantity that
waves in building coherent fields. We will report a measure-is then needed is the correlation function of the current den-
ment of the coherence length of the field along the sourcesity which is given by the fluctuation-dissipation theorem
We will also carefully study the role of the temperature onderived in 1952° The full treatment was first given by Ry-
the emission. We will finally report measurements on a typeov et all! It was applied by these authors mostly to radio
of source that produces an isotropic emission of light. waves emission problems, but the framework is valid for any
The emission of light by hot bodies is usually discussed infrequency. For instance, this approach allows one to derive
the context of energy transfer or thermodynamics using phergorously the emissivity for a flat surface and thus to re-
nomenological concepts such as absorptivity, emissivity, anttieve the usual phenomenological result. Furthermore it
specific intensity:® However, it is possible to address this yields the field in the vicinity of the interface because surface
problem in the framework of classical electrodynamics. Thismodes are fully taken into account. When surface waves can
approach was first used by Lorehtaut, at that time, the exist, the field is completely dominated by these thermally
statistical properties of the random currents were not knownexcited surface waves. They produce unexpected results.
so that it was impossible to obtain the Planck function fol-First of all, the spectrum of the energy density becomes al-
lowing this route. This is why this type of approach has beermost monochromatit.lts Fourier transform yields the first
abandoned in textbooks. Indeed, radiation in a vacuum, i.eqrder (i.e., amplitude correlation function according to the
blackbody radiation, is usually derived using the Bose-Wiener-Khinchin theorem. It appears that the field has a long
Einstein statistics for photons. This approach can be usedoherence time. Second, the density of energy increases by
only if the electromagnetic states of the system are knowmseveral orders of magnitudé.Third, the field can be shown
and at thermodynamic equilibrium. Nonequilibrium phenom-to be spatially coherent over distances much larger than the
ena such as emission by a specific material are usually devavelength along the interfa¢é. These facts contradict the
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widely accepted point of view that a thermal source of lighttion is that the emission of the atoms excited a surface mode
is incoherent. All these effects cannot be detected in the fathat was subsequently diffracted by the gratifidt is inter-
field because they are due to surface waves which decagsting to compare the two emission phenomena because they
exponentially away from the interface. Yet, roughness carhave the same basic mechanism. The spontaneous emission
couple surface waves to propagating waves, and thus transfef light by a metallic grating can be viewed as follows)
the coherence properties into the far fiélMote that we do  nonradiative decay of a thermally excited electron or phonon
not claim that a thermal source produces a laserlike fieldinto a surface phonon polariton, aril) diffraction of the
First of all, the mean occupancy number of each state is stikurface phonon polariton by the grating. Other authors have
given by the Bose-Einstein law. Second, the intensity statistised this idea more recently. Let us mention the enhanced
tics are very different for a laser and a thermal source. Howfluorescence of emitters (Et)) located in close proximity to
ever, surface waves do produce a significant time and spatial metallic grating surfa¢é and the extraction of light emit-
second order coherence of the field in the near-field. Thised by an active source located inside a modulated
coherence can be used to modify significantly the radiativestructure'®
properties of surfaces. Later on, Hesketh and Zemel measured thermal emission
To proceed, one can modify the surface profile. It hasat 400 °C of doped silicon gratings. They observed reso-
been known for a long time that microroughness modifiesnances in the emission amplitude in theolarization and
radiative properties. In particular, the influence of a gratingdifferent spectra when varying the grating pertdd**As we
on the absorption properties has been studied in greatill see, the phenomenon reported by Hesketh and Zemel
detail’> A spectacular effect was predicted and verifiedwas related to the presence of surface plasmon polaritons and
experimentally® in 1976: ruling a shallow sinusoidal grating not to organ pipe modes, as first thought. Many other authors
on a gold surface may lead to a total absorption of visiblehave experimentally explored the role of texture on emissiv-
light for a particular polarization. This behavior has beenity. We will not mention here the works done on gratings
associated with the resonant excitation of a surface mode: &ith a period larger than the wavelength so that the geomet-
surface plasmon polariton. Due to its resonant character, thigc optics apply. In 1995, Auslander and Hava studied
absorption takes place for a particular angle once the freanomalous reflectance in doped silicon lamellar gratings due
guency is fixed. to the surface profile of a grating. Yet, they worked sn
Absorption is not the only radiative property that dependspolarization?? so that these effects were not related to sur-
on the surface profile. According to Kirchhoff's law, the face wave excitation. Nevertheless they noticed in 1998 an
emissivity of a surface is equal to the absorptivity for theantireflective behavior in the polarization for V-grooved
same frequency, same direction, and same polarization. Isslicon grating with a Si@ mask layef® Saiet al. also made
validity has been a subject of debate for some time but thealculations and measurements on a three-dimensional
question was finally settl@dvhen a proof was derived from V-grooved silicon grating with an SiOmask layer and in-
the reciprocity theorem that follows from Maxwell's equa- terpreted their observation in terms of resonance between the
tions. Based on this argument, it is thus expected to obsenield and the grating? Le Gall et al?® showed that the emis-
a manifestation of surface waves on the emission of light bysivity of SiC could be increased by ruling a grating. Finally,
surfaces. This has indeed been observed recently by Kreitégt us mention a recent attempt to use a photonic crystal
et al}* on a gold surface heated at 700 °C. Because of thstructure of tungsten to modify the radiative properffes.
range of temperature needed, it is easier to observe these In this paper, we will report a detailed study of the ther-
effects in the infrared. Although surface plasmon polaritonamal emission due to the thermal excitation of surface phonon
may exist for highly doped semiconductors, it is easier topolaritons. Recent papérshave shown that the presence of
observe these phenomena by taking advantage of a differeatirface waves on a plane interface enhance the temporal and
type of surface waves. They are called surface phonon papatial coherence close to the interfdae distances smaller
laritons. They can be viewed schematically as phonons in athan the typical wavelength given by the Wien displacement
ionic crystal. The mechanical vibration of the ions generatesaw, 10 um at 300 K, for example This yields insight into
a charge oscillation and therefore an electromagnetic wavethe mechanism of light emission. We will first review these
In the early 1980s, Zhizhiat al. studied thermal emission ideas. We will then study the interplay between the disorder
of materials supporting surface phonon polaritthhey of the microstructure of a material and the spatial coherence
worked with a ZnSe crystal sample including periodic inho-of the field by comparing amorphous and crystalline silica.
mogeneities on its surface. The sample was heated at 150 WWe will then describe an experimental setup designed to en-
in order to excite surface waves. Coupling these waves witthance the angular and spectral resolution of emission mea-
the periodic profile, they observed emissivity spectra inghe surements. We will report a detailed experimental study of
polarization changing with the direction of observation. Thatthe emission of a grating. We will, in particular, examine
observation was a signature of the excitation of a surfacearefully the role of temperature in the results. We will also
wave. It is worth mentioning that the emission assisted byshow that it is possible to engineer the radiative properties of
the excitation of a surface wave has been used in a differerst surface by a proper design of the grating profile using a
context. In the late 1980s, Gruhlke, Holland, and Hall ob-rigorous coupled wave analysiRCWA) algorithm?’ Two
served the luminescence by atoms placed in a film with ahermal sources have been realized. The first source radiates
grating on top of it. They observed that the presence of th@lmost isotropically but with an emissivity enhanced by
grating modified significantly the emission. The interpreta-more than an order of magnitude. The second source has an
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FIG. 1. Energy density above a vacuum-silica interface in the p/A

near field. Note the shift of the peak frequency depending on the

microscopic structure. FIG. 2. Cross-spectral density of taeomponent of the electric

field above a vacuum-glass interface. Note that the coherence length

of the amorphous silica is smaller than for the crystalline form.
emission pattern that displays two narrow lobes like an an-

tenna. Finally, we will show how the coherence length alon%atively understood. Indeedi) amorphous glass is a more

the source can be recovered from our far field emission me dered ‘ that surf h larit
surements and discuss qualitatively the origin of the spatia qilsor ered system so that surtacé phonon polariton are ex-
coherence pected to be strongly damped, afiid the local environment
' of each cell varies from one cell to the other so that a broad-
ening of the spectrum is expected.
Il. COHERENCE IN THE NEAR FIELD

A. Temporal coherence in the near field B. Spatial coherence

In this section we consider the emission of light by a half  Since we have seen that the electromagnetic field is tem-
space containing silica, either amorphofgdass or cris-  porally coherent in the near field, it is natural to revisit its
talline (quarta. The upper half space is a vacuum. We plotspatial coherence properties. It is also of interest to investi-
the density of electromagnetic energy as a function of fregate the role of the structure of the material on the spatial
guency in the near field in Fig. 1. We see that the spectrum isoherence. To this end, we show in Fig. 2 the cross-spectral
no longer a broad spectrum with an envelope given by theensity of thez-component of the electric field along the
Planck function; instead, the spectrum has a narrow pealnterface at a distance af20 for crystalline and amorphous
This is a signature of the temporal coherence of the electrcsilica. It has been calculated following the procedure out-
magnetic field close to the interface. A striking property islined in Ref. 1. At a frequency that coincides with the peaks
the numerical value of the density of energy. It is roughlyof the density of energy, there are many wave vectors excited
larger than the density in vacuum by four orders of magni-so that the spatial spectrum is very broad. Accordingly, the
tude. Similar results for SiC were first reported in Ref. 2.correlation function has a very small range. In contrast, when
These surprising results can be understood as follows. Thieoking at the cross-spectral density for a lower frequency,
energy density is proportional to the local density of electro-we observe a long range correlation of the electromagnetic
magnetic states. Close to an interface, there are not onlffjeld along the interface. Similar results were obtained previ-
plane waves, which are the solutions of Maxwell equationusly for SiC and metafsNot surprisingly, we observe that
in a vacuum, but also surface waves. These additional soluhe coherence length of the amorphous glass is smaller than
tions produce a peak of the density of states at a particulahe coherence length for the crystalline quartz. Yet, it is seen
frequency, as seen in the dispersion relation of Appendix Athat there exists a non-zero correlation over distances as
In the case of ionic crystals, the origin of this peak is easy tdarge as four wavelength@.e., 88 um) for the amorphous
understand. It is the frequency of the optical phonons whictglass, indicating that there is still some order on this scale
is basically the mechanical eigenfrequency of the atoms in &ngth. The origin of the long-range coherence of a thermal
primitive cell. Since the atoms carry a partial charge, theysource that support a surface wave can be viewed as follows.
produce an electromagnetic field. With this picture in mind,The random electric dipole associated with each volume el-
it is easy to understand why the density of energy increasemsment of the medium excites a surface wave. Since the sur-
when approaching the interface. Each primitive cell isface wave is a delocalized mode, the oscillations produced
equivalent to an oscillating dipole. As the distance is re-along the surface are coherent within a distance which is
duced, the electrostatic contributions in the dipole radiatiorgiven by the decay length of the surface wave. In other
become the dominating terms. words, each volume element is dressed by a surface wave

When comparing the two curves in Fig. 1, it is seen thatthat oscillates coherently over an area determined by the de-
the effect of the desorder of the amorphous glass is t@ay length of the surface wave along the interface. Thus each
broaden and to shift the resonance peak. This can be quakiementary source has an effective spatial extension along
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)\ grating B. Experimental procedure
JOA
F For each angle, we took several measurements of the
emission of the sample, of a reference blackbody and of the

M polarizer ambiant radiation. For frequencies below 1500 ¢mthe
C%f ..... ﬂ ............................. % "D Sagheson ambiant radiation reflected on the sample cannot be ne-
e TR FTIR glected. The emissivity spectru8) is obtained by subtract-

s %\ """""""""""""" (Y ing the background signal. The details of the procedure are

1 given in Appendix B.
% In order to obtain the emissivity spectrum, we need to
s blackbody know the exact value of the sample temperature. This is

achieved by taking advantage of the Christiansen wave-
FIG. 3. Experimental setup used for measuring emissivitylength. At this point, the emissivity, of the SiC surface is
spectra. equal to 1. The Christiansen frequency depends neither on
the temperature nor on the roughness. We have the following
the planar source which may be much larger than the wave€lation:
length in vacuum. In what follows, we will use these coher-
ence properties to design sources with specific properties. IA,T=8>\|§),T, (1)
Depending on the coherence properties, it is possible to de- ) o . o .
sign either a highly directional or a quasi isotropic source. Invherel, 1 is the specific intensity of the radiation emitted by
Sec. II, we describe the experimental setup that was built ifhe surface at wavelength and temperaturd, and|?  is

order to measure the emission with high angular and spectrdf€ blackbody specific intensity in the same conditions. At
resolution. the wavelength\, we can define a temperatufg such that

I r=137 - Whene, =1, we have

_10 _ 0
Ill. EXPERIMENTAL SETUP ==, 2

A. Optical system . .
i.e.,, T=T, . We can thus determine the exact temperature of

The optical system is schematically shown in Fig. 3.the sample. For Si® chyistianser= 10-034um. We found that
PointsA; andA, are conjugatedi; represents the grating or the temperature of the sample in our experiment Was
the blackbody and\, is the point which is conjugated with =770 K.
the detector through the spectrometer. Thus, the image of the
detector determines the area of the sample which is observed.
This allows to choose an isothermal area.

A diaphragm (diameter ®) was placed in the Fourier
plane of the spherical mirror. In this position, it makes an In this section, we show how to enhance the emissivity of
angular selection of the directions of emission which are obthe sample in all directions by taking advantage of the ther-
served. In other terms, we control the solid angle of obsermal excitation of the surface wave. To this end, we rule a
vation by varying the diameter of the diaphragm. In ourgrating on the surface so that the surface wave can be
setup,f=300 mm and® =3 mm, so that the solid angle of c_:oupled to pr_opagatin_g waves. In order to be able to couple
detection isQgerecior=8% 1075 sr. It is smaller than the light to any Q|rect|(_)n, it is necessary to work ata frequency
solid angle of the natural emission of the grating due to dvhere the dispersion relation is flgee Appendix A For
surface phonon polaritofSPP Qo= m(A/L)2, where fabrication reasons, it is easier to work with a lamellar grat-

. . : ing (i.e., with a rectangular surface profil@he characteris-
L<1 mm is the typical propagating length of the SPP on th ing (e, wi . ; L
plane interface. One sees thag, o> 3.10 % sr. etlcs of such a grating are the peridd the filling factorF,

S . . . and the depthh. We optimized the grating parameters in
The grating is heated by eight thermal electric resistanceg. 4o o mae(imise thepemissivity us?ng agrigporous coupled

and its temperature is controlled by a regulator WESTA4200, 4y algorithn?” For SiC, we found the following charac-

In the e>_<periment_, Fhe target temperature for the grating i?eristics:A=3,u,m, F=0.4, andh=0.35m.
773 K with a precision better than 1 K. In Fig. 4a), we show two experimental curves, obtained
We used an infrared Fourier transform spectrometer DA§p, the conditions described in Sec. Ill. We represent emissiv-
BOMEM. The SpeCtI‘al I’eSO|uti0n Of th|S Spectrometer Varieﬁty Spectra for the grating and for the p|ane interfacq)in
between 0.01 and 4 cm. The measurements have beenpolarization in the normal direction of observation. One can
made with a spectral resolution of 0.5 Chwhich corre-  see that a peak appears in the presence of a grating. This
sponds to a precision of 5 nm &t=10 um. The detector is peak does not exist fog polarization[see Fig. 40)]. The
a HgCdTe detector cooled at 77 K. Each spectrum is ampolarization dependence suggests that the grating is not es-
average of 500 scans: the noise is thus considerably reduceskntial but serves to reveal an intrinsic property of the sur-
The beamsplitter of the spectrometer is made of KBr, whicHace. It indicates the role of the SPP in this phenomenon
is a transparent material in the working frequency range. since the SPP exists only farpolarization as discussed in

IV. A QUASIMONOCHROMATIC AND ISOTROPIC
THERMAL SOURCE
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FIG. 4. Emissivity spectra of a smooth gratig=3.00um, FIG. 5. Emissivity spectra in the polarization of a smooth
F=0.4, andh=0.35.(a) Case ofp polarization.(b) Case ofs po- grating; A=3.00um, F=0.4, andh=0.35 for two direction of
larization. observationd=10° and 40°.(a) Theoretical spectratb) Experi-

mental spectra.

Appendix A. Further evidence of the role of the SPP willbe =~ ] ) .
given in Sec. V. sivity in the infrared is low. The mechanism that we have

When the angle of observation changes, one can see gescribed _could be used to enhance its emissivity in ';he in-
Fig. 5 that a peak still exists at the same wavelength. Figurffared, taking advantage of the surface plasmon polaritons.
5(a) presents the theoretical spectra and Fig) the experi-
mental one. The experimental peak is lower and wider than V. A DIRECTIONAL THERMAL SOURCE
the theoretical peak. It is also seen that the experimental peak
appears at a wavelengir=11.1um, instead of 10.9«um in
the calculation. We will explain this spectral shift and the
broadening of the peak in the following sections.

In Fig. 6, we plot the emissivity versus the anglet a
fixed wavelengthh =11.09um. We see that the emission at
this wavelength is almost isotropic and increases from a
value lower than 0.1 to a value larger than 0.8 at any angle.
One can understand this phenomenon by inspection of the
dispersion relatiorisee Appendix A As a matter of fact the
excited SPP lies on the asymptotic branch, characterized by
w=946 cm ! in the calculation. For a fixed wavelength,
there are many SPPs with different wave vectors, i.e., differ-
ent directions of emission. For all these directions the grat-
ing emits a quasimonochromatic radiation. Thus, using a SPP
thermal excitation, we have succeeded in designing a thermal
source which is both isotropic and quasimonochromatic. This
concept can be extended to different materials. Tungsten, for FIG. 6. Experimental emissivity diagram in polar coordinates of
instance, is a very good emitter in the visible but its emis-a smooth gratingA =3.00um, F=0.4, andh=0.35

In this section, we consider a grating designed to emit
light at a well-defined angle. In order to illustrate the role of
the surface wave, we have calculated the emissivity as a
function of angle of emission and frequency for a grating.
This grating was designed to have a maximum absorption for

0°

90°
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FIG. 7. Emissivity of a SiC grating as a function of frequency
and angle of emission. It is seen that the peaks of emission coincide
with the dispersion relation of the SPP in the,k) plane.

-
[=]

11.36um. The result is displayed in Fig. 7. It is seen that the
peaks of emissivity closely follow the dispersion relation of

4
©

the SPP on a flat surface shown in Fig. 16. In this calculation, E 0.6 ,5

we see that the emissivity takes large values for any angle at é I

a particular frequency on the order of 946 chnas already ® 04 .”,
discussed. Furthermore, we see that for lower values of the ' ® ;'i
frequency, the dispersion relation is no longer flat, so that for 02 i \l

a given frequency, emission takes place for a well-defined |

angle. In this part of the spectrum, we expect an angle- .
dependent spectrum. In other terms, in each direction the 9% 105 15 125
grating emits at a different wavelength. We optimized the wavelength (um)

following characteristics for the grating\=6.25um, F o . N
—05 agr]1dh=0.285,um. Such a grgting v%:s alrealgy studied F_IG. 9. Emissivity spectra in the polarization of_ a s_mooth
by Greffetet al? In this work we report measurements of the grating, A =6.25.m, F=0.5, andh=0.285 for three directions of

o Lo . bservationd=30°, 46°, and 60°(a) Theoretical spectrab) Ex-
emission spectrum and a quantitative analysis of the data. vg?e

will show that we can deduce the coherence length of th rimental spectra. The theoretical curve was calculated with the
ielectric data af'=300 K, and a grating period of =6.28 um.
source from the emission data. We will also show that it is grating p a
possible to obtain a quantitative agreement of measurement _ - .
with theory at high temperature. tion system. The spectral resolution was also limited by sig-

We plot the measured emissivity versus the amgreFig. nal to noise ratio. In this measurement, we are no longer
8 for A=11.36 and 11.8%m. It is seen that the emission at I|m|ted by thg instrument in our measurement of the angular
width. For instance, our measurement shows that the peaks

a fixed wavelength is very directional: the heated grating hen th ; dicted by th
behaves like an infrared antenna. This is a signature of th re narrower when the angteincreases as predicted by the

spatial coherence of the source. In previously reported med€0ry- This V;’]'” behfully discussed t|>n the foll?]wmg Eectlor]. |
surements, the angular resolution was limited by our signal V& NOW show the comparison between three theoretica

to noise ratio. We had to increase the aperture of the dete@d €xperimental spectra in Figgapand 9b), respectively,
or the angles¥=30°, 46°, and 60°. As we have seen in Sec.

IV, the experimental emissivity is not equal to 1 at the peak
wavelength and the peak wavelength is shifted by about 0.1
pm. As in Sec. IV, the experimental peak is wider than the
theoretical one. However, the agreement between theory and
experiment for reflectivity is excellent as shown in Ref. 4.
Thus, we find that theory agrees with reflectivity data but not
with emissivity data.

We are now going to analyze the origin of this discrep-
ancy. A possible mechanism is that the grating period varies
with the temperaturd due to the thermal expansion of SiC
as its temperature increases. We measured the period of the

FIG. 8. Experimental emissivity diagram in polar coordinates ofgrating at 300 and 770 K using a diffraction method. We
a smooth gratingA =6.25um, F=0.5, andh=0.285 at two dif- obtainedA =6.26 and 6.28um, respectively, with a preci-
ferent wavelengtha =11.36 and 11.8Qm. sion better than 1%. This variation does not affect signifi-
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45 . . L
8(in°) FIG. 11. Experimental and theoretical emissivity spectra. Calcu-

. o o ~lations have been made with two different dielectric constai$
FIG. 10. Experimental emissivity vs the direction of observation gt temperature¥ =300 and 770 K.

6 (A=11.36um).
o ) on T through the parametdr. We made experiments at dif-
cantly the position of the peak. In Fig. 10 we show the theerent temperatures between 450 and 770 K. In Fig. 12 we

oretical and experimental emissivity versus the angle opq the dependence of the coefficighwith the tempera-
observations for a SiC grating with a period =6.28um at  {re in this range.

A=11.36um. One can see that the thermal expansion of the
grating does not explain the experimental result.
Another possible mechanism is the variation of the optical V- MEASUREMENT OF THE COHERENCE LENGTH
index with temperature. The position of the peak is m_ainly We have seen in Sec. V that thermal emission by a SiC
related to the dependence of the real garof the dielectric  grating may become very directional at certain wavelengths.
constant with the temperatuiie the width and the height aré  This can be interpreted in terms of spatial coherence: when a
r(lellated to the material absorption, i.e., to the imaginary parfqrce is spatially coherent the radiation emitted by two dif-
€ i ) ) i ferent points of the source can interfere constructively in a
In order to find the dielectric constant at high temperaturegiven direction and destructively in the others producing an-

we measured the emissivity of a flat surface at normal inCiqjar |obes. The goal of this section is to use the far field data
dence. We then used a model for the dielectric constant wit recover the coherence length of the field in a plane placed

adjustable parameters. This calculation was made using jist above the planar source.

Lorentz model by varying.., w,_, wr, andl’ so as to mini- We are interested here in tipepolarized emissivity, and
mize the difference between theoretical and experimentghe plane of detection is perpendicular to the grating lines.
emissivity ¢ (or reflectivity) as a function ofw. This is  Thys the problem can be fully treated in terms of the scalar
achieved by minimizing the following quantity: magnetic field at a given wavelength(r,\)=H,(r,\)e, .

In this case, we can characterize the spatial coherence with a

N
coherence length calculated via the scalar cross-spectral den-
=2, [eaxfw)~en(w)]’, &) g P
whereN is the number of experimental points. The number | ]
of experimental points wald =59, taken betweeh =9 and +
13 um. We obtained €,=6.8, »,=959cm !, o 2y +
=779 cm !, and'=11.7 cm . One can see that the varia- wk . +

tions are not very importardower than 2% except forl’,
which has been multiplied by about 2.5. This is not surpris-
ing. The main source of losses is phonon scattering. It obvi- § o
ously increases witfi. Here we retrieve the increase of the ot
absorption, which can explain the width and the height of the +
experimental peak.
Finally, we have used the new values of the oscillators of
parameters.., o, , o, andI to derive the emission spec-
trum. In Fig. 11 we show the experimental spectrumdat
=46° with the theoretical spectra at both ambiant and high £ 0 0 ‘mié‘o“m w0 700 w0
temperature. It is seen that there is a very good agreement
between the experiment and the calculation when the proper FIG. 12. Variation of the coefficierIf in the dielectric constant
optical data are used. This confirms that the results dependgth the temperature.

sk
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FIG. 13. Spectral degree of spatial coherence for a SiC grating; FIG. 14. Determination of the spatial coherence length.
A=6.25um, F=0.5, andh=0.285 heated af =300 K.

over distanceg of the order of several wavelengths. It is
sity function in the near-fieldW(r,,r,,\) defined by possible to show that the cross-spectral density function de-
W(rl,rz,7\)60\—)\’)=<ﬁ;*(r1,)\)ﬁ/(r2,)\’)) wherefI-T; is  creases exponentially. We define the coherence length as the
the spectral Fourier transform &f, .° value of p when the spectral degree of coherence is divided

The emissivity diagram yields the radiant intensity in thePY € In Fig. 14 we plot the neperian logarithm of the enve-
far-field J(s,\), wheres=k/k andk is the wave vector of lope of the last curve: it is clearly seen that there is a linear

the incident wave on the detector. It can be showrfthat ~ decay betweep=A and 20.. The slope yields the coher-
ence length: we obtain on this particular calSgperence

. r=ry) o ~T7\. To our knowledge, this is the first measurement of the
W(Fl,fz,k)“f J(shexp i2ms —— d°s. (49  coherence length of a thermal source. We made the same
analysis for the grating at=300 K, using numerical simu-

W(ry,r,,\) appears as a spatial Fourier transform oflations for the emissivity data. We obtainegynerence® 11\
J(s,\) with respect to the variable {—r;)\. One must take Another calculation was made in Ref. 1 for a plane interface
care that the radiant intensity is defined in the far-field so tha®f SIC, where the coherence length Jat11.36um was
we only have access to part of the spectrum of the cross36A. We see that the presence of the grating reduces the
spectral density. More precisely, the field near the grating agoherence length by a factor of 3 approximately because of

a given wavelength can be split into four contributions: the introduction of radiative losses. Another mechanism that
reduces the coherence length is the increase of the damping
H=H,_t+Hswnr+Hsw_r+Hpw, (5)  of the surface phonon polariton due to the increase of the

) ) o term I" of the dielectric constant, as seen in Sec. V. This is
whereH,,_ is the very near-fieldquasistatit component of  que to the increase of the phonon-phonon collision as the
H, Hsw-nr is the field associated with the part of the SPPtemperature is increased.

which is not radiatedpart of the dispersion relation lying
below the light cong Hg,,_, is the field associated to the
part of the SPP which is radiated by the grating &fyg, is
the propagating wave contribution. The latter is the only con- In this paper, the coherence properties of thermal near
tribution that is emitted in the far field by a flat surface. Only fields have been reviewed. The modification of the coherence
the last two components contribute to the signal received byroperties of the electromagnetic field can be attributed to
the detector. These contributions are decorrelated and thte presence of surface waves. We have discussed the influ-
cross-spectral density function can be splitted into four partence of the microstructure of the material on the temporal
which are associated with the quasistatic near field, the raand spatial coherence properties. We have shown how the
diative and nonradiative SPPs, and the natural emission afear-field properties can be used to engineer the emission
the sample. The cross-spectral density function reconstructeghd absorption properties of surfaces. Taking advantage of
from the far-field data is thusVc,cuiated™ Wsw—r +Wow - the flat dispersion relation of the surface wave in a given
Note that a flat surface would yield essentialli,, . spectral range, it is possible to produce a source of high
In Fig. 13 we plot the reconstructed cross-spectral densitgmissivity which is almost isotropic and quasimonochro-
function at the wavelength=11.36m versus the quantity matic. In contrast, when working in the region where the
p/\, wherep=|r,—r,|. As discussed above, it contains all coherence length is large, it is possible to realize a very
the information on the radiated surface wave. This functiordirectional source of light that behaves as an infrared antenna
is normalized by its value gi=0. Note that this normaliza- with well-defined lobes. Experimental and theoretical results
tion amounts to plotting the spectral degree of spatial cohethave been reported showing an agreement better than 2%
ence. One can see that the SPP is correlated in the near fieMhen proper temperature optical dependent data are used.

VIl. CONCLUSION
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From these measurements, we were able to obtain a quanti-
tative value of the coherence length of the thermal sources.

This study has highlighted the role of surface waves in the
process of light emission by thermal sources. A simple
mechanism can be proposed: the first step is excitation of
surface waves by thermally excited random dipoles, the sec-
ond step is the diffraction of the surface waves by a grating. §
This analysis can have a large impact on the design of light s
sources. Indeed, the mechanism and the same concepts can 8500 |
be applied to design novel light sources using any physical

process that excite surface waves. An advantage of this type

of light source is the possibility of engineering the dispersion 800.0 . . .
relation by modifying the surface profile. This allows one to '800.0 1600.0 24000 3200.0
produce either directional or isotropic sources. It also allows k, (cm™)

one to shift the emission frequency. Finally, we stress that the
modification of the dispersion relation amounts to modify the
local density of electromagnetic states and therefore, t§
modify the radiative decay of any type of excitation.

950.0 b

900.0 | —— Dispersion relation

----- Light line

FIG. 15. Dispersion relation of a surface-phonon polariton on a
lane surface.

surface phonon polariton is half a phonon and half a photon.
More precisely, the ratio of mechanical energy to the elec-
ACKNOWLEDGMENTS tromagnetic energy changes continuously as the frequency

We acknowledge support from Ministere de la recherchevaries. The horizontal part of the dispersion relation is the

contract Action Concertee Incitative Nanostructures N76-01Phononlike part. In the case of SiC, surface waves are sur-
face phonon polaritons. Other polar materials such as oxydes

(e.g. SiQ) or 1I-VI and 1ll-V semiconductors for example
can also support SPP’s. An important property to keep in
mind is that surface waves are modes of the interface. There-
1. Surface waves at an afimaterial interface fore, they can be excited resonantly. It is also important to
iote that these waves exist only fprpolarization, namely

APPENDIX A: SURFACE PHONON POLARITONS
ON A PLANE INTERFACE

In this appendix, we briefly review some characteristics o lectric fields in the ol
the surface waves which may propagate on a flat material/afP" €l€ctric fields in the planex,2).

interface. A surface wave has an exponential decay awa ]n this paper, we study in' de.tail sililcon carbide. This ma-
from the interface and propagates along the interface. It ig/enal has interesting properties in the infrared range. Besides,

thus a wave that has the forms its optical propertieg(w) can be described by a simple Lor-

entz mode
z>0, E(x,z)=Eyexdi(kx+y12)], (A1) s
e(w)=€,| 1+ —&} (A3)
z<0, E(x,2)=Egexdi(kx—y,2)]. (A2) 17 ot +ilTe)

where €,=6.7, 0, =969cm !, wr=793cm? and I'

It can be showi3! that such a solution exists at a - _ : ;
vacuum/material interface for materials that have a dieIectri(I:_4:76 cni=. The dispersion relation of the SPF has thelfol-
owing dispersion relation for a flat air/material interf&ce:

constant whose real part is smaller thati. This happens
when the material structure has a resonant behavior. For met-
als, it corresponds to the plasma oscillation which is a col- o € w)
lective oscillation of the electrori:*! For dielectrics, it oc- kzg(m
curs for frequencies that are in the range of the optical
phonons. In both cases, the excitations are delocalizewherek, is the wave vector of the surface mode.
damped modes. Solving this equation is not trivial. Indeeéd(w) is com-
The surface electromagnetic waves are actually chargplex, so in a general cadg and » are also complex. Al-
density waves. Surface plasmon polaritons are due to atough at first glance, the general choice is to have both
acoustic type of oscillation of the electron gas. This mechaniguantities complex, it turns out that this is of no use for most
cal wave of charged particles generates an electric field. Theases. The possible choices are either kgaind complexw
term polariton means that the wave is half an acoustic vibraer vice versa. One can shéuthat, for this type of measure-
tion and half an electromagnetic vibration. In the case ofment, the dispersion relation is well described by assuming
polar dielectrics, the surface waves are called surface phondhat the wave vector is real and the frequency is complex. In
polaritons. The underlying microscopic origin is a mechani-Fig. 15 we plot the dispersion relation for Re(w)
cal vibration of the atoms or phonon. If the phonon takes<947 cm ! which corresponds to Rew)]<—1. It is seen
place in a medium where the atoms carry a partial chargéhat there are two different domains: on the one hand, a
(polar materigl, the mechanical oscillation is associated with linear branchk,~ w/c, and on the other hand an asymptotic
an electromagnetic vibration. Thus, roughly speaking, théranch forw~947 cni'* which corresponds te(w)~—1.

112
: (A4)
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be used to emit light efficiently. This is the basic mechanism
used to produce efficient and coherent thermal sources.

One can interpret EQA5) in terms of dispersion relation.
Here we consider that the grating is a smooth perturbation of
the flat interface: relatiofA4) is still valid. Nevertheless, the
dispersion relation can be plotted in a reduced-zone scheme,
limited by zero ands/A. This reduced-zone scheme depends
on the period of the grating. We plot this relation for two
different periods\ =3 and 6.25um in Figs. 16a) and 16b),
respectively. It is seen that some parts of the dispersion rela-
tion lie in the light cone. These parts are leaky modes (

, , = w/c sin §,w) which are radiated in the directiof

1000.0 1500.0 2000.0 In the first casg¢Fig. 16a)], the upper asymptotic branch

k, (cm ) lies in the light cone. For eack,, only one frequency is
possible w~947 cm'1. We can expect an emission at a
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APPENDIX B: EXPERIMENTAL EMISSIVITY SPECTRUM

In this appendix, we describe the procedure used to obtain
the emissivity spectrum from the emission measurements.

790.0 L + L
0.0 200.0 400.0 600.0 800.0 1000.0
k, (cm™)

FIG. 16. Dispersion relation of a surface-phonon polariton on aWe denote SSP(\,To the experimental spectrum of the
sample at temperatufBs. It can be cast in the forffi

smooth grating(a) Period A =3.00um. (b) PeriodA =6.25um.

SEPIN T =RM[e(M)P(A, Tg)+B(N) +p(MP(N, Tr)],
(B1)

The curve is under the light line representedksyw/c. This
means that the solutions are evanescent waves.
where R(\) is the instrument response functios(\) the
directional emissivity,P(\,Tg) the Planck function at the

2. Role of a smooth grating
%emperaturél’s, B(\) the background radiation reaching the
detector directly, ang(\)P(\,Tg) the ambiant radiation at

As we have seen, the surface wave lies below the ligh
line. All the propagalt[ng waves Ile.above the light line. Smcethe temperatureT, reflected by the samplep())=1
the continuity conditions at the interface demand the fre- . R o . ! /
quency and the parallel wave vector to be equal, there cannots()‘) is the directional reflectivity. Using this relation, we
' can write

be excitation of a surface wave by a propagating plane wave.

A well known solution to couple a propagating wave with a

SPP is to use a periodic surface. The modes are then Bloch SZPUN, T =R(\){e(M)[P(\,Ts)—P(\, TR)]+B(N)
+P(N,TR)}. (B2)

modes whose wave vector is given by

(A5) When we remove the sample, we measure the spectrum of
the room radiation denote8§®(\,Tr). Eq. (B2) becomes

© Gin =k +m o
Esm =K mx,
(B3)

where @ is the angle of propagation is the grating period exp _

and m is the diffraction order. The coupling of an incident SRP TR =ROIBO) + P Tr)].

propagating wave with a surface mode through the grating

can produce up to total absorptibhiThe reciprocal situation We have

is also possible. If a given grating can couple very efficiently

the incident light into a surface wave, it can also coupleSg®(\,Tg)—SEP(N, Tr)=R(\)e(M[P(X,Tg)—P(\,TR)].

efficiently a surface wave into a propagating mode. This can (B4)
155412-10
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The same procedure for a blackbody at temperafigre Finally, we can obtain the directional emissivity spectrum
yields a signal denoted

\) = STPIN, T9) = SFPIN, TR) [ P(N, Tg) — P(\, TR)
saxpkx,TB>—SEX"‘(x,TR>=R<>\>[P<x,TB>—P(A,TFJ(]' ) #0N)=| S50 Tp) — STP00, Tr) || PO To)— POV TR) |
B5 (B6)
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Abstract

We study numerically the thermal emission of highly doped silicon surfaces. We show that by modifying the doping,
we can tune the frequency of emission. We also show that by taking advantage of the large local density of states due to
surface-plasmon polaritons, radiative properties in the far field can be drastically modified. It is possible to realize a
spatially partially coherent thermal source as well as a quasi-isotropic source. Finally, we study the radiative transfer
between two doped silicon bodies. Surface-plasmon polaritons produce an enhancement of several orders of magnitude

of the radiative energy transfer at nanometric distances.

© 2004 Elsevier B.V. All rights reserved.

PACS: 73.20.Mf; 71.36.+c; 44.40.+a; 78.68.+m

Keywords: Surface plasmon; Surface; Infrared; Near field; Emissivity

1. Introduction

Thermal sources are often considered as the
archetype of incoherent sources as opposed to
coherent sources such as lasers and antennas.
Nevertheless, it has been shown recently [1-3] that
thermal sources can emit coherent radiation in the

*Corresponding author.  Tel.:  +33141131078; fax:
+33147028035.
E-mail address: Francois.Marquier@em2c.ecp.fr (F. Mar-

quier).

near field. The near-field region corresponds to
distances to the interface smaller than a tenth of a
wavelength. We use as a typical wavelength the
peak wavelength given by Wien’s law, 10 um at
300 K for example. In this distance range, radia-
tion can be quasi-monochromatic [2]. This phe-
nomenon is due to electromagnetic surface waves,
and can be observed only on materials supporting
them. Such surface waves are electromagnetic
modes which propagate along the interface (sepa-
rating, for example, the emitting material from a
vacuum) and decrease exponentially in the per-
pendicular direction (evanescent waves). The

0030-4018/$ - see front matter © 2004 Elsevier B.V. All rights reserved.

doi:10.1016/j.optcom.2004.04.024
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propagation length of these surface waves is im-
portant (about an hundred wavelengths). It has
been shown that the propagation of these surface
waves is the origin of a long-range correlation of
the electromagnetic field along the interface [1,3].

There are different types of surface waves.
Surface-phonon polaritons are observed for polar
materials such as silicon carbide (SiC), glass, II-VI
and I1I-V semiconductors. They are mechanical
vibrations (phonons) propagating in a partially
ionic material so that each unit cell becomes an
oscillating electric dipole. Surface-plasmon polar-
itons are longitudinal electron oscillations (acous-
tic type wave in an electron gas) that can be
observed with metals and doped semiconductors.
They obviously generate electromagnetic fields
with a longitudinal component. Surface waves due
to excitons can also be observed. From an elec-
tromagnetic point of view, these surface modes are
identical although the underlying microscopic
mechanisms are very different. Surface polaritons
appear as resonant modes when solving the Max-
well equations for the interface geometry. These
modes have the same structure for polar materials,
metals or semiconductors.

Studies have been reported with SiC which
highlights the fact that a surface-phonon polariton
can be coupled with a propagating wave through a
grating [4]. Through this coupling, the near-field
coherence properties modify the far-field emission.
Spatial coherence leads to a high directionality of
the thermal source that emits in angular lobes like
an antenna. We will show that the same effects can
be produced with a surface-plasmon polariton
excited on doped silicon. Thermal emission medi-
ated by surface plasmon has already been dem-
onstrated with gold [5]. Doped silicon is very
interesting because its permittivity € can be tuned
by modifying the carrier concentration N. This
allows to tune the plasma frequency and therefore
the emission frequency. This material is obviously
very interesting because of the wealth of techno-
logical know-how. Many experiments have been
already reported [6-11] on its radiative properties
(reflectance, transmittance and emittance) by two
active groups in this field. Let us also mention
recent experiments [12] on silicon covered with a
periodic metallic structure aimed at producing an

infrared source. In these experiments, thermal
emission is enhanced due to the excitation of a
surface plasmon in the metallic structure. In the
present work, we show, using numerical simula-
tions, that surface-plasmon polaritons on doped
silicon can be used to modify the radiative prop-
erties of the material in the infrared.

The paper is organized as follows. In Section 2,
we shall present some optical properties of doped
silicon and highlight the existence of evanescent
modes (surface waves) close to the interface. The
design of two types of thermal sources will be
presented in Section 3. We have designed an in-
frared antenna that emits in narrow lobes and also
a source that has a large quasi-isotropic emissivity.
Finally, we will show in Section 4 that radiative
heat transfer between two semi-infinite media of
doped silicon is substantially enhanced due to the
resonant excitation of a surface-plasmon polariton
(SPP). This might have applications for the tem-
perature control of silicon devices.

2. Optical properties of a doped silicon plane surface

In the infrared domain, the permittivity € of a
semiconductor can be described by the following
well-known formula [6,10]:

e(w):em<l—7a}(:)0p+i)>, (1)

where o = 2nc/4, wf) = Né?/(m*epes ), and e, ~
11.7 for doped silicon.

The carrier concentration N, the electron or
hole optical effective mass m* (for n- or p-doped
silicon) and the relaxation time 7 are characteristic
of the doping. 7 can be calculated using the for-
mula (2):

*

m
T =
Nezp

(2)

where p is the dc resistivity of the material. We
worked with both n- and p-doped silicon with N
varying between 3 x 10" and 5 x 10 cm™. m*, p
(and thus 7) depend on N. We took m* = 0.27mj
(where my is the free electron mass) for the n-
doped silicon and m* = 0.34m, for the p-doped
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silicon. These are certainly not the exact values for
m* at each concentration N, but are good ap-
proximations. We have checked that modifying
these values does not affect significantly our re-
sults. The variation of the dc resistivity p of both
n- and p-doped silicon with the impurity concen-
tration (which is equal to the carrier concentration
N assuming a full impurity ionization) was taken
from the paper by Sze and Irvin [13].

Let us now turn to the near-field radiative
properties of a flat air/doped-silicon interface. We
show that the thermally emitted energy density
drastically changes when approaching the inter-
face. This can be interpreted in terms of enhance-
ment of the local density of states [14]. In fact, at
short distances z, the electromagnetic energy den-
sity u which depends on w and z reads [2,3,14]:

1 (o) fiw
21+ e(o)f exp (%) -1

u(w,z) x (3)

where €” 1s the imaginary part of the permittivity e.
The first part of this term exhibits a peak when
Rele(w)] =~ —1. This corresponds to the surface-
plasmon polariton resonance. It produces a peak
in the local density of electromagnetic states [2,14].

Under these conditions, we plot in Fig. 1 u(w)
at different distances: z = 100 nm (Fig. 1(a)) and
z =1 nm (Fig. 1(b)) for the n-doped silicon with a
carrier concentration N =3 x 10" cm™ at
T = 800 K. At close distance to the surface, a peak
appears at a frequency wgy =~ 1.5 x 10'* rads™!.
This frequency corresponds to Rele(mg)] = —1.
Moreover, between z =100 and z=1 nm, the
energy density u(w) increases by almost six orders
of magnitude (in agreement with the dependence
on 1/2* of Eq. (3)). Note that this peak is due to
evanescent waves and thus cannot be observed at
distances larger than the typical wavelength of the
radiation. A SPP has the following dispersion re-
lation for a flat air/material interface:

4)

P e()
1=\ elw)+ 1

where k/, is the wavevector parallel to the inter-
face. Such waves exist for materials having
€'(w) < —1 where € is the real part of € [15]. Eq. (4)

(a) 3e-16 ; .

2e-16

u (J.m>Hz™)

1e-16

16

0e+00
0P 10

(b) 3e-10 T T

2e-10 E

u (.m>Hz™
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k

Fig. 1. Energy density u(w) of a semi-infinite medium of n-
doped silicon with N =3 x 10" cm™ at T = 800 K, for two
different heights z above the interface: (a) z = 100 nm, (b) z =1
nm.

0e+00 L L
10 2 1 16

o (rad.s™)

implies that |k//| > w/c, ie., that these are eva-
nescent waves. Nevertheless, following ideas which
have been developed in the case of SiC, it is pos-
sible to couple this evanescent wave with a prop-
agating wave through a grating [4,16] of period A.
The emission angle 0 is then given by

o . 2n
: sin 0 = Relk;/] + m T (5)
where m is the diffraction order. The reciprocal
situation is a propagating plane wave incident on
such a grating. It can be coupled to a surface mode
when the angle of incidence 6 satisfies Eq. (5). This
is a well-known phenomenon which can lead to
total absorption (absorptivity a(w, ) = 1) of the
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incident energy by the grating [16-18]. An emis-
sivity &(w, 0) of 1 can thus be expected from Kir-
chhoff’s law ¢(w, ) = a(w, 6) [19].

3. Silicon infrared sources

In order to characterize the radiative thermal
emission of a grating, we use its directional emis-
sivity ¢ which depends on the frequency w and on
the direction 0 (our calculations are made in a
plane perpendicular to the grating lines). ¢(w, 0)
can be deduced from the absorptivity o(w, ) by
Kirchhoff’s law. Note that ¢(w, 8) is a directional
and polarized quantity. For example, the absorp-
tivity is the ratio between the total absorbed flux
and the flux transported by a polarized incident
plane wave propagating in direction 0. In the same
way, we can define a polarized directional reflec-
tivity. For an opaque body, we have a(w,0) =
1 — p(w, B), where p(w, 0) is the hemispherical re-
flectivity for a given angle of incidence 0 of the
bulk [19]. We used an algorithm based on a rig-
orous coupled-wave analysis developed by Cha-
teau and Hugonin [20] to calculate the reflectivity
of lamellar gratings ruled on doped silicon.

To analyse these results, it is useful to derive the
dispersion relation. As explained in [16], we choose
a real wave vector and a complex frequency to

0]

. light cone

— Ky
TA

Fig. 2. Reduced-zone scheme of the dispersion relation for a
surface wave on a smooth grating.

FA

A

Fig. 3. Geometry of the grating: period A, filling factor F and
depth 4.

solve the dispersion relation equation. The dis-
persion relation of the SPP on a grating (Re[w]
versus k;;) can be plotted in a reduced-zone
scheme (Fig. 2). Some portions of the dispersion
relation are above the light cone (defined by
k;; = Re[w/c]), therefore the corresponding SPP
can be radiated by the grating.

We have worked with two types of lamellar
gratings (Fig. 3: period A, filling factor F and
depth 4). To show how the radiative properties of
a material can be engineered by taking advantage
of the coherence properties of the SPP, we de-
signed two types of sources. These results were
obtained with both n- and p-doped silicon.

3.1. First type of source: an infrared antenna

Our aim is to design a source that emits thermal
light in narrow angular lobes like an antenna. This
source is analog to the one demonstrated with SiC
in [4] Instead of surface-phonon polaritons, we are
using surface-plasmon polaritons to generate the
spatial coherence along the interface. Note that
Hesketh et al. [10] have already studied the emis-
sion of doped silicon gratings. In this work, we
show how to optimize the grating to have intense
narrow emission peaks. According to Fig. 2, we
must excite a SPP lying on a linear portion of the
dispersion relation above the light cone in order to
produce such a source. This is possible provided
that the grating has a sufficiently large period. We
have optimized numerically a lamellar grating
which has the following characteristics: period
A =63 pm, filling factor F =0.4 and depth
h = 0.6 um. We used p-doped silicon with a large
carrier concentration N = 5 x 10% cm~3. We plot
its emissivity spectrum in Fig. 4 as a function of
the angle of observation. Similar curves are ob-
tained with n-doped silicon at the same carrier
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emissivity

04

0.2 R

0'06 8 10 12 14

wavelength (um)

Fig. 4. Numerical emissivity spectrum of a p-doped silicon
grating with N = 5 x 10® cm~ for different angles of obser-
vation (parameters of the grating: A = 6.3 um, F = 0.4 and
h = 0.6 um).

concentration but with a filling factor F = 0.5 for
the grating. One can see that in each direction
there is a strong quasi-monochromatic peak of
emission and that the spectral location of this peak
changes with the observation direction.

In order to show that this phenomenon is due to
the excitation of a SPP, we have compared the
reduced-zone scheme of the dispersion relation of
a SPP on a plane surface and the numerical results
obtained with the grating when varying the angle

4000 :
—— Dispersion;relation
A Numerical simulation
3000 r 1
YN ‘
& A a VAN A A
T :
5 2000 FA b Ah 1
S 4
1000 1
0 L i
0 400 800 1200
—1
k, (cm )

Fig. 5. Theoretical dispersion relation for a surface-plasmon
polariton on a smooth grating and numerical simulation with
the real grating (parameters of the grating: 4 = 6.3 um, F = 0.4
and A = 0.6 pm).

of observation 0 (Fig. 5). Each triangle in the fig-
ure represents a couple (w/csinf,w/c) corre-
sponding to a peak of emission. For 6 < 1<
12 pm, i.e., 830 < w < 1700 cm™!, one can see that
there is a good agreement between the two ap-
proaches. The small difference is due to the pres-
ence of the grating. Note in particular that a gap
appears at the edge of the Brillouin zone. We have
thus shown that a SPP is radiated by the grating.
In other terms, we can build a coherent thermal
source by ruling a grating on a plane surface.

We now study the influence of the doping on
the emission peak. In a given direction of obser-
vation 6 = 20°, we plot the emissivity spectrum for
different concentrations N in Fig. 6. One can see
that the peak decreases and broadens when N
decreases. In order to interpret this phenomenon,
we can relate it to the evolution of the imaginary
part of the permittivity €” at the plasma frequency.
Indeed €’ increases when N decreases. Losses in-
crease in the grating so that the coupling between
the SPP and the propagating wave is less effective
and the peak becomes smaller and broader. We
also see that the position of this peak remains
globally the same in comparison with Fig. 4. In-
deed the SPP excited is on a part of the dispersion
relation very close to the light cone which is the
same for every concentration. Therefore, the
emission peak occurs at the same wavelength

1.0 . — ,
1
l¥|\\ 20 -3
Y —— N=5.10"cm
08 R N=3.10"cm™
Y e N=210%cm™

emissivity

8 9 10 11
wavelength (um)

Fig. 6. Numerical emissivity spectra of a p-doped silicon grat-
ing at 0 = 20° (parameters of the grating: A = 6.3 um, F = 0.4
and 2 = 0.6 pm).
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because the dispersion relation is almost not af-
fected when N varies.

3.2. Second type of source: a quasi-lambertian
source

In Section 3.1, we were interested in the cou-
pling of a SPP lying on a linear branch of the
dispersion relation with a propagating wave. Here,
we excite a surface wave lying on the upper branch
of the dispersion relation, i.e., the horizontal as-
ymptote at the plasma frequency wy, correspond-
ing to €(wy) = —1. In this case, we expect an
emission at a single wavelength in any direction
(quasi-isotropic emission) because the dispersion
relation is flat. In order to have only this branch
above the light cone, we must design a grating with
a smaller period than in the previous section. The
grating that we have optimized has the following
characteristics: period A = 2.5 pm, filling factor
F = 0.8 and depth & = 0.6 pm in the case of the p-
doped silicon with N = 3 x 10%° cm~3. We plot its
emissivity spectrum in Fig. 7 for three directions of
observation. The spectra obtained with the same
grating but with n-doped silicon are remarkably
close. One can see that there is a peak of emission
around 5.5 pm which does not move when the
direction of observation 6 changes. We can remark
that when 6 = 50°, a strong variation appears at

1.0

0.8

0.6

emissivity

0.4

02 1 1 1 1
3 4 5 6 7 8

wavelength (um)

Fig. 7. Numerical emissivity spectra of a p-doped silicon grat-
ing with N = 3 x 10*° cm™ for different angles of observation
(parameters of the gratingg A =25pum, F=0.8 and
h=0.6 um).

A =4.4 um. This is a Wood anomaly, well known
in the case of the absorption of an incident beam
by a grating [17,18]. The source designed here is
different from that presented in Section 3.1: it
emits in any direction for a particular wavelength.
However, one can see that the peak has a large
width indicating a low temporal coherence.

In s-polarization, this peak disappears. This
suggests that a SPP, which exists only in p-polar-
ization, is responsible for this effect. In order to
further confirm the role of the SPP, we have
plotted the theoretical and numerical dispersion
relation as in the previous section (Fig. 8). Our
numerical results do not agree with the reduced-
zone scheme of the dispersion relation for the flat
interface. This is not surprising: the grating di-
mensions are close to the typical wavelength and
the grating is now a strong modification of the
plane surface profile. Yet, when the depth 4 of the
grating is decreased, the actual dispersion relation
gets closer to the dispersion relation for a flat
surface. The mechanism for the thermal emission
is thus clearly due to the excitation of a surface-
plasmon polariton. The thermal motion of the
electrons excites the surface mode. This surface
mode is then radiated by the grating. A slightly but
more correct point of view is to consider that in the
presence of a grating, the surface wave is trans-
formed into a leaky wave with a modified disper-

3000

o
2000§XXXXXXXX?<?<2(Q 4
— AANANAANALAANAALALL
3
1000 B

—— Dispersion relation
A Grating with h=0.6um
x Grating with h=0.4um
O Grating with h=0.25um

0 L L L i
0 500 1000 1500 2000 2500
1
k, (cm )

Fig. 8. Theoretical dispersion relation for a surface-plasmon
polariton on a flat surface and numerical simulations with real
gratings.
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Fig. 9. Numerical emissivity spectra of a p-doped silicon grat-
ing for different concentration N at a fixed angle 6 = 30°. The
characteristics of the grating are: A =2.5 pm, F = 0.8 and
h=0.6 um.

sion relation. This mode is excited by the random
currents due to the thermal motion of the elec-
trons. Since the dispersion relation has a quasi-
horizontal branch at a given frequency, there is
emission for all wave vectors and therefore all
angles at this particular frequency. This frequency
is essentially the plasma frequency divided by /2.

A remarkable property is that the emission
frequency can be shifted by modifying the density
of electrons. This can be easily done by changing
the level of doping. As in the previous section, we
plot the emissivity spectrum for different carrier
concentrations N in a given direction of observa-
tion 6 = 30° in Fig. 9. One can see that the loca-
tion of the peak changes with N. When N
decreases, the emission wavelength increases. This
displacement shows that building an infrared
source which could be tunable in wavelength when
varying N seems to be possible. Note that the peak
frequency w, depends on the concentration and
increases when N increases.

4. Enhanced radiative heat transfer at nanometric
distances

The current development of nano-technology
creates new challenges. Many macroscopic laws of
physics are no longer valid in the mesoscopic re-

gime. Transport of electrons has been widely
studied and many new effects have been demon-
strated [21]. Similar phenomena appear for the
energy transfer [22,23] at nanoscale. It has been
known for some time that the radiative heat
transfer can be increased significantly at sub-
wavelength distances due to interference effects
and to the contribution of evanescent waves [24].
The first authors to introduce a complete formu-
lation of the problem were Polder and van Hove
[25] who used the type of formulation previously
used to discuss the Casimir force (i.e. a momentum
transfer). This problem has been discussed subse-
quently by many authors [26-30]. We have re-
cently shown [31,32] that the presence of surface
waves enhances by many orders of magnitude the
radiative heat transfer at nanometric distances. In
addition, most of the energy is transfered in a
narrow range of frequencies. Those frequencies
correspond to the resonances of the system, plas-
mons for electron systems, optical phonons for
ionic crystals. In this section, we will examine the
heat transfer through radiation tunelling for sili-
con and doped silicon. The importance of heat
transfer for silicon nanostructures is well known.
It is thus of interest to investigate what new phe-
nomena can be obtained when modifying the
doping.

We consider a simple configuration of two
plane parallel media at temperature 77 and 75
separated by a small gap. In order to simplify the
problem, the media are identical materials. Usu-
ally the conductive heat transfer due to the ballistic
flight of molecules between the two bodies is very
important and much larger than the radiative heat
transfer [33]. Nevertheless, we will see that with
doped silicon and at nanometric distances, the
radiative heat transfer may be enhanced by
the thermal excitation of a SPP. The derivation of
the radiative heat transfer was already given by
Polder and van Hove [25] and discussed exten-
sively in [32]. In essence, one derives the field in the
gap radiated by an ensemble of random currents in
the media. Once, the field is formally known, the
Poynting vector can be derived. Note that the field
is linearly related to the current density. Since the
mean value of the current is null, the mean value of
the field is also null. Yet, the quadratic mean value
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does not vanish. This can be evaluated using the
correlation function of the current density which is
given by the fluctuation-dissipation theorem [34].
By assuming that temperatures of the two media
are close enough, the flux can be linearized and
cast in the form AR (T} — T3) [25]. AR can be split up
in two parts: one due to propagating waves and
the other to evanescent waves [32,35]. We plot
these two contributions versus the distance d sep-
arating the two bodies for the n-doped silicon with
N =3 x 10" cm™* (Fig. 10) at T = 300 K. When
d <1 pym, the contribution of the evanescent
waves becomes very important and larger than the
contribution of the propagating waves by several
orders of magnitude. This is due to the fact that
the exponentially decaying evanescent waves can
tunnel through the gap and transfer energy when
the distance is smaller than the typical wavelength.
This effect has already been observed and ex-
plained in the case of SiC. In particular, the role of
surface-phonon polaritons has been shown [32,35].
In this case, the microscopic mechanism describing
the energy transfer is a phonon—phonon collision.
Indeed, atoms on each side of the gap can interact
through a Coulomb potential if the gap width is
small enough. For the doped silicon, we observe
exactly the same effects with surface-plasmon po-
laritons. Surface plasmons on both sides of the gap
can interact. This results in an enhancement of AR

10000 ——~ propagating waves contribution 4
—-— evanescent waves contribution
total

h" (W.m?K")

0 .
10° 107

10° 107 10°
d (m)
Fig. 10. Radiative heat transfer coefficient AR versus the dis-

tance d between two bodies of n-doped silicon with
N =3x10" cm™ at T = 300 K.

when decreasing d. We find that AR depends on the
distance between the two media as 1/d>.

We have seen in the previous sections that a
surface wave introduces important spectral effects.
In order to analyse the radiative heat transfer at
small distances, a monochromatic radiative heat
transfer coefficient 4R has been introduced [33,35].
The product of this coefficient in Wm=2K~! Hz™!)
by the temperature difference between the materials
yields the monochromatic heat flux per surface unit.
We plot this coefficient in Fig. 11 for a temperature
T = 300 K and two distancesd = 10 pm (Fig. 11(a))
and d = 10 nm (Fig. 11(b)). We have separated the

(a) ' A '
—-—- s—pol. PW contribution
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----- p—pol. SW contribution
T 1.0e-14 ]
=
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0.0e+00 i
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(b) 2.0e-10 . .
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—‘N
T
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E
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0.0e+00 10'14 *—*'146‘5
® (rad.s")

Fig. 11. Monochromatic radiative heat transfer coefficient 4R
versus frequency for two bodies of n-doped silicon with
N =3x10" em™ at T =300 K for two different distances d
between the bodies. (a) d = 10 um, (b) d = 10 nm, in this case
we present only the p-polarized surface waves contribution. SW
and PW stand for surface waves and propagating waves,
respectively.
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different contributions of the p- or s-polarized eva-
nescent and propagating waves. One can see in
Fig. 11(a) that the part due to the propagating waves
is larger than the one due to the surface waves. The
SPP is a p-polarized wave, therefore the contribu-
tion of the s-polarized evanescent wave does not
appear in this figure. When d = 10 nm, the contri-
bution of the propagating waves is negligible. The
radiative heat transfer coefficient A® is enhanced by
five orders of magnitude and becomes quasi-
monochromatic. As mentioned above, we ascribe
this peak to the surface-plasmon polariton. Indeed,
the location w, of this peak corresponds to
€'(wp) = —1 which is the frequency where the den-
sity of electromagnetic states becomes very large (cf.
Section 2) due to the presence of a SPP.

5. Conclusion

In this paper, we explored the possibility of
using surface-plasmon polaritons to generate in-
tense and spatially coherent thermal fields on
doped silicon. The key feature of doped silicon is
that by controlling its doping, one can shift the
plasma frequency. It is thus possible to shift the
peak of the density of states in the near field. We
have shown how this could be used to design ef-
ficient infrared sources of light. Particularly, the
first type of infrared light source which we design
in this paper is equivalent to the source produced
in [4]. It produces narrow lobes of light, i.e. it is a
spatially partially coherent source. The second
type of source is a quasi-isotropic source of light
with a large emissivity at a given frequency.

We also studied the problem of radiative
transfer between two doped silicon surfaces held at
subwavelength distances. The existence of surface-
plasmon polaritons on the doped silicon enhances
this radiative transfer at a particular wavelength: it
becomes larger by several orders of magnitude and
quasi-monochromatic. These results could be used
to modify the radiative cooling of silicon devices.
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We introduce a thermal conductance by using the fluctuation-dissipation theorem to analyze the heat
transfer between two nanoparticles separated by a submicron distance. Using either a molecular dynamics
technique or a model based on the Coulomb interaction between fluctuating dipoles, we derive the thermal
conductance. Both models agree for distances larger than a few diameters. For separation distances
smaller than the particle diameter, we find a transition regime characterized by a thermal conductance

larger than the contact conductance.
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Understanding and predicting the heat transfer between
two bodies separated by a nanometric distance is a key
issue both from the theoretical and applied points of view.
Most near-field techniques involve bringing a tip close to
an interface. In many cases, the tip and the interface
temperatures are not equal so that a heat transfer is gen-
erated. Superinsulating materials such as aerogels and
highly conductive media such as nanofluids also involve
heat exchanges between neighboring particles. However,
there is a lack of understanding of the physical mechanisms
involved. The heat transfer in quantum wells and at nano-
scale has been analyzed in the context of phonon transport
[1]. The heat transfer, through constrictions [2] or linear
chains [3-5], has been discussed in many papers. The
quantized thermal conductance has been studied both theo-
retically [6,7] and experimentally [8]. Yet all these works
rely on the concept of phonon, which is hardly valid for
small aggregates. Heat transfer between two planes sepa-
rated by subwavelength distances through electromagnetic
interaction has been first investigated by Polder and van
Hove [9] and later by many groups [10,11]. It has been
shown recently that this mechanism has a very large reso-
nance at the optical phonon frequency for polar materials
[12,13]. When the distance is decreased, the heat transfer
increases dramatically.

A still open question is how energy is exchanged be-
tween two objects, a tip and a surface for instance, just
before contact. The mechanisms involved are unclear.
Whereas radiative heat transfer (i.e., emission and absorp-
tion of photons) is negligible, near-field radiation (i.e.,
Coulomb interaction) may become important. Dipole-
dipole energy transfer also known as Forster energy trans-
fer is the dominant energy transfer mechanism between
molecules [14]. In this Letter, we explore the heat transfer
between two nanoparticles (NPs) separated by a distance
on the order of a few nanometers. We introduce a thermal
conductance that can be related to the fluctuations of the
heat flux using the fluctuation-dissipation theorem. We
then implement a molecular dynamics simulation to com-
pute the thermal conductance as a function of the separa-
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tion distance. An alternative approach is based on a direct
derivation of the heat flux between the two nanoparticles
modeled by fluctuating dipoles. We find that both models
agree and yield a 1/d° dependence for distances larger than
a few diameters. Yet when the distance is further de-
creased, we observe a stronger enhancement of the con-
ductance followed by a decay when the NPs are in contact.

Let us first define the linear response susceptibility,
relating the net heat flux Q;, exchanged between the two
NPs to the NPs temperature difference:

On(w) _
Ty

Gy (@)AT(w), (1)

where T is the mean temperature and w is the circular
frequency. The fluctuations of AT and Q,, are character-
ized by their power spectral densities Py7 and Py ,. When
combining Eq. (1) with the definition of the power spectral
density of a random stationary process X, Px(w)=
lim,_o, 7{|X7(w)[?), where X7 is the Fourier transform of
the restriction of X(,, to the finite time interval [0, 7], we
obtain

Ple(w)

p . (2)
|G, Tol?

Par(w) =
We now apply the fluctuation-dissipation theorem consid-
ering AT as the force and G, as the susceptibility. The
power spectral density of the temperature fluctuation is
given by the fluctuation-dissipation theorem [15]:
Re(GY,)

Pyr(w) = 55 0(w, Ty), (3)

AT |G12(w)|2 0

where O(w, Ty) is the mean energy of an oscillator

fiw/(e"®/*T — 1), and Re indicates the real part.
Combining Egs. (2) and (3) yields

Ple(w)

Re[G))(w)] = m-

“)

From Eq. (1), it is obvious that the thermal conductance

© 2005 The American Physical Society
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G1o = Q1,/AT is given by G|, = T,G7,. The static limit
(w = 0) of Eq. (4) indicates that the time integration of the
flux autocorrelation is directly proportional to the static
thermal conductance. From the Wiener-Khinchin theorem,
we have Py (@) = [T2(0,(0)015(1))e!dt, so that we
need to compute the temporal fluctuation of the flux be-
tween the two silica NPs. To this aim, we use the molecular
dynamics (MD) technique. It consists of computing all the
atomic positions and velocities as a function of time. Each
atom is modeled by a mass point whose trajectory is
described by the second Newton’s Law [16]:

Dty = mii;, &)
J

where m; and ¥; are the atomic mass and acceleration, and
f;; represents the force exerted by atoms j on atom i. The
interatomic forces describe the interaction in polar mate-
rials such as silica. They are derived from the van Beest,
Kramer, and van Santen (BKS) interaction potential [17] in
order to provide the full physical picture of the long range
electromagnetic and the repulsive-attractive short range
interactions. Accordingly, the BKS potential can be de-
composed into a Coulomb and a Buckingham potential.
The Buckingham part includes an exponential term to
describe the repulsive forces and a sixth power term that
represents the short range van der Waals attractive forces.
The Coulomb potential takes into account the interatomic
electrostatic forces. Neither a potential cutoff nor a limited
neighbors list are implemented in the force calculation. No
boundary conditions are applied. A fourth order Gear in-
tegration scheme [16] was used to provide the velocities v;

FIG. 1 (color online).

Snapshots of the NPs at time ¢ = 0 (top)
and 1 ps after (bottom). The crystalline structure rapidly dis-
appears and amorphous NPs are obtained. The color indicates
the work done by the atom under the electrostatic field of the
neighboring particle.

and the positions r; from Eq. (5). The time step of 0.7 fs
that is proposed in the literature [18] appears to be suffi-
ciently small to ensure the total energy conservation. The
simulation starts with two cubes of B-cristobalite crystals
separated by a few nanometers. The two NPs are heated up
during 2000 time steps to the same temperature 7, =
300 K by using a conventional Gaussian thermostat. The
[B-cristobalite is not stable at this temperature so that the
NPs lose their crystalline structure to become amorphous,
as illustrated in Fig. 1. Since the NPs positions are not
frozen, the van der Waals forces drive them to stick to-
gether. In order to avoid the artifacts due to the variation of
the inter-NP distance, we stop the simulation when a 10%
variation of the initial distance is reached. The error is
reduced by computing several phase ensembles for the
same macroscopic experiment. We also a posteriori
checked that the heat transfer is characterized by a relaxa-
tion time much smaller than the physical simulation time.
After the NPs have reached equilibrium, the exchanged
power Q;, between the nanoparticle noted NP1 and the
nanoparticle noted NP2 is computed as the net work done
by a particle on the ions of the other particle (see Fig. 2):

On = z fij v — Z £i-vi (6)
iENP1 iENPI
JENP2 JENP2

To provide a basis for comparison, we also derive the
spectral dissipated power Q;_,, in NP2 due to the electro-
magnetic interaction NP1 in the framework of fluctuational
electrodynamics [11]. The power at a given frequency can
be expressed as a Joule term generated by a monochro-
matic field [11,12]:

NP2

P

FIG. 2. Explanation schemes of the calculation of the power
dissipated in the NP2 due to the field emitted by the NP1. In the
MD computation (above), the power is computed as the work
produced by the atomic motions of the NP2 atoms in the
potential field generated by the NP1. In the electrostatic calcu-
lation (below), each NP is assimilated to one dipole (vectors p;
and p,) situated at the NP centers.

085901-2
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Ql—»Z(w) - —012|Emc(1'2)| (7)

where o is the imaginary part of the NP2 polarizability.
The modulus of the incident electric field is evaluated
simply by using a dipole approximation. Because the
separation distance d is smaller than the wavelength, re-
tardation effects can be neglected so that an electrostatic
approximation is valid. If in addition, d > R, where R
stands for the effective radius of the particle, each particle
is equivalent to a dipole. The incident field then takes the
form Elnc = G - p. G is the Green’s dyadic given by G =

4780 % L[1 — 3uu], where u is the unit vector r/r. Because

of thermal fluctuations, each particle has a random electric
dipole. The fluctuations-dissipation theorem yields the
correlation function:

(prpp) = —al (w)O(T), w)6(w — w6y (8)
T w

This equation yields «f from a MD calculation of
(prpp)- Using this result, and the form of the incident field
produced by a dipole, we obtain
3afal
4 3d6
The power exchanged between the NPs due to the dipole-
dipole coupling can finally be written as [11]

3 a’l’ (w)ah(w)
d6

Q1p = O(Ty, w). 9)

On(w) = [0(w, T)) = O(w, T1)]

(10)

This is drastically different from the usual radiative heat
transfer flux due to the emission and absorption of photons
in the far field [1 1]:

where c is the light velocity. We can linearize Eq. (10) to
obtain the following form of the conductance:

o (0) = O(w, T5)] (11)

3 [ 1
Gull) = 7 [ @' Toal@)ai(@ido 5, (12)

where O’ is the temperature derivative of the function ®.
The near-field and far-field contributions have the same
order of magnitude when d = 27c/w, but the dipole-
dipole heat transfer is 12 orders of magnitude larger
when d = 10 nm. In silica, the main contributions to the
integral in Eq. (11) are the resonant phonon-polariton
modes with frequencies equal to 20 and 33 THz . They
appear as sharp peaks in the polarizability spectrum and
therefore in the spectrum of the exchanged power. The
polarizability is proportional to the NP volume and G,
is proportional to the product a @}, so that the conduc-
tance should increase as the effectlve radius R to the power
six. Equation (11) also provides the conductance depen-
dence on the interparticle distance d = |r, — r|| as a d™©

law. The field produced by a dipole in the near field at a
distance d is proportional to d 3. It follows that the ex-
changed power is linearly dependent to d~°. In Fig. 3, the
thermal conductances are reported as a function of the
internanoparticle distance. In the distance interval (8-
100 nm), the MD (data points) and the dipole-dipole (thick
lines) models are in very good agreement. This constitutes
a validation of the molecular dynamics based near-field
analysis and also shows that the polarizability is relevant
up to nanometric sizes. At distances smaller than 8 nm (4
diameters), a deviation between the MD and the dipole-
dipole model appears. This deviation reaches 4 orders of
magnitude as compared to the dipole-dipole model. In
order to understand the origin of the enhanced heat trans-
fer, we have studied the contribution of the Buckingham
potential which is not taken into account in the dipole-
dipole model. We have evaluated separately the contribu-
tions of the three terms of the potential: repulsive and
attractive parts of the Buckingham potential and
Coulomb potential. The latter always dominate the transfer
in the range of investigation. Thus, the increase of the
conductance cannot be attributed to short range interac-
tions. It appears to be due to the contribution of multipolar
Coulomb interactions. Indeed, the field produced by a
particle cannot be considered as uniform in the neighbor-
ing particle when the separation distance is on the order of
the NP’s diameter. This explanation is supported by Fig. 3.
It is clearly seen that the deviation between both models

0,001
1,603 F ’l ¢ R=072nm|%_
21E-08
- ® R=1.10nm 3
~1E07 F i A A R=179nm| §
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FIG. 3. Thermal conductance G, vs distance d between the
centers of mass. R corresponds to the nanoparticle radius and N
is the number of atoms in each particle. While the MD (data
points) and the analytical (thick lines) predictions agree very
well when the interparticle distance is larger than the nano-
particle diameter, a deviation appears when d < 4R. The far-field
conductance due to emission and absorption is reported for
comparison. The inset highlights the conductance values when
the NPs are in contact ( gray data points). Their abscissa
correspond to 2R. The contact conductance is 2 to 3 orders of
magnitude lower than the conductance just before contact.
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occurs for a distance between particles which is between
4R and SR for the three cases studied. These results show
that the thermal conductance increases continuously when
the distance between NPs is decreased. It entails that the
strong coupling between the particles is responsible for a
transition regime between far-field radiation and
conduction.

We also have done calculations of the conductance when
the particles are in contact. Surprisingly, we find that the
contact conductance is smaller than the conductance for a
separation distance of the order of the particle radius as
seen in the insert of Fig. 3 for the two smallest particles.
Since the Buckingham contribution is negligible before
contact, the conductance is only due to the autocorrelation
of the Coulomb power (Q,,“Q,,°(#)). At contact, this last
quantity does not vary much but three other terms appear:
the pure Buckingham contribution (Q,,20,,8()) and the
cross terms (Q,°0,,5()) and (0,20 ,,()). The calcu-
lation shows that the cross terms are negative and on the
order of (Q,,80,,8(7)). Therefore the final sum is lower
than (Q,,°0,,(¢)). The origin of this decay is still an open
question. It might be possible that the contact produces a
correlation of the positions of the atoms of both particles
that results in a smaller fluctuation of Q,.

One can speculate on the properties of a chain of parti-
cles. It has been shown recently [20] that a chain of
metallic particles can be used as a waveguide of electro-
magnetic energy due to the coupling of surface plasmons
between neighboring particles. We have found that a simi-
lar coupling involving localized polaritons is responsible
for the heat transfer at small distances. These results sug-
gest that the thermal conductance of a chain of particles
might be larger than the conductance of a continuous rod.

In conclusion, we have reported an analysis of heat
transfer between two nanoparticles as a function of their
separation distance. We have used a MD technique and the
fluctuation-dissipation theorem to compute the thermal
conductance between two nanoparticles. We have also
introduced a model based on a dipole-dipole interaction.
Both models agree for distances larger than 2 diameters. In
all cases, the Coulomb potential and the resonant excitation
of the polariton modes are responsible for the large heat
transfer. At separation distances smaller than the diameter,
the heat transfer due to multipolar contributions is en-
hanced by several orders of magnitude. The heat transfer

before mechanical contact is found to be 2 to 3 orders of
magnitude more efficient than when the NPs are in contact.
These results show that the traditional separation between
conduction and radiation is no longer meaningful at these
length scales.
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Abstract

We review in this article the influence of surface waves on the thermally excited electromagnetic field. We study
in particular the field emitted at subwavelength distances of material surfaces. After reviewing the main properties
of surface waves, we introduce the fluctuation—dissipation theorem that allows to model the fluctuating electro-
magnetic fields. We then analyse the contribution of these waves in a variety of phenomena. They give a leading
contribution to the density of electromagnetic states, they produce both temporal coherence and spatial coherence
in the near field of planar thermal sources. They can be used to modify radiative properties of surfaces and to design
partially spatially coherent sources. Finally, we discuss the role of surface waves in the radiative heat transfer and
the theory of dispersion forces at the subwavelength scale.
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1. Introduction

Many condensed matter properties are determined by surface properties. Very often, surface waves,
which are electromagnetic eigenmodes of the surface, play a key role. Let us mention a few examples. It has
been demonstrated [ 1] that the lifetime of a molecule varies dramatically when a metallic surface is brought
ata distance smaller than a micron. This effect is due to the resonant excitation of surface plasmons. The van
der Waals force between a molecule and an interface is proportional to 1 /¢ + 1 ]2, where ¢ is the dielectric
constant of the medium. There is therefore a resonance for the particular frequency such that ¢ = —1. This
condition coincides with a branch of the dispersion relation of a surface wave. It can be viewed as a resonant
excitation of surface charge oscillations. It was shown in [2] that the van der Waals force between a molecule
and a surface can become repulsive depending on the relative position of the molecule and the surface
resonances. Enhanced scattering due to the resonant excitation of surface charges has also been demon-
strated for SiC in the infrared: a tip brought close to a surface generates a very strong scattering signal for
some particular frequencies corresponding to the excitation of surface waves [3]. Both experiments can be
understood by replacing the interface by an image whose amplitude is very large owing to the excitation of a
resonance of the surface charges. Surface enhanced Raman scattering (SERS) is partially due to the
enhancement of the electromagnetic field at the interface due to the excitation of a surface wave. The
resonance of the electromagnetic (EM) field at an interface is also responsible for the enhanced transmission
of a metallic film with a periodic array of holes [4,5]. The resonance of the EM field associated with the
surface mode is responsible for the so-called “perfect lens™ effect [6]. A key feature of all the above
examples is that they involve the interaction of a surface and an object in the near field of the structure. As it
will be explained in detail in Section 2, surface waves are evanescent waves whose amplitude decreases
away from the interface on a wavelength scale. In the far field, the influence of such modes is therefore
negligible. In the near field on the contrary, their role is essential.

We will see in Section 3 that surface waves can be excited by thermal fluctuations inside a body. The
role of surface waves in the modification of the density of EM states at the interface has a strong influence
on the thermally emitted fields. Their intensity is many orders of magnitude larger in the near field than in
the far field [7]. In addition, they are quasi-monochromatic in the vicinity of the surface. This entails that
their coherence properties are extremely different from those of the blackbody radiation [8]. There have
been recently several experiments that have probed these thermal fields in the near-field regime: heating
of trapped atoms [9], realization of a spatially partially coherent thermal source [10]. After reviewing
these experiments, we will show how an EM approach with random fluctuating thermal sources can be
used to describe and analyse these effects. It is based on the fluctuation—dissipation theorem. We will see
that the knowledge of the electromagnetic energy density gives access to a fundamental concept: the local
density of EM states. In Section 4, we study the EM coherence properties near a material supporting
surface waves and held at a temperature 7. We will see that the emitted field has very peculiar spatial
coherent properties in the near field. Indeed, the field can be spatially coherent over a length larger than
several tens of wavelength. We then use this property to design coherent thermal sources. In Sections 5
and 6 we show that the radiative heat transfer is enhanced by several orders of magnitude in the near field
when two material supporting surface waves are put face to face. We will consider three cases: two
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nanoparticles face to face, a nanoparticle near a plane interface and two semi-infinite half-spaces
separated by a narrow gap. In the last section, we will analyse the role played by the surface waves in the
Casimir force, i.e. in the force of interaction between two semi-infinite bodies. We will see that this force
is dominated in the near field by the interaction between surface waves. Finally, we review the work done
to analyse the contribution of fluctuating electromagnetic fields to the friction forces.

2. Introduction to surface electromagnetic waves

In this section, we give a brief introduction to the main properties of electromagnetic surface waves.
This particular type of waves exists at the interface between two different media. An electromagnetic
surface wave propagates along the interface and decreases exponentially in the perpendicular direction.
Surface waves due to a coupling between the electromagnetic field and a resonant polarization oscillation
in the material are called surface polaritons. From a microscopic point of view, the surface waves at the
interface of a metal is a charge density wave or plasmon. It is therefore called surface-plasmon polariton.
At the interface of a dielectric, the surface wave is due to the coupling of an optical phonon with the
electromagnetic field. It is thus called surface-phonon polariton. Plasmon polaritons and phonon
polaritons can also exist in the whole volume of the material. More details about this subject can be
found in textbooks such as Kittel [11], Ashcroft and Mermin [12] and Ziman [13]. In what follows, we
will focus our attention on surface polaritons propagating along a plane interface. Excellent reviews of
the subject can be found in [14-17].

2.1. Surface polaritons
Let us now study the existence and the behaviour of surface polaritons in the case of a plane interface

separating two linear, homogeneous and isotropic media with different dielectric constants. The system
considered is depicted in Fig. 1.

g(w) ()

z=0

Fig. 1. A plane interface separating medium 1 (dielectric constant &1, magnetic constant ;) and medium 2 (dielectric constant
&, magnetic constant ().
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Medium 1 (dielectric constant ¢; and magnetic constant w) fills the upper half-space, z > 0, whereas
medium 2 (dielectric constant & and magnetic constant u,) fills the lower half-space, z < 0. The two
media are supposed to be local and dispersive so that their complex dielectric and magnetic constants
only depend on w.

The three directions x, y, z shown in Fig. 1 are characterized by their unit vectors X,y,Z. A point in
space will be denoted r = (x,y,z) = xX + yy + zZ = (R, z), where R = xX + yy. Similarly, a wavevector
k = (ky, ky, k;) will be denoted by k = (K, y), where K is the component parallel to the interface and
y = k; the component in the z-direction.

A surface wave is a particular solution of Maxwell’s equations which propagates along the interface
and decreases exponentially in the perpendicular directions. Because of the translational invariance of the
system, it can be cast in the form

Ex,l

Ei(r,w) = | Eyi | expli(K-R+,2)] (medium 1), (1)
E. 1
Ex,2

Ex(r,w) = [ Ey2 | expli(K-R—y,z)] (medium 2), ()
E. >

where y; and y, are given by
vi = eiuky — K> withIm(y;) >0, 3)
V3 = eapokd — K* withIm(y,) > 0. “4)

Here ko = w/c, where c is the speed of light in vacuum. We now look for the existence of surface waves
in s (TE) or p (TM) polarization. In what follows, we shall assume that the wave propagates along the
y-axis.

2.1.1. s-Polarization (TE)
In s-polarization, the electric field is perpendicular to the plane (y,z). The electric field E is thus
parallel to the x-direction

E|(r,w) = E, 1 Xexp [i(K - R+ y,2)], ®)
E(r,w) = ExpXexp [i(K- R — y52)]. (6)

The magnetic field is then derived from the Maxwell equation H = —iV x E/(u(w)w). The
continuity conditions of the parallel components of the fields across the interface yield the following
equations:

Ex,l - Ex,2 = 0’ (7)
14 14

Vig 2 Y2p, o (8)
231 2

We search a mode of the system which is a solution of the homogeneous problem. The system has a non-
trivial solution if and only if

Moy + m1ya =0. )
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Taking into account Eqgs. (3) and (4), one obtains from (9) the surface-wave dispersion relation for
s-polarization:

2 _ a)_2 Pitalpatr — e

(10)
& p3(o) - pi(w)
For the particular case where ¢; = ¢p = ¢, the dispersion relation takes the simple form:
2
K2 — 60_2 i (@) po (@) ' (11)
ct py(o) + pa(w)
2.1.2. p-Polarization (TM)
For p-polarization, the electric field lies in the plane (y,z) and can be cast in the form:
0
Ei(r,w) = | Ey1 | exp[i(K-R+y2)], (12)
E. 1
0
Ex(r,w) = [ Ey» | exp[i(K-R—y7)]. (13)
E.
The continuity of the tangential electric field yields
Ey1 —Eyy =0. (14)

The Maxwell equation V - E =0 imposes a relation between the two components of the electric
field

KE,, — y2E.» = KEy 1 +y1E;1 = 0. (15)
The continuity of the z-component of D yields

g1k, 1 = &k, ). (16)
Inserting (16) and (14) into (15) yields

g1y, + ey =0. (17)

Taking into account Egs. (3) and (4), one obtains from (17) the surface-wave dispersion relation for
p-polarization:

2
o e18lep — ¢
K2 == 182 251 . 1/«02]. (18)
c &5 — &
For the particular case where ; = w, = u, the dispersion relation takes the simple form
2
1) e1(w)er(w
k=2, _ai(@)er (o) (19)

2 g (w) +e(w)’

2.1.3. Remarks
e When the media are non-magnetic, there are no surface waves in s-polarization. Indeed, the imaginary
part of the z-components y; is always positive, so that y| + y, cannot be zero.
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e At a material-vacuum interface (¢; = u; = 1), the dispersion relation reads in p-polarization.

a) &(w)

It follows that the wavevector becomes very large for a frequency such that & (w) + 1 = 0.

e The conditions (9) and (17) correspond to the poles of the Fresnel reflection factors. To search these
poles is an alternative and simple way to find the dispersion relation. This is particularly useful when
searching the dispersion relation for multilayers system.

e For non-lossy media, one can find a real K corresponding to a real w. This mode exists only if
& < — 1 in the case of an interface separating a vacuum from a material.

e In the presence of losses, the dispersion relation yields two equations but both frequency and
wavevector can be complex so that there are four parameters. Two cases are of practical interest: (i)
a real frequency and a complex wavevector and (ii) a complex frequency and a real wavevector.
These two choices leads to different shapes of the dispersion relation as discussed in [18-21]. The
imaginary part of w describes the finite lifetime of the mode due to losses. Conversely, for a given
real w, the imaginary part of K yields a finite propagation length along the interface.

e The dispersion relation (20) shows that for a real dielectric constant ¢y < — 1, K > w/c. This mode
cannot be excited by a plane wave whose wavevector is such that K < w/c. In order to excite this
mode, it is necessary to increase the wavevector. One can use a prism [14,22,23] or a grating [18]. A
scatterer can also generate a wave with the required wavevector.

2.2. Dispersion relation

In this section, we will consider two types of surface waves: surface-plasmon polaritons and surface-
phonon polaritons. Surface-plasmon polaritons are observed at surfaces separating a dielectric from a
medium with a gas of free electrons such as a metal or a doped semiconductor. The dielectric constant of
the latter can be modelled by a Drude model:

w2

p

e(w) = ex FLire (21)
where w;, is the plasma frequency and I" accounts for the losses. Using this model and neglecting the
losses, we find that the resonance condition &(w) + 1 = 0 yields w = w,/ /2. For most metals, this
frequency lies in the near UV so that these surface waves are difficult to excite thermally. By contrast,
surface-phonon polaritons can be excited thermally because they exist in the infrared. They have been
studied through measurements of emission and reflectivity spectra by Vinogradov et al. [24]. Let us study
the dispersion relation of surface-phonon polaritons at a vacuum/silicon carbide (SiC) interface. SiC is a
non-magnetic material whose dielectric constant is well described by an oscillator model in the 2-22 pm
range [25]:

2 2
wf — w
I =g l+—2L T 22
(@) oo( w%—a)z—il“w) (22)

with o, = 969 cm ™', wr =793 cm™!, I’ = 4.76 cm ™' and &5, = 6.7. The dispersion relation at a SiC/
vacuum interface is represented in Fig. 2. This dispersion relation has been derived by assuming that the
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2.0x10" 4

1
1.4x10°
K(m")

Fig. 2. Dispersion relation for surface-phonon polariton at a SiC/vacuum interface. The flat asymptote is situated at
Wasym = 1.784 x 10" rad s~'. The slanting dashed line represents the light cone above which a wave is propagating and
below which a wave is evanescent.

2.0x10" —

1.9 —

1.8

o(rads™)

1.7

1.6 -

18 = I I I 1 1 I 1
0.0 0.2 0.4 06 0.8 1.0 12 1.4x10°

K (m’)
Fig. 3. Dispersion relation for surface-phonon polariton at a SiC/vacuum interface. Real w chosen to obtain a complex K. The

real part of K is represented. The horizontal asymptote is situated at wasym = 1.784 X 10" rad s™'. The slanting dashed line
represents the light line above which a wave is propagating and below which a wave is evanescent.
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T T T T 1
10.0 10.5 11.0 11.5 12.0x10°

Fig. 4. Surface-wave decay length along the z-direction in mediums 1 and 2 vs. the wavelength for a SiC—vacuum
interface.

frequency w is complex and the parallel wavevector K is real. This choice is well suited to analyse
experimental measurements of spectra for fixed angles. The width of the resonance peaks observed is
related to the imaginary part of the frequency of the mode. We note that the curve is situated below the
light cone w = ¢K so that the surface wave is evanescent. We also observe a horizontal asymptote for
Wasym = 1.784 x 10" rad s~ ! so that there is a peak in the density of electromagnetic states. We will see
in the next sections that the existence of surface modes at a particular frequency plays a key role in many
phenomena.

100

ol

L/A

0.1

T T 1
10.0 10.5 1.0 11.5 12.0x10°

A (m)

Fig. 5. Surface-wave propagation length along the interface vs. the wavelength A.
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In Fig. 3, we have shown the dispersion relation obtained when choosing a real frequency w and a
complex wavevector K. The real part of the complex wavevector is represented. It is seen that the shape of
the dispersion relation is significantly changed. A backbending of the curve is observed. This type of
behaviour is observed experimentally when performing measurements at a fixed frequency and varying
the angle. Observed resonances in reflection or emission experiments have an angular width which is
related to the imaginary part of the complex wavevector.

We have plotted in Fig. 4 the surface-wave decay length in the direction perpendicular to the interface
versus the wavelength. From Eqgs. (1) and (2), it is seen that the amplitude of the electromagnetic field
decreases exponentially in the z-direction with a decay length §; = 1/Im(y;) in medium 1 and 8, =
1/Im(y,) in medium 2. We note that the smallest penetration depth in SiC is obtained for the frequency
wasym- At this frequency, losses are very large.

We study in Fig. 5 the surface-wave propagation length along a SiC—vacuum interface. It is given by
the inverse of the imaginary part of the parallel wavevector L = 1/Im(K). Around wasym, L is minimum.
It can be as large as several tens of wavelengths.

It will be seen below that the existence of these surface modes is responsible for a long coherence time
and a long coherence length of the electromagnetic field in the near field.

3. Fluctuation—dissipation theorem: cross-spectral density

In this section, we introduce the tools and methods that are useful to derive the field radiated by a body
in thermal equilibrium at temperature 7 both in the near field and in the far field. Whereas the
phenomenological theory of radiometry based on geometrical optics describes correctly the field emitted
in the far field, it fails to predict the behaviour of the emitted radiation in the near field. Indeed,
geometrical optics does not include evanescent waves. A new framework to describe thermal radiation is
thus needed. Such a framework has been introduced by Rytov [26,27] and is known as fluctuational
electrodynamics. The key idea is that for any material in thermal equilibrium, charges such as electrons in
metals, or ions in polar crystals undergo a random thermal motion. This generates fluctuating currents
which radiate an electromagnetic field. A body at temperature 7'is thus viewed as a medium with random
currents that radiate the thermal field. The statistical properties of this field can be determined provided
that: (i) the statistical properties of the random currents are known and (ii) the radiation of a volume
element below an interface is known. The first information is given by the fluctuation—dissipation
theorem (FDT), the second is given by the Green’s tensor of the system.

This approach is very similar to the Langevin model for Brownian motion. Langevin [28] introduced a
random force as a source for the dynamical equations of the particles. This allows us to derive the
statistical properties of their random motion. An important feature of the model is that the random force is
not arbitrary. Its correlation function is related to the losses of the system by the FDT. In the case of
random electromagnetic fields, the dynamic equations for the fields are Maxwell equations. We need to
introduce an external random source to model the fluctuations of the field. These external sources are
random currents. The key issue now is to know the statistical properties of these random sources. They
are given by the FDT. The remaining of this section introduces the technical tools needed to derive the
radiated field. The first part is devoted to the statistical properties of the random currents given by the
FDT, the second part deals with the FDT applied to the EM fields. The Green’s tensor are given in
Appendix A.
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3.1. Cross-spectral density

The spectral analysis of a signal is usually done using its Fourier transform. In the case of a
stationary stochastic signal, the Fourier transform cannot be computed in the sense of a function
because the integral is not square integrable. However, it is possible to compute the Fourier transform
of the time-correlation function of the random signal. In what follows, we will be interested in the
space-time-correlation function of the electromagnetic fields (Ex(r,?)E;(r',¢)). For a stationary field,
this correlation function depends only on ¢ — #. Its Fourier transform £y (r,r’,w) is called cross-
spectral density:

oo

Eulr,r' w) = / (Ex(r, ) E/(x', 1)) =) d(t — 7). (23)
—00

Note that for r = r’, the above equation reduces to the Wiener—Khinchin theorem that relates the power

spectral density of a random stationary signal to the Fourier transform of its time-correlation function

[29]. It is convenient to introduce a correlation function of the Fourier transforms using generalized

functions:

(Ex(r,0)E} (¥, ) = 278(w — &) Ey(r, 1, ). (24)

3.2. Fluctuation—dissipation theorem for the current density

The FDT derived by Callen and Welton [30] yields a general form of the symmetrised correlation
function of a vector X(r,w). Whereas for classical quantities, the symmetrization does not change
the results, it plays an important role in quantum mechanics for non-commuting observables. If
the cross-spectral density of X is defined by Xj;, we define the symmetrised correlation function
of X by

XS) = %[X]d + X (25)

The symmetrised correlation function of the dipole moment of a particle in thermodynamic equilibrium
with polarizability « defined by p; = eyga;jE; can be written as [30,31]:

h
(pr(@) P ()5 = 278(0 — )P (@) = hicoth <%> Im(egots ()]278(w — o), (26)
B
where the brackets denote an ensemble average. In the preceding expression # is the reduced Planck
constant and kg the Boltzmann’s constant.
For a bulk in thermodynamic equilibrium at temperature 7, the symmetrised correlation function of the
polarization density can be written as [30,31]:

(Pe(r, )P} (X, &))s = 278(e — )P (r,¥, o)

i
= ficoth <2k‘”T> Imegey (r, ¥, )]278(w — o), (27

B



70 K. Joulain et al./Surface Science Reports 57 (2005) 59-112

where the spatial dependence of the dielectric constant accounts for a possible non-locality. From this
equation, we can easily derive the correlation function of the current density j = —iwP:

h
(el )i ) = oo (2

Note that if the medium is isotropic and local, the quantity Im[ey(r,r’,w)] becomes
Im[e(r, )]818(r — r’). We also note that:

hiw hw 1 1
2 coth (2 = hoo| - 29
2 ¢ <2kBT) w[2+exp(ha)/kBT)—l] 29)

is the mean energy of a harmonic oscillator in thermal equilibrium. In the following we will also use the
compact notation

) Im[egeg (r, ¥, )]278(0 — o). (28)

B hw
~exp (hw/kgT) — 1

for the mean energy of the harmonic oscillator without the zero point energy hw /2.

Ow,T) (30)

3.3. Fluctuation—dissipation for the fields

Another very useful application of the fluctuation—dissipation theorem yields a relation between the
cross-spectral density of the fluctuating fields at equilibrium and the Green’s tensor of the system [31].
The Green’s tensor appears as the linear response coefficient relating the fields to their sources. Note that
these quantities are defined in classical electrodynamics. In what follows, we will use three different
Green’s tensors defined by

—EE
E(r, ) :iuow/d3r/G (r,r,0)j(r', w), (31)
— HE
H(r,w) = / &er G (r,r,0)j, o), (32)
and
«— HH
H(r,w) = / A G (rr, oM, o). (33)

In this last equation GZH is the Green tensor relating the magnetic field to the magnetization M. Note that
<~ HE < HH < EE
both G and G  are related to G  through the Maxwell equations [32].

- AE / Mo — EE /
G (rr,w)=——Vex G (rr,w), 34)
( ) ) U ( ) (
— HH w — EE
G (rr,0)=—2V;xG (r,r,0) Vyx. (35)
ju(r)

Explicit forms of the Green’s tensors are given in Appendix A.
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The cross-spectral correlation function of the electromagnetic field at equilibrium or blackbody
radiation then reads [31]:

e
|2kpT
This last equation is the FDT for the electric field. The cross-spectral correlation function of the magnetic
field obeys a similar relation

Sl(j) (r,r,w) = Mohwzcoth Im[GflE(r, r, o). (36)

e ]
|2kpT |
These relations yield the coherence properties of the equilibrium field provided that the Green’s tensor of
the system are known. Note that the Green’s tensor is a classical object so that the vacuum fluctuations are

already included in the above formalism. It is also important to note that the Green’s tensor can be
computed including the losses of the system.

H,(ds) (r,r,w) = cohiw’coth Im[GﬁH(r, r, o). 37)

3.4. Relation between symmetrised correlation function and observables

In what follows, we will use the FDT either with ©(w,T) or with (hw/2)coth[hiw/2kgT| =
O(w,T) 4+ hew/2. The former amounts to drop the vacuum energy fw/2. This choice can be justified
using a heuristic argument [27]. When it comes to the derivation of fluxes, the vacuum energy cancels when
taking the difference between emission and absorption [27]. Instead, when computing the Casimir force,
one has first to compute the energy variation of the electromagnetic field in the space between two parallel
plates. In that case, the vacuum fluctuation energy 7w /2 plays a fundamental role and cannot be ignored so
thatitis kept in the calculation. This procedure may seem arbitrary. A more rigorous approach to the choice
of the relevant form of the FDT can be derived from quantum electrodynamics as discussed by Agarwal
[31]. It can be shown that when the process studied involves an absorption measurement, the relevant
correlation function is the normally ordered correlation function [29]. If the measurement involves a
quantum counter, then one needs to calculate the antinormally ordered correlation function [29]. The
relevant forms of the FDT are given in the paper by Agarwal [31]. We show in Appendix B that one can end
up with an effective cross-spectral density defined for positive frequencies only. This effective cross-
spectral density depends on the type of measurement. The time-correlation function can be written as:

(Ex(r,t+ D)E/(r' 1)) = Re { / ‘;‘—j;’exp () (r,1, )|, (38)
0

where the effective cross-spectral density Sz}cf(r, r’, w) that should be used for an absorption measure-

ment is given by:

£y (1,7, 0) = oo In[GEF (v, 0))0(w, T), (39)
and the cross-spectral density appropriate for a quantum-counter measurement is given by:
El(j) (r,v, 0) = 4opy Im[GEF (v, v, 0)][O(w, T) + ). (40)

Only the latter includes the energy of vacuum fluctuations. For the sake of comparison, we also report the
symmetrised form appropriate for positive frequencies only:

81(5)(1', r/, a)) =dwug Im[Gfl(l‘, I'/’ a))] [@(w, T) + h7w:| . 41
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A simple rule can thus be used when starting with the usual symmetrised FDT as given by (36) in order
to get the relevant correlation function for a process involving absorption: (1) restrict the spectrum to
positive frequencies, (2) multiply the spectrum by 2, (3) remove the energy fluctuation contribution and
(4) take the real part of the Fourier transform.

3.5. Fluctuational electrodynamics out of equilibrium

In the previous section, we have given the form of the cross-spectral densities of the fields and current
densities at equilibrium. However, it is possible to derive the fields radiated by a system out of
equilibrium. The approach is based on the FDT for the current density. Assuming local thermal
equilibrium, we can derive the statistical properties of the currents. We can thus derive the fields
radiated by a system with an inhomogeneous temperature field. Although the mean values of the fields are
zero, their correlations are non-zero. Let us consider for instance the symmetrised cross-spectral
correlation function of the electric field

(Ex(r,0)E; (', 0))g = <,u%a)2 / dry &ry GEE(r,v1, 0)GEE* (¥ 12, ) jiu (11, ) j;;(rz,w')>.
(42)
Using the FDT for the fluctuating currents (28), we obtain

(Er, o)} ))s =5 [ & tml(ry)]
171
X [@[a), T(ry)] + Tw} GEE(r, 1), 0)GEE* (¥ 11, ) 278 (00 — ). (43)

With the help of the FDT, we have seen that it is possible to calculate all kinds of cross-spectral spatial
correlation functions involving the electric and the magnetic fields. With these functions, we are
now able to calculate other quantities such as the energy density, the Poynting vector or the Maxwell
stress tensor. In the case of thermal equilibrium situations, we will use the application of the FDT
for the fields which give simpler expressions. Nevertheless, in non-equilibrium situation such as the
study of heat transfer between materials held at different temperatures, these expressions are no longer
valid. It is however still possible to use the fluctuation—dissipation theorem for the currents by
assuming local thermal equilibrium. It will thus be possible to derive the fluxes for non-equilibrium
situations.

4. Electromagnetic energy density and local density of states (LDOS)

In this section, we will study how the electromagnetic energy density is modified by the presence of
material media. We shall first examine the amount of electromagnetic energy emitted by a half-space at
temperature 7. It will be shown that the density of energy is dramatically different in the near field and in
the far field when surface waves are excited. The second point that we address is the general problem of
the definition of the local density of electromagnetic states. Whereas it is possible to derive the density of
electromagnetic states for a non-lossy system by searching the eigenmodes, the lossy case is more
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difficult. An alternative approach was introduced by Agarwal [33] based on the FDT. Using this
approach, we will discuss the role of surface waves.

4.1. Density of emitted electromagnetic energy

Let us return to the configuration described in Fig. 1. We calculate the electromagnetic energy density
in the vacuum above a material (medium 2) at temperature 7 due to the emission of this material. We do
not take into account the energy incident on the medium. In order to retrieve the density of energy at
equilibrium, we should include the energy incident on the surface. The density of energy in vacuum reads
(see [34, p. 242])

(U) = 3480w 0R) + 20 P) = [ 5 o), (44)

where we have introduced a spectral density of energy ui;. The details of the derivation are given in
[7,35]. The basic procedure amounts to derive the field radiated by the random currents in the lower half-
space. Adding the electric and magnetic contributions, the total electromagnetic energy above a medium
at temperature 7 in a vacuum at 7 = 0 K is

el @) = 22T /w/CKdK (L= Irip) + (1 = 115y P)

& @) = T 263 o kolyi] 2
/°°4K3dK Im(rfy) +Im(rfy) 21m(y,)e (45)
w/c k8|V1| 2 ,

where the Fresnel reflection factors are given in Appendix A.

4.2. Discussion

In order to illustrate this discussion, we study the density of electromagnetic energy above some
specific materials. Let us first consider a material supporting surface waves in the infrared such as SiC. In
Fig. 6, we plot the energy density u(z, @) versus the frequency at different distances of a semi-infinite
interface of SiC. The semi-infinite medium is at temperature 7 = 300 K whereas the vacuum is at
T =0 K. Note that at 7T =300 K, Wien’s law gives a peak wavelength for thermal radiation
Awien = 10 pm. In the far field, i.e. for distances d larger than Awien /27, the energy density spectrum
resembles that of a blackbody. The difference with a Planck spectrum comes from the fact that SiC is a
very reflecting material around A = 10 um or @ = 1.7 x 10 rad s~ '. Thus, its emissivity is small in
this frequency interval.

This property is easily recovered from the electromagnetic energy due to propagating waves only (first
term in (45))

A 1— [, +1 -,
ot (2,0) = (@, T) / i us 5 il (46)
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Fig. 6. Total electromagnetic energy density above a plane interface separating SiC at 7 = 300 K from vacuum at 7 = 0 K.

where we have used 27K dK = k(z)cos (0) ds2, 0 is the angle between the emission direction and the
normal of the surface. The integral is performed over a half-space and

ha’ 1 - *

0
T)= =
W@, T) 723 exp (hw/kT) —1 723

O(w,T) @7)

is the electromagnetic energy density in a cavity at thermal equilibrium 7. In the far field, the evanescent
waves do not contribute to the energy density because of the exponential decay (e 2 Im(y1)2). We note that
if medium 2 is totally absorbing (rl’p = 0), the energy density due to propagating waves is half the energy
calculated in a vacuum at thermal equilibrium. This is not surprising since we are computing only the
emitted part of the radiation. In the case of equilibrium radiation, there is also the contribution of the
radiation coming from the upper half-space. We note that in (46), the emissivity appears to be
(1= [ry(0, )"+ 1 — |1, (o, 2)]%)/2. It is thus the half sum of the energy transmission factors
for both polarlzatlons. Thermal emission by a half-space can be viewed as a transmission process of a
blackbody radiation in the material medium through an interface. This point of view yields insight in
Kirchhoftf’s law. Indeed, the equality between emissivity and absorptivity appears to be a consequence of
the equality of the transmission factor when interchanging source and detector.

At a distance z = 3 wm which is slightly larger than Awien /27, the energy density spectrum changes
drastically and a strong peak emerges. At 100 nm from the interface, one observes that the thermal
emission is almost monochromatic around @ = 1.78 x 10'* rad s™'. At this frequency the energy
density has increased by more than four orders of magnitude. The peak corresponds to the excitation of a
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surface wave. This distance is in agreement with the decay length of the surface waves as discussed in
Section 2. At distances much smaller than the wavelength, we enter a regime that we call extreme near
field. The leading contribution comes from the very large wavevectors K in the energy density integral. At
large K, it can be shown that y; ~iK, so that Im(r},) tends to zero and Im(r},) tends to its electrostatic
limit (& — 1)/(&x 4+ 1). We finally obtain a very simple asymptotic form of the energy density

©*  Imfey(w)] 1

42 |y (w) + 1 (ko2)?

Utot

O(o,T), (48)

showing that the energy density will diverge at the frequencies where ¢; = —1. These are the frequencies
where the dispersion relation has horizontal asymptotes. For lossy materials, a resonance will occur at
the frequency where Re(ey) = —1 provided that absorption (i.e. Im[e;]) is not too large. Let us mention that
the resonance of the reflection factor in the electrostatic limit has been observed experimentally by
Hillenbrand et al. [3]. A spectrum of the light scattered by a tip very close to a surface shows a peak for
the resonance frequency. This peak is due to the field emitted by the image of the tip. Indeed, its amplitude is
proportional to the reflection factor (e; — 1)/(e2 + 1) and is therefore resonant when Re(ey) = —1.

In order to prove that this surprising behaviour is not specific to SiC, we plot in Fig. 7, the energy density
spectrum above a flat interface of glass. This material is amorphous so that the optical phonons are poorly
defined. Here again, the energy density spectrum resembles that of a blackbody in the far field whereas peaks
emerge while approaching the surface. The strongest peakisatw = 9.2 x 10'3 rad s™' and the weakest one
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Fig. 7. Electromagnetic energy density above a plane interface separating glass at 7 = 300 K from vacuum at 7 = 0 K.
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at @ = 2.2 x 10" rad s™". These frequencies are solution of Re[ey(w)] = —1. Yet, the corresponding
surface waves have a very short propagation length.

Not all materials supporting surface waves exhibit strong peaks in their near-field thermal energy density
spectrum. Indeed, as it can be seen in (48), a peak is exhibited if the frequency where &, (w) approaches — 1
corresponds to a frequency range where ®(w, T) is not too small. For example, metals exhibit surface-
plasmon polariton in the UV or visible range where ®(w, T') is exponentially small at ambient temperature.
Thus metals do not exhibit strong peak in their thermal energy density spectrum in the near field.

4.3. Local density of states

The density of states (DOS) is a fundamental quantity from which many macroscopic quantities can be
derived. In statistical physics, the DOS allows to calculate the partition function of a system from which
all the macroscopic properties follow. The local density of states (LDOS) is useful to study a non-uniform
system. The local density of electronic states is widely used in solid state physics. It has been shown [36]
for instance that a scanning tunneling microscope images the electronic LDOS. The local character of the
LDOS clearly describes the spatial distribution of electrons in the solid. A similar spatial dependence is
also relevant for electromagnetic waves. Whereas the intensity is uniform in a vacuum in equilibrium,
this is not the case in a waveguide or above an interface. The distribution of the energy is no longer
uniform. Whereas LDOS is well defined for electrons in solid state physics [37], its electromagnetic
counterpart is not very well defined in the literature. As compared to electronic systems, two differences
must be taken into account: the vectorial nature of the fields and the existence of losses.

In electrodynamics, the LDOS is used in different contexts. From Fermi’s golden rule, it is known that
the DOS determines the radiation rate. It can be shown that the lifetime of an atom with an electric dipole
along a unit vector u is inversely proportional to Im[u - GEE - u]. This is often referred to as the LDOS. To
avoid confusion, we shall refer to this quantity as the projected LDOS. It is the relevant quantity that one
needs to study when designing a microcavity or a photonic crystal to tailor emission properties. Yet, note
that only those states that can be coupled to the dipole are taken into account. Thus it is not a good
definition if one is interested in the total energy of the system. Such a quantity is required when
computing dispersion forces [38,39] or shear forces [40] for instance. Those forces depend on the energy

stored in all available modes. In a vacuum, the LDOS can be shown to be given by the imaginary part of
< EE
the trace of the Green’s tensor G . This seems to be a straightforward extension of the scalar result

which is proportional to the imaginary part of the Green function. The vacuum form is thus usually
assumed to be valid for any other situations [41-43]. In what follows, we will summarize a recent analysis
of the LDOS [44] that follows the original approach by Agarwal [33]. It will be seen that the LDOS is not
< EE

given by the imaginary part of the trace of the Green’s tensor G . It will also appear that surface waves
dominate the LDOS close to an interface.

We consider a system in thermal equilibrium at temperature 7. In a vacuum, one can define the
electromagnetic energy U(w) by the product of the DOS p(w) by the mean energy of each state at
temperature T:

ho

U(w) = p(w) exp (hw/kgT) — 1"

(49)
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We can now introduce [7,44] a local density of states by using as a starting point the local density of
electromagnetic energy U(r, ») at a given point r in space, and at a given angular frequency w. This can
be written by definition of the LDOS p(r,w) as

ho

Ulr,w) = plr,) exp (hw/kgT) —1°

(50)

The density of electromagnetic energy is the sum of the density of electric energy and of the density of
magnetic energy given in (44). In equilibrium, it can be calculated using the system Green’s function and
the fluctuation—dissipation theorem. We start from the electric and magnetic field correlation functions
for a stationary system

(Ex(r,0)E/(r',1')) = Re [ /0 (21—2)59) (r,r', ) e‘“‘)("f’)} : (51)
(H(r,t)H,(r' ;7)) = Re [/0 Czl—;)H,gl\I) (r,r', w) e_i‘”(’_’/)}, (52)

with 7 = ¢'. The cross-spectral density for normally ordered fields is given by (39). It follows that the
energy per unit volume can be cast in the form [33,44]:

hw ® T
—Im Tr
exp (hw/kgT) — 1 wc?

EE — HH
Ulr,w) = [

G (rro)+G (r,r,a))]. (53)

A comparison of Egs. (50) and (53) shows that the LDOS is the sum of an electric contribution oF and a
magnetic contribution p':

w —EE — HH
plra) = LT[ G (rr0) + 6 (rro)] = o) + o) (54)
e
In what follows, we shall discuss a few examples to illustrate the modification of the LDOS. It will be
seen that in some cases, the LDOS is accurately given by the trace of the electric Green’s dyadic but it can
also be very different.

4.4. Electromagnetic LDOS in simple geometries

4.4.1. Vacuum  EE  HH
In the vacuum, the Green’s tensors G and G  obey the same equation and have the same
boundary conditions. Therefore, their contribution to the electromagnetic energy density are equal:

—EE —~HH

m[G (r,r,0)] = Im[G (r,r,a))}:%?. (55)

The LDOS is thus obtained by multiplying the electric-field contribution by 2. After taking the trace, the
usual result for a vacuum is retrieved
2

pur.0) = py(0) = . (56)

As expected, we note that the LDOS is homogeneous and isotropic.
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4.4.2. Plane interface

We now consider a plane interface separating a vacuum (medium 1, in the upper half-space) from a semi-
infinite material (medium 2, in the lower half-space) characterised by its complex dielectric constant &; ().
The material is assumed to be homogeneous, linear, isotropic and non-magnetic. The expression of the
LDOS at a given frequency and at a given height z above the interface in vacuum is obtained by inserting the
expressions of the electric and magnetic Green’s tensors for this geometry [45] into Eq. (54). Note that in the
presence of an interface, the magnetic and electric Green’s tensors are no longer the same. Indeed, the
boundary conditions at the interface are different for the electric and magnetic fields.

Let us consider some specific examples for real materials like metals and dielectrics. We first calculate
p(z,w) for aluminum at different heights. Aluminum is a metal whose dielectric constant is well
described by a Drude model for near-UV, visible and near-IR frequencies [46]:

w2

1 _ p
#w) =1 w(w+il")’ ©7

with @, = 1.747 x 10'6 rad s~' and I" = 7.596 x 10'3 rad s™'. We plotted in Fig. 8 the LDOS p(r, »)
in the near UV-near IR frequency domain at four different heights. We first note that the LDOS increases
drastically when the distance to the material is reduced. As discussed in the previous section, at larger
distances from the material, one retrieves the vacuum density of states. Note that at a given distance, it is
always possible to find a sufficiently high frequency for which the corresponding wavelength is small
compared to the distance so that a far-field situation is retrieved. This is clearly seen when looking at the
curve for z =1 wm which coincides with the vacuum LDOS. When the distance to the material is
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Fig. 8. LDOS vs. frequency at different heights above a semi-infinite sample of aluminum. From [44].
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Fig. 9. Density of states contributions due to the propagating and evanescent waves compared to the total density of states and
the vacuum density of states. These quantities are calculated above an aluminum sample at a distance of 10 nm. From [44].

decreased, additional modes are present: these are the evanescent modes which are confined close to the
interface and which cannot be seen in the far field. Moreover, aluminum exhibits a resonance around
w=wy/ V2. Below this frequency, the material supports surface-plasmon polaritons so that these
additional modes are seen in the near field. This produces an increase of the LDOS close to the interface.
The enhancement is particularly important at the resonant frequency which corresponds to
Re[ex(w)] = —1. This behaviour is analogous to that previously described in Section 4.1 for a glass
surface supporting surface-phonon polaritons. Also note that in the low frequency regime, the LDOS
increases. Finally, Fig. 8 shows that it is possible to have a LDOS smaller than that of vacuum at some

—— Density of states

Density of states

10°

Fig. 10. LDOS at a distance z = 10 nm above a semi-infinite aluminum sample. Comparison with pZ (z, ) and o (z, ®). From
[44].
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particular distances and frequencies. Fig. 9 shows the propagating and evanescent waves contributions to
the LDOS above an aluminum sample at a distance of 10 nm. The propagating contribution is very
similar to that of the vacuum LDOS. As expected, the evanescent contribution dominates at low
frequency and around the surface-plasmon polariton resonance, where pure near-field contributions
dominate.

Let us now turn to the comparison of p(z,w) with the usual definition often encountered in the
literature [41-43], which corresponds to p”(z, ). We plot in Fig. 10, p, o¥ and p’ above an aluminum
surface at a distance z = 10 nm. In this figure, it is possible to identify three different domains for the
LDOS behaviour. We note again that in the far-field situation (corresponding here to high frequencies, i.e.
1/27 < z), the LDOS reduces to the vacuum situation. In this case p(z, ®) = 2oF(z, ) = 20 (z, w).
Around the resonance, the LDOS is dominated by the electric contribution p®. Conversely, at low
frequencies, p(z, w) dominates. Thus, Fig. 10 shows that we have to be very careful when using the
approximation p(z, ) = p(z, ). Above aluminum and at a distance z = 10 nm, it is only valid in a
narrow range between w = 10'® and 1.5 x 10'0 rad s, i.e. around the frequency where the surface
wave exists.

4.4.3. Asymptotic form of the LDOS in the near-field

In order to get more physical insight, we have calculated the asymptotic LDOS behaviour in the three
regimes mentioned above. As we have already seen, the far-field regime (1 /27 < z) corresponds to the
vacuum case. To study the near-field situation (A /27 >> z), we focus on the evanescent contribution due to
the large wavevectors K as suggested by the results in Fig. 9. In this (quasi-static) limit, the Fresnel
reflection factors reduce to

. &) — 1
lim rj, =——, (58)
Koo 2K ko)
lim P, =21 (59)
K—oo 27 g4+ 1°
Asymptotically, the expressions of pf(z,w) and p(z, w) are [44]:
E Pv &
p(Zw) =753, (60)
@) o2 + 112 4k52?
! /!
H & )
oz, 0) =p + . 61)
(&) Y18koz  2]ey + 1|2k0z]

At a distance z = 10 nm above an aluminum surface, these asymptotic expressions matches almost
perfectly with the evanescent contributions (K > ko) of pF and p! . These expressions also show that for a
given frequency, one can always find a distance z to the interface below which the dominant contribution
to the LDOS will be the one due to the imaginary part of the electric-field Green function that varies like
(koz)73. But for aluminum at a distance z = 10 nm, this is not the case for all frequencies. As we
mentioned before, this is only true around the resonance. For example, at low frequencies, and for
z =10 nm, the LDOS is actually dominated by py&5 /16koz.
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Fig. 11. LDOS vs. the distance z from an aluminum—vacuum interface at the aluminum resonant frequency. From [44].

4.4.4. Spatial oscillations of the LDOS

Let us now focus on the LDOS variations at a given frequency w versus the distance z to the
interface. There are essentially three regimes. First, for distances much larger than the wavelength, the
LDOS is given by the vacuum expression p,. The second regime is observed close to the interface
where oscillations are observed. Indeed, at a given frequency, each incident plane wave on the
interface can interfere with its reflected counterpart. This generates an interference pattern with a
fringe spacing that depends on the angle and the frequency. Upon adding the contributions of all
the plane waves over angles, the oscillating structure disappears except close to the interface. This
leads to oscillations around distances on the order of the wavelength. This phenomenon is the
electromagnetic analog of Friedel oscillations which can be observed in the electronic density of
states near interfaces [12,47]. For a highly reflecting material, the real part of the reflection
coefficients are negative so that the LDOS decreases while approaching the surface. These two
regimes are clearly observed for aluminum in Fig. 11. The third regime is observed at small distances
as seen in Fig. 11. It is due to the contribution of surface waves. Its behaviour is thus dependent on the
frequency. Let us first consider the particular case of the frequency corresponding to the asymptote of
the dispersion relation. It is seen that the evanescent contribution dominates and, ultimately, the
LDOS always increases as 1/z3, following the behaviour found in (60). This is the usual quasi-static
contribution that is always found at short distance [35]. At a frequency slightly lower than
the resonance frequency, surface waves are still excited on the surface. These modes increase the
LDOS according to an exponential law, a behaviour which was already found for thermally emitted
fields [8,35].

4.4.5. Conclusion about the LDOS

The main results of this section can be summarized as follows. The LDOS of the electromagnetic field
can be unambiguously and properly defined from the local density of electromagnetic energy in a vacuum
above a sample at temperature 7 in equilibrium. The LDOS can still be written as a function of the
electric-field Green’s tensor only, but it is in general not proportional to the trace of its imaginary part.
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An additional term proportional to the trace of the imaginary part of the magnetic-field Green’s tensor is
present in the far field and at low frequencies. At short distance from the surface of a material supporting
surface modes (plasmon or phonon polaritons), the LDOS has a resonance at frequencies such that
Ree(w)] = —1. Close to this resonance, the approximation p(z, @) = pf(z, ) holds. If it is possible to
measure the near-field thermal emission spectrum of a material, the local density of states can be
retrieved [44].

5. Coherence properties of planar thermal sources in the near-field

In this section, we examine the second-order coherence properties of the fields due to thermal
excitation in the presence of surface waves. We have shown that the density of energy is completely
dominated by the contribution of surface waves in the near field. We shall see that they are also
responsible for a deep modification of coherence properties. In what follows, we restrict ourselves to
second-order coherence properties.

5.1. Spatial coherence in the near field

The spatial coherence of the electromagnetic field is characterized by its cross-spectral density
Eu(r, ¥’ ). Roughly speaking, we study the correlation function of the electromagnetic field at
two different points for a particular frequency. For a system in thermal equilibrium, this quantity is
readily given by the fluctuation—dissipation theorem (36). The spatial dependence is thus included
in the spatial dependence of the imaginary part of the Green’s tensor. For the particular case of a
vacuum, one finds the properties of the blackbody radiation. The vacuum Green’s tensor is given in
Appendix A.

It is more interesting to analyse what happens in the presence of an interface. It turns out that the
coherence length may be either much larger or much smaller than the wavelength. This problem has been
studied in [8,35] for a slightly different case. The authors considered the coherence properties of the field
emitted by a solid. The difference with the above result is that in equilibrium, one has to consider two
contributions: (i) the blackbody radiation illuminating the surface and reflected by the surface and (ii) the
radiation emitted by the surface. In what follows, we focus only on the emitted part of the radiation so that
we do not consider the equilibrium situation. The correlation is given by (43). This equation is valid
inasmuch as the temperature 7 can be defined everywhere in a half-space. It requires a local thermal
equilibrium. We have represented in Fig. 12 the cross-spectral density of the electric field for different
metallic surfaces at a given distance z = 0.05A to the interface. It is seen that the correlation oscillates and
has an exponentially decaying envelope. The decay length is much larger than the wavelength indicating
that the fields are coherent over large distances. This surprising phenomenon is due to the excitation of
surface waves along the interface. The physical mechanism is based on the fact that a small volume
element contains random currents that excite a surface wave. This surface wave propagates along the
interface over distances larger than the wavelength. It follows that different points may be illuminated by
the same random source so that they are correlated. Accordingly, one does not expect any correlation
between the s-polarized field since no surface wave exists for s-polarization. If one uses a material with a
real part of the dielectric constant larger than —1, no surface wave can propagate so that no correlation
should be observed. We have shown in Fig. 12 the case of tungsten in the visible that does not support
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Fig. 12. Cross-spectral density function &,,(ry, 12, ®) (denoted as Wy, in the label of the figure) of the thermally emitted x-
component of the electric field vs. p/A, where p = |r| — 3| for different metals (a) and for SiC at different wavelengths (b). The
long-range correlation is due to surface-plasmon polaritons for metals and to surface-phonon polaritons for SiC. From [8].

surface waves. It is seen that the coherence length is smaller than a wavelength so that the radiation field
appears to be more incoherent than blackbody radiation. It has been shown in [35] that in the short-
distance regime, the coherence length is given by z.

A similar behaviour is observed for SiC, a polar material that supports surface-phonon polaritons in a
frequency band. Within this band, at a wavelength 11.36 wm the correlation is seen to be a long-range
correlation whereas the correlation decays very rapidly for a wavelength (9.1 pm) that is not in the band
where surface waves exist.

Let us discuss in simple terms the physical origin of these unusual coherence properties. The long-
range coherence is unexpected because the fluctuating currents are s-correlated as shown by the FDT.
This is the reason why the fields are usually assumed to be é-correlated in space. However, the fluctuating
currents excite induced currents in the material. In the case of a metal, a surface plasmon can be excited.
In the case of a polar crystal, a surface-phonon polariton can be excited. Both surface waves are extended
modes along the surface. The induced currents associated with these extended modes are therefore
coherent over large distances. More precisely, the coherence length is expected to be given by the decay
length of these surface modes. This has been confirmed by a detailed asymptotic analysis in [35].

The other surprising property shown in Fig. 12 is that the coherence length defined as the FWMH of
the cross-spectral density can be smaller than the wavelength. In other words, a source can be more
spatially incoherent than the blackbody radiation. The key idea is that close to an interface, the field
contains evanescent waves so that features smaller than the wavelength can exist. This is not the case in a
vacuum so that the field has a minimum coherence length. Since the amplitude of evanescent waves of
large wavevector K decays as exp (—Kz), it is clear that the distance z appears as a cutoff frequency. This
explains that the coherence length increases as z in the near-field regime.

5.2. Temporal coherence in the near field

The temporal coherence of the electromagnetic field is characterized by the same-point time-
correlation function of the electromagnetic field:

(Ex(r,t + 7)Ei(r,1)). (62)
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This correlation function is a measurement of the memory of the random field. It is useful to introduce a
typical decay time ?.o, of the correlation function called coherence time. A Michelson interferometer
with aligned mirrors performs a measurement of the correlation function. Indeed, the interference term of
the signal can be written as E(r, ¢ + t)E(r, ), where t is the flight time corresponding to the optical path
length difference §opc between the two paths o, = c7. If the path length difference is larger than the
longitudinal coherence length ct.q, no interferences can be observed.

The temporal coherence of the EM field is related to its power spectral density. This is clearly seen by
using the Wiener—Khinchin theorem [29,48] which shows that the power spectral density is the Fourier
transform of the correlation function. Alternatively, we can start from (36). It follows that:

(Ex(r,t+ 7)Ei(r,1)) = Re {/OO 4powO(o, T) Im[GEE (r, v, w)] el*® g_:] ‘ 63)
0

Let us first consider the temporal coherence of the field in a vacuum. The imaginary part of the Green’s

tensor does not diverge and yields zero for non-diagonal terms and w/67c for diagonal terms. It follows
that the time-correlation function of the blackbody radiation is given by:

(64)

(Ex(r,t+ 1)E)(r,1)) = 8y R / 4pow®(w,T) — jor _—
T e wBO(w e .
K5 o . 0 0 " 6me 2

Since the integrand has a large spectral width, it appears that the coherence time is on the order of the
peak radiation period.

If we now consider the case of an interface, we know that the spectrum can be very different in the near
field. We have seen previously that the contribution of the surface wave modifies dramatically the density
of electromagnetic energy. In particular, we have seen that the density of energy becomes quasi-
monochromatic which suggests a large coherence time. More specifically, in the extreme near field, we
have seen in (59) that the Green’s function has a resonant denominator ¢ + 1. Close to the resonance

where Re[e(wg)] = —1, we can expand the dielectric constant as
d
e(w) = —1 +ie" (wp) + (0 — wp) (65)
dw
where we have used the notation ¢ = ¢ + ig”. The denominator ¢ + 1 can be cast in the form:
@ +1= (%) il (66)
e(w =|—)|lw—wy+1
do 0 5

where I' = ¢"(wy) /(d¢’ /dw). Tt is seen that the Green’s dyadic has a pole at the frequency corresponding
to the asymptote of the dispersion relation of the surface wave. Its contribution to the integral (64) yields
an exponential decay of the form exp [iwgt — I't]. It follows that in the extreme near field, the thermally
emitted field is partially temporally coherent with a coherence time given by I'~!. The origin of the
temporal coherence of the electromagnetic field can thus be assigned to the very large density of states
due to the asymptote of the surface wave. It follows that whereas the plane interface of a hot metallic
surface is a temporally incoherent source for an atom located in the far field, it is a partially temporally
coherent source for an atom located within a nanometric distance from the interface.
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5.3. Polarization coherence in the near field

We have seen that the excitation of surface waves by §-correlated currents produces both a spatial and a
temporal coherence. The correlation of the field is characterized by the decay time and the decay length
of the surface wave that propagates along the interface. There is a further interesting coherence effect that
has been studied by Setila et al. [49]. The basic idea is that surface waves are p-polarized waves. As
shown in Section 2, a surface wave that propagates along the y-axis has an electric field with two
components along the y- and z-axes. It follows that the y- and z-components of the field are correlated.

The study of correlation of the fields in the near field of the source cannot be performed using the
standard formalism. Indeed, when dealing with a beam, it is usually possible to work with the two
components of the field perpendicular to the propagation axis. This is no longer possible in the near field
of a thermal source. A generalization of the degree of polarization has been introduced in [49]. It was
found that the degree of polarization varies as a function of the distance to the interface. Like the
coherence time, it increases when approaching the interface from the far field because the surface wave
creates a correlation. When reaching the very near-field regime, the degree of polarization decays and
tends to 1/4 for all the materials.

6. Spatially partially coherent thermal sources in the far field
6.1. Introduction

In this section, we will discuss the possibility of designing a source that is spatially partially coherent.
In simple terms, a spatially partially coherent source is a source that radiates a field which has a narrow
angular aperture at a given wavelength. The typical examples of coherent sources are lasers and antennas.
These sources have well-defined emission angular lobes. In what follows, we will show that a narrow
angular emission lobe is a signature of the spatial coherence of the field in the plane of the source.

We first introduce an analog of the Wiener—Khinchin theorem (WKT) (63) to analyse the spatial
coherence of the field. In simple terms, WKT states that a quasi-monochromatic source with bandwidth
Av has a coherence time roughly equal to 1/Av. Similarly, a quasi-parallel beam with a spatial frequency
bandwidth Ak, has a transverse coherence length 27t/ Ak,. A formal proof is based on two properties: the
relationship between the cross-spectral density of the field in the plane of the source z = 0 and the power
spectral density of the field, the relationship between the power radiated in far field and the power spectral
density. For a translationally invariant system, the Fourier transform of the field does not converge in the
sense of a function. Yet, one can define a field equal to the random field in a square of area A and null
outside. We can now define the Fourier transform of the field in the plane z = 0 as:

d°K
E4 (I’H s a)) = /4—71_2EA (K, a)) exXp (iK . l’”) (67)

It can be shown [48] that the WKT yields a relation between the cross-spectral density and the power
spectral density of the spectrum of the field:

* / K . 1 * . /
(Ei(r, w)E} (r) + 1), 0)) = /mAlgnOOZ<E1A(K,a))El7A(K,w)>exp (iK-r)). (68)
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This relation implies that if the spectrum has a bandwidth smaller than 27/, the coherence length is
larger than A. The second step is to show that the bandwidth of the spectrum power density
(Era(K,w)E[4(K,w))/A is given by the emission pattern in the far field. Indeed, the field can be
written everywhere as [50,29]:

pre)
where k = (K, y) and y is given by y> = k(z) — K2 This field can be evaluated asymptotically in the far
field using the stationary phase approximation [29]. It can be cast in the form:

Kexp (ik 2
B (r, o) = exp (kor) (K - Tﬂf'”,a)>, (70)

d’K : .
Es(r,w) = / Ea(K,w)exp (iK-r) +iyz), (69)

r

where K is a constant. The power dP flowing through an element of surface dS = r> d£2 is given by the
flux of the Poynting vector. In far field, the Poynting vector has locally a plane wave structure so that its
time averaged amplitude is given by gyc|E|*/2:

_&C

2 2
—7 EA<K:TI',CU>

ds2, (71)
where ¥ is the unit vector r/|r|. This relation completes the discussion of the link between the directivity
of the emitted field and the coherence of the field in the plane of the source. It is clear that a directional
source implies a narrow spectrum and therefore a large correlation length.

dP K[?

6.2. Design of coherent thermal sources

We have seen in the previous section that a source which supports a surface wave is partially spatially
coherent along the surface. However, because these waves cannot propagate in a vacuum, the coherence
remains confined in the vicinity of the surface. The question that we address now is whether it is possible to
export the near-field coherence to the far field. In essence, that amounts to couple the surface waves to the
propagating waves. This can be done in several ways. A practical way is to rule a grating on the surface.
The grating can then diffract the surface wave. By properly choosing the period of the grating, it is possible
to control the angle of propagation of the diffracted light. This was first observed in [51-53] for a very deep
grating ruled on a doped silicon surface. Such a material supports surface-plasmon polaritons in the
infrared. A more effective source was realized using a gold grating by Kreiter et al. [54]. Heinzel et al. [55]
have also realized a source using surface plasmons on tungsten in the near infrared. A source based on the
use of surface-phonon polaritons on SiC was reported by Le Gall et al. [18]. The first discussion of the
spatial coherence of these sources was reported in [10]. An extended discussion of these properties has
been recently reported [56] where transverse coherence lengths have been derived from experimental
measurements of angular widths of emission peaks. Angular peaks as narrow as 1 ° can be obtained.

In order to have an efficient source of light, it is necessary to make sure that the coupling of the surface
wave into a propagating wave is optimum. This can be accomplished by designing a surface with total
absorption. From Kirchhoft’s law, it follows that if absorption is unity, then emissivity is also unity.
Another condition must be satisfied: the emission wavelength should lie in a region where Planck’s
function takes large values. The optimum choice of the wavelength thus depends on the temperature of
the source. Fig. 13 shows the angular emission pattern of a SiC grating. It is clearly seen that the angular
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Fig. 13. Experimental angular emission of a SiC grating at two different wavelengths. The angular pattern has the characteristic
shape of an antenna. It demonstrates the spatial coherence of the thermal source. Measurements are taken at 800 K. From [56].

aperture is very narrow indicating a large coherence length [56]. Let us emphasize that the coherence is
not due to the grating but only to the surface wave. The role of the grating is merely to couple the surface
wave into a propagating wave.

Different schemes have been proposed to produce partially coherent thermal sources. They are based on
a filtering of the emission pattern in order to reduce the angular width of the emission pattern. The scheme
that we have described so far is based on the use of a grating that couples a surface wave to propagating
wave. It can be viewed as a device that increases the absorptivity or emissivity to 1 for a narrow set of angles.
It can thus be viewed as a filtering process. A different type of filter can be designed using multilayers
systems. Several authors [57,58] have reported a narrow angular pattern emission obtained by interferences
between several layers. This mechanism leads to angular widths on the order of 10 °.

6.3. Engineering radiative properties of surfaces

For many applications, it is desirable to modify radiative properties of surfaces. An introduction to
radiative properties of surfaces can be found in a review paper by Zhang [59]. Roughness has often been
used to increase the emissivity. An analysis of the different mechanisms involved can be found in [60].
Further references on scattering by rough surfaces can be found in several reviews and monographs
[50,61-65]. Microstructures can be used to design efficient selective absorbers and sources. The decay of
reflectivity of a shallow rough surface due to the excitation of surface plasmons is addressed in [66]. Hava
and coworkers have examined silicon microstructured surfaces [67-70]. Sai et al. [71] have designed
silicon microstructured surfaces for thermophotovoltaics applications. Marquier et al. [72] have studied
the effect of surface plasmon on highly doped silicon showing that the peak absorption frequency can be
tuned by varying the doping. Kusunoki et al. [73] have reported emissivity measurements on tantalum
surfaces with two-dimensional periodic structures. They observed peaks of emission due to the excitation
of surface plasmons. Pralle et al. [74] have designed selective infrared emitters using periodic structures
on silicon wafers coated with gold.

An interesting application of surface waves to the enhancement of light emission has been demonstrated
by Marquier et al. [56,72]. The idea is to emit light in all directions at a given frequency. To this aim, it is
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Fig. 14. Angular emissivity measurements of a SiC grating at the surface-phonon polariton frequency. The emissivity is above
0.9 and quasi-isotropic in the plane of incidence. The sample temperature is 800 K. From [56].

necessary to be able to couple light in all directions. When using a grating of period d, the emission angle 6 is
given by (w/c)sin (§) = K(w) + p(2m/d), where p is an integer. The key idea is to work at the resonance
frequency taking advantage that the dispersion relation is flat. At that particular frequency, surface plasmons
exist for a very large set of wavevectors K. It follows that one can design a source emitting in all directions.
This has been demonstrated for a SiC surface on which a grating was ruled. Fig. 14 represents the angular
emission pattern. It is seen that the emissivity is close to its maximum value 1 and almost isotropic. The
mechanism of emission can be again viewed as a two-step process. First, each volume element is equivalent
to arandom dipole that can either emit a photon or excite a surface wave. The latter is a very efficient process
so that usually, most of the de-excitation goes into surface waves and eventually into heat. The second step is
the introduction of a grating that converts the surface wave into a propagating wave by diffraction. Thus, the
excitation of a surface wave which usually tends to decrease the emission of light becomes a factor that
enhances the emission of light. A similar mechanism has been proposed recently to use the surface waves in
order to enhance the emission of light by quantum wells placed close to a metallic layer [75,76]. The idea is
that the high density of states due to the surface plasmon enhances the emission. If the conversion of a
surface wave into a propagating wave is efficient, the process enhances the emission.

7. Radiative heat transfer in the near field

We have shown previously that the density of electromagnetic energy increases in the near field due to
the contribution of surface waves. We now address the question of heat transfer between bodies separated
by distances smaller than the wavelength. In that case, contributions of the surface waves to the radiative
heat transfer are expected. This topic has already a long history. Anomalous radiative heat transfer was
observed in the 1960s. Cravalho et al. [77] and Boehm and Tien [78] studied that problem and took into
account waves that are propagative in the materials and evanescent in the vacuum gap. Yet, this correction
does not take into account all the evanescent waves. Waves that are evanescent on both sides of the
interface (i.e. surface modes) were not taken into account in these early works. The first correct derivation
of the flux between two plane parallel plates was reported by Polder and van Hove [79] in 1971. Their
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method allowed them to analyse the contributions of different polarizations and to compute separately the
contributions of evanescent and propagating waves. Similar works were reported later on by different
authors [80-85]. It is found in all these works that the flux diverges as the distance decreases. This point
was considered to be unphysical in [86,87] where the increase in the density of states due to surface waves
was not included. It is pointed out in [88,89] that when keeping the contribution of all the wavevectors,
the flux diverges if the temperature difference is assumed to be kept to a constant value. This amounts to
say that the thermal resistance goes to zero which does not violate any physical law. Only a few
experiments [90-92] were reported on measurements of heat transfer due to near-field radiation.

Heat transfer between a plane and a small particle was first discussed by Dorofeyev [93] and later by
Pendry [82] and Volokitin and Persson [83]. Practical results were derived for a metal using a Drude
model and making the additional assumption that |¢| > 1. Mulet et al. [94] pointed out the resonant
contribution of surface waves to the heat transfer. It was shown that the heat transfer is quasi-
monochromatic at the frequency of the optical phonons for a polar crystal given by
Re[e(w)] + 1 = 0. A similar effect is observed between metallic parallel surfaces [85] and for doped
semiconductors [72]. For metals, this resonance does not play a significant role because the plasma
frequency is in the UV domain so that the Bose—Einstein factor takes low values at usual temperatures. It
was later suggested [10,95] that a quasi-monochromatic enhanced heat transfer could be used to increase
the efficiency of thermophotovoltaics devices by matching the energy of the emitted photons with the
absorption band gap of the photovoltaics cell. That might reduce the loss of excess energy of ultraviolet
photons. The heat transfer between two small particles has been studied in [83]. It has been shown that the
dipole—dipole interaction yields a large contribution to the heat transfer whereas the contribution of the
photon emission and absorption process is negligible. This near-field heat transfer between nanoparticles
is analogous to the energy transfer between molecules due to the dipole—dipole coupling known as
Forster transfer [96]. It may also be resonant for surface-plasmon resonances. In what follows, we shall
derive explicitly the heat transfer between nanoparticles and the emission by a surface plane.

7.1. Radiative power exchange between two spherical nanoparticles

We now calculate the heat transfer between two spherical nanoparticles held at different temperatures
and separated in the vacuum. Such a calculation was first reported by Volokitin and Persson [83]. Let us
consider two nanoparticles whose dielectric constants are ¢ and ¢ and whose temperatures are 77 and
T,. We first calculate the power dissipated in particle 2 by the electromagnetic field induced by particle 1
using the dipolar approximation:

1)

P1_2(@) = g0 Im(e)|Eine(r2, @), (72)

where r; denotes the position of the particle 2 and oy is the polarizability of a sphere of radius a [97]:
&) — 1

— 4na’ ) 73

*2 d e +2 (73)

The field incident on particle 2 created by the thermal fluctuating dipole of particle 1 located at r; at
temperature 77 is given by:

Einc(r2, 0) = p9o* G (r2,11,0) - p, (74)
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where G (rp,r;, ) is the vacuum Green’s tensor given in Appendix A. To proceed, we need the
correlation function of the dipole given by the fluctuation—dissipation theorem whose symmetrised form
is given by (26). We finally obtain the heat exchange between two spherical nanoparticles at temperatures
T and T»:

3 Imfoy ()] Tmfoa ()]
47 3 ‘rz —T] |6

P1<_,2 = [@(a), Tl) — @(a), Tz)]. (75)
Let us note the 1/7° spatial dependence of the heat transfer. This dependence is typical of the dipole—
dipole interaction. It is actually a van der Waals type interactions that can be interpreted in the following
way: fluctuations (thermal or not) distort the charge distribution of a nanoparticle producing a fluctuating
dipole. This fluctuating dipole induces in turn an electromagnetic field on the other nanoparticle initiating
a second dipole. This dipole interaction causes both an energy transfer and a momentum transfer or force.
For molecules this energy transfer is known as Forster transfer and the force is called van der Waals force.
We find that nanoparticles follow a similar behaviour with a resonance at the surface polariton resonance.
Indeed, in the case of spherical particle with radius a, the polarizability has a resonance when the
dielectric constant approaches —2 provided that the imaginary part of the dielectric constant is not too
high. The particle resonances appear in the visible part of the spectrum for metals and in the infrared for
polar materials. This phenomenon has been confirmed by a recent numerical simulation based on
molecular dynamics [150]. It was also shown that at distances smaller than the diameter, the heat transfer
deviates from the dipole—dipole interaction and increases before decaying at contact.

7.2. Thermal emitted flux by a planar interface

In this section, we analyse the emission by a plane interface. Let us consider the situation of a planar
interface (z = 0) separating a dielectric (z < 0) at temperature 7 from a vacuum (z > 0). We shall derive
the flux emitted from the interface.

7.2.1. Classical theory of radiation

In the classical theory of radiation, the power d>Q emitted by an elementary opaque surface dS at
temperature 7, in a solid angle d§2 around a direction u making an angle 6 with the normal to the surface
(Fig. 15), whose monochromatic emissivity is & () is

d*Q(w,6) = &,(0)I(T) ds2dS, (76)

dQ

ds

Fig. 15. Solid angle df2 around a direction u making an angle 6 with the normal of an elementary surface dS.
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where

hw? 1
0 _
Iw(T) T 473c2 ehw/keT _

is the blackbody specific intensity. The power dQ emitted by the elementary surface is thus
dQ(w) = / & (6)I°(T)cos#ds2dS = q - ndsS, (77)

where the integral is performed over a half-space. We have introduced the radiative vector defined
by

q(o) = / ¢ (O)°(T)uds2. (78)

In the case of a blackbody, the integration over the angles is straightforward. The monochromatic
heat flux is thus equal to JTL?O(T) and the total heat flux is equal to oT*, where o is the Stefan
constant

214
kg

o= ;=567 x 1078 Wm2K*.
60c2h

7.2.2. Fluctuational electrodynamics method

We will follow Polder and van Hove [79] to show that the phenomenological form of the emitted flux
can be derived in the framework of fluctuational electrodynamics. In the following sections, we use this
approach to derive the expressions valid in the near field. Let us consider the situation of a planar
interface (z = 0) separating a dielectric (z < 0) at temperature 7 from a vacuum (z > 0). The flux emitted
by the half-space is given by the Poynting vector S = E x H. In the case of monochromatic quantities,
the time average Poynting vector reads S(r,w) = (1/2)Re(E(r, w) x H*(r, w)). This quantity can be
derived using the fluctuation—dissipation theorem. Thus, the electric and magnetic Green’s tensor are
needed. In this geometry, these tensors are given by (A.3) and (A.4). The Poynting vector reduces to its z-
component (S;(r,w)) = (1/2) Re[(ExH} — EyHy)]. In order to obtain the Poynting vector, one calculates
quantities like (E;(r,w)H}(r,w)). Using (31) and (32)

(Ei(r,0)H(r, 0)) = (inow / GiE (e, ) GHF (e, 0") ji () ji () &' ). (79

Using the effective FDT for the currents (28) defined for positive frequencies only, the preceding
equation reduces to

i0(w, T)w?

(Ei(r, o)H; (r,0)) =2

: / ¢' (V) GEE (e, X)) GHE* (r X)) &Y. (80)

Using the Green functions expressions (A.3) and (A.4) and the identities ¢’ = 0 in the upper half-space
and that &jw?/c? = 2Re(y,) Im(y,), the Poynting vector can be cast in the form
} . 81)
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Let us note that only y; may not be real in the preceding expression. In fact, as the upper half-space is
vacuum (medium 1), y; can only be real (K <w/c) or pure imaginary (K >w/c). Therefore, the
contribution of evanescent waves vanishes in the radiative flux expression. Using the identities (82-85),

2 2
yI"+K
Re(e'y) = Re(V)HT, (82)
0
2 2
yI"+ K
Im(e"y) = Im(y) i 2 (83)
0
S 2’)’1‘2 s |2 S
Re(yy)53] Il Re(y1)(1 = [r3]7) = 2Im(y;) Im(r3)), (84)
2
\”1|2 |J/1\2 2 2
1P 1raP Re(e372)15,1" = [Re(efy1)(1 = [75,[7) — 2Im(efyy) Im(r5))], (85)
2 2
one finally obtains:
fiw? 1 @/¢KdK 1 — |ri2|2 +1- |r11)2|2
(S:(r,w)) = 272¢2 eho/ksT _ 1/0 k% 2 ) (86)

As already mentioned, only propagating waves (K < /c) contribute to this expression. This is not
surprising because no waves come from the positive z-direction. Moreover, there is a revolution
symmetry around the z-axis. Introducing df2 the elementary solid angle, we have the relation
K dK/k3 = dS2cos /27. The Poynting vector is then given by

(S;(r,w)) = he? 1 cos0ds2 1_|”?2’2+1—|r§’2|2
(T, 2722 ollsT | Jon, 2 5 .

(87)

In the case of a blackbody, i.e. a body for which the reflection factors are null, the usual expression of the
radiative flux 7712 (T) is recovered. When the dielectric situated below the interface does not behave as a
blackbody, the flux takes the usual form

g(w) = (S.(r,w)) = / dwe! (0)I°(T)cos 0.ds2, (88)

where we have identified the emissivity & (6) = (1 — |r§2\2 +1-— |rlf2|2) /2. In presence of a single
interface, we note that the radiation emitted is not different from the usual one. The near field does not
play any role in this situation.

7.3. Heat transfer between two semi-infinite polar materials: interference effects
We now focus on the heat transfer between two semi-infinite half-spaces separated by a vacuum gap

and whose temperature 77 and 75 are uniform (Fig. 16). The main changes that occur at small distance is
the fact that evanescent waves can contribute to the heat transfer through tunneling.
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Fig. 16. Two semi-infinite half-spaces separated by a vacuum (distance d).

We summarize in the next sections the results. Detailed derivations can be found in [85] for instance.
The radiative transfer is characterised by the radiative flux. In the phenomenological theory, this flux is
given by

21 Py
g(w) = / cos 0ds2 / lw D0 19(1y) — 1°(T)), (89)

la) 2a)
where the sgw are the directional monochromatic emissivities and the Pi‘w the directional monochromatic
reflectivities.
Using a fluctuational electrodynamics model, the flux can be written as the sum of two terms
q(w) = ¢"P () + ¢°"*" ().
The first term ¢P™°P(w) is the propagating waves contribution:

1,4 |2 1,4 12
() = Y /dwd.Qcos@ (1= ], (1 =I5, 1) 1001 — 1°(T)). (90)

9 9 2iy.d|?
g=s.p |1 — 13,13, e273d|

Let us note that 1 — \rg’lp |2 and 1 — \rgg) 2 are the transmission energy coefficients between media 1 and 3
and 2 and 3 for the s- or p-polarization. These coefficients can be identified as an emissivity in the same
way that it has been defined for a single interface. Let us remark that this expression for the propagating
waves contribution to the radiative flux between two semi-infinite media is very close to the usual one.
Only the denominators are different because interferences are not taken into account in the phenom-
enological model. Nevertheless, if one considers a frequency interval small in comparison with the
frequency but larger than c/d, the variation of ¢!73¢ with w is much faster than the Fresnel reflection
coefficient variations. The 1nte2grat10n over this interval yields an average value of |1 — r3 3 e2‘V3d]
which is exactly 1 — |r31 ] |r5,|”. Matching the reflectivity with the Fresnel reflection energy coefﬁment
one can then identify this expression for the radiative flux with the classical one.

7.3.1. Tunneling of evanescent waves
The second term ¢®¥*"(w) is the contribution of the evanescent waves. It reads:

q q
) = Y / do / ZRAK o2imyya| M) oy poery o

9 49 e2iysd|?
q=s,p /c 1= r3yr3, €275
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Contrary to the single interface case, this contribution does not vanish because of the existence of both
upward and downward evanescent waves in the space between the two media [98]. When the distance
reduces, this term is more and more important due to the presence of the exponential e~ 2Im(v3)d When
the materials involved are supporting surface waves, the imaginary part of the reflection coefficient in
p-polarization becomes important around the resonant frequency, when the dielectric constant approaches
—1. If the two media are sufficiently close to allow the interaction between the exponentially decaying
surface waves bound to each interface, a transfer occurs due to the tunneling of evanescent waves.

Let us define a radiative heat transfer coefficient as the limit of the ratio of the radiative flux on the
temperature difference between the two media when this temperature tends to zero:

Rw)=  tim 2@ 92)
(T,-Ty))—0T1 — T2

In Fig. 17, hR () is represented versus the distance between two semi-infinite media of glass or SiC. For a
distance larger than the thermal radiation wavelength given by the Wien’s law, i.e. for d > 10 pm, the
transfer does not depend on the distance. We are then in the classical regime where the transfer occurs
through the radiation of propagating waves. At shorter distances, the transfer increases as 1/d”. For a
distance of 10 nm, the radiative heat transfer coefficient has increased by four orders of magnitude
compared to its far-field value. If we now focus on the spectral dependence of the heat transfer coefficient
ata 10 nm distance (Fig. 18), we note that the heat transfer is important for the frequencies corresponding
to resonant surface waves. The heat transfer is therefore practically monochromatic in the near field. We
can also expand asymptotically the radiative heat transfer coefficient for short distances:

IR (@) ~ A AmE) M) o ( ho )2 elio/ksT
& ‘1 + 81’2’1 —|—82‘2 kgT (ehw/kBT _ 1)2'

This expression yields the 1/d?> dependence of the transfer coefficient and its strong frequency
dependence. Indeed, when the dielectric constant approaches —1, the radiative heat transfer coefficient
exhibits a peak as well as the Fresnel reflection factor. This is the signature of the presence of a surface
wave. The validity of the 1/d” dependence has been questioned in [86] on the basis that an infinite flux is
not physical. As a matter of fact, the flux is infinite if one assumes that the temperature difference is kept
constant. This problem is analogous to the problem of an electron flux or intensity that goes to infinity if

(93)

— h' (SiC)
--- h (Glass)
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Fig. 17. Radiative heat transfer coefficient vs. distance for semi-infinite media of temperature 7' = 300 K. From [85].
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Fig. 18. Monochromatic heat transfer coefficient for a distance d = 10 nm and a temperature 7' = 300 K. From [85].

the resistance goes to zero at fixed voltage. This raises another question: in the case of heat transfer, the
resistance across a vacuum gap on the order of 10 nm usually remains much larger than the bulk
conduction resistance of solids over distances on the order of 100 nm. It is thus safe to assume that the
temperature is uniform in the bulk over a skin depth so that the calculation is valid.

7.4. Calculation of the heat transfer between a dielectric sphere and a half-space

7.4.1. Introduction

We calculate in this part the radiative power exchanged between a small spherical particle and a semi-
infinite medium. To this aim, we first calculate the power absorbed by the dielectric sphere placed above a
heated half-space. We then calculate the power dissipated by the half-space situated below a heated
sphere from reciprocity [94]. The geometry of the problem is presented in Fig. 19: the upper medium,
7> 0, is vacuum. A particle (P) of radius a and dielectric constant ep(w) = ep(w)’ + iep(w)” is held at
temperature 7p. The lower medium is filled by a homogeneous, isotropic material (bulk) of dielectric

constant eg (w) = &5 () + e}y (w) and held at temperature 7. The center of the particle is at a distance d
above the interface.

7.4.2. Power absorbed by the bulk: near-field limit
A calculation following the procedures already introduced (see, e.g. [83,94]), yields the power
absorbed by the particle when illuminated by the field radiated by a half-space:
4

. 2w

P () = = — Im[ep ()] Im[e(0)]O/(w, T5) D /B |G (xp, ¥, )| &r. (94)
n,m

If we consider the fluctuating currents inside the particle that radiates into the bulk and dissipates, one can

calculate by the same formalism the power locally dissipated per unit volume at a point r inside the bulk.

It reads

0)4
P (r0) = 2 2 Tmleg ()] Imfa(@)]0(@, Tp) D [Gonr, 19,0 (95)

n,m



96 K. Joulain et al./Surface Science Reports 57 (2005) 59-112

“z

P(Te.gp)

' ‘ E(r, o)

z>0

i
2<0 . i /

Fig. 19. Geometry of the system.
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From the expression of the one-interface Green’s tensor, it is possible to expand asymptotically the
expression of the power absorbed by the particle. This quantity behaves as 1/ d® and reads

1 3eh(w) &g ()
PEP(d w) ~ 4ra’® L B O(w, Ts). 0
abs 472453 lep(w) + 2\2 le (@) + 1’2

From this expression, we see that there is an enhancement of the power absorbed if the denominators
vanish or approach zero. We have seen that it is the case if the material support resonant surface waves so
that the dielectric constant of the material can take negative values. We study in the next section the case
of SiC.

7.4.3. Example of SiC

As it has been said in the first part of the article, SiC is a polar material that can be described by an
oscillator model (22). In Fig. 20, we plot be?P (w) for a spherical particle held at temperature
Tp =300 K of radius a =5 nm at different distances above the surface. We note that the figure
displays two remarkable peaks at frequency w; =~ 1.756 x 10'* rad s~ and wy ~1.787 x 10'* rad s~'
These two peaks correspond to the resonances of the system. The first one corresponds to a frequency
where ep(w) approaches —2: a volume phonon polariton is excited in the particle inducing a large electric
dipole and a large dissipation. The second one is related to the resonant surface wave corresponding to a
large increase of the electromagnetic LDOS. Thus, the radiative heat transfer in the near field can be
considered as monochromatic. The electromagnetic waves associated with the resonant surface waves
are evanescent. The energy transfer, which finds its origin in the presence of these waves, is important
because the particle lies in the region (up to many micrometers) where the evanescent field is large, so
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Fig. 20. Mean power radiated by the bulk (at 7 = 300 K) and absorbed by the particle (of radius @ = 5 nm) vs. frequency: (a)
d = 20 nm; (b) d = 50 nm; (c) d = 100 nm. The insert (log—log-scale) shows the spectrum of the absorbed power between 1012
and 10" rad sfl; (e) d =20 nm; (f) d = 1 mm. From [94].

that there is an efficient coupling between the field and the particle. In the far field, evanescent waves are
negligible and usual results are retrieved. Fig. 21 shows the integrated power absorbed by the same
particle versus the distance d. The near-field radiative heat transfer increases as 1/ d? (as it was suggested
by the asymptotic behaviour) and is larger at small distances by several orders of magnitude than the far
field one. This enhancement comes from the contribution of evanescent waves. Reciprocity requires that
the same enhanced radiative heat transfer appears when the particle illuminates the surface. This situation
may help to understand the radiative heat exchange between a nano-tip (like those used in near-field
microscopy) and a sample. To answer this question, we calculated from (95) the total power (integrated
over frequencies) dissipated per unit volume for different points in the sample. Fig. 22 displays a map, in
log-scale, of the dissipation rate in the case of a 10 nm diameter sphere of SiC at Tp = 300 K situated
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Fig. 21. Total power radiated by the bulk (at 7g = 300 K) and absorbed by the particle (of radius a = 5 nm) vs. distance. From
[94].
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Fig. 22. Deposited power per unit volume inside the bulk. The particle has a radius @ = 5 nm and is held at temperature
Tp = 300 K. From [94].

100 nm above a sample of SiC. It is seen that the energy is dissipated on a scale comparable to the tip—
sample distance. The dissipation per unit volume decreases very fast (1/ r%) with the distance r between
the source and the point of the sample where the dissipation is considered (the isocontour labeled with a
‘6’ corresponds to the points where the dissipation per unit volume is 10° W m™>. The amount of energy
locally deposited is as large as 100 MW m™>. We note that the dependence of the heat deposited
follows the same regime as in the two particles exchange in the vacuum. This is not surprising. Here
also the phenomenon is due to an interaction between induced dipoles. This phenomenon is also at
the origin of the force between macroscopic bodies at nanometric distances which is the subject of the
next section.

8. Role of surface electromagnetic waves on the Casimir force
8.1. Introduction

After having considered the energy exchange due to the interaction in the near field between surface
waves, it is natural to wonder what happens in terms of momentum exchange in the near field when two
semi-infinite bodies are approached face to face. This situation is actually well known since 1948, when
Casimir and Polder [99,100] first showed the existence of an attracting force between two parallel perfect
conductors. A large body of literature has been devoted to this effect and several reviews are available
[101-106]. The seminal paper of Lifshitz [107] occupies a special place because it was the first
calculation of this force by means of the FDT for the currents. Agarwal [108] reported a similar
calculation using the FDT for the fields. There has been an increasing interest in the Casimir force since it
has been shown that this force could be measured with high accuracy [109-114] and that it should be
considered in the design of micro-electromechanical systems (MEMS) [115,116]. Various corrections to
this force have been studied such as finite conductivity [117] or temperature corrections [118,119]. In
what follows, we discuss the role of surface waves in the Casimir force. We will show that they play a key
role in the short-distance regime.
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To get a simple picture of Casimir force, we recall that a system of two plane parallel reflecting planes
is a waveguide. The number of electromagnetic modes in the waveguide is discrete and depends on the
thickness of the waveguide. From quantum electrodynamics, it is known that each mode with frequency
o has a minimum energy /iw /2 referred to as vacuum fluctuations. If the thickness decreases, the number
of modes decreases so that the electromagnetic energy decreases. Hence, the existence of vacuum
fluctuations entails that there is an attractive force between the two plates. This phenomenon is clearly a
macroscopic manifestation of the electromagnetic energy of the vacuum which is a pure quantum effect.
Yet, its computation amounts to count the number of electromagnetic modes available and this is a pure
classical problem. As has been discussed in the previous sections, the local density of electromagnetic
states is completely dominated by the existence of surface modes. It follows that the role of surface waves
is essential in the physics of the Casimir force in the short-distance regime.

In classical electrodynamics, the momentum transfer is given by the Maxwell stress tensor 7;;[34].
The fields can be derived using the FDT [120]. Using the system Green tensors for the electric and the
magnetic field, it is possible to obtain this quantity. In the case of two semi-infinite bodies separated along
the z-axis by a vacuum gap, the momentum flux reduces to the zz-component 7, of the Maxwell stress
tensor given by

) w
T = DUEL + 1B 1B+ E2 (A + | — . ©7)

One has to subtract the infinite contribution to the force in the absence of bodies [121]. The force can be
attractive or repulsive depending on the materials properties [122,123]. One obtains an attractive force in
the case of dielectrics [124] and a force that might be repulsive in some configurations implying magnetic
materials [125,126].

8.2. Spectrum of the force

Lifshitz [107] obtained a force per unit area given by

/ / —Fua), 98)

r2 (u’ w) e—Z(a)/c)vd

2ha’ m
Pl = e T R e &
where v = (u 1)1/ Z(Imv < 0), and r, is the Fresnel reflection coefficient for a plane wave with
polarization u and wavevector K = (w/c)u parallel to the vacuum-medium interface. We use the
convention that an attractive force corresponds to F' < 0. The force appears as the contribution of
elementary plane waves whose angular frequency is @ and whose wavevector parallel to the interface is
uw/c. In his paper, Lifshitz used a deformation contour in the complex plane of frequencies to obtain a
final formula where the summation over the wavevector is replaced by an integral over v and the
summation over the frequencies is replaced by an integral over the imaginary frequencies @ = i&. This
approach has the advantage to replace the oscillating exponentials with smooth real functions that make
the integral easy to integrate numerically. Nevertheless, by doing such a deformation contour, one is
losing the spectral information contained in the expression (98). What we are going to show in the
following is that the main contribution to the force in the near field is coming from the coupled polaritons
of both interfaces. Therefore, we will see that there is a complete analogy in the interpretation of the

2 _
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Fig. 23. Contributions of s- and p-polarized, propagating and evanescent modes to the force spectrum (as given by (98) after
integration over the wavevector u). Distance d = 10 nm. Material: SiC, dielectric function with two resonances. The angular
frequencies of the corresponding surface resonances are 1.78 x 10'*s~! in the IR and 2.45 x 10'¢s~! in the UV [46]. From
[120].

momentum transfer with the interpretation of the energy transfer in terms of interaction of surface-
polaritons.

Let us study the force spectrum in the case of two real materials. In the case of SiC (Fig. 23), the force
is dominated by the UV and IR contributions. Actually, due to the presence of the > in the expression
(98), the UV contribution is much more important than the IR one.
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Fig. 24. Contributions of s- and p-polarized, propagating and evanescent modes to the force spectrum ((98) integrated on the
wavevector u). Distance d = 10 nm. Material: aluminum, described by tabulated optical data [46]. From [120].
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Fig. 24 represents the force spectrum between two aluminum half-spaces. It is seen that all the
contributions are coming from frequencies very close to plasmon-polariton resonances. From expression
(98), it is easy to separate the polarization contributions, the propagative contribution (0 < u < 1) and
the evanescent one (u > 1). We see in Figs. 23 and 24 that the peaks exist only in p-polarization and for
evanescent waves. This fact is an additional argument in favor of an interpretation of the force being
caused by the interaction between polaritons which are not propagating and only appear in p-polarization.
An interpretation of the phenomenon is the following. At frequencies close to the system resonances, i.e.
close to the surface waves frequencies, the density of electromagnetic states increases. Thus, the amount
of momentum carried in the gap increases too." This interpretation is only valid at distances of the order
of the wavelength of the surface wave. At larger distances, the force is dominated by the propagative
contribution as first pointed out by Casimir. We note also that the contribution to the force at such small
distances has a different sign whether the frequency is lower or higher than the resonant frequency.
However, the total Casimir force between dielectrics is always positive and smaller than the one for
perfect conductors.

8.3. Binding and antibinding resonances

The role of SPP can be further analysed by studying the variation of the integrand of the force F(u, )
in the plane (u,®). Close to the resonant surface-wave frequency wsw, the contributions to the force
come from evanescent waves. We therefore limit our study to the case u > 1 and close to w ~ wsw. In
Fig. 25a, we plot the integrand F'(u, w) for two aluminum half-spaces separated by a distance d = 10 nm.
Two branches mainly contribute, the higher frequency branch yielding a repulsive contribution whereas
the lower one gives an attractive contribution. These two branches actually follow the two-interface
system dispersion relation given by

1— rg e 2(w/c)vd _ (100)

The influence of the dispersion relation on the force is illustrated in Fig. 25b. In this figure, the quantity
/|1 — rg e 2(w/c)vd ]2 is plotted in the (u, ) plane. Upon comparison between Fig. 25a and b, it is clearly
seen that the main contribution to the force can be attributed to the SPP. In addition, we observe in
Fig. 25b a dark line which corresponds to minima of 1 /|1 — rg e~ 2(@/c)vd|2 The minima can be attributed
to very large values of the reflection factor of a plane interface r,. Thus, the dark line is the dispersion
relation of a single SPP on a flat interface.

In Fig. 26, the integrand is plotted for two aluminum half-spaces separated by a distance d = 100 nm:
the two branches tend to merge with the flat interface dispersion relation. One can thus propose the
following interpretation: when the surfaces approach each other, the overlapping of the two SPP leads to
two coupled modes and to a splitting of the polaritons frequencies [127,128]. The frequency splitting can
be found from the solutions of (100) which are implicitly defined by

rp(u,w) = £ evdle,

The signs correspond to either symmetric or antisymmetric mode functions (for the magnetic field), as
sketched in the inset of Fig. 26. The symmetric (antisymmetric) branch corresponds to a lower (higher)

1 . . . .
As for energy transfer case, momentum is carried by evanescent waves if and only if an upward and a downward wave are
present.
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Fig. 25. (a) Wavevector resolved spectrum of the Casimir force (98) in the (u,w) plane between two aluminum half-spaces
separated by a distance of 10 nm. The frequency of the flat asymptote corresponds to the peaks of the force spectrum (Fig. 24):
light (dark) areas: attractive (repulsive) force; (b) resonant denominator |1/1 — rg e 2w/c)vd |2 in the (u, w) plane, the gray scale
giving the logarithm to base 10. The dispersion relation of the coupled surface resonance corresponds to light areas; dark area:
dispersion for a single interface (20). The dielectric function is extracted from tabulated data [46]. The inset sketches the
magnetic field of the coupled surface resonances (antisymmetric and symmetric combinations). From [120].

resonance frequency, respectively, similar to molecular orbitals and tunneling doublets. These branches
contribute with opposite signs to the Casimir force, due to the following identity:
2r§(w, u) e 2evd/c rp(w, u) e=@vd/e rp(w, u) e=@vd/e

_ _ , 101
1-— rg(a), u)e2ovdfc 1 —p(w,u) e @/ 1+ ry(w,u) e=vd/c (10D

where the first (second) term is peaked at the symmetric (antisymmetric) cavity mode. The symmetry of
the resonance mode function hence determines the attractive or repulsive character of its contribution to
the Casimir force.

8.4. Analytical formulation of the short-distance limit

Using a simple Lorentz—Drude model for the dielectric function,
2(£2° — )

) 102
2° —iyw — o? (102)

elw) =1+
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Fig. 26. Same as Fig. 25 but for d = 100 nm. From [120].

we can derive a simple analytic form of the force in the near-field limit that accounts for the modification
of the local density of states due to the surface waves and that takes into account absorption effects. This
model describes either dielectric or metals depending on the value of wg. The corresponding plasma

frequency is |/2(£22 — a)%) With this convention, the large u# asymptote of the SPP dispersion (20)

occurs at w~ £2. As the distance d reduces to a quantity small compared to the wavelength, the
evanescent contribution to the force comes from higher and higher parallel wavevector. When u >> 1, the
reflection coefficient in p-polarization can be approximated by

2 2
Q _C()O

—_—. 103
2 —iyw — ? (103)

u>1: rp(wu)~

It is seen that the reflection factor has a complex pole. From (100), we thus get the following dispersion
relation for the (anti)symmetric surface-plasmon resonances, neglecting for the moment the damping
coefficient y:

Wt~ QP e wsdle(Q? _ ol (104)

where we have used v~u for u>> 1. For large u, we solve by iteration and find that w; < §2. As
announced above, the symmetric mode thus occurs at a lower resonance frequency.
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To derive an analytical estimate for the Casimir force, we retain in (98) only the contribution of p-
polarized, evanescent waves. The final result [120] contains two contributions:

R yLiz(2%)
F= e (“(Z) 42 ) (105)
where
4n —
2n
106
Z T T (106)
and
X, 72
Lis(z ZT (107)
When z — 1, we get the following asymptotics:
a(z) ~0.1388 — 0.32(1 — 2) + 0.4(1 — 2)?, (108)
., ) ) )
Li3(z7) = ¢(3) — ?(1 —z)+ |3 - i 2In2(1 —2)]|(1 —2) (109)

with ¢(3) ~ 1.202. For a metal, the parameter z takes the value 1 so that we have «(1)~0.1388 and
Liz =~ 1.202. We compare (105) in Fig. 27 to the full integral (98) for the case of aluminum: the
asymptotic estimation turns out to be quite accurate for distances d < 0.1Agpp, where Agpp is the
wavelength of the SPP with the largest frequency. In the case of aluminum, the first order correction in
y/$2is 2.5% of the zeroth order value of the force. The plot also shows that for numerical integration, the
tabulated data [46] and the Lorentz—Drude model (102) with parameters fitted around the surface
resonance give very close results over a large range of distances. This is another indication that the short
range Casimir force is dominated by a narrow frequency range.

8.5. Friction forces

The Casimir force that has been analysed in the previous section is not the only one that occurs when
two bodies are approached one to each other. A particle moving in a vacuum experiences a friction force
proportional to its velocity as first discussed by Einstein [102,129-132]. Again, the friction force arises
from the fluctuations of the electromagnetic field. A major difference between friction forces and Casimir
force is that the leading contributions come from the low frequencies for friction. By contrast, high
frequencies contribution gives the largest contribution to vacuum energy and therefore gives the leading
contribution to the Casimir force. The friction force has been studied recently for a particle in close
proximity to an interface. This force has been used to develop a near field imagery technique called shear-
force microscopy [133-135]. The exact origin of these forces is still unclear. Recently, experiments on
shear force [136,137] have been conducted in ultra-high vacuum in order to eliminate forces due to a
water monolayer for instance. Different models have been developed to explain the origin of the friction
force between two parallel surfaces [40,138-141] in the framework of fluctuational electrodynamic
fields. The case of a particle moving parallel to a surface has been considered in [142-144]. The friction
force for particles moving perpendicular to the surface has also been considered experimentally [145] and
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Fig. 27. Comparison of different expressions for the Casimir force between aluminum surfaces. We plot the ratio F(d) /Fcas(d),
where Fcas(d) = hien? /(240d*) is the Casimir force for perfect mirrors. Solid line: numerical integration of (98), using
tabulated data [46]. Short-dashed line with circles: same, with a model dielectric function of Drude form (102) with wy = 0,
£2=1.66x 10 s and y/$2 = 0.036. These parameters have been derived by fitting the value of the reflectivity. Long-
dashed line: short-distance asymptotics (105) with the same values for wg, §2 and y. From [120].

theoretically [146]. Volokitin and Persson [147,148] have shown that the friction force is much larger for
the perpendicular case. The problem is still open because the discrepancy between theory and
experiments is very large. Recently, it has been proposed [149] that the friction observed in the
experiment by Stipe et al. could be due to the dielectric located below the gold film. Volokitin and Persson
[147] have suggested that adsorbates might produce a very large enhancement of the friction forces.
Clearly, more experiments are needed to clarify this issue.

9. Concluding remarks

Many years after the discovery of surface polaritons, new discoveries and effects are still being
reported. A major reason is the development of near-field techniques that allows us to probe the
properties of surfaces with a nanometric resolution and motivates further work. Although thermal
excitation of surface waves had been studied in the past, their major role in many phenomena has been
realized only recently. It has been shown that heat transfer is dramatically enhanced in the near field due
to the resonant contribution of surface waves. It has been shown that the electromagnetic field emitted by
a thermal source may be partially temporally coherent and partially spatially coherent in the near field. It
has also been shown that the far-field emission properties of surfaces can be engineered by exciting and
coupling efficiently surface waves. Partially spatially coherent thermal sources have been realized.
Applications to emitting light devices are under study. The role of surface excitations in the Casimir force
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has been clarified and the agreement between experiments and models is now satisfactory. The situation
for friction forces is far less clear. There are still large discrepancies between published data and models.
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Appendix A. Green’s tensor
A.l. Green’s tensor in a vacuum

The Green’s tensor in a vacuum is defined by the relation:

E(r) = poo” G (r,r')p. (A1)
Its explicit form expression is given by:
< ke® | (1 i 1\« 3 301
G(r,r o) = —t——— | I+ ()| ——————= ]|, (A.2)
( )= [(kR (kR)? (kR)3> (u-u;) (kR)®  (kR)* KR

where R = |r — r’|, T is the identity tensor and w,u, is a tensor in dyadic notation such that
(u,u)A = u,(u, - A).

A.2. Green’s tensor above an interface

For the plane interface system, it is convenient to use the representation due to Sipe [45] that consists
of a decomposition over elementary plane waves. We use again the dyadic notation for the tensors. For
instance, the s-component of the electric field is given by SSE = §(§ - E). In the case of a Green tensor
relating currents in the lower half-space (r’ in medium 2) to a field in the upper half-space (r in medium
1), one has:

o )
GEE(r r o) = iK1 (65,8 + i, 5] K (R—R') iy z=iy,? (A3)
PR o) 4712 Vs 21 12182

and

< HE k ¢’K 1 i N iy

0n1 Ats o aP A+ JK-(R-R —iy,7

G () =B [ T8 ey - 5 R i, o
In the expression § = K x 7/|K| and pif = —[y;K/|K|F K%]/(niko). The transmission factors are
defined by:

p __2mmy, s o2 (A.5)

ey ey v+

Note that the transmission factor for p-polarization has a pole that corresponds to the surface wave. Thus
the Green’s tensor contains all the information on surface waves.



K. Joulain et al./Surface Science Reports 57 (2005) 59-112 107

In the case of two points lying above the interface in medium 1, the tensor can be cast in the form:

—EE dZK
G (rr o) :i/

AS A At P oA— An A A . /
Sris8 + piri, b1 N 88+ pp o, 182—7) .| KRR
12 L1201 iy (242) + eirilz=7| + ( )ZZ clK-(R-R

4t 271 2y) K21
(A.6)
«— HE d2K k ' / 4 /
G (l‘, r/7 CL)) = / 4—7-[2 { ;7’? !(p"i’_rizé‘ _ S,‘rpzﬁ]—)el]/l(Z-FZ) + (ﬁ§ o §A)61V1\Z—Z |
i . /
+o5—8(z =) (k2 - kxﬁf)] }elK(R—R ), A
where the reflection factors are:
_81)/ ‘I’ 82)/ Y1 —Y
= ran T P Than (A8)
€172 + &2y Y1+ 2

and where we have defined p = [KZ — y32(z — 7')/|z — Z|] /kon3.

A.3. Green’s tensor for a two-interface system

We now consider a two-layer system. The upper medium is denoted as 1 and lies above z = d. The
lower medium (z < 0) is medium 2. Medium 3 is defined by d > z > 0. The Green’s tensor relating the
currents in medium 2 to the field in medium 1 with a film of medium 3 between media 1 and 2 are given

by

—EE Cor 2
G (rr, o) =+ [T L s oh s o) KRR il (e-d) 7.7 (A.9)
Y Y 2 47T2 )/2 12 1°12F2
and
o HE k d’K 1 - N iy, 7
G (rir,o)= OTM/H y—z(ﬁfrtalf — 3§, 53) el K-R-R)] il (z—d)~iy,d] (A.10)
where

PSP Liysd
sp_ iz e’

£P = I (A.11)
21 1— r;slprgvzp ei2ysd

Note that the two-interface Green’s tensor is very similar to the single interface one, except that the single
interface transmission coefficient has to be replaced by a generalised transmission coefficient taking into
account the multiple reflections.

When r and r’ are in the film (medium 3), the Green’s tensor can be cast in the form:

<—>EE , d2K<—>EE , . ,
G (rr o= 22 & (K,z,7')exp iIK(R—R')], (A.12)
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where g ¥ (K, z,7) is the sum of three contributions:

8 (K 2,2) = s (55 4+ pplexp livsle — 1) — —8(z — )+ = [§355 + pL B 3]
) &y 27/3 3 k(%{‘;} 2y3 32 3 M32F3
) | . )
x exp [iys(z +2)] + 2, [§05:8 + P53 05 Py lexpliys(d —z+d —2)],  (A.13)
where
S7p S7p

sp _ 31 sp _ 32 Al4
S e S N T e

Appendix B. Fluctuation—dissipation theorem

In this section, we derive the appropriate spectral density for an absorption measurement and for a
quantum-counter measurement. The operator needed to describe the absorption of a photon involves the
normally ordered correlation function of the field operator (E,E_)E§+)>, where E(+/7) is defined using
only the positive or negative frequencies of the spectrum. We quote from Agarwal [31] the cross-spectral
density of the normally and antinormally ordered electric fields:

N Y, 0) = n(—0)ughw? [1 + coth (22—“’T>] Im[GEE (r, 1, w)), (B.1)
B

5/&?)(1', v, w) = n(w)poha? [1 + coth ( ho

szr>] Im[Gi" (r, v, )], (B2)

where 7n(w) is the Heaviside function. It is seen that the normally ordered cross-spectral density involves
only negative frequencies whereas the antinormally ordered correlation involves only positive frequen-
cies. They can be viewed as an analytic signal. Despite the apparent symmetry of the above equations,
there is a critical difference as will be seen in the next section.

B.1. Absorption measurement

Let us now derive the time-correlation function for the electric field. From Agarwal [31], we have
(Ex(r,t + DE/(F, 1)) = 2Re[(EL ) (r,t + D)E! ) (¢, 1))]. (B.3)

Using the cross-spectral density (B.1), we get

(Ex(r,t + T)E(r, 1)) = 2Re UO

—00

dow . 2 E how
5 SXP (—iw7) oo™ Im[Gy] [1 + coth <2kBT>” . (B.4)

We note that
Im[GE(r, ¥, —w)] = —Im[GE (r, ¥, w)] (B.5)
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and

ho 2
[1 coth <2kBT>] " exp (ho]/ksT) — 1 (B0

so that the correlation function can be cast in the form:

(Eu(r,1+ DE(, 1)) = 2Re [ / - ‘2‘_‘: exp (i07)21100 Im[GEE|O(w, T) |. (B.7)
0

B.2. Quantum-counter measurement

We derive now the time-correlation starting from the antinormally ordered correlation function. This
choice is appropriate for a quantum-counter experiment. The Casimir effect that depends on the total
energy of the system pertains to this category. From Agarwal [31], we have

(Ex(r,t + DE/(F, 1)) = 2Re[(EL (r,t + )EL (1)), (B.8)
Using the cross-spectral density (B.1), we get
> dw

h
(Ex(r,t +1)E/(r' ;1)) = 2Re / — exp (—iwt)polie? Im[GEF]| 1 + coth @ . (B9
0 2 2kBT
We note that
hw 2
1 th| —— )| =2 B.10
[ Teo <2kBT>] T exp (hojkgT) — 1’ (5.10)

so that the correlation function can be cast in the form:

(Ex(r,t + 1)E(r',1)) = 2Re [/OO (21—: exp (—iwt)2uow Im[GEE | [liw + O(w, T)]} . (B.11)
0

We conclude by noting that both results have a similar structure and can be described by an effective
spectrum defined for positive frequencies only. This analysis provides a justification for the heuristic
argument often used to drop the vacuum energy fluctuation.
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Heat transport at nanoscales in semiconductors is investigated with a statistical method. The Boltzmann
transport equation (BTE), which characterizes phonon motion and interaction within the crystal lattice, has
been simulated with a Monte Carlo technique. Our model takes into account media frequency properties
through the dispersion curves for longitudinal and transverse acoustic branches. The BTE collisional term
involving phonon scattering processes is simulated with the relaxation times approximation theory. A new
distribution function accounting for the collisional processes has been developed in order to respect energy
conservation during phonons scattering events. This nondeterministic approach provides satisfactory results in
what concerns phonon transport in both ballistic and diffusion regimes. The simulation code has been tested
with silicon and germanium thin films; temperature propagation within samples is presented and compared to
analytical solutions (in the diffusion regime). The two-material bulk thermal conductivity is retrieved for
temperature ranging between 100 K and 500 K. Heat transfer within a plane wall with a large thermal gradient
(250 K to 500 K) is proposed in order to expose the model ability to simulate conductivity thermal dependence
on heat exchange at nanoscales. Finally, size effects and validity of heat conduction law are investigated for

several slab thicknesses.

DOI: 10.1103/PhysRevB.72.064305

I. INTRODUCTION

The development of nanotechnologies has led to an un-
precedented size reduction of the electronic and mechanical
devices. For example, transistors of a few nanometer size are
now openly considered.! The heat that will be dissipated by
joule effect in these semiconductor junctions will reach soon
the levels of the heat dissipated in a light bulb. This high
volumetric heat dissipation in electronic devices will have to
be evacuated very efficiently in order to avoid possible fail-
ures of the systems. This task will not be achieved without a
precise knowledge of the phenomena governing the heat
transfer at nanoscale. Furthermore, new technologies based
on a local heating are being developed in order to enlarge the
computer hard disk capacity. The ultimate limit of storage is
to write a byte at the atomic scale. This goal is already fea-
sible with near-field microscope probes but at a too slow
rate. A way to write bytes at the nanometer scale is the melt-
ing of a polymer by heating it on a very short time scale
(<1 ns) by an array of heated near-field probes.? In this ex-
ample, the heat transfer has to be controlled not only at the
nanometer scale but also at the nanosecond scale.

Through these two examples, one can anticipate that the
foreseeing technological challenges in miniaturization will
have to solve more and more problems of heat transfer at
short time and space scale. However, the physics of heat
transfer usually used (Fourier’s law, radiative transfer equa-
tion) can no longer be applied when some characteristic
length scales are reached.? In thermal radiation, for example,
wave effects appear as the system characteristic lengths be-
comes lower than the typical wavelength (\~ 10 um at T
=300 K).*> A substantial increase of the radiative heat trans-
fer can even be reached at nanometric distances.® On its side,
heat conduction is classically described by the Fourier law
and the heat conduction equation (J7/dt=aAT) which is a
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diffusion equation. It is well known that this kind of equation
can be interpreted as a random walk of particles.” In the case
of heat conduction, we are actually dealing with energy car-
riers which are electrons in metals and phonons in crystalline
materials. When these carriers undergo a large number of
collisions, the use of the diffusion equation is valid whereas
a more careful study is required when the number of inter-
actions between carriers lowers.

A way to achieve this goal is to consider the evolution of
a distribution function f(r,p,f) which describes the number
of particles in a certain elementary volume d’rd’p around
the point (r,p) in the phase space. The evolution equation of
f, called the Boltzmann transport equation (BTE), makes f
vary in space and time under the influence of advection,
external force, and collision.® Note that this approach is not
relevant to treat the wave aspects of the problem such as
interference or tunneling. The understanding and the model-
ing of the collision term is actually the key point in the
resolution of the BTE. It can sometimes be fully expressed as
in radiation transfer. Then the collision term is in that case
the sum of an absorption term, an elastic scattering term, and
an emission term proportional to an equilibrium
distribution.® Many resolution techniques have been devel-
oped in radiation transfer such as the discrete ordinates
method, the Monte Carlo method, or the ray-tracing
method.'” They can hardly be used when the collision pro-
cesses are inelastic as it is the case for electrons and
phonons.!! For example, the phonons, which are eigenmodes
of the harmonic oscillators constituting the crystal, can only
interact through the anharmonic term of the potential leading
to three or more phonon collisions. These interactions pre-
serve neither the number of phonons nor their frequency in
the collision process. Nevertheless, these three or four pho-
non interactions tend to restore thermal equilibrium, i.e., to
help the phonons to follow an equilibrium distribution func-
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tion which can be easily determined from thermodynamic
equilibrium considerations. Thus, many of the studies ap-
proximate the collision term in the BTE by the so-called
relaxation time approximation: the distribution function
f(r,p,t) relaxes to an equilibrium function f°(r,p) on a time
scale 7(p). The BTE resulting from this approximation is
nothing but the radiative transfer equation without
scattering.'?> All the numerical tools developed in thermal
radiation can therefore be used in this case. The key point in
this model is to calculate a suitable 7(p) in order to charac-
terize the collisions.

In the middle of the 20th century, a great theoretical effort
has been made to determine the relaxation times of the
phonons in a bulk material. At ambient temperature, it has
been shown that the main contribution to the relaxation time
finds its origin in the anharmonic phonon interaction. These
anharmonic interactions can be triadic or quartic. Triadic in-
teractions involve three phonons (for example, two phonons
anihilate to give birth to a third one) whereas quartic inter-
actions involve four phonons (two phonon anihilate to give
birth to two others). Quartic interactions contribute often less
to the phonon relaxation time, but sometimes have to be
taken into account, especially in the case of high tempera-
tures (7>1000 K) as it has been shown by Ecsedy and
Klemens.!? At ambient and low temperature, semiconductor
(such as Si and Ge, which are treated here) studies are usu-
ally limited to triadic interactions.'* Nevertheless, taking
them into account or not does not change the ways the BTE
can be solved. Among these anharmonic processes, two dif-
ferent kinds can be identified. The so-called normal pro-
cesses (N), which maintain the momentum in the collision,
and the Umklapp processes (U), which do not preserve the
momentum. The former do not affect the material thermal
resistance, contrary to the latter. These Umklapp processes
follow selection rules' and it is an amazing feat to calculate
them.'6

In the case of semiconductors such as silicon (Si), germa-
nium (Ge),'”!® and gallium arsenide (GaAs),'*?° the relax-
ation times have allowed us to compute semianalytically
thermal conductivities in good agreement with measure-
ments. Resolution of the BTE have been achieved on these
materials in bulk situations, thin film, or superlattice
configuration.'>?!-23 At short time scale, these resolutions
have been compared to classical solutions?*?> and some
modifications of the BTE have been proposed.?® The resolu-
tions based on the discrete ordinates method or on the finite
volumes method converge very quickly numerically but have
a major drawback: they are governed by a single relaxation
time taking into account all the different processes of relax-
ation such as the anharmonic interactions between phonons,
the interactions with impurities and dislocations, or the scat-
tering on the material boundaries. The Matthiesen rule,
which states that the inverse of the total relaxation term is the
sum of the relaxation times due to every different phenom-
ena, is usually used. In the context of the BTE in the relax-
ation time approximation, this means that all the different
interaction or scattering phenomena tend to restore thermal
equilibrium.

An alternative way to solve the BTE is the Monte Carlo
method. This method is quite computer time greedy because
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it necessitates to following a large number of energy carriers,
but it becomes competitive when the complexity of the prob-
lem increases, particularly for nontrivial geometries. This
method is therefore useful in order to calculate the heat trans-
fer in electronic devices of any shape. Moreover, in this
method, different scattering phenomena (impurities scatter-
ing, boundary scattering, and inelastic scattering) can be
treated separately. The resolution of the BTE by the Monte
Carlo method has been performed for electrons®’~3? but has
been little used in the case of phonons. Peterson®? performed
a Monte Carlo simulation for phonons in the Debye approxi-
mation with a single relaxation time. He presented results
both in the transient regime and in equilibrium situation. Ma-
zumder and Majumdar®* followed Peterson’s approach but
included in their simulation the dispersion and the different
acoustic polarization branches. They retrieved both the bal-
listic and the diffusion situation but did not show any result
in the transient regime. Another limit of this last paper is that
the N processes and the U processes are not treated sepa-
rately although they do not contribute in the same way to the
conductivity.

The starting point in our work is these two contributions.
We follow individual phonons in a space divided into cells.
The phonons, after a drift phase, are able to interact and to be
scattered. The speed and the rate at which phonons scatter
depends on the frequency. We ensure that energy is con-
served after each scattering process. This procedure is differ-
ent whether the phonons interact through an N process or a U
process. This paper is therefore an improvement of existing
phonon Monte Carlo methods and is validated on simple
examples such as a semiconductor film heated at two differ-
ent temperatures.

Section II recalls the basic hypothesis governing the BTE.
Fundamental quantities such as the number of phonons, the
energy, and the density of states are also defined. The phonon
properties are also presented through their dispersion rela-
tions. Section III exposes the Monte Carlo method used in
this paper. Boundary conditions, phonon drift, and scattering
procedures are given in detail. Section IV presents transient
results in the diffusion and ballistic regimes. Thermal con-
ductivities of silicon and germanium between 100 K and 500
K are numerically estimated. The influence of conductivity
thermal dependence on heat conduction within a slab is stud-
ied. Finally, size effects on phonon transport at very short
scales are considered.

II. THEORY

A. Boltzmann transport equation

The Boltzmann transport equation (BTE) is used to model
the phonon behavior in a crystal lattice. This equation is
related to the variation of the distribution function f(z,r,K)
which depends on time ¢, location r, and wave vector K.
f(z,r,K) can also be defined as the mean particle number at
time ¢ in the d°r volume around r with K wave vector and
&K accuracy. In the absence of external force, the BTE
expression is>

of

af
—+Vgw- -V f= — 1
ot K® rf ot ()

collision

with the phonon group velocity v,=Vgw.
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Integration of the distribution function over all the wave
vectors of the first Brillouin zone and all the locations leads
to the phonon number N(7) at a given time in the crystal. The
lhs term of Eq. (1) accounts for the phonon drift in the me-
dium and the rhs term for the equilibrium restoration due to
phonon collisions with themselves, impurities, and bound-
aries.

The collisional term modeling is the key point in the BTE
resolution. In the case of photons, it appears as the sum of an
absorption term, of an emission term, and of an elastic scat-
tering term in which a scattering phase function relates a
photon in the incoming and outgoing propagation directions
during a scattering event.® However, in the case of phonons,
there is no absorption, nor emission, but only scattering
events. Scattering events at the borders can simply be treated
during the drift phase, i.e., when a phonon reaches a border.
Scattering with impurities can be treated similarly to the iso-
tropic scattering of photons when addressing thermal radia-
tion. Scattering of phonons due to the anharmonic terms of
the potential are quite difficult to express. We know never-
theless that these terms are responsible for the thermal con-
ductivity, i.e., tend to restore thermal equilibrium. Therefore,
in this work we use the relaxation time approximation for
three phonon scattering processes. The collision time used in
this formalism comes from normal and Umklapp relaxation
times which are further estimated.

B. Lattice modeling

As it has been exposed previously, the thermal behavior
of the crystal can be considered from the phonon character-
istics (location, velocity, and polarization) within the me-
dium. They might be obtained through the BTE solution
since the distribution function can be easily related to the
energy and therefore to the temperature. Using an integrated
distribution function, one can express the total vibrational
energy of the crystal as®

E=3 S () + Lo o
p K

where (ng ,) is the local thermodynamic phonon population
with polarization p and wave vector K described by the
Bose-Einstein distribution function

1

()=~ G)
exp(—) -1
kgT

E is the material volumic energy. It is obtained by summa-
tion in Eq. (2) of each quantum A over the two polariza-
tions for transverse, longitudinal, and optical modes of pho-
non propagation. Assuming that the phonon wave vectors are
sufficiently dense in the K space, the summation over K can
be replaced by an integral. Moreover, using D,(w), the pho-
non density of state, we can achieve the integration in the
frequency domain. This two modifications yield
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E=D, f (<nw,p>+%)ﬁwpp(w)gpdw, (4)
V4 [

with D,(w)dw the number of vibrational modes in the fre-
quency range [, w+dw] for polarization p and g, the de-
generacy of the considered branch. In the case of an isotropic
three-dimensional crystal (V=L?) we have®

dK  VK*dK
Qu/L)? 27
The 1/2 term in Eq. (2) is the constant zero point energy
which does not participate to the energy transfer in the ma-

terial, therefore it has been suppressed. Using the group ve-
locity definition, Eq. (4) might be rewritten

hw K?

E=V dw. 6

%fw o (ﬁw>_1 21720ggp ] (6)

p
kgT

D, (w)dw= (5)

The numerical scheme we are going to present is mainly
based upon energy considerations. The previous expression
Eq. (6) will be also used to estimate the material temperature
by means of a numerical inversion.

C. Dispersion curves

Only a few studies on that topic take into account disper-
sion. Indeed, frequency dependence makes calculations
longer, accounting for velocity variation. However, realistic
simulation of phonon propagation through the crystal must
take into account interaction between the different branches.
Here optical phonons are not considered because of their low
group velocity: they do not contribute significantly to the
heat transfer. These modes can actually contribute indirectly
through the interaction with other modes such as the acoustic
modes. By modifying their relaxation times, they can in-
flence the total thermal conductivity of the material. Never-
theless, in this work, we did not consider this phenomenon.
Consequently only transverse and longitudinal branches of
silicon and germanium are presented here (Fig. 1). We have
made the common isotropic assumption for wave vectors and
consider the [001] direction in K space. For silicon, we used
data obtained from a quadratic fit,*' whereas germanium ex-
perimental curves’’ have been fitted by cubic splines. Pho-
non group velocity has then been extracted from this data.
Note that in silicon and germanium, two acoustic branches
have been considered. The transverse branch is degenerated
(g7=2) whereas the longitudinal branch is non-degenerated

(g=1).

III. MONTE CARLO METHOD

The Monte Carlo technique has been widely used in order
to solve transport equations. In the heat transfer field, Monte
Carlo solutions of radiative transfer equation are often con-
sidered as reference benchmarks. The method accuracy only
lies on the number of samples used. Among others, the main
advantages of this method are

e the simple treatment of transient problems,
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FIG. 1. (Color online) Phonon dispersion curves for silicon and
germanium in the first Brillouin zone, K,y ;=1.1326x 1010 m™!
and K ge=1.1105X 10" m~".

e the ability to consider complex geometries, and

e the possibility to follow independently each scattering
process (for instance, phonon-phonon, phonon-impurity, and
phonon-boundary processes).

The main drawback is computational time. However, this
method remains a good choice between deterministic ap-
proaches such as the discrete ordinates method (DOM) or
“exact solutions” such as those provided by molecular dy-
namics which is limited to very small structures.

A. Simulation domain and boundary conditions

As it was said before, the geometry of the studied material
does not matter. Here, a simple cubic cells stack (Fig. 2) is
considered since it can be readily related to the plane wall
geometry commonly used in thermal problems. Cylindrical
cells or multidimensional stacks can also be considered in
order to model nanowires or real semi-conductors.

Concerning boundary conditions, we assume that the lat-
eral walls of the cells (in x and y directions) are specularly
reflecting in most of the simulation cases. This means that
walls are adiabatic and perfectly smooth. Note also that in
that case, the dimension in the x and y directions should not
change the result in the simulation. Indeed, when reflection is
specular on the lateral cells boundaries, the momentum is
preserved in the z direction. The heat flux and the tempera-
ture along z should thus not be affected. At both ends of the

FIG. 2. (Color online) Studied model. Phonon location, energy,
and velocity are randomly chosen in each cell according to disper-
sion curves and local temperature.

PHYSICAL REVIEW B 72, 064305 (2005)

medium, temperature is assumed to be constant. Therefore,
energy in the first and the last cells is calculated from equi-
librium distribution functions. Incoming phonons in these
cells are thermalized at each time step. Consequently theses
cells act as blackbodies.

At this stage, an important point is the choice of the three
discretizations: temporal, spatial, and spectral. Spatial dis-
cretization is directly related to the material geometry: usu-
ally cells length are about L,~ 100 nm for micrometric ob-
jects and can be smaller in the case of thin films or
nanowires, for instance. The time step choice depends on
two parameters: the cell size and the group velocity at a
given frequency. In order to consider all scattering events
and to avoid ballistic jump over several cells, we state that
the time step must be lower than Ar<<L_/Vy™*.

The spectral discretization is uniform; we used N,=1000
spectral bins in the range [0,w]"3']. We have checked that
larger discretizations do not increase the result accuracy.

B. Initialization

The first step of the simulation procedure, once medium,
geometry, and mesh have been chosen, is to initialize the
state of phonons within each cell describing the material.
Hence, the number of phonons present in each cell is re-
quired. It will be obtained considering the local temperature
within the cell and using a modified expression of Eq. (6). In
this equation, energy is given for all the quanta 7w associ-
ated to a spectral bin. Therefore, it can be rewritten to give
the total number of phonons in a cell as

1 K,

Ny,
N=V X X -
- _ w
p=TALA b=1 exp( b,g) -1
kT

gAw. (7)

The number of phonons obtained with Eq. (7) is usually very
large, for instance in a 10 nm silicon cube at 300 K, N can be
estimated around 5.45X 10°. In the case of nanoscale struc-
tures, direct simulations can be achieved if the temperature is
relatively low. In the case of microscale samples or multidi-
mensional cell stacking, a weighting factor shall be used to
achieve Monte Carlo simulations. Hence, Peterson’s> tech-
nique has been used. The actual number of phonons N is
divided by a constant weight W in order to obtain the number
of simulated phonons N*

N* = (8)

SIE

In our simulations W’s value is set around W~ 10* for mi-
crometric structures, in order to preserve accuracy.

During the initialization process, a temperature step is
prescribed in the medium. The first cell is raised to the hot
temperature 77, the last to the cold one 7. All the phonons in
the intermediate boxes are also at T,. Associated theoretical
energy in the whole structure is obtained from Eq. (6). This
energy should match the calculated energy E* within all the
cells, written into the following form:
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Ncell N*
E*=2 > WXho,,. 9)
c=1 n=1

As a consequence, during the initialization, phonons should
be added by packs of W at a given frequency, sampled from
a normalized number density function F. According to Ma-
zumder and Majumdar’s work,3* this function is constructed
doing the cumulative summation of the number of phonons
in the ith spectral bin over the total number of phonons Eq.

(7):

> NAT)
=1
> N(T)
j=1

In this process, a random number R is drawn (all the random
numbers discussed here check 0 <R =< 1) and the correspond-
ing value F; gives the frequency w;, knowing that the F,_;
<R =F; location is achieved with a bisection algorithm. The
actual frequency of the phonon is randomly chosen in the
spectral interval prescribing

A
w,-:wo,i+(2R—l)7w, (11)

where ) ; is the central frequency of the ith interval.

Once the frequency is known, the polarization of the pho-
non has to be determined. It can belong to the TA or LA
branch with respect to the Bose-Einstein distribution and the
density of states. For a given frequency w;, the number of
phonons on each branch are Ny s(w;)=(n;s(®;))D;s(w;) and
Noalw;)=2 X {nps(w;))Dralw;), where the density of states
are calculated with Eq. (5) in which the relation between w
and K are taken from the dispersion curves. The associated
probability to find a LA phonon is expressed as

Nya(w))
Nia(®) + Noa(w;)

Pia(w) = (12)

A new random number R is drawn: if R<<P;(w;), the pho-
non belongs to the LA branch, otherwise it is a transverse
one.

The knowledge of the frequency and the polarization
leads to the estimation of the phonon group velocity and the
phonon wave vector merely using the dispersion curves and
their derivatives. Assuming isotropy within the crystal, the
direction € is obtained from two random numbers R and R’
randomly distributed between O and 1. Indeed, chosing a
direction in 3D consists in chosing two angles (6, ¢») which
are the spherical coordinates angles. Moreover, these angles
have to be chosen so that the corresponding directions are
uniformly distributed in the 4 full space solid angle. The
elementary solid angle is dQ)=sin 6d6d¢=-d(cos O)d¢ so
we see that cos 6 has to be uniformly distributed between —1
and 1 and ¢ beteween 0 and 2. Hence ) is written as
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sin 6 cos ¢
Q =sin fsin ¢ (13)
cos 0

where cos #=2R-1 and ¢=27R’.

The last operation of the initialization procedure is to give
a random position to the phonon within the cell. In the grid
previously considered, location of the nth phonon in the cell
¢, whose lengths are L,, Ly, and L_, is

r,.=r.+LRi+LR'j+LR"k (14)

where r, is the coordinates of the cell and R, R, and R” are
three random numbers.

C. Drift

Once the initialization stage is achieved, phonons are al-
lowed to drift inside the nanostructure. Considering the time
step Az and their velocities, each phonon position is updated:
Farif=Tola+ VoA, In the case of shifting outside of the lateral
boundaries (in i and j directions), the phonon is specularly
reflected at the wall. In the case of diffuse reflection with a
particular degree d (0=<d=<1, d=0 purely specular, d=1
purely diffuse) a random number R is drawn. When R is
lower than d a new phonon propagation direction is calcu-
lated using Eq. (13).

When a phonon reaches the bottom (z,,;,) or the top (Zay)
of a cell, it is allowed to carry on its way in the previous or
next cell, respectively. As a result, it is going to modify the
cell energy and by extension its locathJemperature. At the end

of the drift phase, the actual energy E* is computed in all the

cells using Eq. (9). Then, the actual temperature 7 is ob-
tained with Eq. (6) doing a Newton-Raphson inversion.?®
Phonons drifting in the first and last boxes are thermalized to
the cold or hot temperature in order to keep boundary cells
acting as blackbody sources.

D. Scattering

In the Monte Carlo simulation, the scattering process has
been treated independently from the drift. The phonon-
phonon scattering aims at restoring local thermal equilibrium
in the crystal since it changes phonon frequency. Collisions
with impurities or crystal defects as well as boundary scat-
tering do not change frequency but solely the direction €.
These last phenomena are significant when low temperatures
are reached and the phonon mean free path becomes large. In
the present study we do not consider impurity and defect
scattering for calculation. Besides, the bulk hypothesis is as-
sumed, there is no boundary scattering. The phonons are
specularly reflected at the side limits. Hence, only three-
phonon interactions have been considered.

As already said before, there are two kinds of three-
phonon processes: normal processes (N) which preserve mo-
mentum and Umklapp processes (U) which do not preserve
momentum by a reciprocal lattice vector. These two mecha-
nisms have consequences on the thermal conductivity of
the crystal. When the temperature is sufficiently high
(T=Tpevye)» U processes become significant and directly
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modify heat propagation due to the resistivity effect on en-
ergy transport. On the other hand, normal scattering also af-
fects heat transfer since it modifies frequency distribution of
the phonons. For phonons described by (p,w,K) and
(p', o', K’) scattering to (p”, »”,K"), the following relations
are checked

energy: fhw+ho' — ho”,

N processes: K+ K’ — K",

U processes: K+K' — K"+G, (15)

where G is a lattice reciprocal vector. Scattering also in-
volves polarization in the way that acoustic transverse and
longitudinal phonons can interact. According to Srivastava,
for N and U processes different combinations are possible:

N and U processes:

T+T=L, L+T=L,andT+L=L,

N processesonly: T+T=TandL+L=L. (16)

For the N processes only, all the participating phonons must
be collinear to achieve scattering. Usually these interactions
are neglected.

Direct simulation of phonons scattering is an awkward
challenge. With Monte Carlo simulations, it is possible to
estimate phonon collisions with neighbors as in the gas ki-
netic theory calculating a three-particle interaction cross sec-
tion. However, in the present study, the frequency discretiza-
tion might not be sufficiently thin to assess every three-
phonon processes. Thus the collisional process is treated in
the relaxation time approximation. Several studies on that
topic have been carried out since the early work of
Klemens;'> a detailed paper of Han and Klemens'* recalled
them.

Relaxation times 7 have been proposed for several crys-
tals. They depend on the scattering processes, the tempera-
ture, and the frequency. Holland’s work on silicon'® and the
recent study of Singh for germanium*’ provide various 7
values. The independence of the scattering processes is used
to consider a global three-phonon inverse relaxation time
accounting for N and U processes 7yy. It has been obtained
using the Mathiessen rule (T]_VIU=T&1+ Tfjl .

In order to be implemented in the Monte Carlo simula-
tion, the scattering routine requires an associated collision
probability P, This one is derived saying that the probabil-
ity for a phonon to be scattered between ¢ and t+dt is dt/ 7.
Thus,

- At
Pscatzl_exp<_)' (17)
NU
A random number R is drawn; if R<Pg,, the phonon is
scattered. As a result, new frequency, polarization, wave vec-
tor, group velocity, and direction have to be resampled with
respect of energy and momentum conservation. Relaxation
times are temperature and frequency dependent. For each
simulated phonon considered 7y is calculated at every time
step.
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FIG. 3. (Color online) Normalized number density function in
silicon with and without P, correction.

In previous studies on that topic,>3* the frequency sam-
pling after collision was achieved from the normalized num-

ber density function F' at the actual temperature T of the cell
obtained at the end of the drift procedure. In this approach
the actual energy after the scattering stage is usually different

from the “target” one obtained with temperature T. Hence a
subsequent “creation/destruction” scheme is necessary to en-
sure energy conservation. In fact, in the preceding procedure
at thermal equilibrium, the probability of destroying a pho-
non of frequency w and polarization p is different from the
probability of creating this phonon. This means that the
Kirchhoff law (creation balances destruction) is not re-
spected. In order to create phonons at the same rate they are
destroyed at thermal equilibrium, the distribution function
used to sample the frequencies of the phonons after scatter-
ing has to be modulated by the probability of scatterring. So
we define a new distribution function
i
ENJ'(T) X Pscatj
Fra) = o (18)

2 N,(T) X Pscal j
Jj=1

Taking into account the scattering probability in the dis-
tribution function F., ensures that a destructed phonon on
both transverse and longitudinal branches can be resampled
with a not too weak energy as it can be seen in Fig. 3.

According to the described simulation procedure after the
initialization step, phonons in cell ¢ are described by
[T, F(T.),N*(T.),E*(T,)]. They are allowed to drift and the
state of cell ¢ before scattering is [7,.,F(T.),N'*(T,),E'’*(T,)].
Then three-phonons collisions occur and change energy
by frequency resetting of the colliding phonons (using
the distribution function F,, leading to the final state
[T., FoulT.), N'*(T,), E"*(T,)]). Hence energy can be ex-
pressed as
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=Fou(T,) =F(T,) (19)

Furthermore the number of colliding phonons can simply be
expressed as N'2 (T,) =Py, X N'*(T,). One then sees that, if
we want to preserve energy at thermal equilibrium, the new
normalized number density function F ., must take into ac-
count this collisional probability. Energy conservation during
Monte Carlo simulation might be noticed from frequency
distribution (Fig. 4, which matches the theoretical distribu-
tion given by Eq. (7)].

Concerning momentum conservation, the task is harder to
address since the Monte Carlo process considers phonons
one by one. Consequently triadic N or U interactions cannot
be rigorously treated. In a first approach, we propose the
following procedure to take into account the fact that U pro-
cesses contribute to the thermal resistance whereas the N
processes do not. When the phonons scatter through a U
process, their directions after scattering are randomly chosen
as in the initialization procedure. Therefore, these phonons
are randomly scattered and contribute to the diffusion of
heat. On the contrary, it is assumed that scattering phonons
experiencing an N process do not change their propagation
direction €.

Statistically, for a given temperature and frequency, the
phonons are destroyed by scattering at the same rate they
appear. A phonon which scatters has a great chance to be
replaced in the computation by a phonon of a near frequency.
Therefore, by this treatment, the N processes ‘“‘approxi-
mately” preserve momentum. Nevertheless, a more accurate
treatment should be done in order to respect exactly the mo-
mentum in the N processes. For a plane-parallel geometry, it
seems possible to guarantee the momentum conservation in a
single direction.
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In fact, the relaxation time estimation'# states that there is
a frequency limit wy;,,; for the transverse acoustic branch.
Wjimic actually corresponds to K=K, ../2. Below this limit
frequency, there are no U processes. On the other hand, for
> Wy, N processes are no longer considered and the
propagation direction must be resampled in the case of a
collision. In what concerns the longitudinal acoustic branch,
there is no limit frequency. According to Holland'® only N
processes exist. However, applying this assumption implies
that momentum has to be conserved for each scattering event
involving a LA phonon. This leads to thermal conductivity
values higher than the theoretical ones for temperatures be-
tween 100 K and 250 K. In order to ensure a more realistic
momentum conservation we set that half of the colliding
phonons keep their original €, and the others (U processes)
are directionally resampled.

IV. RESULTS AND DISCUSSION

Different kinds of simulations have been performed so as
to check the computational method. Tests in both diffusion
and ballistic regimes are carried out for silicon and germa-
nium. Moreover, if small thermal gradients are considered,
one can estimate the thermal conductivity k£ from the heat
flux through the structure. This has been realized for Si and
Ge between 100 K and 500 K.

Knowing that the conductivity varies with temperature ac-
cording to a power law in the case of Si and Ge for T greater
than 100 K, it is obvious that a large thermal gradient applied
to our media should not bring a purely linear solution. Hence
simulations in this specific case have been done. We will see
that our model correctly predicts the steady-state regime
when compared to the steady-state analytical solution.

Eventually, we studied size effects on thermal behavior of
nanostructures. It appears that the ballistic regime can be
retrieved at room temperature when the sample size is close
to the nanometer scale.

A. High-temperature transient calculations

Concerning high-temperature transient calculations, the
simulated case is described by the following parameters:

* hot and cold temperatures: 7,=310 K and 7,=290 K,

* medium geometry: stack of 40 cellules (L,=L,
=5X10"" m,L,=5X 10 m),

e time step and spectral discretization: At=5 ps and N,
=1000 bins, and

* weighting factor: W=3.5X10* for Si and W=8 X 10*
for Ge.

Both materials were tested. Germanium calculation re-
sults are presented here (Fig. 5). In order to assess the Monte
Carlo solution, transient theoretical comparison exists in the
case of the Fourier limit. Nevertheless, it requires that the
thermal diffusivity a remains constant. In the chosen tem-
perature range, according to the IOFFE database,*! Ge ther-
mal diffusivity is equal to @=0.36 X 107* m? s~

The considered test case has been described in Ozisik’s
book*? on the heat conduction equation. Within the described
structure heat transfer is along the z axis and analytical so-
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FIG. 5. Transient temperature in Fourier’s regime for germa-
nium and comparison with the analytical solution of heat
conduction equation with a constant thermal diffusivity (ag,
=0.36 X 107* m?s~!) (dotted curves).

lution for a one-dimensional medium could be obtained from
an integral transform. Temperature distribution in the slab is
given by an infinite sum that requires enough terms in the
case of short time calculation. However, a simpler analytical
solution might be obtained with Laplace’s transform

T(z,1) - T(L,1) { ( z ) <2L—z)
— = | erfc| —= | —erfc| ——=
T(O,[) - T(L,t) 2\3'052‘ 2\f'at

+ erfc( 2L E) ] , (20)

2\ at

with erfc the complementary error function. The theoretical
solution is only valid for short time and its accuracy is better
than 1% if the Fourier number (Fo=at/L?) checks Fo<0.7.
In the case of a 2 um germanium slab it leads to +<78 ns,
which is large enough to reach steady state.

The calculated values have been obtained from ten simu-
lations being averaged (Fig. 5), the random number seed
being reset for each computations. The Monte Carlo model’s
ability to predict correctly temperature from the first mo-
ments till steady state is clearly illustrated. The remaining
noise can be reduced with lower values of W weighting fac-
tor. The diffusion regime is obtained after 30 ns. Similar
results are obtained for silicon, however the simulated slab
has to be larger (L=4 pum) because ballistic effects are ob-
served near the cold limit. This point will be discussed later.

B. Low-temperature transient calculations

For low temperatures, heat transport inside the slab is
different since phonon interactions change. In this case U
collisions are negligible and the only resistive processes are
assigned to impurities, defects, and boundary scattering.
These phenomena have to be carefully assessed in the case of
thermal conductivity estimation below 100 K. In fact, for
very low temperatures the phonon mean free path grows and
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FIG. 6. (Color online) Transient temperature in the ballistic re-
gime for silicon and germanium.

becomes larger than the structure length. Hence, phonons can
travel from hot to cold extremities without colliding. This is
the ballistic regime similar to the one observed with photons
exchanged between two black plates at different
temperatures.*> In this peculiar case temperature in steady
state is equal to the following constant value:

Tﬁ"‘ Tﬁ]m
(21)

Toanistic = { >

The simulation case parameters are

* hot and cold temperatures: 7;,=11.88 K, 7.=3 K, and
Thanisic=10 K

* medium geometry: stack of 40 cellules (L,=L,
=5%1077 m,L =2.5X 1077 m);

e time step and spectral discretization: At=5 ps and N,
=1000 bins; and

e weighting factor: W=20 for Si and W=30 for Ge.

Results for silicon and germanium (Fig. 6) give the ex-
pected results for the ballistic limit. It can be noticed that the
current representation exhibits an artificial link between
black boundaries and the first medium cell due to the spatial
discretization.

It can be seen that hot phonons do not fly straight toward
the cold limit. More than 1 ns is necessary to heat the last
cell in the case of silicon. This is in agreement with veloci-
ties prescribed by dispersion curves. Heat propagation in ger-
manium is slower since phonon group speed is also lower.
Note also that in both materials, the temperature seems to
propagate at two different velocities. For example, the 500 ps
and 1 ns temperature curves exhibit two components. The
fastest one propagates at the longitudinal wave velocity
whereas the slowest is traveling at the transverse wave ve-
locity. Results at low temperatures obtained with our method
have already been predicted by Joshi and Majumdar® in
similar cases, who applied successfully the equation of pho-
non radiative transfer (EPRT) in the ballistic regime.
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values.

C. Si and Ge thermal conductivities

There are several ways to perform the thermal conductiv-
ity calculation of a semiconductor. Among these techniques,
Holland’s method'® based on phonons kinetic theory was
largely employed. Molecular dynamic simulations can also
be used to obtain k. In the present study thermal conductivity
has been determined knowing the heat flux (phonon energy
transport) through the medium for a given thermal gradient
directly applying Fourier’s law. As in Mazumder’s work,>*
the temperature difference between hot and cold extremities
is set to 20 K so as to determine average conductivities. The
phonon heat flux is calculated along the z axis according to
the following relation:

N*

=2 Who,Vy k. (22)

n=1

Simulations have been carried out between 100 K and 500
K (Fig. 7) on 2 um thick samples.

Comparison of the Monte Carlo calculated conductivities
is achieved with bulk data. Solid and dashed curves are lin-
ear power law regression of theoretical data in the considered
thermal range. These values are used in next analytical cal-
culations. We have appraised for 200 K<=7=<600 K;

exp(12.570)
ksi(T) = 71326
exp(10.659)
kee(T) = T (23)

For germanium a very good agreement is obtained with
bulk values in the whole temperature domain. The maximum
relative error is under 8%. In this case, at 100 K, the phonon
mean free path is lowered to the micrometer according to
Dames.** Consequently the stucture size is large enough to
assume the acoustic thick limit. Furthermore, this calculation
benefits from recent relaxation time estimation, which has
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been fixed with a good accuracy.*’ The influence of these
factors on calculated conductivity is usually strong. Silicon
results are also close to the bulk ones until 150 K where the
relative error is equal to 7%. For lower temperatures, dis-
crepancy between theory and simulation increases. This gap
can be assigned to size effects since the phonon mean free
path grows when temperature is falling. Here, it becomes
similar to the slab size. Yet, if we refer to Asheghi’s* work
on thin films, thermal conductivity, at temperatures below
100 K, significantly decreases in comparison with bulk prop-
erty due to stronger reduction of phonon mean free path by
boundaries. Actually, for pure 3 um silicon film, thermal
conductivity is close to 600 W m™' K=! at 100 K.*> This
value is comparable to the 658 W m~' K~! obtained for our
2 pm film by Monte Carlo simulation.

D. Effect of nonlinear conductivity

In this fourth part, transient simulations with samples
heated under a large thermal step have been conducted. The
purpose of such calculations was to underline the model ca-
pacity to correctly predict steady state when medium prop-
erties [k(T)] vary with temperature. In the previous part ther-
mal conductivities of both bulk materials have been
estimated with a power law [Eq. (23)]. Hence, the analytic
solution for temperature profile within a slab can be easily
determined in steady state by the resolution of a first-order
differential equation as

T(Z)Steadystate: [(f)TE‘%I)+ <1 _§>T§ly+1):| ,
(24)

where conductivity can be written as N(T)=C X T”.

In order to avoid boundary effects in the case of silicon, a
4 um thick sample, with larger cells (L,=1X10"" m), is
used. The initial geometry is kept for the germanium slab.
Temperatures are now 7,=500 K and 7,.=250 K. The time
step remains equal to 5 ps. In both cases (Fig. 8) Monte
Carlo simulations give a very good estimation of the steady-
state behavior. Results are averaged over five computations
on the last 1000 time steps (i.e., after 45 ns of elapsed time).
At the cold limit of the germanium sample a weak deviation
exists between simulation and theory. The relative error on
temperature remains smaller than 1.5%, in this area. This
mismatch could be assigned to boundary effects, associating
diffusive and ballistic regimes near the limits as we will de-
tail in the last part. It could also be due to the accuracy of the
bulk thermal conductivity fitting at low temperatures.

Besides, inversion of such curves can theoretically pro-
vide the variation of k on a given thermal range, as long as
the medium is in the acoustic thick limit.

E. Size effect on heat diffusion

From the previous calculations, it is obvious that the pho-
non mean free path modification with the temperature acts as
a major factor in heat conduction. So, if the structure size is
adjusted in order to match the mean free path at any tem-
perature, ballistic phenomena should be observed. In this
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FIG. 8. (Color online) Steady-state temperature in Fourier’s re-
gime for silicon and germanium in the case of a large thermal
gradient; comparison to the heat conduction equation analytical so-
lution for temperature dependent conductivity.

study only silicon is used and the simulation parameters are

e hot and cold temperatures: 7;,=310 K and 7.=290 K,

e number of cells: 40, and

« total length and time step (L,A7): (2 nm, 5X 1073 ps),
(20 nm, 5% 1072 ps), (200 nm,5X 107" ps), (2um, 5 ps),
and (4um, 5 ps).

Weighting parameters and lateral cell lengths are adjusted
in order to keep approximately 18 000 phonons in each cell.

Temperature profiles when steady state is reached have
been plotted for each sample versus adimensional length z/L.
Comparison to diffusive and ballistic regime is displayed in
Fig. 9. With the imposed boundary temperatures the ballistic
limit is equal to Ty ;6.=300.5 K.

In the case of structure length lower than 200 nm ballistic
trend mixed to phonon diffuse transport is observed. The
temperature profile gets closer to the ballistic limit for
sample size around the nanometer scale. Nevertheless, this
approximately represents ten atom layers and therefore might
encounter the simulation limitation. On the contrary, in a
silicon sample thicker than 4 wm, temperature reaches the
Fourier’s regime and can be similarly obtained with heat
conduction equation at least cost.

V. CONCLUSIONS

An improved Monte Carlo scheme that allows transient
heat transfer calculations at time and space nanoscales, on
the basis of phonon transport, has been presented. This
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FIG. 9. (Color online) Steady-state temperature for silicon, in-
fluence of the slab thickness; comparison to the analytical solution
in the diffusive and ballistic limits.

model accounts for phonon transitions between longitudinal
and transverse acoustic branches and can be simply applied
to several semiconductors if their dispersion relations are
known. A particular attention has been paid to the energy and
momentum conservation during collision process.

Numerical result forecasts have been successfully as-
sessed in different heat transfer modes. In slab configuration,
a good agreement was found for both extreme phonon mo-
tions which are the diffusive and ballistic ones. Bulk thermal
conductivities of silicon and germanium have been numeri-
cally retrieved with a maximal error lower than 8%. Besides,
our Monte Carlo model correctly predicts temperature profile
in more peculiar situations, when strong thermal gradient or
very small sizes are encountered.

Nevertheless some key points need to be refined. Among
them the momentum conservation procedure might be im-
proved, especially for one-dimensional applications. Also, a
treatment of the optical phonons influence would improve
our model. Indeed, according to the recent study of
Narumanchi,? capacitive properties prediction need the op-
tical phonons to be taken into account. This influence seems
less critical for conductivity predictions in the studied tem-
perature range.'> Moreover, regarding the collision process,
improvements might be expected. Using theoretical values of
7 recalled by Han and Klemens,'* direct calculation of pho-
non scattering relaxation time can be realized in each autho-
rized spectral bin. Hence, a more realistic approach of three-
phonon interactions should be achieved.

We are currently working on these improvements but also
on other potential implementations of the method such as
those related to the superlattices and the nanowires.
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PACS. 42.50.Pq — Cavity quantum electrodynamics; micromasers.

PACS. 42.50.Lc — Quantum fluctuations, quantum noise, and quantum jumps.

PACS. 78.67.-n — Optical properties of low-dimensional, mesoscopic, and nanoscale materials
and structures.

Abstract. — We establish strict upper limits for the Casimir interaction between multilayered
structures of arbitrary dielectric or diamagnetic materials. We discuss the appearance of differ-
ent power laws due to frequency-dependent material constants. Simple analytical expressions
are in good agreement with numerical calculations based on Lifshitz theory. We discuss the
improvements required for current (meta) materials to achieve a repulsive Casimir force.

Introduction. — The optical properties of materials that show both a dielectric and mag-
netic response, have recently attracted much attention (see [1] for a review). A number of
striking phenomena like perfect lensing and a reversed Doppler effect have been predicted, and
experimenters have begun to explore the large parameter space of structural units that can
be assembled into artificial materials. Breakthroughs have been reported on the way towards
designed susceptibitilies in the near-infrared and visible spectral range [2,3]. Quantum electro-
dynamics in meta materials has recently been explored with particular emphasis on left-handed
or negative-index materials [4,5]. We discuss here to what extent the Casimir interaction be-
tween two meta material plates can be manipulated by engineering their magneto-dielectric
response. Strict limits for the Casimir interaction are proven that apply to all causal and
linear materials, including both bulk and multilayer structures. We illustrate these results
by computations of the Casimir pressure, considering materials with frequency-dispersive re-
sponse functions like those encountered in effective medium theories. We derive power law
exponents and prefactors and find that a strongly modified Casimir interaction is possible in
a range of distances around the resonance wavelength of the response functions. We give esti-
mates for the required temperature range and structure size: it is not unreasonable to expect
that improvements in fabrication and detection will allow for experimental observations.

One of the most striking changes to the Casimir interaction is a crossover to repulsion.
This has been predicted previously for idealized magnetodielectric materials [6-8] and objects
suspended in a liquid [9,10]. In the latter case, repulsion has been observed experimen-
tally with colloidal particles [11] and is also used in a recent proposal for measuring Casimir
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torques [12]. Casimir repulsion between mirrors separated by vacuum requires a strong mag-
netic response [7,13] that hardly occurs in conventional ferromagnets [14,15]. Indeed, to
manipulate the Casimir force in the micrometer range and below, where it can be conve-
niently measured, the key challenge is to achieve a magnetic susceptibility at high frequen-
cies, approaching the visible range. Now, there is a well-known argument due to Landau,
Lifshitz, and Pitaevskii that pu(w) = 1 in the visible [16]. This objection, however, only ap-
plies to materials whose magnetization is of atomic origin, where the magnetic susceptibility
is Xm ~ (v/c)?> < 1. An array of split ring resonators with sub-wavelength size typically
gives, on the contrary, ym ~ (w/¥)%f ~ 1, where 9 is the resonance frequency and f the
filling factor [17,18]. As we illustrate below, artificial materials that are structured on the
sub-micron scale are promising candidates for a strongly modified Casimir interaction.

Lifshitz theory. — For two perfectly conducting plates held at zero temperature and sepa-
rated by a distance d, Casimir derived a force per unit area given by Fo = 72he/(240 d*) [19].
We use the convention that Fio > 0 corresponds to attraction. For linear media with complex,
frequency-dependent material parameters, the force can be computed from Lifshitz theory [20].
This expression has been re-derived, for plates of arbitrary material and for multilayer mirrors,
using different methods [21-31]. At finite temperature, it can be written in the form

o P dr eQnd -1
o=kt Y [ EeS (S ) )
= A

TX1T X2

where the sum is over the imaginary Matsubara frequencies w,, = i§,, = 2winkgT/h (the n = 0
term being multiplied by 1/2), and & is related to the wave vector component perpendicular
to the mirrors, k, = (w2 /c? — k2 — k;g)l/2 = ik. The ryo (A =TE, TM, o = 1, 2) are the
reflection coefficients at mirror a for electromagnetic waves with polarization A [22,23]. For
homogeneous, thick plates, they are given by

_e(in)er — /& (e(i€n)u(ign) — 1) + K22
e(i&n)ck + /€2 (e(iEn)n(i&n) — 1) + K%c?

(exchange ¢ and p for rrg). The zeros of Dy = e2#¢/(ry17)2) — 1 at real frequencies define
the eigenmodes of the cavity formed by the two mirrors.

™

(2)

Strict limits. — To derive upper and lower limits for Fy,, we use that the Kramers-Kronig
relations [16] imply real and positive material functions at imaginary frequencies, (i) > 1,
provided the material is passive (non-negative absorption Ime(w) > 0). As a consequence,
the Fresnel formulas (2) imply —1 <7y, < 1, and we find

1 1 1
I G —
e2rd 1= Dy = e2rd — 1 ®)

with the stronger inequalities 0 < 1/Dy < 1/(e?*? — 1) holding for identical plates. In the
latter case, the Casimir force is hence necessarily attractive. The inequalities (3) saturate for a
perfectly conducting mirror facing a perfectly permeable one (¢; = 00, us = 00, say), and for
identical, perfectly reflecting mirrors, respectively. The resulting forces at zero temperature
are [6,20]

T=0: —chgFLSFc. (4)

In the high-temperature limit, we get similarly [32] —2Fp < F, < Pr = ((3)kpT/(87d?) by
keeping in eq. (1) only the n = 0 term in the sum.
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Consider now a mirror made from layers of arbitrary passive materials. Reflection coefli-
cients for such a system can be obtained recursively. For a layer “b” separating a medium “a”
from a substrate “c”, for example,

Tab + Tbe eZlkbw

1+ 7gpTpe €2kvw”

Tabe = (5)
where 744 (1) describes the reflection from the interface ab (bc), respectively, and w is the
layer thickness [33,34]. If the substrate ¢ is a multilayer system itself, ry. is the corresponding
reflection coefficient. For the imaginary frequencies occurring in the Lifshitz expression (1),
the wave vector in the layer is purely imaginary, k, = iky, and single-interface coefficients are
real (eq. (2)). From eq. (5), they remain real for multilayer mirrors. In addition, the mapping
Tap — Tape is a conformal one, and if ryp. e~ 2%*% is real and € [—1,1], the interval [—1,1] is
mapped onto itself. For multilayer mirrors, we thus obtain again the inequalities —1 < r) < 1.
This generalizes the limits of refs. [31,35] that are obtained only for layered dielectric mirrors,
using transfer matrices.

Casimir interaction between metamaterials. — To illustrate these generally valid results,
we focus on meta materials described by effective medium theory [1,17,18]. We adopt Lorentz-
Drude formulas for € and p:

QQ
e

@2

Ha(i€) =1+ (6)

Regarding the permeability, we have taken the limit of weak absorption and computed p(i§)
in terms of Im p(w) using the Kramers-Kronig relations. This is necessary to ensure high-
frequency transparency of the medium. We denote in the following by €2 a typical resonance
or plasma frequency occurring in egs. (6). The corresponding wavelength, A = 27¢/<), provides
a convenient distance scale. Note that a (magnetic) resonance wavelength as short as ~ 3 um
has already been achieved with material nanofabrication [3]. The key advantage of meta
materials is that their electric and magnetic “plasma frequencies” €2, and ©,, are fairly large
as well: a value of O, ~ 9,/ f < (c¢/a)V/f is typical for a split-ring resonator array with
period a and filling factor f [17]. This property is also necessary, of course, to achieve a
left-handed medium (g4(w), pa(w) < 0 for some real frequencies). The magnetic plasma
frequencies occurring in conventional ferromagnets are much smaller [14], and the impact on
the Casimir interaction is weak, as reported recently [13].

In the plots shown below, the Casimir pressure is normalized to h§)/d? (see after eq. (7)).
In order of magnitude, this corresponds to 10* pN mm~2/(A/um)?* at a distance d = A/2. This
can be measured with sensitive torsion balances [36,37] or cantilevers [38,39]. We plot in fig. 1
the result of a numerical integration of eq. (1), the curves corresponding to different material
pairings. One sees that in all cases, the force satisfies the limits (4) that exclude the shaded
areas. We observe that materials with negative index of refraction around 2 show a strongly
reduced attraction (fig. 1(b)). This can be attributed to the reduced mirror reflectivity due to
impedance matching. Casimir repulsion is achieved for some distances between mirrors made
from different materials (fig. 1(c, d)). At short distance, i.e. d < A/2m, even these pairings
show attraction with a power law 1/d®. Coating one mirror with a magnetic layer (fig. 1(c)),
there is a sign change around the layer thickness w: for A/2m < d < w, the layer behaves
like a thick plate, and its material parameters lead to repulsion. The layer can be ignored for
w < d, and one recovers the attraction between the (identical) substrates. This is consistent
with asymptotic analysis based on the reflection coefficient (5), as we outline below. Detailed
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Fig. 1 — Casimir force between planar mirrors of different dispersive materials at zero temperature.
Left: plot of the force per unit area, normalized to 7Q/d® vs. the plate separation scaled to A = 27c/9Q.
Here, Q is a typical plasma or resonance frequency. Shaded areas: excluded by the inequalities (4).
Dashed lines: short-distance asymptotics c3/ d? with coefficient (7), providing another upper limit for
homogeneous mirrors. Right: material response functions along the real and imaginary frequency
axis. Plots labeled (a) (inset): two identical non-magnetic Drude metals (in eq. (6), Qo = Q, wa =0,
na(€) =1, a =1,2). Label (b): two identical left-handed meta materials with overlapping dielectric
and magnetic resonances (2o = 0.3Q, wa = Q, O = 0.3Q, 9o = Q). Label (c): two identical
non-magnetic Drude metals one of which is coated with a left-handed meta material (Drude metals
with Q1 =3Q, w1 =0, p1(§) = 1; left-handed coating with thickness w = 10 X 27¢/§2 and material
parameters (dominantly magnetic response) Q2 = 0.1Q, wy = Q, ©2 = 0.3Q, Y2 = Q). Label (d):
two meta materials, one purely dielectric, the other mainly magnetic (21 = 3Q, w1 = Q, p1(§) =1,
QQ =0.1 Q, w2 = Q, @2 = 0.39, 192 = Q)

calculations show that a large resonance frequency is not sufficient to achieve repulsion, the
oscillator strength of the resonances (proportional to 21 and ©3) must be large enough so that
Ry, hO9 > max(kpT, hic/d). As the temperature is raised, the distance range where repulsion
is observed disappears, see fig. 2. One then finds a 1/d> power law at large distance as well.

The different regimes of fig. 1 can be understood from an asymptotic analysis of eq. (1). At
short distance (d < A/27), the integral is dominated by a region in the (k, £)-plane where the
Fresnel coefficients (2) take the nonretarded forms rry — R(e) = (e—1)/(e+1) > 0 assuming
that e > 1 and similarly rrg — R(p) > 0 unless u = 1. Proceeding like Lifshitz [20,40] yields
to leading order a power law Fy = c3/d® with a positive Hamaker constant given by

es = 2L Y (LR )R] + Ls[RGa @) RG]}, ()
n=0

where Li,(2) = Y ;2 2%/k™. It must be noted that for the special case of homogeneous
plates, this asymptotic expression actually provides another, much stricter, upper limit to
the Casimir force, since rryme < R(€q), TTEa < R(ito) and Liz(z) is a monotonous function
(see fig. 1). In order of magnitude, cg ~ hQ2 at low temperatures (kT < h(2). Compared
to ideal mirrors, dispersive plates thus show a much weaker Casimir interaction that is in
general attractive (fig. 1 and ref. [35]). At larger distances, A/27m < d < Ar = hic/kpT, the
Casimir force follows a 1/d* power law, and repulsion is found provided one of the materials

is dominantly magnetic. Here, the non-dispersive results of ref. [7] are recovered. Finally, for
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Fig. 2 — Casimir force between two different meta materials as the temperature is raised. The
material parameters are identical to line (d) of fig. 1. The temperature takes the values kpT =
(a) 0.3,(b) 0.1, (c) 0.03, (d) 0~Q2. Same scaling as in fig. 1. Dashed lines correspond to the short- and
long-distance asymptotics discussed in the text.

d > Ar, the leading order force is the term n = 0 in the sum (1), again an attractive 1/d?
law, with a coefficient given by an expression similar to (7), but involving the static material
constants, see [7].

The impact of temperature is illustrated in fig. 2: at high temperature, kgT > hf), the
second Matsubara frequency &; falls already into the mirrors’ transparency zone, and the 1/d?
power law is valid at all distances. As T'— 0, the intermediate repulsive zone appears in the
range A/21 < d < Ar/2m. A good agreement with the analytical 1/d® asymptotics is found
outside this zone, as shown by the dashed lines. For the resonance wavelength A = 3 ym
mentioned above, cooling to a temperature T' ~ 0.1 5Q2/kp ~ 50K is required to “open up”
the repulsive window. This temperature increases, of course, with materials whose response
extends to higher frequencies.

Finally, we would like to illustrate the kind of peculiar asymptotics that becomes possible
with carefully matched material parameters. This follows ref. [21] that computes the Van
der Waals force on a water film coated on both sides by lipid membranes, finding a weak
dependence on the ultraviolet frequency range because both materials have a similar electron
density. Consider thus a liquid-filled gap with a similar electron density as medium 2 so that
€o = €2, and a permeability uo = p1 = 1 matched to medium 1. For simplicity, we assume that
these equalities hold at all frequencies. In this case, we can show that the force is repulsive at
all distances, even at finite temperature. Indeed, both contributions in eq. (7) vanish, and the
leading order term for high temperatures also vanishes. The high-temperature limit is given
by the n = 1 term in (1). This gives a distance dependence proportional to exp[—4wd/A7r]
similar to what has been observed in some experiments with colloids (mentioned in [41]). As
the temperature is lowered, this exponential regime still applies for d > Arp. If kgT < kS, the
1/d* regime of ref. [7] exists at intermediate distances A/27 < d < Ar/2m. The short-distance
regime sets in for d < A, and an analysis similar to the one leading to eq. (7) gives (T' = 0)

oo

Fr = Z i (2nd)2n—3 /%F({} —2n,2né d/c) (_ Z ;: (2 ;Cgl)gz)n “
n=1 0
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Fig. 3 — Casimir force between two different meta materials as the residual dielectric response of
mirror 2 is changed. Same scaling as in fig. 1, T'= 0. Dashed lines: short-distance asymptotics (7).
The dielectric response for mirror 2 is of Lorentz-Drude form with fixed cutoff frequency and variable
oscillator strength. Material functions as in fig. 1(d), except £2(0) =1 (a), 1.01 (b), 1.03 (c), 1.1 (d).

with I'(k, z) = f;odt th=1le~t. At short distance, the sum is dominated by the first term, so
that to leading order, we get a repulsive power law Fr, = —c¢1/d (fig. 3(a)). In order of mag-
nitude, ¢; ~ h2?/c? and therefore again —F;, < F¢, with a crossover occurring around A /27
(see fig. 3(a)). Due to our assumption of a perfect matching 5 = &g, this kind of behaviour
seems quite remote from experimental reality. As shown in fig. 3(b-d), a slight mismatch
between the dielectric functions of liquid and plate leads back to an attractive force, first at
short distances, then suppressing the repulsive window altogether.

Conclusion. — We have generalized strict upper and lower limits for the Casimir force.
We have shown that a strongly modified Casimir force can occur between dispersive and
absorbing mirrors with a sufficiently large magnetic susceptibility, extending results restricted
to non-dispersive materials [7]. The most promising way to achieve this repulsion seems the
use of meta materials engineered at scales between the nanometer and the micron because
they provide a fairly large magnetic oscillator strength. Our results are intrinsically limited
to distances d > a by our use of effective medium theory. Sufficiently small structures and
sufficiently low temperatures then ensure that in the range a < d < Ar/2m, the Casimir
interaction can be strongly altered: even if repulsion cannot be achieved in a first step, we
expect a significant reduction of the Casimir attraction at distances of a few microns (fig. 1).

* ok ok
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Abstract The coherence length of the thermal electromagnetic field near a planar
surface has a minimum value related to the nonlocal dielectric response of the
material. We perform two model calculations of the electric energy density and the
field’s degree of spatial coherence. Above a polar crystal, the lattice constant gives
the minimum coherence length. It also gives the upper limit to the near field energy
density, cutting off its 1/ divergence. Near an electron plasma described by the
semiclassical Lindhard dielectric function, the corresponding length scale is fixed
by plasma screening to the Thomas-Fermi length. The electron mean free path,
however, sets a larger scale where significant deviations from the local description
are visible.

PACS: 42.25.Kb Coherence — 07.79.Fc Near-field scanning optical microscopes
— 44.40.+a Thermal radiation — 78.20.-e Optical properties of bulk materials and
thin films

1 Introduction

Thermal electromagnetic radiation in vacuum, as described by the celebrated black-
dody spectrum discovered by Max Planck [1], is usually taken as a typical example
of incoherent radiation. This is not quite true, however: if the radiation is detected
at a given frequency, it is spatially coherent on a scale set by the wavelength [2,3].
When one approaches a macroscopic object, the radiation spectrum and its coher-
ence is profoundly changed, depending on the properties of the object. For exam-
ple, if the object supports resonant modes like surface plasmon polaritons, the field
is coherent across the propagation length of these modes [4]. The opposite case is
possible as well: the coherence length becomes comparable to the observation dis-
tance, much smaller than the wavelength, close to an absorbing object with a local
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dielectric function [5]. It has been suggested already by Rytov and colleagues that
this behaviour is an artefact because at some small scale, nonlocal effects must
come into play [2]. This is what we discuss in this paper in a semi-quantitative
way. We use two models for nonlocal dielectric functions and identify the scale
for the field’s coherence length using explicit asymptotic formulas. A nonlocal di-
electric response is of primary importance for semiconductor quantum wells, see
for example Ref.[6], but the issue of spatial coherence has not been analyzed in
this context, to our knowledge.

We focus on the spatial coherence of the electromagnetic field at nanometer
distance in the vacuum (medium 1) above a solid material (medium 2). We chose a
planar geometry which is sufficiently simple to allow for an essentially analytical
description, thus avoiding the need for extensive numerics. On the other hand,
many effects have been discussed in this setting: the fluorescence rate of molecules
near metals and thin films [7], scanning near-field microscopy of sub-wavelength
objects deposited on a substrate [8], the momentum exchange between a tip and
a sample (related to the Casimir force, see, e.g., [9]) and the energy exchange
between a tip and a sample [10-13].

2 Basic notation
2.1 Field correlations

The spatial coherence of the electric field is determined by the two-point expecta-
tion value [14]

<Ei(l‘1,t1)Ej(I‘2,t2)> = g—:&j(rl,rg;w)ew(tl_t2), (1)
where the average is taken in a stationary statistical ensemble (thermal equilibrium
in the simplest case). We focus in the following on the cross-correlation spectrum
&i;(r1, ro;w) and a frequency in the infrared to visible range. Far from any sources
and in global equilibrium, the corresponding wavelength A = 27¢/w sets the scale
for the field’s spatial coherence length: the cross-correlations tend to zero if the
distance |r; — ro| exceeds A. In the vicinity of a source, the coherence length £.op,
significantly differs from A, as Henkel and co-workers have shown previously [5],
and it changes with the observation point.

The spectrally resolved electric energy density is given by the trace

up(riw) = 2 Y ulrriw), @

and its value in thermal equilibrium allows to define an electric, local density of
states, as discussed in more detail by Joulain and co-workers [15]. The normalized
tensor

2e0€i;(r1, T2 W)

B \/uE(rl;w)uE(rg;w)

; @)

Cij (Pl, ry; w)
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to be considered below, allows to introduce a spatial degree of coherence. In the
following, we call a “coherence function” both, &;;(r1,r2; w) and Eq.(3). Defini-
tions for a degree of polarization based on this 3 x 3 matrix (with r; = r3) have
been put forward as well, see [16,17]. For the sake of simplicity, we suppress the
frequency arguments in the following.

2.2 Planar surface with local response

In a previous paper, Henkel and co-workers have shown that in the vacuum above
a planar dielectric surface at temperature 7', described by a local permittivity ¢,
the spatial coherence function is of the form [5] (see also [18,19])

72 —3p% 0 3p(z1 + 22)
T 1 T plz1 + 22
Ow.T) 122 0 72 0 4)
*3p(2’1 + 22) 0 3(21 + 22)2 — 2

Eilrure) = 5 I o

where O(w,T) = hw/(e™/¥T — 1). We assume that the field is observed in
vacuum (relative permittivity e; = 1). The surface is given by z = 0. We have
chosen the z-axis such that r; — ro lies in the xz-plane and p = x; — z5. The
quantity 72 = p? + (21 + 22)? is the (squared) distance between r; and the image
point of ry across the interface.

Eq.(4) applies to leading order when both distances z1, z, are much smaller
than the wavelength \; for other regimes and higher order corrections, see Ref.[5]
and, at p = 0, Ref.[20]. In the following, we focus on the correlation function at a
constant height z = z; = 2z, and discuss its dependence on the lateral separation
p; note that p can be positive or negative. The normalized coherence function (4)
is qualitatively similar to a Lorentzian: the yy-component, for example, follows
alaw ~ [42% + p?]73/2. The spatial coherence length is thus equal to z, and
decreases without apparent limitation as the surface is approached. The electric
energy density derived from (4) diverges like 1/23:

up(z) = [Ow,T) /(87 2%)|Im|[(eo — 1)/(e2 + 1)]. (5)

Both points have been noted by Rytov and co-workers [2], who have also argued
that this unphysical result is due to the assumption of a local dielectric response
down to the smallest scales. A cutoff would occur naturally in a non-local treat-
ment or taking into account the atomistic structure of the material. This is what
we show here in detail, using two different model calculations. Doing this, we also
provide a basis for the phenomenological cutoff introduced recently by Kittel and
co-workers [13] in the context of heat transfer from a hot, sharp tip into a cold,
planar substrate.

2.3 Overview

We will use two models to calculate the coherence function. In both, we focus,
as mentioned before, on the fields near a planar surface and compute the field
correlations in the vacuum above it, at sub-wavelength distances.
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The first model is based on the fluctuation electrodynamics introduced by Ry-
tov and co-workers [2] where the sources of the field are described by fluctuating
polarization currents below the surface. This approach relies on the fluctuation-
dissipation theorem that links the spectrum of the polarization current to the di-
electric function of the material below the surface. We argue that the currents are
spatially correlated on a scale equal to or larger than the material’s microscopic lat-
tice constant. We then show that the radiation generated outside the surface shows
a minimum coherence length given by this scale; this cuts off the divergences ap-
pearing in a local description of the material, as noted in Refs.[2,13]. This model
can be applied to polar ionic crystals in the frequency domain where the dielec-
tric response is dominated by phonon-polariton resonances. It can also cover a
non-equilibrium situation where the surface is heated to a different temperature or
shows weak temperature gradients [21,22].

The second model describes the dielectric response of an electron plasma and
applies to the plasmon-polariton resonances occurring in metals. We use here di-
rectly the fluctuation-dissipation theorem for the electric field [23,24], restricting
ourselves to a field-matter system in “global equilibrium”. The coherence func-
tion is determined by reflection coefficients from the surface for which we take the
Lindhard form, taking into account the non-local response of the electron plasma.
It is shown that the field’s coherence length is limited by the Thomas-Fermi screen-
ing length, but significant deviations from the local description occur already on
the (typically larger) scale of the electron mean free path.

3 Polar crystal
3.1 Current correlations

We assume here that the fluctuating currents that generate the radiation field, are
correlated below a certain distance I. Above this distance, the medium response
can be considered as local. A lower limit for [ is certainly the lattice period a:
at scales smaller than a, the concept of a continuous material characterized by a
dielectric constant does not make sense any more.

In this situation, the cross correlation spectrum of the fluctuating currents,
as given by the fluctuation-dissipation theorem, is no longer delta-correlated in
space. We choose here to smoothen the spatial delta fonction into a gaussian. The
fluctuation-dissipation theorem for the currents thus takes the form

e—(r1—r2)?/1?

7T3/2l3 9(w7T)5kl6(w - wl)7 (6)

(i (r1, w)ji(r2, ")) = 2weolmle(r)]

where r = %(rl + r2). The gaussian form for the spatial smoothing is chosen
for convenience; another functional dependence will lead to qualitatively similar
results.
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3.2 Transmitted field

We then write the cross correlation spectrum for the electric field in terms of Green
functions and the currents. We use the convention

Bi(r,w) = ipigw / B3 Ganr, v w)ju(r!, w), @
k

To proceed further in the calculation, the Green function is written as a Weyl plane
wave expansion ([25] and appendix). In the present case, the Green function relates
the current on one side of an interface to the electric field on the other side of the
interface. It depends on the Fresnel transmission coefficients through this interface.

Using (6) and integrating over the half-space filled with the dielectric, one
obtains

2T 49 K Re(q2)dK
17 ’ =2 7T
&ij(r1,12) = 20100(w )W/ / ol 8)

w 1K pcosd —21111(71)2 —K2l2/4 —Re(y2)?1? /4 * (K)g]k(K)

In the preceding equation, the wavenumber in the mediumi = 1,2isk; = (K, ;)
where K = K cosf e, + K sinf e, and v? = ¢;(w/c)? — k2. The tensor g;;(K)
is related to the Green tensor and defined in the Appendix.

The cross-spectral correlation function depends on four characteristic lengths:
the wavelength ), the distance to the interface z, the locality distance [ and the
separation p between the field points. The latter is the variable considered in our
problem. At the wavelengths we work with, we always have I < A. When z is
larger than \ (in the far field), the factor e ~2"™(11)# actually limits the integration
over K t0 0 < K < w/c, i.e., to propagating waves. The cross-spectral correlation
function, in this regime, drops to 0 when p exceeds A\/2, as in the blackbody ra-
diation field. In the intermediate regime | < z < A, the integral is dominated by
the range w/c < K < 1/1, where the exponentials containing [ are close to unity.
Hence, the results of Ref.[5] are recovered. Finally, when z < 1, e=2™(1)2 and
e~Re(12)*F*/4 noth approach unity in the relevant range |/z2|w/c < K < 1/L.
This is the regime we discuss in more detail in the following.

We note in passing that we use our calculation is based on the solution to
the transmission problem valid for a local medium. Actually, this solution applies
when the wave vector K is smaller than 1/ when the medium can be described
as homogeneous. But from (8) one sees that whatever the values of z, there is
anyway a cut-off in the integration over K at approximately 1/1. Therefore, one
might consider that the local expression of the Fresnel coefficients remains valid.
We believe that our model, even if it not rigorously accurate, is useful in view of
the insight one gains from the analytic result.
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Fig. 1 Normalized electric energy density above a surface of silicon carbide vs. the distance
z to the surface. The electric energy density is normalized to the electric energy density in
the far field. The locality scale is taken as i = 1nm. The SiC permittivity is described by an
oscillator model in the visible-infrared part of the spectrum [27].

3.3 Asymptotics and discussion

Using the limit of g;; (K) for large K, we obtain from (8) the following asymptotic
expression for the cross spectral correlation tensor

80 (w, T)Im(es)
Eoﬂ'u)lEQ + 1|2l3

9)

gij(rlar2) ~

2
G Mayz — § 4 M) 0 —24e=0"/"
X 02 ) \/TE[ML;/Q-i-%?—QMg,/Q] 0 )
2§€_p /t 0 ﬁM3/2

where M3, = M (2, 1,—7—22) and Ms/, = M (3,3, —l%z), and M (a,b, z) is the
confluent hypergeometric function [26]. When p < I, M3/, and M5, both ap-
proach unity. Putting p = 0 in the cross-spectral correlation tensor and taking the

trace, we get the electric energy density versus z:

20(w,T). er—1
2L ug(z) = 771/2wl31 W1

(10)

It appears (see Fig.1) that it saturates at short = to a quantity that only depends on [
as 1/13: the non-locality scale [ thus sets the ultimate length below which the field
properties are “frozen” to their value for z ~ [.
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Fig. 2 Normalized spatial coherence function vs. lateral separation p in units of the nonlo-
cality scale . The nonzero components in Eq.(9) are plotted and normalized to the trace of
the coherence tensor.

When p > [, all the components of the correlation tensors drop to zero, see
Fig.2. This decrease is exponentially fast for the xz and zx components. For the
other components, the asymptotic behaviour for large p simply scales like 1/p? and
does not depend on [ anymore. This follows from the large argument asymptotics

~ =1 P ~ 20 inthi i
Ms)y ~ TR and Ms 5 ~ —= . Note that in this case, we recover an algebraic

decay similar to the local med}{J_mp case given in Eq.(4).

To summarize this section, we have shown that when we take into account the
non-local nature of matter by introducing a locality length [ for the sources of the
field, the correlation length is about I when the distance to the interface z < [.
In this regime, the energy density saturates to a value given by the electrostatic

energy density expression taken in z = [.

4 Nonlocal plasma

We consider in this section another simple situation where the field correlation
function can be calculated fairly easily. Restricting ourselves to a field in thermal
equilibrium between field and surface, we use directly the fluctuation-dissipation
theorem for the field. The relevant information is thus encoded in the electric Green
tensor (i.e., the field’s response function). The Green tensor contains a part due to
the reflection from the surface that is actually dominating in the sub-wavelength
distance regime we are interested in. We first review the corresponding reflection
coefficients for an electron plasma, taking into account the finite response time
of the electrons and their scattering. These two effects make the plasma behave
like a nonlocal medium and give rise to the so-called anomalous skin effect. We
then discuss the large-wavevector asymptotics of the reflection coefficients and
the corresponding limits on the spatial coherence function. It turns out that the
scattering mean free path is one key quantity that limits the coherence length at
short observation distances.
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4.1 Reflection coefficients

We focus here on the electronic contribution to the dielectric function and describe
the background ions, interband absorption etc. by a local permittivity ¢, to avoid
unnecessary complications. As is well known [28], the dielectric function of a bulk
plasma is actually a tensor with two distinct spatial Fourier coefficients, a “longi-
tudinal” £;(¢) and a “transverse” €,(q) where ¢ is the modulus of the wavevector.
(As before, we suppress the frequency dependence for simplicity.) The fields out-
side the metal surface are characterized by the reflection coefficients r, ,,(K') that
depend only on the magnitude K = |K]| of the incident wavevector projected onto
the interface. Out of the two polarizations s and p, we need in the following only
rp(K) in the (non-retarded) regime K > w/c. This coefficient is given, e.g., in
the review paper by Ford and Weber [29]:

_1/Zp(K) —1

rp(K) = 1 JZ,(K) + 1 (11)

We use here a dimensionless surface impedance Z,(K) that reads in the non-

retarded limit

dk. 1
21 q2ei(q)

Z,(K) = 4K / , = K>+ k2 (12)
0

it involves the longitudinal dielectric function only for which we take the Lindhard
formula [29, 30]

3022 ufi(u)

ei(q) = ev + wHivw+ivfi(u) w
. w+iv _ 1 (14)
qUF qt
u u+1

The plasma frequency is given by 22 = ne?/(meg) with n, —e, m the electron
density, charge, and mass, respectively.

From the nonlocal permittivity (13-15), two characteristic length scales can be
read off: the mean free path l.¢, = vF/v and vy /w, the maximum distance over
which an electron at the Fermi energy can move ballistically during one period
of the applied electric field. In the following, we use the complex length ¢ =
vr/(w + iv) defined in (14) to simplify the notation.

The Fermi wavelength does not explicitly appear in Egs.(13-15) because the
semiclassical version of the Lindhard dielectric function we take here is based
on a semiclassical description of the electron gas (classical particles with Fermi
statistics). This description is valid as long as ¢ is much smaller than the Fermi
wave vector kr = mup/h. Our model thus applies reasonably well to a “clean
metal” where the mean free path is much longer than the Fermi wavelength, and to
distances above 1/kp (typically a few A). Ref.[29] gives a more general dielectric
function that covers the regime ¢ > kg as well.
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4.2 Coherence function

The fluctuation-dissipation theorem for the electric field, combined with the Green
tensor describing the reflection from a planar surface, gives the following integral
representation for the field’s coherence function:

KdK
o D i (K p) Re

H=8,p

1) 212

Eij(r1,r2) = powO(w, T)/ (16)
0

with v, = (w?/c* — K2)Y/2 (Im~, > 0). For more details, see for example [31,
32]. We have omitted the free-space part of the Green tensor that gives the same
result as for the blackbody field. This part actually becomes negligible compared
to the surface part given here if we focus on the sub-wavelength regime, z; = 2z, =
z < A: the integration domain w/c < K < oo (which is absent in the free-space
field) then makes the dominant contribution to the integral.

The tensors C,f;‘)(Kp) in (18) depend on the lateral (signed) distance p =
x1 — X2, as introduced after Eq.(4). In p-polarization, it is given by

Jo — Jo 0 2J4
0 Jo+J2 0O |, 17)
—2J1 0 2Jo

K22
2w?

C®) (K p) =

involving the Bessel functions J, = J,(Kp), n = 0,1,2. A similar expres-
sion applies in s-polarization. We can focus, for short distances, on the range
w/c < K, expand the reflection coefficients and find that |rs| < |r,|; hence,
the s-polarization is neglected in the following. This also justifies our taking the
non-retarded limit of the reflection coefficient (11). To the same accuracy, we ap-
proximate v, = i|K|. Finally, the correlation tensor becomes

o0
gij (I’l, 1‘2) = uowQ(w, T) / %6721('2 Z Cl(ju) (Kp) Im TH(K). (18)
0 H=s,p
We anticipate from the integral representation (18) that the wave-vector depen-
dence of Im r,(K') determines the spatial coherence length: if K. is the scale on
which Imr,(K) — 0, we expect that the divergence of the energy density is
smoothed out for z < 1/K, and that the lateral coherence length remains finite:
loon ~ 1/ K forz <1/K..

4.3 Local medium

Let us illustrate first how the Lindhard reflection coefficient reduces to its local
form (the Fresnel formula). If the ¢g-dependence of ¢;(¢) can be neglected, writing
€1(q) — €lioc, the surface impedance (12) integrates to Z,, — 1/e10c. EQ.(11) then
recovers the reflection coefficient for electrostatic images, r, — (€10c —1)/(€10c+
1) which is the large K limit of the Fresnel formula for TM polarization. The
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integration of the Bessel functions and exponentials over K in Eq.(18) can be
carried out, and we get Eq.(4) with its unphysical 1/2* divergence.

The same divergence would be obtained here from the background permittivity
€p that we assume local. To focus on the nonlocal contribution from the electron
plasma, we consider the regime where ¢, is real so that the leading-order, local
contribution analogous to Eq.(4) vanishes.

4.4 Nonlocal reflection coefficient

To get a qualitative insight into the impact of nonlocality, we perform an asymp-
totic analysis of the dielectric function (13-15):

.92 2 3 iv
-1 14 -+ — 14 1
e w(w +iv) { +(g0) (5—’—5’»‘))}7 ot <

ei(q) = ] 14_# +£ el > 1
b A2 el q

(19)

where A = /402 /(3622) is the Thomas-Fermi length that provides another
length scale, and we use the notation C' = 3rw(2? /vy, We recall that ¢ is the
complex characteristic length defined in (14). Note that for small ¢, we recover the
usual, local Drude expression for an electron plasma

02

NEESTIE (20)

€loc = Eb —
At large ¢, one gets the dielectric function for Thomas-Fermi screening [28] with
a screening length on the order of vz /{2 plus an imaginary correction.

From the integral (12) for the surface impedance, we find that the typical
wavenumber is of the order of ¢ > K. Hence the two limits quoted above translate
into the following asymptotics of the reflection coefficient, after performing the
integrations,

€loc — 1
Im ,
€loc t+ 1
Imry(K)~ ¢ 4 CKA*g(KA) (21)

— K> 1
€ ’1 + K/(eo /K2 + 1//12)’

The dimensionless function g(K A) is the integral

|K¢| < 1,

dt

g(KA) = /W[(KAV +1+12)2

This can be evaluated in closed, but barely instructive form involving a hypergeo-
metric function; its limiting behaviour is

(22)

g(KA)~In(1/KA)+In2— 3 for KA < 1,

g(KA) = 2(KA)~" for KA > 1. (23)
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Fig. 3 Reflection coefficient Imr,(K) vs. the normalized wave vector Kvr /f2. Dashed
lines: asymptotical formulas (21). Solid line with symbols: numerical calculation. The ar-
rows mark, from left to right, the characteristic scales w/c, 1/|¢| and 1/A. Chosen param-
eters: 2/v = 192, ¢/vr = 148, (vr/f2 = 0.84 A), taken from the Drude description
of aluminium [28]. We take €, = 2 to model the contribution of bound electrons. Left
panel: w = 0.8v or A = 19 um. Right panel: w = 0.55 2 (A = 140nm), near the
large- K asymptote of the surface plasmon resonance in the local approximation (given by
€loc +1 = 0)

The first line applies to the intermediate case 1/|¢| < K < 1/4, the second one to
the regime K > 1/A4,1/|¢|. In both cases, Eq.(21) implies that [Im r, (K)| < 1.

The reflection coefficient is plotted in Fig.3 where the asymptotic expres-
sions (21) are represented as dashed lines. We find good agreement outside the
crossover range K |¢| ~ 1. In the frequency range of the anomalous skin effect,
w ~ v (left panel, A\ = 19 um in the infrared), the nonlocal plasma shows an in-
creased Im r, (K), with a cutoff occurring beyond K. ~ 1/A [see Eq.(23)]. This
effect is well known [29] and is related to the enhanced spontaneous emission rate
for a nonlocal metallic surface that was recently pointed out [33]. The reflection
loss remains small in absolute numbers because of the large conductivity of the
material. The opposite behaviour is found near the (local, non-retarded) surface
plasmon resonance (right panel, A = 140 nm in the far UV): Im r, (K’) decreases
from its local value, with a weakly resonant feature emerging around K ~ 1/¢|.

From these plots, we observe that the characteristic wave vector scale K.
strongly depends on the frequency range. An upper limit is set by 1/4, involv-
ing the Thomas-Fermi screening length, but significant changes already occur on
the scale 1/|¢|. The characteristic distance below which non-local effects become
manifest, is thus given by the largest of |¢| and A. This is typically |¢|, since in
order of magnitude, |¢|/A ~ £2/|w + iv| which is much larger than unity for
good conductors up to the visible domain. At frequencies smaller (larger) than the
damping rate v, the mean free path s, (the “ballistic amplitude” vy /w): sets the
scale for nonlocal effects, respectively.

We note that for typical metals, the Thomas-Fermi scale A does not differ
much from the Fermi wavelength 1/kr. The asymptotics derived above within
the semiclassical Lindhard model (13) is therefore only qualitatively valid at short
distances (large wavevectors).
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Fig. 4 Electric energy density, normalized to its far-field value, vs. normalized distance
2z /vp. Dashed line: local dielectric. Solid line: numerical calculation (left: w = 0.8 v;
right: w = 0.55 £2; other parameters as in Fig.3). The arrows mark, from left to right, the
characteristic distances 4, |£], and A = 27¢/w.

4.5 Energy density and lateral coherence

The numerical calculation of the correlation function Eq.(18) can be done effi-
ciently using a numerical interpolation of Im r, (K) that we continue for large and
small K using the asymptotics derived above.

We plot in Fig.4 the electric energy density as a function of distance, for the
same two frequencies as in Fig.3. Deviations from the local approximation (dashed
line) occur at distances smaller than |¢|: enhancement at low frequencies (w ~ v,
left panel), suppression near the surface plasmon resonance (right panel), which is
consistent with the trends seen in Fig.3. A saturation at small distances is also vis-
ible, although it occurs for fairly small values of {2z /vr (where the semi-classical
Lindhard function is in practice no longer valid). We note also that for z > A, the
plots are only qualitative since the calculation does not take into account retarda-
tion.

Finally, we illustrate the finiteness of the coherence length as the distance of
observation enters the nonlocal regime. We plot in Fig.5 the zz-component of the
normalized coherence tensor (3), as a function of the lateral separation p/z. In the
local regime, one would get a universal curve independent of the distance. This
is no longer true near a nonlocal metal: when Thomas-Fermi screening sets in
(z < A), the form of the coherence function changes and its width (the coherence
length) becomes much larger than z.

5 Concluding remarks

We have discussed in this paper the impact of a nonlocal dielectric response on the
spatial coherence of thermal electromagnetic near fields above a planar surface.
Using two different models to describe the nonlocal response, we have shown that
when the sources of the field have a finite correlation length, this length sets the
minimum scale for the coherence length of the field as well. This behaviour is
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Fig. 5 Normalized degree of spatial coherence for z-polarized fields, probed at a lat-
eral separation p. The numbers on the curves (solid lines) give the normalized distance
Rz/vp = 100,10, 1,0.1, with the normalized Thomas-Fermi screening length being
QAJvr = (4/3)/? ~ 0.8. Dashed line: result for a local dielectric in the near-field
limit z < ), taken from Eq.(4). The chosen parameters are those of Fig.3, right panel.

qualitatively similar to what we found previously when investigating the contribu-
tion of thermally excited surface plasmons where coherence length and plasmon
propagation length coincide [5]. We have thus provided semi-quantitative evidence
for the impact of nonlocality that has been conjectured already by Rytov’s group
[2].

The calculation for an electron plasma model highlights, on the one hand, the
crucial role played by Thomas-Fermi screening, that sets the minimum coherence
length. On the other hand, significant deviations from the local description already
occur at scales below the electron mean free path (Fig.3 and Fig.4), although these
are not accompanied by an increase in spatial coherence.

Our calculations can be improved taking into account quantum effects in the
Lindhard dielectric function [29], which will lead to quantitative changes at short
distance. Indeed, for typical metals, the Thomas-Fermi screening length v /2 and
the Fermi wavelength 1/kp are fairly close [28]. A comparison to other models
of nonlocal dielectric functions would be interesting as well. On the experimental
side, it would be interesting to compare the recent data on heat transfer between a
scanning tip and a surface [13] with a microscopic calculation along the lines used
here. We also mention that in the context of the Casimir force, nonlocal surface
impedances have been studied. The nonlocal correction is particularly relevant
at finite temperature and large distances and leads to a behaviour of the Casimir
force that is qualitatively similar, even without absorption, to the local, lossy Drude
model, see for example Refs.[34,35]. Finally, it remains to study the impact of
another property of real metals, the smooth rather than abrupt transition of the
electron density profile at the surface: this can be described by effective surface
displacements that depend on both polarization and wave vector, thus adding to
the nonlocal effects considered here [36].
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A Appendix

Les us consider the Green tensor relating an electric currentina medium 2 (2’ < 0)
to the electric field in medium 1 (z > 0) that we take as vacuum (¢; = 1). This
tensor can be written as an expansion in plane waves (\Weyl expansion)

Gij(r,r') = i (127K "(K)eiK'(R_Rl)ei’YlZe—i'mZ’ (24)
SRR ™ :

where K is the wave vector component parallel to the interface. The ~; are the
z-components of the wave vector: 72 = ¢;(w/c)? — K2. In the notation of Ref.[5],

95(K) = Y ehernity! (25)
H=8,p

The polarization vectors for the s and p polarization are

el) —el? =K xeé, (26)
K7 — K
) _ 7= 27
ey oJc 27
K7 — K
@) _ T2t 28
ep \/€E2 w/c ( )

where K is the unit vector parallel to K. The tf} are the Fresnel transmission
coefficients between media 2 and 1:

o _Fe e Ve (29)
s v+ P €971 + V2
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