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## Résumé

L'objet de cette thèse est de présenter une nouvelle mesure de la masse du pion en utilisant la spectroscopie X de l'hydrogène pionique et des résultats de spectroscopie de l'argon et du soufre héliumoïdes. La nouvelle masse du pion a été mesurée avec une précision $30 \%$ supérieure à la moyenne mondiale actuelle, c'est-à-dire égale à 1.7 ppm . Elle a été obtenue par spectroscopie de Bragg des transitions $5->4$ de l'azote pionique en utilisant les prédictions théoriques de QED. Je présente le calcul de la structure hyperfine et celui de la correction de recul du noyau pour les atomes pioniques au moyen d'une nouvelle méthode de perturbation de l'équation Klein-Gordon.Le spectromètre utilisé pour cette mesure a été caractérisé grâce aux transitions relativistes des atomes héliumoïdes produits dans un nouveau type de source d'ions à résonance cyclotronique des électrons. Les spectres haute statistique de ces ions permettent de mesurer les énergies de transition avec une précision de quelques ppm, ce qui permet de tester, avec un degré de précision jamais atteint, les prédictions théoriques. L'émission de rayons-X des atomes pioniques et des ions multichargés peut ainsi être utilisée pour la définition de nouveaux étalons de rayons- X de quelques keV .

Mots-clefs : Spectroscopie de rayons-X, masse du pion, atomes pioniques, ions multichargés, tests d'électrodynamique quantique, équation de Klein-Gordon.

## Abstract

The object of this thesis is to present a new measurement of the pion mass using pionic nitrogen X-ray spectroscopy and results on helium-like argon and sulphur spectroscopy. The new pion mass has been measured with an accuracy of $1.7 \mathrm{ppm}, 30 \%$ better that the present world average value, and it is obtained from Bragg spectroscopy of $5->4$ pionic nitrogen transitions using the theoretical predictions provided by QED. I present the calculation of the hyperfine structure and recoil corrections for pionic atoms using a new perturbation method for the Klein-Gordon equation. The spectrometer used for this measurement has been characterized with the relativistic M1 transitions from he-like ions produced with a new device, the Electron-Cyclotron-Resonance Ion Trap. High statistics spectra from these ions enable to measure transition energies with a precision of some ppm that allows to compare theoretical predictions with experiment. X-ray emission from pionic atoms and multicharged ions can be used to define new types of X-ray standards for energies of a few keV .

Keywords: X-ray spectroscopy, pion mass, pionic atoms, highly charged ions, QED tests, Klein-Gordon equation.
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## Résumé de la thèse

La physique atomique, grâce à la précision des techniques qu'y ont été développées, et à la grande précision des calculs pouvant être atteinte, produit des résultats hautement utiles à d'autres domaines de la physique. La spectroscopie atomique permet de mesurer des constantes fondamentales, comme la constante de structure fine $\alpha$ et la constante de gravitation $G$ [1, 2] ; mais aussi de mesurer les masses des particules, comme l'électron, l'antiproton et le pion [3, 4], et d'étudier les interactions fondamentales. Le but de cette thèse est de contribuer à résoudre un certain nombre de problèmes fondamentaux, en améliorant considérablement la précision des mesures. Je présente, en particulier, une nouvelle évaluation de la masse du pion, utilisant la spectroscopie des rayons-X émis par l'azote pionique, et de nouvelles mesures des transitions atomique de l'argon et du soufre héliumoïdes.

Les atomes et ions pioniques se forment lors de la capture d'une particule lourde par un noyau. Le pion de charge négative est un méson formé d'un anti-quark anti-up ( $\bar{u}$ ) et d'un quark down (d). Lors de la capture du pion, les électrons de l'atome sont éjectés et l'on obtient un ion lourd très chargé avec des propriétés qui dépendent de la particule capturée. Les mesures sur les atomes pioniques permettent d'étudier l'interaction forte à basse énergie [5, 6] et d'évaluer la masse du pion chargé négativement [3, 7, 8].

La nouvelle mesure de la masse du pion que je présente est caractérisée par une précision de l'ordre de 1.5 ppm (part par million), bien meilleure que celle des mesures précédentes [3, 9]. Un effort expérimental et théorique considérable a été nécessaire pour l'obtenir : la masse du pion est mesurée par spectroscopie X des transitions $5 \rightarrow 4$ dans l'azote pionique en utilisant les prédictions théoriques fournies par des calculs d'électrodynamique quantique (Quantum Electrodynamics : QED). Pour atteindre cette précision, des effets comme la polarisation du vide et les corrections de recul du noyau doivent être considérés pour l'évaluation correcte des niveaux atomiques. Une partie de mon travail de thèse est consacrée au calcul des corrections de recul et de la structure hyperfine dans les atomes pioniques. En particulier, je présenterais une nouvelle méthode perturbative pour l'équation de Klein-Gordon, qui décrit bien la dynamique des particules de spin-0, comme le pion. L'avantage de cette nouvelle technique est qu'elle tient compte des effets relativistes sans approximations. Avec le calcul de ces nouvelles corrections, nous attendons une précision de l'ordre de 0.2 ppm pour les prédictions théoriques des énergies des transitions $5 \rightarrow 4$ dans l'azote pionique.

L'analyse précise du spectre de l'azote pionique nécessite une caractérisation détaillée du spectromètre à cristal de Bragg utilisé. Cette caractérisation a été obtenue en utilisant les émissions de rayons- X d' ions très chargés produits par un nouveau type de source d'ions à résonance cyclotronique des électrons (ECRIT : Electron-Cyclotron-Resonance

Ion Trap, où plus simplement source d'ions ECR). Dans cette source, les ions sont formés par des collisions électron-atome dans une bouteille magnétique. Les électrons sont accélérés par des microondes avec une fréquence résonante avec la fréquence du mouvement cyclotronique des électrons le long d'une surface équipotentielle du champ magnétique. Les ions crées, et les électrons sont piégés dans la bouteille magnétique. Les ions très chargés utilisés dans notre expérience sont formés par des noyaux dont la charge est 16-18 fois celle du proton $(Z=16-18)$, et par quelques électrons qui sont soumis à un champ Coulombien du noyau fort.

Dans une ECRIT, pour des éléments comme le soufre et l'argon, la transition relativiste magnétique dipolaire $M 1: 1 s 2 s{ }^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ est très intense et étroite, grâce à la très faible énergie cinétique des ions dans la source. Les transitions $M 1$ de ces éléments permettent une caractérisation systématique du cristal à courbure sphérique de notre spectromètre aux énergies où nous l'avons utilisé et donne ainsi une mesure précise de la fonction de réponse de l'instrument.

Hormis la caractérisation du spectromètre, l'un des plus importants résultats de ce projet était la mesure de haute précision d'une série de spectres de l'argon et du soufre. Avec une durée d'acquisition de 1-2 heures au maximum, nous avons obtenu de grands nombre d'événements sur les spectres des ions héliumoïdes et lithiumoïdes de ces éléments, et nous avons mesuré les énergies des transitions dans ces ions avec une précision de quelques dizaines de meV pour des photons d'environ 3 keV . Cette précision permet une comparaison détaillée et de tester les différentes prédictions théoriques disponibles avec l'expérience, et fourni un test sensible de l'Électrodynamique Quantique.

De la même façon, l'Électrodynamique Quantique peut être testée dans les atomes pioniques. L'analyse des énergies des transitions de l'azote pionique permet de comparer les mesures expérimentales de la structure fine aux prédictions théoriques avec une précision de l'ordre de $0.3 \%$.

D'autre part, les rayons-X émis par ces atomes peuvent être utilisés comme nouveaux étalons d'énergie pour des photons de quelques keV .

Dans les sections suivantes je présenterai plus en détail ces deux aspects de la spectroscopie X des ions multichargés et des atomes pioniques : la possibilité de tester l'électrodynamique quantique et de définir des nouveaux étalons de rayons-X.

## Test d'Électrodynamique Quantique avec des atomes pioniques et des ions multichargés

L'électrodynamique quantique est la théorie qui décrit l'interaction entre le champ électromagnétique et la matière et reste à ce jour la théorie la mieux vérifiée en physique. La volonté de réunir relativité et mécanique quantique a émergé peu de temps après que cette dernière ait été formulée. Cependant, c'est seulement dans les années 1940 que l'on a été capable de former une théorie cohérente intégrant la relativité restreinte et la Mécanique Quantique. L'Électrodynamique Quantique décrit un champ quantique analogue au champ électrodynamique classique (théorie de Maxwell-Lorentz). La dualité onde-particule est maintenant totalement incorporée dans la théorie, et les particules chargées comme les photons sont traités comme des champs quantifiés, les plaçant ainsi sur le même plan. Les systèmes liés les plus élémentaires avec lesquels l'on peut tester la QED sont les systèmes hydrogénoïdes et ceux à peu d'électrons, formé par un noyau lourd et quelques particules


Fig. 1 - Contribution du à la self-énergie, à la polarisation du vide et à la taille finie du noyau en dépendance de $Z$. Ce plot à été reproduit à partir de Réf. [10] en utilisant les valeurs publiées en Réf. [11].
liées. Comme décrit précédemment dans ce manuscrit, je m'intéresserai à deux systèmes. Le premier est l'azote pionique hydrogénoïde, où l'ensemble des électrons est remplacé par un pion de charge négative. Le deuxième exemple est celui composé d'ions à peu d'électrons, très chargés, avec une grande charge nucléaire ( $Z \sim 17$ ).

Mais pourquoi choisir particulièrement ces atomes? Les atomes pioniques et les ions très chargés sont des objets intéressant car ils permettent de sonder des aspects de la structure atomique quantitativement différents de ce qu'on peut étudier avec des atomes "normaux". Les atomes pioniques et les ions très chargés sont appropriés pour tester la QED car ils possèdent un rayon de Bohr caractéristique petit. En effet, le rayon de Bohr classique $a_{0}$ est inversement proportionnel à la masse de la particule orbitant autour de la charge nucléaire $Z: a_{0}=\hbar /(m c Z \alpha)$ (où $c$ est la vitesse de la lumière et $\hbar$ est la constante de Planck). Une petite valeur du rayon de Bohr accroît la sensibilité aux phénomènes liés à l'électrodynamique quantique comme la polarisation du vide ou la self-énergie. Le pion chargé a une masse environ 270 fois plus grande que celle de l'électron. Dans ce cas, le rayon de Bohr et la longueur d'onde Compton de l'électron $\hbar /\left(m_{e} c\right)$ sont du même ordre de grandeur, c'est-à-dire que le pion est très sensible à la distorsion du champ Coulombien due
à la création et à l'annihilation continuelle de paires électron-positron. Pour cette raison, les atomes pioniques ainsi que les atomes muoniques peuvent être utilisés pour vérifier avec plus de précision les corrections de QED comme la polarisation du vide [12, 13, 14], qui interviennent dans le domaine de la longueur d'onde Compton. De plus, ces atomes sont sensibles aux effets relativistes de la dynamique atomique. La "vitesse" caractéristique d'une particule dans un atome est $\langle n| \hat{v}|n\rangle=Z \alpha c / n$. Pour des ions avec $Z \sim 17$, cette vitesse atteint une valeur de $\langle 1 s| \hat{v}|1 s\rangle \sim 0.12 c$ rendant la correction relativiste très grande.

Contrairement au muon et à l'électron, le pion n'a pas de spin et sa dynamique est correctement décrite par l'équation de Klein-Gordon. Les prédictions de cette équation ont été bien moins testées que celles de l'équation de Dirac pour des particules possédant un spin égal et à $1 / 2$ (comme l'électron ou le muon ) [15]. Les mesures des transitions de l'azote pionique fournissent un test unique des prédictions de la mécanique quantique relativiste pour les particules de spin 0 . En particulier, la différence d'énergie entre les transitions $5 g \rightarrow 4 d$ et $5 f \rightarrow 4 d$ permet de vérifier la structure fine telle que la prédit l'équation de Klein-Gordon avec une précision jusqu'alors jamais atteinte.

La spectroscopie de précision des rayons-X des ions très chargés peut conduire à une meilleure compréhension de problèmes fondamentaux qui ont émergé récemment : après plusieurs décennies de recherche de haute précision sur les ions héliumoïdes et hydrogénoïdes, on a encore peu de données pour comparer théorie et expérience. Comparés aux atomes pioniques, les ions très chargés avec $Z=15-20$ ne sont pas aussi sensibles à la polarisation du vide car le rayon de Bohr est encore trop grand comparé à la longueur d'onde Compton [16] et la contribution de QED au Lamb shift est dominée par la selfénergie (Fig. 1 et Table 1).

Actuellement, pour l'hélium il y a un fort désaccord ( 6 fois les barres d'erreurs combinées ) entre les calculs théoriques [17, 18, 19, 20] et les mesures récentes et très précises [21, 22, 23, 24]. Dans l'hélium et les éléments légers, la théorie utilise une expansion des équations Bethe-Salpeter en opérateur d'ordre $1 / c$ successif, et d'ordre $Z \alpha$. Pour les termes de correction qui dépendent de $1 / Z$, comme la corrélation entre électrons liés, il faut utiliser des méthodes à tous les ordres, où des séries de diagrammes sont resommées. En revanche, pour les éléments lourds il faut utiliser les méthodes de QED à tous les ordres en $Z \alpha$, et la corrélation entre électron peut être calculée en utilisant la méthode de perturbation en $1 / Z$.

Actuellement, plusieurs prédictions théoriques sont disponibles. Ces prédictions utilisent méthodes différentes comme le problème relativiste à n-corps (Relativistic ManyBody Problem Theory : RMBPT) [25, 26], la méthode de Dirac-Fock multi-configurée (Multi-Configuration Dirac-Fock : MCDF) [27, 28, 29] et méthodes mixtes de QED et problème à n-corps [30, 31, 32]. Chaque méthode utilise une approche différente pour les calculs, qui amène à des différences significatives dans leur prédictions. La difficulté de ces calculs est due à la présence de plusieurs particules interagissantes entre elles. Une possibilité de comprendre le motif de ces différences est l'étude détaillée des énergies de transitions d'éléments lourds à peu d'électrons. Seule la comparaison avec l'expérience peut vérifier la validité de ces méthodes pour différentes gammes de numéro atomique. C'est pourquoi la spectroscopie de rayons-X des ions multichargés est un outil unique pour tester les théories dont on dispose avec une précision de quelques ppm.

Tab. 1 - Comparaison des différents aspects des atomes pioniques et ions multichargés avec $Z \sim 15-20$. Ces deux type de systèmes sont caractérisés par une différente sensibilité aux effets de QED, mais, dans la gamme de quelque keV, les rayons-X émis ont une largeur naturelle comparable.

## ATOMES PIONIQUES

IONS MULTICHARGÉS
Effet de QED dominant


Polarisation du vide



Self-énergie


Caractéristiques des ligne de transition
$\approx 5-100 \mathrm{meV}$ largeur ligne (largeur naturelle et élargissement Doppler) Précision des prédictions théoriques: Précision des prédictions théoriques: $2.5 \mathrm{ppm}<1 \mathrm{ppm}$

Taux de photons détectés (avec un spectromètre à cristal sphérique)
$5-100$ count/hour $\quad 1-8 \times 10^{4}$ count/hour

## Nouveaux étalons de rayons-X

Une fois la théorie précisément vérifiée, on peut admettre que la QED décrit correctement la dynamique des systèmes de particules chargées, à un certain niveau de précision. Dans cette hypothèse, les émissions de ces systèmes liés simples peuvent être utilisées comme étalons de longueur d'onde dans les rayons-X de basse énergie, comme cela est suggéré dans Réf. [33]. Actuellement, les raies X étalons de quelques keV sont obtenues en excitant les électrons du coeur des atomes, à l'aide d'électrons ou de photons. Dans de nombreux cas leurs énergies sont données avec une précision de l'ordre du ppm [34], ce qui ne veut pas forcément dire que ces étalons peuvent être effectivement utilisés à une telle précision. Pour des rayons-X issus des transitions du coeur dans les systèmes multiélectroniques, le centre de gravité des raies ne peut en effet pas être clairement attribué à une transition physique, et les raies sont élargies par l'effet Auger. Les processus de
shake-off ${ }^{1}$ et de la création de lacunes supplémentaires produisent de nombreuses transitions satellites très proches en énergie de la transition de la raie de diagramme, qui ne peuvent pas être résolues. De plus, la forme de la raie des systèmes multi-électroniques dépend aussi des mécanismes d'excitation utilisés pour créer les trous dans les couches internes [35] et de l'environnement chimique (solide, métallique, vapeurs,...) [34]. À cause de tout cela, la largeur naturelle des étalons de rayons-X actuels est typiquement plus de 10 fois supérieure à la résolution des meilleurs spectromètres de rayons-X. Pour ce motif, les transitions du coeur ne sont pas appropriées pour déterminer la fonction d'appareil d'un tel spectromètre à haute résolution.

Contrairement aux raies de fluorescence, les atomes pioniques et les ions très chargés sont caractérisés par une largeur naturelle de l'ordre de 10 meV dans la gamme des énergies de quelques keV , et constituent un spectre de raies denses. Par exemple, la transition M1 $1 s 2 s{ }^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ dans l'argon héliumoïde a une largeur naturelle de $10^{-10}$ fois l'énergie de transition. Des transitions dans les ions à un ou deux électrons peuvent être émises par un plasma dans un piège ou une source d'ion à résonance cyclotronique des électrons (ECRIT, ECRIS) [36]. L'énergie cinétique des ions dans un tel dispositif est faible, de 0.5 à 6 eV [37], donnant lieu à un élargissement Doppler de 5 à 18 ppm , c'est-àdire de 0.07 à 0.28 eV pour l'argon. Cela permet d'effectuer des mesures d'une précision de moins d'un ppm ce qui correspond à la précision exigée par la théorie pour des ions à un électron dans cette gamme de $Z$. De même, les raies des atomes pioniques ont une largeur naturelle de quelques meV et d'autre part, différentes gammes d'énergies peuvent être connectées en utilisant la structure de Yrast de leur cascade de désexcitation : des transitions successives dans les mêmes atomes connectent différentes échelles d'énergies d'un rapport $\approx\left[1 /(n+1)^{2}-1 / n^{2}\right] /\left[1 / n^{2}-1 /(n-1)^{2}\right]$ ce qui est environ de l'ordre de 0.5 pour $n$ autour de 5 . Par exemple, le néon pionique émet des photons avec une énergie de $2.7,4.5$ et 8.3 keV , qui correspondent aux transitions $7 \rightarrow 6,6 \rightarrow 5$ et $5 \rightarrow 4$, avec une largeur naturelle de 12 meV pour la transition $6 \rightarrow 5$.

Les niveaux d'énergies de ces systèmes peuvent être calculés à mieux qu' 1 meV près, en ne tenant pas compte de l'incertitude sur la masse du pion et bénéficient des tests de grande précision de QED dans les atomes hydrogénoïdes et héliumoïdes [38].

La précision des prédictions des énergies de transition dans les atomes pioniques est limitée par l'incertitude expérimentale sur la masse du pion, qui est aujourd'hui de 2.5 ppm . Par exemple, dans la transition $6 h \rightarrow 5 g$ de l'hélium pionique, cette erreur limite environ à 11 meV la précision de l'évaluation théorique [33]. C'est pour cette raison qu'en 2000 une nouvelle expérience a été démarrée, dans le but de mesurer la masse du pion négativement chargé avec une précision de l'ordre du ppm [7, 8]. Comme décrit dans le Ch. 4, nous avons atteint cet objectif avec la spectroscopie de la transition $5 \rightarrow 4$ dans l'azote pionique.

Même si les transitions des ions pioniques et des ions très chargés ont des caractéristiques similaires dans la gamme d'énergie de quelques keV (valeurs des largeurs et des énergies des transitions), les sources disponibles de ces deux sortes d'étalons de rayons-X ont des taux d'émission très différents. Des rayons-X de hautes intensités peuvent facilement être obtenus avec des ions très chargés produits dans le plasma d'une source d'ion à résonance cyclotronique des électrons. En utilisant un spectromètre à cristal de Bragg courbe, nous avons environ 40000 coups en 30 minutes dans la raie de transition $M 11 s 2 s{ }^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ de l'argon héliumoïde. La production d'atomes pioniques est plus

[^0]difficile car les pions sont des particules lourdes avec un temps de vie court ( 26 ns ). Seuls les accélérateurs de protons, avec une énergie suffisante, permettent de produire un faisceau secondaire de pions assez intense pour être utilisé pour la production d'atomes pioniques. Pour un faisceau de pions d'environ $10^{8} \mathrm{pions} / \mathrm{s}$, comme à l'Institut Paul Scherrer, il faut plusieurs semaines pour obtenir le même nombre d'événements dans la raie $6 \rightarrow 5$ du néon pionique que dans la raie M1 de l'argon héliumoïde produite par une ECRIS en une demiheure. Pour les atomes muoniques, le taux est significativement inférieur. C'est pourquoi les atomes muoniques ne peuvent être utilisés facilement comme étalons de rayons-X. À cause de cette différence de taux, les rayons-X des atomes pioniques et muoniques ne sont pas appropriés pour caractériser les spectromètres à cristal de Bragg, contrairement aux raies émises par des ions très chargés dans des ECRIS/ECRIT. La nouvelle ECRIT de l'Institut Paul Scherrer, décrite dans ce manuscrit, a été développée exactement dans cet but : la caractérisation du spectromètre à cristal courbé utilisé pour la spectroscopie des atomes pioniques.

## Organisation de la thèse

Dans la section précédente, j'ai présenté les deux propriétés des ions pioniques et électroniques très chargés : les deux systèmes peuvent être utilisés pour définir de nouveaux étalons de rayons-X, ainsi que pour tester l'électrodynamique quantique. Dans les chapitres suivants, je vais décrire le travail de recherche que j'ai réalisé dans ce domaine, travail qui consiste principalement en une contribution expérimentale à la spectroscopie X de haute précision. Celle-ci est complétée par un travail théorique de calcul d'énergies dans les atomes pioniques. Le manuscrit est divisé en deux parties principales. La première est consacrée aux atomes pioniques et la deuxième à la spectroscopie des ions très chargés.

Le chapitre 2 décrit le calcul des corrections de structure hyperfine et de recul pour les atomes pioniques. La structure hyperfine est calculée en utilisant une nouvelle méthode perturbative pour l'équation de Klein-Gordon. Les résultats ainsi obtenus sont vérifiés par une autre méthode utilisant un Hamiltonien de Breit-Pauli. Cette comparaison permet aussi de déduire les corrections de recul dans les atomes pioniques, qui présente des caractéristiques particulières du fait du spin 0 du pion. Le formalisme développé dans la première section du chapitre sert à calculer les niveaux d'énergies de l'hydrogène, du deutérium et de l'azote pionique. Les deux premiers atomes sont intéressants car leur spectroscopie permet d'étudier l'interaction forte à basse énergie [5, 6]. L'azote pionique est utilisé dans notre nouvelle mesure de précision de la masse du pion de charge négative et comme test de l'électrodynamique quantique pour les particules de spin 0.

Dans le chapitre 3, je présente le dispositif expérimental nécessaire à la production des atomes pionique et à la mesure précise des leurs caractéristiques par la spectroscopie X . J'y explique en détail le principe du spectromètre à cristal de Bragg qui sert à mesurer les énergies des transitions $5 \rightarrow 4$ de l'azote pionique avec une résolution de quelques ppm. Cet instrument est le même que celui utilisé pour la spectroscopie des ions multi-chargés. Je vais présenter aussi l'analyse détaillée des données enregistrées par le détecteur de position du spectromètre, nécessaire à la reconstitution du spectre d'énergie.

Le chapitre 4 traite exclusivement de la mesure de la masse du pion négativement chargé. Dans ce chapitre je présente les mesures et une analyse détaillée des erreurs systématiques, aboutissant à une nouvelle valeur de la masse du pion d'une précision de
1.5 ppm . Les transitions $5 \rightarrow 4$ de l'azote pionique sont aussi utilisées pour fournir le test le plus précis pour la prédiction de la structure fine par l'équation de Klein-Gordon.

Dans cette thèse, les spectres d'ions très chargés sont utilisés pour tester l'électrodynamique quantique dans les systèmes à quelques électrons et pour caractériser le spectromètre à cristal utilisé dans l'étude des atomes pioniques. Ces ions sont produits dans deux sources d'ions à résonance électron-cyclotron : l'une développée à l'institut Paul Scherrer en Suisse, l'autre située au Laboratoire Kastler Brossel à Paris dans le cadre du projet SIMPA (Source d'Ions Multichargés de Paris). Dans le chapitre 5, je vais premièrement expliquer le fonctionnement d'une source d'ion ECR, donner ses caractéristiques principales, et décrire les différents dispositifs. Je vais ensuite décrire le piège à ion ECR à l'Institut Paul Scherrer et la source d'ion ECR du Laboratoire Kastler Brossel. Ce dernier a été utilisé en particulier pour obtenir des spectres de haute précision de l'argon, du chlore et du soufre héliumoïdes.

Le chapitre 6 est consacré à l'analyse des spectres atomiques de l'argon et du soufre héliumoïdes. Les résultats fournissent la mesure la plus précise, utilisant la spectroscopie X, des énergies pour les Z moyens. Les valeurs mesurées sont comparées aux résultats expérimentaux précédents et aux prédictions théoriques. Dans la dernière partie du chapitre je présente un nouveau développement de l'analyse des données permettant d'accroître la précision.

Le chapitre 7 conclura le manuscrit. Comme dans la section suivante, j'y résume les résultats obtenus pendant ma thèse et j'y présente les perspectives et développements futurs envisageables à partir de ce travail.

## Sommaire des résultats

Le but de cette thèse était d'augmenter la précision de la spectroscopie X des atomes pioniques et des ions multichargés.

L'azote pionique a été utilisé pour fournir une nouvelle évaluation de la masse du pion chargé négativement. Celle-ci a nécessité une réduction de l'erreur des prédictions théoriques des énergies atomiques et une mesure précise des transitions $5 \rightarrow 4$ de l'azote pionique.

Pour améliorer les calculs théoriques, basés sur l'équation de Klein-Gordon, il a été nécessaire d'aborder l'étude de nouvelles corrections à l'énergie. Pour cette raison, j'ai calculé la structure hyperfine dans les atomes pioniques, qui cause un déplacement de l'énergie de transition due à la différence entre les probabilités de transitions des sous-niveaux hyperfins. Le formalisme développé dans le Ch. 2 qui permet le calcul de la structure hyperfine a été comparés avec les prédictions utilisant le hamiltonien de Breit-Pauli pour un noyau de spin $\frac{1}{2}$. Cette comparaison a aussi permis de déduire des corrections de recul du noyau pour la structure hyperfine. Les résultats présentés dans le Ch. 2 ont été confirmé par les prédictions théoriques qui utilisent l'équation de Bethe et Salpeter pour une particule de $\operatorname{spin}-\frac{1}{2}$. Contrairement à ces deux approches théoriques, la méthode développée dans cette thèse peut être utilisé pour des valeurs arbitraires du spin nucléaire.

En utilisant ce dernier formalisme, il a été possible d'augmenter la précision des prédictions théoriques pour les atomes pioniques avec un nombre atomique $Z$ petit et moyen. En particulier, nous avons calculé les énergies de transitions de l'azote pionique avec une précision de l'ordre de 0.2 ppm en produisant une contribution négligeable dans les erreurs
systématiques de la mesure de la masse du pion. De plus, les énergies électromagnétiques de transitions $n p \rightarrow 1 s$ de l'hydrogène pionique ont été calculés avec une précision sans précèdent qui mènent à une réduction d'environ $30 \%$ des erreurs systématiques de l'évaluation du déplacement dû à l'interaction forte de l'état fondamentale de l'hydrogène pionique.

Avec les nouvelles prédictions théoriques, la spectroscopie présenté dans le Ch. 4 fourni actuellement la valeur la plus précise de la masse du pion négativement chargé avec une erreur de $1.7 \mathrm{ppm}, 32 \%$ en moins par rapport à l'incertitude de la moyenne mondiale ( 2.5 ppm ).

La spectroscopie de l'azote pionique permet, de plus, de tester les prédictions de l'électrodynamique quantique pour une particule spin-0 dans un système lié. En mesurant la différence d'énergie entre les transitions parallèles $5 g \rightarrow 4 f$ et $5 f \rightarrow 4 d$, il a été possible de tester la validité de l'équation de Klein-Gordon avec une précision de l'ordre de $0.6 \%$.

Cette nouvelle valeur de la masse du pion ne cause pas aucune réduction de l'erreur du déplacement dû à l'interaction forte parce que la transition $6 \rightarrow 5$ dans l'oxygène pionique a été utilisé comme ligne de référence pour la transition $3 p \rightarrow 1 s$ dans l'hydrogène pionique. Cependant, une réduction de l'incertitude de la masse du pion produit une augmentation de la précision des étalons de rayons- X en utilisant les transitions des atomes pioniques. La précision des prédictions de ces transitions est en effet limitée par l'erreur expérimentale de la masse du pion.

Une précision accrue de la masse du pion a été obtenue grâce l'amélioration des techniques expérimentales. En particulier, nous utilisons la transition de l'oxygène muonique comme ligne de référence à la place de raies de fluorescence, et nous avons caractérisé précisément le spectromètre à cristal utilisé dans l'expérience.

La mesure de la fonction de réponse du spectromètre a été possible par le développement d'un nouveau piège d'ion à résonance cyclotronique des électrons pour la production des ions multichargés. Les transitions relativistes $M 11 s 2 s^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ dans l'argon, le chlore et le soufre héliumoïdes ont été utilisés pour l'étude systématique du spectromètre à cristal courbe. Cette étude a permis, entre autres, le développement et le test de la simulation Monte Carlo de l'instrument et des programmes de d'ajustement de courbes, utilisé dans l'analyse des spectres.

La simulation et les programmes d'analyses constituent un ensemble d'outils pour l'étude approfondie des spectres X. Ces outils ont permit d'utiliser le profil de raie adapté pour la mesure de la masse du pion et pour l'évaluation du déplacement dû à l'interaction forte de l'état fondamentale de l'hydrogène pionique, mais aussi pour la mesure des transitions des ions héliumoïdes.

Les ions multichargés produits dans le piège à ion ECR ont été utilisés pour tester l'électrodynamique en champ fort de plus de la caractérisation du spectromètre. L'analyse préliminaire des spectres de l'argon et du soufre héliumoïdes fournit l'évaluation la plus précise, de l'ordre de 10 meV , des énergies des transitions $1 s 2 p P \rightarrow 1 s^{2}{ }^{1} S_{0}$ par rapport à la transition $M 11 s 2 s{ }^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ utilisant la spectroscopie X, avec une réduction des incertitudes d'un facteur 3 à 10 par rapport aux expériences précédentes. En particulier, ces nouvelles mesures permettent de tester précisément les prédictions théoriques sur les ions multichargés avec quelques électrons.

## Perspectives

La méthode de perturbation de l'équation Klein-Gordon a été utilisée pour le calcul de la structure hyperfine due au moment magnétique nucléaire, mais elle peut aussi être utilisée pour un type différent de perturbation. Pour les atomes pioniques avec une grande valeur de $Z$, le moment quadripolaire électrique peut être non négligeable. L'effet d'une tel moment peut être évalué facilement en utilisant la même méthode de perturbation. Dans ce cas, la structure hyperfine due au moment quadripolaire peut être prédite en utilisant le développement multipolaire du potentiel électrostatique pour calculer l'opérateur de perturbation correspondant. De la même manière, les effets dus à l'interaction forte peuvent être pris en compte en introduisant le potentiel optique [39, 40] comme perturbation.

Ces deux applications sont très importantes pour le calcul des niveaux atomiques des atomes pioniques lourds où les effets relativistes, pris en compte automatiquement par l'équation de Klein-Gordon, sont importants.

Une amélioration additionnelle de ce formalisme sera l'introduction de la taille finie du pion et du noyau dans la formule de la structure hyperfine. Une approche correcte au problème nécessite une modification de l'expression du potentiel vecteur pour prendre en compte la distribution spatiale du moment magnétique nucléaire qui conduit à la correction Bohr-Weisskopf [41, 42].

Comme écrit ci-dessus, l'analyse des ions héliumoïdes présentée dans cette thèse est seulement préliminaire. Plusieurs améliorations doivent êtres apportés pour augmenter la précision de la mesure. Actuellement, la majeure source d'incertitude est l'évaluation de la distance cristal-détecteur dans le spectromètre à rayons-X. En plus, le modèle de profil de ligne utilisé jusqu'à présent ne tient pas compte de la déformation des pics dans les spectres X pour les réflections de Bragg lorsque la raie est sur une partie du détecteur en dehors du point focal du spectromètre. Une analyse plus correcte est en cours. Cette nouvelle étude simule le profil le plus adapté pour chaque pic dans le spectre X et elle utilise les nouvelles fonctions de la simulation Monte Carlo pour tenir compte des mesures récentes des angles de coupe des cristaux (angle entre la surface du cristal et les plans cristallins) utilisé dans les expériences.

Cette analyse sera étendue aux spectres des ions moins chargés comme les transitions lithiumoïdes et bérylliumoïdes. L'étude de ces transitions nécessitera un effort supplémentaire pour étudier correctement la contribution des transitions satellites due principalement à la complexité des mécanisme de population de niveaux atomiques. Pour cette raison, il est nécessaire de faire une étude des caractéristiques des spectres en fonction de la puissance injectée des microondes et de la pression du gaz dans la chambre du plasma dans le piège à ion ECR. Une telle étude a déjà été commencée en utilisant la source à ion ECR SIMPA à Paris. L'installation SIMPA est actuellement équipée d'un spectromètre à cristal de graphite mosaïque qui, de part sa résolution en énergie limitée, ne peut pas distinguer ces transitions satellites. Cependant, un nouveau spectromètre à double cristal plan est en construction dans le groupe. Cet instrument est caractérisé par une résolution en énergie de 0.27 eV pour des rayons- X de 3 keV en utilisant $\mathrm{Si}(111)$, et il peut mesurer la valeur absolue des énergies de transition, comme la transition $M 11 s 2 s{ }^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ dans l'argon héliumoïde, avec un erreur inférieure à 0.5 ppm , qui permettra de tester les différentes prédictions théoriques pour les ions très chargé à quelques électrons avec une précision sans précédents.

## Chapter 1

## Introduction

## Nulla dies sine linea

Pliny the Elder, Natural History. Book xxxv. Sect. 84

Atomic Physics, thanks to the precision of the techniques that it enables to use, and to the possibility of very accurate $a b$ initio calculations, leads to results that are highly needed in other fields. Atomic spectroscopy enables to measure fundamental constants as the fine structure constant $\alpha$ and the gravitation constant $G$ [1, 2]; but also to measure the particle masses, as the electron, the antiproton and the pion mass [3, 4], and to study the fundamental interaction. The aim of this thesis is to contribute to solve a number of fundamental problems, by improving considerably the measurement precision. In particular, I present a new measurement of the pion mass using pionic nitrogen X-ray spectroscopy and recent results on helium-like argon and sulphur spectroscopy.

Pionic atoms and ions are formed when a heavy particle is captured on an atomic nucleus. The negatively charged pion is a meson formed by a anti-quark anti-up ( $\bar{u}$ ) and a quark down (d). In the process, many or all electrons of the atom are ejected and one obtains a highly charged heavy ion, with properties that depend on the captured particle. Measurements in pionic atoms leads to strong-interaction studies at very low energy [5, 6] and, in addition, to accurate negatively charged pion mass evaluation [3, 7, 8].

The new pion mass measurement that I present is characterized by an accuracy in the order of 1.5 ppm , much better that the previous measurements [3, 9. To obtain such precision, a considerable experimental and theoretical effort was required: the pion mass is measured by X-ray spectroscopy of $5 \rightarrow 4$ pionic nitrogen transitions using the theoretical predictions provided by Quantum Electrodynamics (QED) calculations. To reach this precision, effects as the vacuum polarization and recoil corrections have to be taken into account for the correct evaluation of the atomic levels. A part of my Ph.D. work is dedicated to the calculation of the recoil correction and of the hyperfine structure in pionic atoms. In particular, I will present a new perturbation method for the Klein-Gordon equation, which describes the dynamics of spin-0 particles, as the pion. The advantage of this new technique consist to take into account relativistic effects without approximations. With the calculation of these new corrections, we can reach a precision of 0.2 ppm for the theoretical predictions of the $5 \rightarrow 4$ pionic nitrogen transition energies.

The precise analysis of the pionic nitrogen spectra requires an accurate characterization of the Bragg crystal spectrometer we used. This characterization has been obtained using the X-ray emission from highly charged ions produced with an Electron-CyclotronResonance Ion Trap (ECRIT). Highly charged ions studied in this manuscript are composed of a nucleus with a charge 16-18 times higher than the proton charge ( $Z=16-18$ ), and few orbiting electrons in presence of a strong nuclear Coulomb field.

In the ECRIT, for elements like sulphur and argon, the relativistic $M 1$ transition $1 s 2 s^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ is very bright and very narrow, due to the very low kinetic energy of the ions in the source. The M1 transitions from these elements enable for a systematic characterization of the spherically bent crystal of our X-ray spectrometer and thus allow for the precise measurement of the response function of the instrument.

Apart from the characterization of the spectrometer, one of the most important results of this project was in a series of high-precision measurement of the X-ray spectra of argon and sulphur. With 1-2 hours maximum acquisition time, we obtained high-statistics spectra of He- and Li-like ionic states of these elements and we measured transition energies of these ions with a precision of few tens of meV for 3 keV photons. This precision allows to compare and to test accurately the different available theoretical predictions with the experiment, and it provides a sensitive test of QED.

In the same way, Quantum Electrodynamics can be tested in pionic atoms. The analysis of pionic nitrogen enables to compare the experimental measurement of the fine structure to the theoretical predictions with a precision in the order of $0.3 \%$.

In addition, the X-rays emitted from these atoms can be used to define new wavelength standards for the energy range of few keV .

In the following sections, I will present in detail these two features of the X-ray spectroscopy of multicharged ions and pionic atoms: the possibility to test Quantum Electrodynamics and to define new X-ray standards.

### 1.1 Quantum Electrodynamics tests with pionic atoms and highly charged ions

Quantum Electrodynamics (QED) is the theory that describes the interaction between light and matter, and it has been, up to now, the best tested theory in physics. The effort to merge Quantum Mechanics and relativity was initiated, soon after Quantum Mechanics was formulated. However, it is only during the 1940s that is was possible to satisfied the requirement of relativity in a consistent matter. Quantum Electrodynamics is a quantum field equivalent of the classical electrodynamics (Maxwell-Lorentz theory). The wave-particle duality is now fully incorporated into the theory; and charged particles and photons are treated as quantized fields, placing them in the same footing.

The most elementary bound systems where we can test QED are hydrogen-like and few-electron atoms, formed by a heavy nucleus and few orbiting particles. As written above, in this manuscript I will focus on two systems. The first one is the H -like pionic nitrogen, where all the electrons are replaced by a negatively charged pion. The second example is represented by few electrons highly charged ions, with a nuclear charge $Z \sim 17$.

But why do we choose these particular atoms? Pionic atoms and highly charged ions are interesting objects as they enable to probe aspects of atomic structure that are quantitatively different from what can be studied in electronic or "normal" atoms. Pionic and


Figure 1.1 - Contribution of the self-energy, of the vacuum polarization and of the nuclear finite size against the atomic number $Z$. This plot has been reproduced from Ref. [10], which uses the values published in Ref. [11.
highly charged atoms are interesting system to test QED because both of them have a small characteristic Bohr radius. The classic Bohr radius $a_{0}$ is, in fact, inversely proportional to the orbiting particle mass $m$ and to the nuclear charge $Z: a_{0}=\hbar /(m c Z \alpha)$ ( $c$ is the speed of light and $\hbar$ is the Planck constant). A small value of the Bohr radius corresponds to a larger sensitivity to Quantum Electrodynamics effects as vacuum polarization and self-energy. The charged pion has a mass about 270 times larger than the electron mass. In this case, the Bohr radius and the electron Compton length $\hbar /\left(m_{e} c\right)$ are of the same order of magnitude, i.e., the pion is sensitive to the distortion of the Coulomb field due to the continuous creation and annihilation of electron-positron pairs. For this reason pionic atoms, as muonic atoms, can be used to test QED corrections such as the vacuum polarization [12, 13, 14], which has a range in the order of the Compton wavelength. Moreover, these atoms are sensitive to relativistic effects in the atomic dynamics. The characteristic "velocity" of a particle in an atom is $\langle n| \hat{v}|n\rangle=Z \alpha c / n$. For ions with $Z \sim 17$, this velocity reaches a value $\langle 1 s| \hat{v}|1 s\rangle \sim 0.12 c$ making relativistic correction very large.

Contrary to the muon and the electron, the pion has no spin and its dynamics is well described, in the leading order, by the Klein-Gordon equation. The predictions of this
equation have been much less tested than the predictions for particles with spin equal to $1 / 2$ (as the electron and the muon) [15. For this reason, the measurement of pionic nitrogen transition energies provides in addition an unique test for Relativistic Quantum Mechanics for spin-zero particles. In particular, the measurement of the energy difference between the $5 g \rightarrow 4 f$ and $5 f \rightarrow 4 d$ transitions allows to test the fine structure as predicted by the Klein-Gordon equation with unprecedent accuracy.

Precise X-ray spectroscopy of highly charged ions may lead to a better understanding of a fundamental problem that arose recently: after several decades of high-precision work on He and helium-like ions, there are still difficulties in comparing theory and experiment. Contrary to pionic atoms, highly charged ions with $Z=15-20$ are not so sensitive to the vacuum polarization because the Bohr radius is still too large compared to the electronic Compton wavelength [16] and the QED contribution to the Lamb shift is dominated by the self-energy (Fig. 1.1 and Table 1.1).

At present, in helium there is a strong disagreement (six times the combined error bars) between the calculations [17, 18, 19, 20] and recent very accurate measurements [21, 22, 23, 24]. In He and light elements, the theory makes use of an expansion of the Bethe and Salpeter equations in operators of successive orders in $1 / c$, and $Z \alpha$. For correction terms that depends on $1 / Z$, as the binding electron correlation, one uses allorders methods, in which series of diagrams are summed up. In opposite, for heavier elements, all-orders methods have to be used for correction terms that depend on $Z \alpha$, and the electron correlation can be calculated using a perturbation expansion on $1 / Z$.

At present, different theoretical predictions are available that use different methods as the relativistic many-body problem theory (RMBPT) [25, 26], the Multi-Configuration Dirac-Fock (MCDF) method [27, 28, 29] and methods that use QED calculation and manybody problem theory together [30, 31, 32]. Each technique uses a different approach for the calculation, leading to significant differences in their predictions. The difficulty of these calculations is due to the presence of several particles interacting each other. One way to understand this very important discrepancy, is then to study more accurately heavier elements. Only the comparison with experience can test the validity of these methods for different ranges of $Z$. For this reason, precise X-ray spectroscopy of multi-charged ions is a unique tool to test the available theories with an accuracy of some ppm.

### 1.2 New X-ray standard definition

Once theory has been accurately tested, we can assume that QED describe correctly systems consisting of interacting light and particles, to a certain level of accuracy. With this assumption, X-rays from these simple bound systems could be used as wavelength standards in the low-energy X-rays range, as suggested in Ref. [33]. Presently, standard X -ray lines in the few keV range are made by exciting innershell transitions in neutral atoms with either electrons or photons. In a number of cases their energies are given with a precision close to 1 ppm [34], which does not necessarily means that these standards can be used to such an accuracy because of the complex line structure. For X-rays originating from innershell transitions in multi-electron systems, the center of gravity of the line cannot be unambiguously attributed to a physical transition and the lines have a broadening due the Auger effect. Shake-off processes and open outer shells lead to numerous satellite transitions very close in energy to the diagram line, which can not be resolved. Moreover,

Table 1.1 - Comparison of different aspects of pionic atoms and of highly charged ions with $Z \sim 15-20$. These two systems are characterized by a sensitivity to different QED effects but, in the range of few keV , their X-ray transitions are characterized by a similar natural width.

| PIONIC ATOMS | HIGHLY CHARGED IONS |
| :---: | :---: |
| Dominant QED effects |  |


Vacuum polarization


Self-energy


## Transition lines characteristics

$\approx 5-100 \mathrm{meV}$ line width (natural width and Doppler broadening) Accuracy theoretical values: 2.5 ppm Accuracy theoretical values: $<1 \mathrm{ppm}$

Rate of detected photon (spherically bent crystal spectrometer)
$5-100$ count/hour $\quad 1-8 \times 10^{4}$ count/hour
the line shape of multi-electronic system depends also on the excitation mechanism used to create the innershell vacancies [35] an on the chemical environment (solid, metallic vapors,...) [34]. In addition, the natural width of the current X-ray standard is typically more than 10 times larger than the resolution of the best X-ray spectrometers. Hence, innershell transitions are unsuitable to determine the response function of such apparatus.

Contrary to fluorescence radiation, pionic and highly charged atom transitions are characterized by a natural width on the order of 10 meV in the few keV range, and provide a dense set of lines in this energy range. As an example, the $1 s 2 s^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0} M 1$ transition in He-like argon has a natural width of $10^{-10}$ times the transition energy. Transition in one- and two-electron ions can be emitted by a plasma in an Electron-Cyclotron-Resonance ion sources or trap (ECRIS, ECRIT) [36]. The ion energy in such a device ranges from $\approx 0.5$ to 6 eV [37], giving rise to a Doppler Broadening in the 5 to 18 ppm , i.e., 0.07 to 0.28 eV for argon. This allows for measurements below 1 ppm , which corresponds to the expected accuracy (typically 1 meV ) of the theory for one electron ions in this range of $Z$ but would be very demanding for two electron systems. Similarly, pionic atoms have a natural
width of a few meV and in addition, different energy ranges can be connected by exploiting the Yrast structure of the their de-excitation cascade: successive transitions in the same atom connect different energy scales in ratios $\approx\left[1 /(n+1)^{2}-1 / n^{2}\right] /\left[1 / n^{2}-1 /(n-1)^{2}\right]$, which are roughly of the order of 0.5 for $n$ around 5 . For instance, pionic neon provides photon energies of $2.7,4.5$ and 8.3 keV corresponding, respectively, to the $7 \rightarrow 6,6 \rightarrow 5$ and $5 \rightarrow 4$ transitions, with a natural width of 12 meV for the $6 \rightarrow 5$ transition. Level energies of these systems can be calculated nowadays from first principles to better than 1 meV , excluding the uncertainty of the pion mass, benefiting from the high-accuracy tests of QED in hydrogen and hydrogen-like atoms [38].

The precision of the transition energies prediction in pionic atoms is limited at present by the experimental error in the pion mass value, which is $\approx 2.5 \mathrm{ppm}$. As an example, in the $6 h \rightarrow 5 g$ pionic helium transition, this error limits to about 11 eV the accuracy of the theoretical evaluation [33]. For this reason, in 2000, a new experiment was started, with the goal to measure the negatively charged pion mass with an accuracy in the order of 1 ppm [7, 8]. As described in Ch. [4, we accomplished this objective by X-ray spectroscopy of the $5 \rightarrow 4$ transition in pionic nitrogen.

Even, if pionic atoms and highly charged ions transitions have similar characteristics in the few keV range (width and energy value), The available sources for these two kinds of X-ray standards have a very different emission rate. High X-rays intensities can be easily obtained from highly charged ions produced in the plasma of an Electron-CyclotronResonance ion source. Using a curved Bragg crystal spectrometer, it is possible to obtain about 40000 counts in 30 minutes in the $1 s 2 s{ }^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0} M 1$ transition of Helike argon. The production of pionic atoms is more difficult because pions are unstable particles. Only proton accelerators, with a sufficient energy, can provide a secondary pion beam that can be used to produce pionic atoms. For a pion beam of about $10^{8} \mathrm{pion} / \mathrm{s}$ as at the Paul Scherrer Institut, it requires several weeks to obtain the same number of count in the $6 \rightarrow 5$ pionic neon transition than in the He-like argon M1 line from an ECRIS in half-an-hour. For muonic atoms the rate is even significantly lower. and they can not easily used as X-ray standard. Due to this rate difference, X-rays from pionic and muonic atoms are unsuitable to characterize Bragg crystal spectrometers, contrary to highly charged ions radiation.

### 1.3 Organization of the thesis

In this introduction, I have shown the common features of pionic and highly charged ions: both systems can be used to define new precise X-ray standard and they can be used to test Quantum Electrodynamics as well. In the following chapters, I will present the research work I have done in this field, which consists principally in an experimental contribution to high precision X-ray spectroscopy. This work is completed with a theoretical study consisting in pionic atoms energies calculations. The manuscript is divided in two main parts. The first part is dedicated to pionic atoms and the second is devoted to highly charged ions spectroscopy.

The chapter 2 is dedicated to the calculation of the hyperfine structure and recoil corrections for pionic atoms. The hyperfine structure is calculated using a new perturbation method for the Klein-Gordon equation. The results obtained by this method are checked with an other method using the Breit-Pauli Hamiltonian. This comparison allows also to
investigate the recoil corrections in pionic atoms, which presents particular characteristics due to the spin-zero nature of the pion. The formalism developed in the first sections of the chapter is used to calculate the energy levels of pionic hydrogen, deuterium and nitrogen. The first two atoms are interesting because their spectroscopy enables to study the strong interaction force at low energy. Pionic nitrogen is used in our new precision measurement of the negatively charged pion and as new test of Quantum Electrodynamic for spin-zero particles.

In the chapter 3, I will describe the experimental set-up required to produce exited pionic atoms and to measure accurately their characteristics by X-ray spectroscopy. I will describe in detail the Bragg crystal spectrometer used to measure pionic nitrogen transition energies with an accuracy of a few ppm the. This instrument is the same spectrometer than will be used also for highly charged ions spectroscopy. In particular, I will present the data analysis required to reconstruct the energy spectra from the CCD recorded data.

The chapter 4 is exclusively devoted to the charged pion mass measurement. In this chapter, I will present the experiment and a detailed analysis of systematic errors, showing that the new measurement of the pion mass has an accuracy of 1.5 ppm . The $5 \rightarrow 4$ pionic nitrogen transitions are also used to provide the most accurate test to date for the KleinGordon equation prediction for the fine structure.

In this thesis, highly charged ions spectra are used for two different tasks: to test Quantum Electrodynamics in few-electrons systems and to characterize the crystal spectrometer used for the pionic atoms study. These ions are produced in two Electron-CyclotronResonance (ECR) ion sources: one developed at the Paul Scherrer Institut in Switzerland and one installed at the Laboratoire Kastler Brossel in Paris. In chapter 5, I will first describe how an ECR ion source works, give its main characteristics, and describe these different apparatus. I will then describe the ECR ion source of the Laboratoire Kastler Brossel and the ECR ion trap at the Paul Scherrer Institut. This last one has been used, in particular, to obtain high-precision spectra of helium-like argon, chlorine and sulphur.

The chapter 6 is dedicated to the analysis of the atomic spectra of He-like argon and sulphur. The results provide the most precise measurement for medium-Z He-like ions energies using X-ray spectroscopy. The measured values are compared to the older experimental results and theoretical predictions. In the last part of the chapter I will present a new development of the data analysis for an additional increase of the result accuracy.

Chapter 7 will conclude the manuscript. I will summarize the results obtained during my Ph.D. thesis and I will present the outlook and future developments one can envision from the presented work.

## Part I

## Pionic atoms

## Chapter 2

## Hyperfine structure and recoil corrections in pionic atoms

> ... dico che quanto alla verità di che ci danno cognizione le dimostrazioni matematiche, ella è l'istessa che conosce la sapienza divina; ma vi concederò bene che il mondo col quale Iddio conosce le infinite proportzioni, delle quali noi conosciamo alcune poche, è sommamente più eccellente del nostro, il quale procede con discorsi e con passaggi di conclusione in conclusione,..

Galileo Galilei, Dialogo Sopra i Due Massimi Sistemi del Mondo, Firenze 1932

## Introduction

In this chapter, I present the calculation of the hyperfine structure (HFS) and the recoil correction for pionic atoms. The pion is a boson with spin equal to zero. The Klein-Gordon equation (KG) is the correct equation to describe a charged boson in the Coulomb field of the nucleus. If we consider the interaction between the nuclear magnetic moment and the magnetic field created by the orbiting pion, we have to add an additional hyperfine term in the equation. This term is obtained using a multipole development of the electromagnetic field using the precise approach shown in references [42, 43]. Non-relativistic calculation for the pionic atom hyperfine structure can be found in Refs. [39, 44, 45]. Differently from this methods, I will present a formalism where the energy corrections are calculated in a completely relativistic framework as a perturbation correction of the KG equation, alternative to the methods presented in Refs. [46, 47, 48, 49]. At present, theoretical prediction for HFS including relativistic corrections can be found only for spin- $\frac{1}{2}$ nucleus [50, 51]. The calculations presented here are not restricted to this case and they can be used for an arbitrary value of the nucleus spin.

In Sec. 2.2 we develop the formalism to evaluate the energy correction. In Sec. 2.3 we calculate the hyperfine structure using the Breit-Pauli Hamiltonian. This formalism
enables to test the HFS relativistic calculation and to derive additional recoil corrections. In Sec. 2.4 we present the detailed energy level evaluation for some particular choice of pionic atoms: pionic hydrogen and pionic nitrogen. These systems have a particular interest due to the ongoing experiments at the Paul Scherrer Institut in Switzerland [5, 7].

### 2.1 General characteristic of the Klein-Gordon equation

During the period 1925-1926, the scientific community was ready to formulate a relativistic equation to describe matter wave packets, and several reputed scientists contributed to its formulation. The Klein-Gordon equation was probably formulated for the first time by Erwin Schrödinger in mid December 1925, before he derived his more famous non-relativistic equation. It is only in June 1926 that Schrödinger submitted the relativistic version, after the submission at the end of April of an equivalent version of the KG equation by Oskar Klein. De Broglie presented independently a complete version of the KG equation in July 1926, after the submission of the paper on relativistic wave mechanics by Vladimir Fock (beginning of June 1926) and before Walter Gordon's paper (September 1926). During the same period, other physicists, like Pauli and Dirac, stated the KG equation ${ }^{1}$. Even though the KG equation was considered by many physicists, it didn't play an important role in the development of Quantum Mechanics. The non-linear nature of the equation prevented an easy interpretation in a more general Quantum Mechanical picture. The Klein-Gordon equation reappeared in the 1930's and Yukawa used it for his nuclear interaction theory, which predicted the existence of a spin-0 particle ("U-quantum") [53].

What are the principal characteristics of the Klein-Gordon equation? The simplest relativistic quantum mechanics equation for a free particle must reproduce the expression of the kinetic energy in the special relativity framework:

$$
\begin{equation*}
E=\sqrt{\boldsymbol{p}^{2} c^{2}+m^{2} c^{4}} \tag{2.1}
\end{equation*}
$$

where $\mathbf{p}$ and $m$ are the momentum and the mass of the particle, respectively. If we apply the canonical quantization, we have to associate $\mathbf{p}$ and $E$ to the corresponding operators:

$$
\left\{\begin{align*}
E & \rightarrow i \hbar \frac{\partial}{\partial t}  \tag{2.2}\\
p_{i} & \rightarrow-i \hbar \frac{\partial}{\partial r_{i}}
\end{align*}\right.
$$

In the previous formula the variable $r_{i}$ is the i-th spatial component of the quadri-vector coordinate $x=(c t, \boldsymbol{r})$. In this case, Eq. (2.1) in terms of operator acting on the wavefunction $\Psi(x)$ becomes:

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \Psi(x)=\sqrt{-\hbar^{2} c^{2} \nabla^{2}+m^{2} c^{4}} \Psi(x) \tag{2.3}
\end{equation*}
$$

This expression cannot directly be used because the presence of the square-root operator. If we expand it, we obtain all powers of the Laplacian operator and it will lead to a nonlocal theory. In addition, relativistic invariance is not clearly exhibited since there is a

[^1]lack of symmetry between the space and time coordinates. We can avoid these difficulties by using the quadratic form of of Eq. (2.1): $E^{2}=\boldsymbol{p}^{2} c^{2}+m^{2} c^{4}$. In this case we have:
\[

$$
\begin{equation*}
-\hbar^{2} \frac{\partial^{2}}{\partial t^{2}} \Psi(x)=-\hbar^{2} c^{2} \nabla^{2} \Psi(x)+m^{2} c^{4} \Psi(x) \tag{2.4}
\end{equation*}
$$

\]

which in the covariant form becomes ${ }^{2}$ :

$$
\begin{equation*}
\left(\hbar^{2} c^{2} \partial^{\nu} \partial_{\nu}+m^{2} c^{4}\right) \Psi(x)=0 \tag{2.6}
\end{equation*}
$$

equivalent to

$$
\begin{equation*}
\left(\hbar \square+m^{2} c^{2}\right) \Psi(x)=0 \tag{2.7}
\end{equation*}
$$

For the study of pionic atoms, we are interested in the KG equation with the presence of an external electromagnetic potential $A_{\nu}$. The Klein-Gordon equation for a particle with a charge equal to $-e$ and mass $\mu$ in the presence of an electromagnetic field is obtained applying the minimal coupling $p_{\nu} \rightarrow p_{\nu}+e A_{\nu}(x)$. The minimal coupling is the simplest coupling with the electromagnetic field, which respects the gauge invariance and which is used in classical relativistic mechanics to describe the interaction of a point-like particle with an applied field [54]. We have:

$$
\begin{equation*}
\mu^{2} c^{2} \Psi(x)=\left\{\frac{1}{c^{2}}\left[i \hbar \partial_{t}+e V(x)\right]^{2}+\left[i \hbar \partial_{i}-e A_{i}(x)\right]\left[i \hbar \partial^{i}-e A^{i}(x)\right]\right\} \Psi(x) \tag{2.8}
\end{equation*}
$$

In particular, we consider an atomic system composed of a negatively charged boson and of a nucleus with a positive charge equal to $Z e$. In this case, in the previous equation $\mu$ indicate the reduced mass of the system and we can substitute to $A^{\nu}$ the Coulomb potential $(V(r), 0)$, where:

$$
\begin{equation*}
V(r)=\frac{Z e}{4 \pi \epsilon_{0}} \frac{1}{r} \tag{2.9}
\end{equation*}
$$

with $r=|\boldsymbol{r}|$ (the module of the spatial part of the quadri-vector coordinate) and $\epsilon_{0}$ is the electric permittivity of the free space ${ }^{3}$. In this case the energy of the system is:

$$
\begin{equation*}
E_{(0)}^{n l}=\frac{\mu c^{2}}{\sqrt{1+\frac{(Z \alpha)^{2}}{\left[n-l-1 / 2+\sqrt{(l+1 / 2)^{2}-(Z \alpha)^{2}}\right]^{2}}}} \tag{2.11}
\end{equation*}
$$

[^2]With this notation we have: $\partial_{t} \partial^{t}=\partial_{t}^{2}$ and $\partial_{i} \partial^{i}=-\sum_{i=1}^{3} \partial_{i}^{2}$.
${ }^{3}$ With this notation the fine structure constant is

$$
\begin{equation*}
\alpha=\frac{e^{2}}{4 \pi \epsilon_{0} \hbar c}=\frac{e^{2}}{4 \pi} \sqrt{\frac{\mu_{0}}{\epsilon_{0}}} \tag{2.10}
\end{equation*}
$$

where $\mu_{0}$ is the magnetic permeability of the free space
where $n$ and $l$ denote the principal and angular momentum quantum numbers, respectively, The energy $E_{(0)}$ can be decomposed in the mass energy $\mu c^{2}$ and the binding energy $\mathcal{E}_{(0)}^{n l}$ : $E_{(0)}^{n l}=\mu c^{2}+\mathcal{E}_{0}^{n l}$. In reality, the mass energy is $\mathcal{M} c^{2}$, where $\mathcal{M}$ is the total mass of the system: pion and nucleus. However, if we apply the leading recoil correction to the KG equation, we have to consider a particle, with mass $\mu$, the reduced mass of the system, orbiting around to a nucleus with infinite mass. A more detailed discussion about recoil corrections will be developed in Sec. 2.3 .

If we expand $\mathcal{E}_{0}$ in function of the parameter $Z \alpha$ we obtain:

$$
\begin{equation*}
\mathcal{E}_{0}^{n l}=-\mu c^{2} \frac{(Z \alpha)^{2}}{2 n^{2}}-\mu c^{2} \frac{(Z \alpha)^{4}}{n^{3}}\left[\frac{1}{2(l+1 / 2)}-\frac{3}{8 n}\right]+\mathcal{O}\left[(Z \alpha)^{6}\right] \tag{2.12}
\end{equation*}
$$

The first term is the classical energy expression for the Schrödinger equation for hydrogen atom. The lower correction term, due to the relativistic effects, is of the order of $\mu(Z \alpha)^{4}$ which correspond to a relative correction of $(Z \alpha)^{2} \simeq 5 \times 10^{-5} \times Z^{2}$.

For a bound system, the eigenfunction can be decomposed in a time-dependent part and a spatial-dependent part. The spatial-dependent part, as in the non-relativistic wavefunction, can be written as the product of spherical harmonics (the angular momentum eigenfunctions) with a function that depends only on $|\boldsymbol{r}|=r$ :

$$
\begin{equation*}
\Psi(x)=\exp \left(-i E^{n} t / \hbar\right) \varphi_{n l}(\boldsymbol{r}) \equiv \exp \left(-i E^{n} t / \hbar\right) Y_{l}^{m}(\theta, \phi) \psi_{n l}(r) \tag{2.13}
\end{equation*}
$$

Using $\widetilde{\psi}_{n l}(\rho)=\left(2 K_{n l}\right)^{3 / 2} \psi_{n l}(r)$, the normalized radial part can be written as a function of the dimensionless variable $\rho=2 K_{n l} r$ [40, 55]:

$$
\begin{gather*}
\widetilde{\psi}_{n l}(\rho)=\sqrt{\frac{(n-l-1)!}{2\left[n+\sqrt{(l+1 / 2)^{2}-(Z \alpha)^{2}}-l-1 / 2\right) \Gamma\left[n+2 \sqrt{(l+1 / 2)^{2}-(Z \alpha)^{2}}-l\right]}} \\
\quad \times \rho^{\sqrt{(l+1 / 2)^{2}-(Z \alpha)^{2}}-1 / 2} e^{-\rho / 2} L_{n-l-1}^{2 \sqrt{(l+1 / 2)^{2}-(Z \alpha)^{2}}}(\rho), \tag{2.14}
\end{gather*}
$$

where the function $L_{n}^{a}(x)$ are the associated Laguerre polynomials. The parameter and $K_{n l}$ is given by:

$$
K_{n l}=\frac{\mu c Z \alpha}{\hbar}
$$

$$
\begin{equation*}
\times \frac{\left[n-l-1 / 2+\sqrt{(l+1 / 2)^{2}-(Z \alpha)^{2}}\right] \sqrt{1+(Z \alpha)^{2}\left[n-l-1 / 2+\sqrt{(l+1 / 2)^{2}-(Z \alpha)^{2}}\right]^{-2}}}{} \tag{2.15}
\end{equation*}
$$

We remark that $K_{n l}$ is directly connected to a typical radius $r_{0}=1 /\left(n K_{n l}\right)$, the equivalent of the Bohr radius $a_{0}=\hbar /(\mu c Z \alpha)$.

The functions $\Psi_{n l}$, defined in Eqs. (2.13) and (2.14), are normalized to 1:

$$
\begin{equation*}
\int \varphi_{n l}^{*}(\boldsymbol{r}) \varphi_{n l}(\boldsymbol{r}) d r^{3} \equiv \int \psi_{n l}^{*}(r) \psi_{n l}(r) r^{2} d r=1 \tag{2.16}
\end{equation*}
$$

However, differently to the non-relativistic case, we can have:

$$
\begin{equation*}
\int \psi_{n^{\prime} l^{\prime}}^{*}(r) \psi_{n l}(r) d r^{3} \neq 0 \text { with } n^{\prime} \neq n, l^{\prime} \neq l \tag{2.17}
\end{equation*}
$$

because the probability density (and the scalar product) has a different definition for spin-0 particles. In the non-relativistic case, the probability density is defined as $\rho(r)=|\varphi(\boldsymbol{r})|^{2}$. In the relativistic case for spin-0 particles we have [40, [54]:

$$
\begin{equation*}
\rho(r)=i\left(\Psi^{*}(x) \frac{\partial \Psi}{\partial t}(x)-\frac{\partial \Psi^{*}}{\partial t}(x) \Psi(x)\right) . \tag{2.18}
\end{equation*}
$$

In the case of pionic atoms, the previous equation becomes [46, 47, 49]:

$$
\begin{equation*}
\rho(r)=2 i \varphi^{*}(\boldsymbol{r})(E+e V(\boldsymbol{r})) \varphi(\boldsymbol{r}) . \tag{2.19}
\end{equation*}
$$

It is interesting to compare these expressions with the non-relativistic wavefunction $\widetilde{\psi}_{n l}(\rho)_{N R}$ and with the Bohr radius $a_{0}$. In particular, it is possible to develop $\widetilde{\psi}_{n l}(\rho)$ and $r_{0}$ in power series of $Z \alpha$,

$$
\begin{align*}
& \widetilde{\psi}_{n l}(\rho)=\widetilde{\psi}_{n l}(\rho)_{N R}\left\{1+\left[\frac{25}{36}-\frac{\gamma}{3}-\frac{\ln (\rho)}{3}\right](Z \alpha)^{2}+\mathcal{O}\left[(Z \alpha)^{4}\right]\right\}  \tag{2.20}\\
& r_{0}=a_{0}\left\{1+\left[\frac{1}{2(l+1 / 2) n}-\frac{1}{2 n^{2}}\right](Z \alpha)^{2}+\mathcal{O}\left[(Z \alpha)^{4}\right]\right\} \tag{2.21}
\end{align*}
$$

where $\gamma=0.5772 \ldots$ is the Euler-Mascheroni constant. We remark that the non-relativistic limit of the Klein-Gordon energy and wavefunction gives, as expected, the Schrödinger equation energy and wavefunction. In particular, we can use Eq. (2.20) and (2.21) to write the relativistic expectation values of $r^{n}(n \neq 0)$ in function to the non-relativistic ones:

$$
\begin{equation*}
\langle n l| r^{n}|n l\rangle=\langle n l| r^{n}|n l\rangle_{N R}\left\{1+\mathcal{O}\left[(Z \alpha)^{2}\right]\right\} \tag{2.22}
\end{equation*}
$$

We will use this result to compare HFS energy levels calculation from different methods.

### 2.2 Calculation of the Hyperfine Structure term

## Perturbation approach to the Klein-Gordon equation

The hyperfine interaction in pionic atoms can be calculated taking into account the vector potential due to the nuclear magnetic moment in Eq. (2.8). Additional terms appear in the KG equation due to the presence of $A_{i}(\boldsymbol{r})$.

$$
\begin{equation*}
\mu^{2} c^{2} \Psi(x)=\left\{\frac{1}{c^{2}}\left[i \hbar \partial_{t}+e V(r)\right]^{2}+\hbar^{2} \nabla^{2}-\hat{W}(\boldsymbol{r})\right\} \Psi(x) \tag{2.23}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{W}(\boldsymbol{r})=+i e \hbar\left[\partial_{i} A^{i}(\boldsymbol{r})+A_{i}(\boldsymbol{r}) \partial^{i}\right]-e^{2} A^{i}(\boldsymbol{r}) A_{i}(\boldsymbol{r}) . \tag{2.24}
\end{equation*}
$$

We can rewrite, Eq. 2.23) as:

$$
\begin{equation*}
\left\{\frac{1}{c^{2}}[E+e V(r)]^{2}+\hbar^{2} \nabla^{2}-\mu^{2} c^{2}-\hat{W}(\boldsymbol{r})\right\} \varphi_{n l}(\boldsymbol{r})=0 \tag{2.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi(x)=\exp \left(-i E^{n} t / \hbar\right) \varphi_{n l}(\boldsymbol{r}) \tag{2.26}
\end{equation*}
$$

We note that in the case without perturbation $\Psi_{0}(x)=\exp \left(-i E_{0}^{n} t / \hbar\right) \varphi_{0}^{n l}(\boldsymbol{r})$ is eigenfunction of the angular moment operator. In this case the spherical coordinates the kinetic energy term can be written as:

$$
\begin{equation*}
\hbar^{2} \nabla^{2} \rightarrow \frac{\hbar^{2}}{r} \frac{\partial^{2}}{\partial r^{2}} r-\hbar^{2} \frac{L^{2}}{r^{2}}, \tag{2.27}
\end{equation*}
$$

where the dimensionless angular momentum operator is defined by $\boldsymbol{L}=-i \boldsymbol{r} \times \vec{\nabla}$.
If we want to solve this expression using perturbation methods, we have to apply a variable change to obtain an equation linear in the energy. For this propose, we consider the new variables $E_{r}$, the relativistic energy, and $\mu_{r}$ the relativistic reduced mass [56]:

$$
\left\{\begin{array}{l}
E_{r}=\frac{E^{2}-\mu^{2} c^{4}}{2 \mu_{r} c^{2}}  \tag{2.28}\\
\mu_{r}=\frac{E}{c^{2}}
\end{array} .\right.
$$

It is interesting to note that $\mu_{r}$ can be expressed as function of the relativistic parameter $\gamma=\left(1-v^{2} / c^{2}\right)^{-1 / 2}: \mu_{r}=\mu \gamma$. With this new variables, Eq. 2.25) becomes:

$$
\begin{equation*}
\left[E_{r}+e V(r)+\frac{e^{2} V^{2}(r)}{2 \mu_{r} c^{2}}+\frac{\hbar^{2} \nabla^{2}}{2 \mu_{r}}-\frac{W(\boldsymbol{r})}{2 \mu_{r}}\right] \varphi_{n l}(\boldsymbol{r})=0 . \tag{2.29}
\end{equation*}
$$

This equation can be written in the standard form for the perturbation treatment.

$$
\begin{equation*}
\left[\hat{H}_{0}(r)+\hat{\mathcal{W}}(\boldsymbol{r})\right] \varphi_{n l}(\boldsymbol{r})=E_{r}^{n l} \varphi_{n l}(\boldsymbol{r}), \tag{2.30}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{H}_{0}(r)=-\frac{\hbar^{2} \nabla^{2}}{2 \mu_{r}}-\frac{e^{2} V^{2}(r)}{2 \mu_{r} c^{2}}-e V(r) \tag{2.31}
\end{equation*}
$$

is the zero order Hamiltonian ${ }^{4}$ and

$$
\begin{equation*}
\hat{\mathcal{W}}(\boldsymbol{r})=\frac{+i e \hbar\left[\partial_{i} A^{i}(\boldsymbol{r})+A_{i}(\boldsymbol{r}) \partial^{i}\right]+e^{2} A^{i}(\boldsymbol{r}) A_{i}(\boldsymbol{r})}{2 \mu_{r}} \tag{2.32}
\end{equation*}
$$

is the perturbation operator. Considering the energy perturbation development $E_{r}^{n l}=$ $E_{r(0)}^{n l}+E_{r(1)}^{n l}+\ldots$ we can calculate the first order energy correction:

$$
\begin{equation*}
E_{r(1)}^{n l}=\langle n l| \hat{\mathcal{W}}|n l\rangle=\langle n l| \frac{\hat{W}}{2 \mu_{r}}|n l\rangle, \tag{2.33}
\end{equation*}
$$

where the average value of an generic operator $O$ is defined by:

$$
\begin{equation*}
\langle n l| O|n l\rangle \equiv\langle O\rangle \equiv \int \varphi_{n l}^{*}(\boldsymbol{r}) O(r r) \varphi_{n l}(\boldsymbol{r}) d r^{3} \tag{2.34}
\end{equation*}
$$

[^3]and the functions $\varphi_{n l}(\boldsymbol{r})$ are normalized to 1 (see Eq. 2.16). We can now calculate the correction for the real energy $E=E_{(0)}+E_{(1)}+\ldots$ Using Eq. (2.28) we obtain:
\[

$$
\begin{equation*}
E_{(1)}=\frac{c^{2}\langle W\rangle}{E_{(0)}\left(1+\frac{\mu^{2} c^{4}}{E_{(0)}^{2}}\right)} . \tag{2.35}
\end{equation*}
$$

\]

The next step is to evaluate the expected value of the operator $\hat{W}$ for a generic KG wavefunction $|n l\rangle$. In the following section we will show how to perform this calculation.

## Perturbation term calculation

The expression for $W(\boldsymbol{r})$ is derived using the multipole development of the vector potential $\boldsymbol{A}(\boldsymbol{r})$. This development is obtained in the Coulomb gauge following the procedure described in Ref. 42]. We neglect here the effect due to the finite size on the operator of the nucleus, i.e., the spatial distribution into the nucleus of the magnetic moment 41]. $\boldsymbol{A}(\boldsymbol{r})$ is decomposed as a sum of scalar products between $\hat{\boldsymbol{M}}^{k}$, spherical tensor operator of rank $k$, and vector spherical harmonics $\boldsymbol{C}^{k k}$ (for a definition of vector spherical harmonics and their properties, see Refs. [42, 57, [58]):

$$
\begin{equation*}
\boldsymbol{A}(\boldsymbol{r})=-i \frac{\mu_{0}}{4 \pi} \sum_{k}\left(\frac{k+1}{k}\right)^{1 / 2} r^{-k-1} \boldsymbol{C}^{k k} \circ \hat{\boldsymbol{M}}^{k} . \tag{2.36}
\end{equation*}
$$

The symbol "o" indicate here the general scalar product between tensor operators in order to distinguish it from the ordinary scalar product between vectors ".". $\hat{M}^{k}$ operate only on the nuclear part of the wave function. $C^{k k}$ and $\hat{M}^{k}$ are defined in spherical coordinate as ${ }^{5}$ :

$$
\begin{align*}
& M_{q}^{k}=\mu_{N} \vec{\nabla}_{N}\left(r_{N}^{k} C_{q}^{k}\right) \cdot\left(\frac{2}{k+1} g_{l} \boldsymbol{l}_{N}\right),  \tag{2.39}\\
& C_{q}^{k k}=[k(k+1)]^{-1 / 2}\left(l C_{q}^{k}\right), \quad C_{q}^{k}=\left(\frac{4 \pi}{2 k+1}\right)^{1 / 2} Y_{q}^{k}(\theta, \phi) . \tag{2.40}
\end{align*}
$$

In the formula above the operators designed with $N$ act only on the nuclear wavefunction part. The operator $l$ acts only on $C_{q}^{k} . \mu_{N}$ is the nuclear magneton: $\mu_{N}=e \hbar / 2 m_{p} c$. The hyperfine structure due to the magnetic dipole interaction is obtained by taking into account the first magnetic multipole term. In this case we have:

$$
\begin{equation*}
\boldsymbol{A}(\boldsymbol{r})=-i \frac{\mu_{0}}{4 \pi} \sqrt{2} r^{-2} \boldsymbol{C}^{11} \circ \hat{\boldsymbol{M}}^{1} \tag{2.41}
\end{equation*}
$$

${ }^{5}$ Spherical coordinates are defined by the unit vectors:

$$
\left\{\begin{array}{l}
\boldsymbol{e}_{0}=\boldsymbol{e}_{z}  \tag{2.37}\\
\boldsymbol{e}_{ \pm}=\mp \frac{1}{\sqrt{2}}\left(\boldsymbol{e}_{x} \pm \boldsymbol{e}_{y}\right)
\end{array}\right.
$$

The components of a generic vector $\mathbf{v}$ in this base are: $v_{q}=\boldsymbol{v} \cdot \boldsymbol{e}_{q}$. The scalar product between two vectors $\mathbf{v}$ and $\mathbf{u}$, is defined by:

$$
\begin{equation*}
\boldsymbol{v} \cdot \boldsymbol{u}=\sum_{q}(-1)^{q} v_{q} u_{-q} \equiv \sum_{q} v^{q} u_{q} \tag{2.38}
\end{equation*}
$$

Using this expression, we can rewrite the perturbation term $W(\boldsymbol{r})$ from Eq. (2.23) as:

$$
\begin{equation*}
W(\boldsymbol{r})=W_{1}(\boldsymbol{r})+W_{2}(\boldsymbol{r}), \tag{2.42}
\end{equation*}
$$

where

$$
\begin{equation*}
W_{1}(\boldsymbol{r})=+i \hbar e\left[2 A_{i}(\boldsymbol{r}) \partial^{i}+\left[\partial_{i}, A^{i}(\boldsymbol{r})\right]\right], \text { and } W_{2}(\boldsymbol{r})=-e^{2} A^{i}(\boldsymbol{r}) A_{i}(\boldsymbol{r}) . \tag{2.43}
\end{equation*}
$$

$W_{2}$ is a second order correction and there is no corresponding operator in the Dirac equation.

We start to study the operator $W_{1}$. Firstly, we note that $\left[\partial_{i}, A^{i}(\boldsymbol{r})\right]=-\vec{\nabla} \cdot \boldsymbol{A}(\boldsymbol{r})=0$ because we are using the Coulomb gauge. In this case we have:

$$
\begin{equation*}
\left.\hat{W}_{1}(\boldsymbol{r})=+2 i \hbar e A_{i}(\boldsymbol{r}) \partial^{i}=-2 i \hbar e \boldsymbol{A}_{( } \boldsymbol{r}\right) \cdot \vec{\nabla}=-e \mu_{0} \hbar \frac{\sqrt{2}}{2 \pi} r^{-2}\left(\boldsymbol{C}^{11} \cdot \vec{\nabla}\right) \circ \hat{M}^{1} . \tag{2.44}
\end{equation*}
$$

If we use the property of the spherical tensor [42, 57], we can demonstrate that:

$$
\begin{equation*}
C_{q}^{11} \cdot \vec{\nabla}=-\frac{r^{-1}}{\sqrt{2}} L_{q}, \tag{2.45}
\end{equation*}
$$

where $L_{q}$ is the dimensionless angular momentum operator in spherical coordinates. The perturbation operator can be written as a scalar product in spherical coordinate of the operator $\hat{\boldsymbol{T}}$ acting on the orbital wavefunction, and the nuclear operator $\hat{\boldsymbol{M}}^{1}$ :

$$
\begin{equation*}
\hat{W}_{1}(\boldsymbol{r})=\frac{e \mu_{0} \hbar}{2 \pi} r^{-3}\left(\boldsymbol{L} \circ \hat{\boldsymbol{M}}^{1}\right)=\hat{\boldsymbol{T}} \circ \hat{\boldsymbol{M}}^{1} \quad \text { with } \quad T_{q}=\frac{e \mu_{0} \hbar}{2 \pi} r^{-3} L_{q} . \tag{2.46}
\end{equation*}
$$

The wavefunction is the results of the convolution product of the nuclear wavefunction $\left|I m_{I}\right\rangle$ and the pion wavefunction $|n l m\rangle$ and the total wavefunction is built using the angular momenta addition properties:

$$
\begin{equation*}
|n l m\rangle \otimes\left|m_{I}\right\rangle \rightarrow|n l I F M\rangle, \tag{2.47}
\end{equation*}
$$

where $I$ and $m_{I}$ are the spin of the nucleus and its z-axis component, respectively, $F$ is quantum number relative to the total angular momentum of the system, and $M$ is the quantum number relative to the $z$-axis component. $F$ respects the triangular inequality $|l-I| \leq F \leq|l+I|$ and $M=m+m_{I}$. The expected value of the operator $\hat{W}_{1}$ can be evaluated using the scalar product properties in spherical coordinates [57, 59]:

$$
\left\langle n^{\prime} l^{\prime} I F^{\prime} M^{\prime}\right| \hat{W}_{1}|n l I F M\rangle=(-1)^{l+I+F} \delta_{F F^{\prime}} \delta_{M M^{\prime}} \delta_{I I^{\prime}}\left\{\begin{array}{ccc}
F & I & l^{\prime}  \tag{2.48}\\
1 & l & I
\end{array}\right\}\left\langle n^{\prime} l^{\prime}\|T\| n l\right\rangle\left\langle I\left\|M^{1}\right\| I\right\rangle
$$

where $\left\}\right.$ indicate the Wigner 6 -j symbol ${ }^{6}$. The reduced operator $\left\langle n^{\prime} l^{\prime}\|T\| n l\right\rangle$ can be calculated by a particular choice of the quantum numbers $m$ and $q$ using the WignerEckart theorem:

$$
\left\langle n^{\prime} l^{\prime}\|T\| n l\right\rangle=\frac{(-1)^{l-m}}{\left(\begin{array}{ccc}
l & 1 & l^{\prime}  \tag{2.49}\\
-m & q & m^{\prime}
\end{array}\right)}\left\langle n^{\prime} l^{\prime} m^{\prime}\right| T_{q}|n l m\rangle,
$$

${ }^{6}$ For the definition of the 6 -j symbol see Ref. [57, 59] and the website http://mathworld.wolfram. com/Wigner6j-Symbol.html.
where () indicate the Wigner 3 -j symbol ${ }^{7} .\left\langle n^{\prime} l^{\prime}\|T\| n l\right\rangle$ can be calculated with a particular value of $m, m^{\prime}$ and $q$. In particular, except for the case $l=0$, we can use the values $m=m^{\prime}=1$ and $q=0$. In that case, the 3 -j symbol in the denominator is always different to zero and:

$$
\begin{align*}
& \left\langle n^{\prime} l^{\prime}\|T\| n l\right\rangle=\frac{(-1)^{l-1}}{\left(\begin{array}{ccc}
l & 1 & l \\
-1 & 0 & 1
\end{array}\right)}\left\langle n^{\prime} l^{\prime} 1\right| T_{0}|n l 1\rangle= \\
& =\sqrt{l} \sqrt{l+1} \sqrt{2 l+1} \frac{e \mu_{0} \hbar}{2 \pi}\left\langle n^{\prime} l^{\prime} 1\right| r^{-3} L_{z}|n l 1\rangle= \\
& \quad=\delta_{l l^{\prime}} \sqrt{l} \sqrt{l+1} \sqrt{2 l+1} \frac{e \mu_{0} \hbar}{2 \pi}\left\langle n^{\prime} l\right| r^{-3}|n l\rangle \tag{2.50}
\end{align*}
$$

In the case $l^{\prime}=0($ or $l=0)$, the term $\left\langle n^{\prime}\left(l^{\prime}=0\right)\left(m^{\prime}=0\right)\right| T_{q}|n l m\rangle=0$ for any value of $q$.
The nuclear operator can be related to the magnetic moment on the nucleus by $\langle I I| M_{0}^{1}|I I\rangle=\mu_{I} \mu_{N} . \quad \mu_{I}$ is the nuclear dipole momentum in units of nuclear magneton $\left(\mu_{N}=e \hbar / 2 m_{p} c\right)$. We have:

$$
\left\langle I\left\|M^{1}\right\| I\right\rangle=\frac{\mu_{I} \mu_{N}}{\left(\begin{array}{ccc}
I & 1 & I  \tag{2.51}\\
-I & 0 & I
\end{array}\right)}
$$

Considering Eq. 2.46), the total expression for $W_{1}(\boldsymbol{r})$ becomes:

$$
\begin{align*}
& \left\langle n^{\prime} l^{\prime} I F^{\prime} M^{\prime}\right| W_{1}|n l I F M\rangle= \\
& \quad=\delta_{F F^{\prime}} \delta_{M M^{\prime}} \delta_{l l^{\prime}} \mu_{I} \mu_{N} \frac{e \mu_{0} \hbar}{2 \pi} \frac{F(F+1)-I(I+1)-l(l+1))}{2 I}\left\langle n^{\prime} l\right| r^{-3}|n l\rangle . \tag{2.52}
\end{align*}
$$

We note $\langle n l I F M| W_{1}|n l I F M\rangle=0$ for $l=0$ (then $\left.I=F\right)$, as expected.
To find the final expression of the HFS energy shift, we have to evaluated the contribution of the operator $W_{2}(\boldsymbol{r})=-e^{2} A^{i}(\boldsymbol{r}) A_{i}(\boldsymbol{r})$ in the $\langle W\rangle$ diagonal terms. Using Eq. (2.41), we have:

$$
\begin{equation*}
\langle n l I F M| W_{2}|n l I F M\rangle=+2\left(\frac{e \mu_{0}}{4 \pi}\right)^{2}\langle n l I F M|\left(r^{-2} \boldsymbol{C}^{11} \circ \hat{\boldsymbol{M}}^{1}\right) \cdot\left(r^{-2} \boldsymbol{C}^{11} \circ \hat{\boldsymbol{M}}^{1}\right)|n l I F M\rangle \tag{2.53}
\end{equation*}
$$

We are in presence of 3 independent scalar products: two scalar product between the tensor $\boldsymbol{C}^{11}$ and the vector $\hat{\boldsymbol{M}}^{1}$, and the scalar product between the vectorial operators $\boldsymbol{C}^{11} \circ \hat{\boldsymbol{M}}^{1}$.

The "." scalar product in $W_{2}$ can be decomposed using the properties of the reduced matrices of a generic operator product $X(K)$, of rank $K$, between non-commutating tensor operators $U(k)$ and $V(k)$ of rank $k$. For our case, this scalar product correspond to a tensor product with $K=0$, and $k=1$ :

$$
\begin{align*}
& X(0)=U(1) \cdot V(1)=\left(r^{-2} \boldsymbol{C}^{11} \circ \hat{\boldsymbol{M}}^{1}\right) \cdot\left(r^{-2} \boldsymbol{C}^{11} \circ \hat{\boldsymbol{M}}^{1}\right),  \tag{2.54}\\
& U(1)=V(1)=\left(r^{-2} \boldsymbol{C}^{11} \circ \hat{\boldsymbol{M}}^{1}\right) . \tag{2.55}
\end{align*}
$$

[^4]In this case we have [57]:

$$
\langle n l I F\|X(0)\| n l I F\rangle=\sum_{F^{\prime}}\left\{\begin{array}{ccc}
1 & 1 & 0  \tag{2.56}\\
F & F & F^{\prime}
\end{array}\right\}\left\langle n l I F\|U(1)\| n l I F^{\prime}\right\rangle\left\langle n l I F^{\prime}\|V(1)\| n l I F\right\rangle .
$$

$\boldsymbol{V}$ and $\boldsymbol{U}$ are scalar products between commutative tensor operators, and its reduced matrix $\left\langle F^{\prime}\right||V||F\rangle$ can be calculate applying again the Wigner-Eckart theorem:

$$
\left\langle n l I F^{\prime}\right||V||n l I F\rangle=\frac{\left\langle n l I F^{\prime} F^{\prime}\right| V_{0}|n l I F F\rangle}{\left(\begin{array}{ccc}
F^{\prime} & 1 & F  \tag{2.57}\\
-F^{\prime} & 0 & F
\end{array}\right)} .
$$

The component $q=0$ of $\mathbf{V}$ and $\mathbf{U}$ is [58]:

$$
\begin{equation*}
V_{0}=U_{0}=r^{-2}\left(\boldsymbol{C}^{11} \circ \hat{M}^{1}\right)_{0}=r^{-2} \sum_{q}(-1)^{q} \frac{q}{\sqrt{2}} C_{q}^{1} M_{-q}^{1} . \tag{2.58}
\end{equation*}
$$

Using again the tensor operator properties, it is possible to decompose the $V_{0}$ and $U_{0}$ matrix elements:
$\left\langle n l I F^{\prime} F^{\prime}\right| V_{0}|n l I F F\rangle=r^{-2}(-1)^{l+I+F} \delta_{F F^{\prime}} \delta_{M M^{\prime}}\left\{\begin{array}{ccc}F & I & l \\ 1 & l & I\end{array}\right\}\left\langle n l \| r^{-2} \frac{q}{\sqrt{2}} C_{q}^{1}\right||n l\rangle\langle I|\left|M^{1}\right||I\rangle$.
The reduced matrix $\left\langle\left\|\left|r^{-2} q C_{q}^{1} / \sqrt{2} \|\right\rangle\right.\right.$ has to be the same for any choice of $q$. In fact, if we choose $q=1$ or 0 we have the same result. For $q=0$, the reduced matrix is clearly equal to zero, and for $q=1$ as well ${ }^{8}$. This result implies that also the reduced matrices of $U$ and $V$ are always equal to zero. As a consequence, the diagonal elements $\left\langle A^{i}(\boldsymbol{r}) A_{i}(\boldsymbol{r})\right\rangle=0$ for any wavefunction, i.e., $W_{2}$ doesn't contributes to the HFS energy shift.

Finally, the final expression for the HFS energy correction is:

$$
\begin{equation*}
E_{(1)}^{n l F}=\frac{\mu_{I} \mu_{N} e \mu_{0} \hbar}{2 \pi \mu\left(1+\frac{\mathcal{E}_{0}^{n l}}{\mu c^{2}}\right)\left[1+\left(1+\frac{\mathcal{E}_{0}}{\mu c^{2}}\right)^{-2}\right]}\left[\frac{F(F+1)-I(I+1)-l(l+1)}{2 I}\right]\langle n l| r^{-3}|n l\rangle . \tag{2.61}
\end{equation*}
$$

We remark that this formula is obtained by a perturbation approach of the KG equation. For this reason, all the relativistic effects are automatically included in Eq. (2.61).

For the expression of the HFS correction term in atomic units see Appendix 7.2 .

[^5]
## Non-relativistic limit

In this section we will compare the precedent HFS relativistic formula with the nonrelativistic expression calculated from the Schrödinger equation.

If we consider the hyperfine interaction between the nuclear magnetic moment $\boldsymbol{\mu}_{N}$ and the orbital moment (dimensionless), we have to add the perturbation term in the non-relativistic Hamiltonian [60, 61]:

$$
\begin{equation*}
\hat{W}_{N R}(\boldsymbol{r})=\frac{\mu_{0} e \hbar}{4 \pi \mu} \frac{1}{r^{3}} \boldsymbol{L} \cdot\left(\mu_{I} \boldsymbol{\mu}_{N}\right) \tag{2.62}
\end{equation*}
$$

The first order correction to the energy $E_{1}^{N R}$ can be calculated using the theory of timeindependent perturbation:

$$
\begin{equation*}
E_{1}^{N R}=\left\langle\psi_{n l}\right| \hat{W}_{N R}\left|\psi_{n l}\right\rangle \tag{2.63}
\end{equation*}
$$

where $\left|\psi_{n l}\right\rangle$ is the eigenfunction of Schrödinger equation without perturbations terms. Following the same procedure than in the previous sections, we obtain ${ }^{9}$

$$
\begin{equation*}
E_{1}^{N R}=\mu_{I} \mu_{N} \frac{e \mu_{0} \hbar}{4 \pi \mu} \frac{F(F+1)-I(I+1)-l(l+1)}{2 I}\langle n l| r^{-3}|n l\rangle_{N R} \tag{2.64}
\end{equation*}
$$

This equation can be compared with 2.61): if $c \rightarrow \infty$ (non-relativistic limit) Eq. (2.61) becomes equivalent to Eq. (2.64) as expected.

The term $\langle n l| r^{-3}|n l\rangle_{N R}$ can be explicitly written as function of the wavefunction quantum numbers 60]:

$$
\begin{equation*}
\langle n l| r^{-3}|n l\rangle=\frac{(Z \alpha)^{3}}{n^{3}(l+1)(l+1 / 2) l} \frac{\mu^{3} c^{3}}{\hbar^{3}} \tag{2.65}
\end{equation*}
$$

With this equality Eq. 2.64 becomes:

$$
\begin{equation*}
\left\langle\hat{W}^{N R}\right\rangle_{N R}=\mu_{I} \mu_{N} \frac{e(Z \alpha)^{3}}{n^{3}} \frac{\mu_{0} \mu^{2} c^{3}}{4 \pi \hbar^{2}} \frac{F(F+1)-I(I+1)-l(l+1)}{I(l+1)(2 l+1) l} \tag{2.66}
\end{equation*}
$$

### 2.3 Recoil corrections to the hyperfine structure energy term

The Klein-Gordon equation can perfectly describe the one-body system of a spin-less point-like particle in presence of an external electromagnetic potential. A more accurate description for pionic atoms requires a two-body QED approach to the problem. The Schrödinger equation for hydrogen-like atoms can be reduced to one-body problem by a simple variable change using the reduces mass $\mu$ instead the orbiting particle mass (electron, pion, ...). The QED treatment for a two-body system requires, in contrast, additional recoil corrections. These terms can be calculated by a perturbation approach using the Breit-Pauli Hamiltonian [60], which provides the exact mass dependence of the

[^6]Table 2.1 - Feynman diagrams relative to the Klein-Gordon equation approach and to the Breit-Pauli Hamiltonian approach.


Klein-Gordon equation approach Breit-Pauli Hamiltonian approach
contribution to the energy levels of order $(Z \alpha)^{4}$. In this case, the relativistic and recoil corrections are calculated as perturbation to the zero-order Hamiltonian $\hat{H}_{0}$, which have as the eigenvalues the energies $E_{0}^{n}$ :

$$
\begin{equation*}
\hat{H}_{0}=\frac{\boldsymbol{p}^{2}}{2 \mu}-\frac{Z e^{2}}{r} \tag{2.67}
\end{equation*}
$$

the corresponding eigenvalues of which are:

$$
\begin{equation*}
E_{0}^{n}=-\frac{\mu(Z \alpha)^{2}}{2 n^{2}} \tag{2.68}
\end{equation*}
$$

For these last two formulas, and the rest of the chapter, I use the natural units: $c=\hbar=1$. Correction to $E_{0}^{n}$ can be calculated by the addition of other perturbation terms to $\hat{H}_{0}$ as the Breit-Pauli Hamiltonian additional operators and, eventually, the vacuum polarization operator, and the particle finite size term [16].

The Breit-Pauli Hamiltonian predictions take into account Feynman diagrams for twobody QED with an exchange of one photon between the two interacting particles, the pion and the nucleus in our case. In opposite, Klein-Gordon equation calculations take into account the exchange of one or more photons between the pion and fixed electromagnetic source (see Table 2.3).

In this section we will evaluate firstly the energy levels using the Breit-Pauli Hamiltonian. Secondly, we will compare the Breit-Pauli Hamiltonian results with the relativistic calculations. By the comparison of these predictions, we will determine the recoil correction for the KG equation.

## Breit-Pauli Hamiltonian for spin-0 and spin- $\frac{1}{2}$ particle

The expression of the Breit-Pauli Hamiltonian $\hat{H}_{B P}^{f}$ can be found in classical textbooks [60, 62]. In particular, in the article of W.A. Barker and F.N. Glover 63] it can be found a generic expression of the Breit-Pauli Hamiltonian for two spin- $\frac{1}{2}$ particles with mass $m$ and $M$, with charge $-e$ and $Z e$ and with anomalous magnetic moments $k_{I}$ and $k_{I I}$, respectively. The anomalous magnetic moment are defined by:

$$
\begin{equation*}
\left(\mu_{N} \mu_{I}\right)_{I}=\frac{-e \hbar}{2 m}\left(1+k_{I}\right) \quad\left(\mu_{N} \mu_{I}\right)_{I I}=\frac{Z e \hbar}{2 m}\left(1+k_{I I}\right) \tag{2.69}
\end{equation*}
$$

This form of Hamiltonian is very useful because it can easily be adapted to an atomic system with a nucleus with an anomalous magnetic moment. The Hamiltonian is:

$$
\begin{equation*}
\hat{H}^{f}=\hat{H}_{0}^{f}+\hat{H}_{B P}^{f}, \quad \text { with } \quad \hat{H}_{B P}^{f}=\hat{H}_{R C}^{f}+\hat{H}_{S O}^{f}+\hat{H}_{S S}^{f} \tag{2.70}
\end{equation*}
$$

where $\hat{H}_{0}^{f}$ is given in Eq. 2.67). $\hat{H}_{R C}^{f}$ contains the first order relativistic and recoil corrections, and the transverse photon contribution. $\hat{H}_{S O}^{f}$ and $\hat{H}_{S S}^{f}$ contain the spin-orbit interaction and the spin-spin (and tensor) interaction, respectively:

$$
\begin{align*}
& \hat{H}_{R C}^{f}=-\frac{\boldsymbol{p}^{4}}{8 M^{2}}-\frac{\boldsymbol{p}^{4}}{8 m^{2}} \\
& \quad+\frac{\pi e^{2}}{2 M^{2}}\left(1+2 k_{I}\right) \delta(\boldsymbol{r})+\frac{\pi e^{2}}{2 m^{2}}\left(1+2 k_{I I}\right) \delta(\boldsymbol{r})-\frac{e^{2}}{2 m M} \frac{\boldsymbol{p}^{2}}{r}-\frac{e^{2}}{2 m M} \boldsymbol{r}\left(\frac{\boldsymbol{p} \cdot \boldsymbol{r}}{r^{3}}\right) \cdot \boldsymbol{p}  \tag{2.71}\\
& \hat{H}_{S O}^{f}= \frac{e^{2}}{2 m M}\left(1+k_{I}\right) \boldsymbol{\sigma}_{I} \cdot\left(\frac{\boldsymbol{p} \times \boldsymbol{r}}{r^{3}}\right)+\frac{e^{2}}{4 m^{2}}\left(1+2 k_{I}\right) \boldsymbol{\sigma}_{I} \cdot\left(\frac{\boldsymbol{p} \times \boldsymbol{r}}{r^{3}}\right) \\
& \quad+\frac{e^{2}}{2 m M}\left(1+k_{I I}\right) \boldsymbol{\sigma}_{I I} \cdot\left(\frac{\boldsymbol{p} \times \boldsymbol{r}}{r^{3}}\right)+\frac{e^{2}}{4 M^{2}}\left(1+2 k_{I I}\right) \boldsymbol{\sigma}_{I I} \cdot\left(\frac{\boldsymbol{p} \times \boldsymbol{r}}{r^{3}}\right)
\end{aligned} \quad \begin{aligned}
& \hat{H}_{S S}^{f}=-\frac{e^{2}}{4 m M}\left(1+k_{I}\right)\left(1+k_{I I}\right)\left[\frac{\boldsymbol{\sigma}_{I} \cdot \boldsymbol{\sigma}_{I I}}{r^{3}}-\frac{3\left(\boldsymbol{\sigma}_{I} \cdot \boldsymbol{r}\right)\left(\boldsymbol{\sigma}_{I I} \cdot \boldsymbol{r}\right)}{r^{5}}-\frac{8 \pi}{3} \boldsymbol{\sigma}_{I} \cdot \boldsymbol{\sigma}_{I I} \delta(\boldsymbol{r})\right] \tag{2.72}
\end{align*}
$$

In this expressions we do not consider corrections higher that order $\mu(Z \alpha)^{4}$. $\boldsymbol{\sigma}_{I}$ and $\boldsymbol{\sigma}_{I I}$ are the spin operator of the two particles $\left(\operatorname{spin} \boldsymbol{s}_{i}=\frac{1}{2} \boldsymbol{\sigma}_{i}\right)$. The first two terms in Eq. (2.71) comes from the Taylor expansion on $p^{2} / m$ of formula of the relativistic energy. The third and fourth represent the Darwin terms and they are valid for spin- $\frac{1}{2}$ particles. The last two terms come from the transverse photon contribution.

In the case of pionic atoms, the previous formulas become simpler because the pion has no spin. In fact, for spin-0 particles there is no Darwin term in the perturbation development of the Hamiltonian [16, 64, 65]. The Breit-Pauli Hamiltonian becomes:

$$
\begin{equation*}
\hat{H}_{B P}=\hat{H}_{R C}+\hat{H}_{S O} \tag{2.74}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{H}_{R C} & =-\frac{\boldsymbol{p}^{4}}{8 M^{3}}-\frac{\boldsymbol{p}^{4}}{8 m^{3}}+\frac{\pi e^{2}}{2 M^{2}}(1+2 k) \delta(\boldsymbol{r})-\frac{e^{2}}{2 m M} \frac{\boldsymbol{p}^{2}}{r}-\frac{e^{2}}{2 m M} \boldsymbol{r}\left(\frac{\boldsymbol{p} \cdot \boldsymbol{r}}{r^{3}}\right) \cdot \boldsymbol{p}  \tag{2.75}\\
\hat{H}_{S O} & =\frac{e^{2}}{2 m M}(1+k) \boldsymbol{\sigma} \cdot\left(\frac{\boldsymbol{p} \times \boldsymbol{r}}{r^{3}}\right)+\frac{e^{2}}{4 M^{2}}(1+2 k) \boldsymbol{\sigma} \cdot\left(\frac{\boldsymbol{p} \times \boldsymbol{r}}{r^{3}}\right) \tag{2.76}
\end{align*}
$$

$k$ and $\boldsymbol{\sigma}$ are the anomalous magnetic moment and spin operator of the nucleus, respectively.
The recoil corrections terms are more apparent if we introduce the reduced mass in Eq. 2.75 using the relationship:

$$
\begin{equation*}
-\frac{1}{m^{3}}-\frac{1}{M^{3}}=-\frac{1}{\mu^{3}}+\frac{3}{m^{2} M}+\frac{3}{m M^{2}} \tag{2.77}
\end{equation*}
$$

In this case, we have:

$$
\begin{equation*}
\hat{H}_{R C}=-\frac{\boldsymbol{p}^{4}}{8 \mu^{3}}+\frac{3 \boldsymbol{p}^{4}}{8 m^{2} M}+\frac{3 \boldsymbol{p}^{4}}{8 m M^{2}}+\frac{\pi e^{2}}{2 M^{2}}(1+2 k) \delta(\boldsymbol{r})-\frac{e^{2}}{2 m M} \frac{\boldsymbol{p}^{2}}{r}-\frac{e^{2}}{2 m M} \boldsymbol{r}\left(\frac{\boldsymbol{p} \cdot \boldsymbol{r}}{r^{3}}\right) \cdot \boldsymbol{p} \tag{2.78}
\end{equation*}
$$

Table 2.2 - Expectation operator values.

| Operator | Expectation value |
| :---: | :---: |
| $\boldsymbol{p}^{4}$ | $-\frac{3 \mu^{4} \alpha^{4}}{n^{4}}+\frac{4 \mu^{4} \alpha^{4}}{n^{3}(l+1 / 2)}$ |
| $\frac{e^{2} \boldsymbol{p}^{2}}{r}$ | $-\frac{\mu^{3} \alpha^{4}}{n^{4}}+\frac{2 \mu^{3} \alpha^{4}}{n^{3}(l+1 / 2)}$ |
| $\pi e^{2} \delta(\boldsymbol{r})$ | $\frac{\mu^{3} \alpha^{4}}{n^{3}} \delta_{l, 0}$ |
| $e^{2} \boldsymbol{r}\left(\frac{\boldsymbol{p} \cdot \boldsymbol{r}}{r^{3}}\right) \cdot \boldsymbol{p}$ | $\frac{\mu^{3} \alpha^{4}}{n^{4}}-\frac{\mu^{3} \alpha^{4}}{n^{3}(l+1 / 2)}+\frac{2 \mu^{3} \alpha^{4}}{n^{3}} \delta_{l, 0}$ |
| $e^{2} \boldsymbol{\sigma} \cdot\left(\frac{\boldsymbol{p} \times \boldsymbol{r}}{r^{3}}\right)$ | $-\frac{\mu^{3} \alpha^{4}}{n^{3}}\left(\frac{2}{F+1 / 2}-\frac{2}{l+1 / 2}\right)\left(1-\delta_{l, 0}\right)$ |

The perturbation term effects are calculated using the $\Psi_{n, l, F}$ wavefunction expected values for the different operators resumed in Table 2.3. The relativistic energy corrections are:

$$
\begin{equation*}
\langle n l F| \hat{H}_{R C}|n l F\rangle=\frac{\mu(Z \alpha)^{4}}{n^{3}}\left[\frac{3}{8 n}-\frac{1}{2(l+1 / 2)}-\frac{\mu^{2}}{8 n m M}+\frac{\mu^{2}}{m M} \delta_{l, 0}+(1+2 k) \frac{\mu^{2}}{2 M^{2}} \delta_{l, 0}\right] \tag{2.79}
\end{equation*}
$$

The hyperfine term is:

$$
\begin{equation*}
\langle n l F| \hat{H}_{S O}|n l F\rangle=-\frac{\mu(Z \alpha)^{4}}{n^{3}}\left(\frac{1}{F+1 / 2}-\frac{1}{l+1 / 2}\right)\left[\frac{\mu^{2}(1+k)}{m M}+\frac{\mu^{2}(1+2 k)}{2 M^{2}}\right]\left(1-\delta_{l, 0}\right) . \tag{2.80}
\end{equation*}
$$

Equations 2.79 and 2.80 can be obtained directly using the Bethe-Salpeter equation for a spin-0 and spin- $\frac{1}{2}$ particle as shown in Refs. [50, 51]. Starting from Ref. 63] we have in addition a clear dependency on the anomalous nuclear magnetic moment of the nucleus. The first two terms in Eq. 2.79 can be found by the $Z \alpha$ development of the KleinGordon atomic energy formula (see Eq. 2.11). The last term is the recoil correction due the Zitterbewegung term (Darwin term) of spin- $\frac{1}{2}$ nucleus and, in particular, it is absent for the nuclear spin equal to 0 or 1 [16, 64, 65]. For these nuclear spins, Eq. (2.79) becomes:

$$
\begin{equation*}
\langle n l F| \hat{H}_{R C}|n l F\rangle=\frac{\mu(Z \alpha)^{4}}{n^{3}}\left[\frac{3}{8 n}-\frac{1}{2(l+1 / 2)}-\frac{\mu^{2}}{8 n m M}+\frac{\mu^{2}}{m M} \delta_{l, 0}\right] \tag{2.81}
\end{equation*}
$$

We notice also that Eq. 2.80 is valid only for a nuclear spin equal to $1 / 2$.
It is interesting re-write Eq. 2.79 and 2.80 using the equality

$$
\begin{equation*}
\frac{1}{\mu^{2}}=\frac{1}{m^{2}}+\frac{1}{M^{2}}+\frac{2}{m M} \tag{2.82}
\end{equation*}
$$

After some simplification we have:

$$
\begin{align*}
\langle n l F| \hat{H}_{B P}|n l F\rangle=\frac{\mu(Z \alpha)^{4}}{n^{3}}\left[\frac{3}{8 n}-\right. & \frac{1}{2(F+1 / 2)}-\frac{\mu^{2}}{8 n m M}-\frac{\mu^{2}}{2 m^{2}} \delta_{l, 0}+k \frac{\mu^{2}}{M^{2}} \delta_{l, 0}+ \\
& \left.-\left(\frac{1}{F+1 / 2}-\frac{1}{l+1 / 2}\right) \frac{\mu^{2}(1+2 k)}{2 M^{2}}\left(1-\delta_{l, 0}\right)\right] \tag{2.83}
\end{align*}
$$

In Eq. 2.83 the first two terms can be found by the $Z \alpha$ development of the Dirac atomic energy formula (see Eq. $(2.84)$ ). The fourth term is due to the absence of the Zitterbewegung operator for the pion (more precisely, it is due to the absence of the compensation with the transverse photon contribution). The fifth term is due to the anomalous magnetic moment of the nucleus.

It is interesting to note than $\hat{H}_{0}+\hat{H}_{B P}$, in the limit $m \rightarrow \infty$ (infinite massive boson), reproduces the Dirac atomic energy formula:

$$
\begin{equation*}
E_{n l F}^{D}=\frac{\mu c^{2}}{\sqrt{1+\frac{(Z \alpha)^{2}}{\left[n-F-1 / 2+\sqrt{(F+1 / 2)^{2}-(Z \alpha)^{2}}\right]^{2}}}} \tag{2.84}
\end{equation*}
$$

In opposite, when $M \rightarrow \infty$ (infinite massive fermion), $\hat{H}_{0}+\hat{H}_{B P}$ reproduces the KleinGordon atomic energy formula (Eq. 2.11).

## Comparison between Klein-Gordon hyperfine structure and Breit-Pauli Hamiltonian

As remembered in the precedent paragraphs, the Klein-Gordon equation, valid for onebody problem, doesn't treat correctly the mass dependency. In opposite, the Breit-Pauli Hamiltonian provides the exact mass dependency up to the order $(Z \alpha)^{4}$ but doesn't include relativistic corrections higher than order $(Z \alpha)^{4}$.

To clarify the mass dependency and the relativistic contributions we can compare the corrections provided by different methods using developments up to order $(Z \alpha)^{4}$ for a spin-0 particle orbiting around a heavier spin- $\frac{1}{2}$ nucleus. The energy contributions calculated with the different methods are compared in Table 2.3 , where we consider only the corrections to the leading energy $\mathcal{E}_{0}=\mu \frac{(Z \alpha)^{2}}{2 n^{2}}$ up to order $(Z \alpha)^{4}\left(\mu^{2} / \mathcal{M}^{2}\right)$. The values in Table 2.3 have to be multiplied by $\mu(Z \alpha)^{4} / n^{3}$ in order to obtain the energy correction.

In the formulas in Table 2.3 we wrote all the mass dependences using the reduced mass $\mu$ and total mass $\mathcal{M}$ of the system. To easily compare the different formula we wrote the nuclear magnetic moment as function of the nuclear anomalous magnetic moment $k$ :

$$
\begin{equation*}
\mu_{N} \mu_{I}=\frac{Z e \hbar}{2 M}(1+k) \tag{2.85}
\end{equation*}
$$

were $M$ is the mass of the nucleus. The nuclear magnetic moment can also write more conventionally using the giromagnetic factor $g$ :

$$
\begin{equation*}
\mu_{N} \mu_{I}=\mu_{N} g I \tag{2.86}
\end{equation*}
$$

Table 2.3 - Comparison between the different approach for relativistic, recoil and HFS corrections for a bound system with a spin-0 particle and a spin $-\frac{1}{2}$ nucleus. The relativistic correction for the Klein-Gordon equation are obtained by the development of Eq. (2.11). In the table we didn't show the multiplicative factor $\mu(Z \alpha)^{4} / n^{3}$ common to all the corrections.

|  | Relativistic corr. | Recoil corr. | HFS corr. |
| :---: | :---: | :---: | :---: |
| Non-rel. HFS $\text { Eq. } 2.66$ |  |  | $\begin{aligned} & \left(\frac{\mu}{\mathcal{M}}+\frac{\mu^{2}}{\mathcal{M}^{2}}\right)(1+k) \\ & \times \frac{F(F+1)-I(I+1)-l(l+1)}{2 I(l+1)(2 l+1) l} \end{aligned}$ |
| Breit-Pauli H $\text { Eqs. (2.79), } 2.80)^{10}$ | $\frac{3}{8 n}-\frac{1}{2(l+1 / 2)}$ | $\begin{aligned} & -\frac{\mu}{8 n \mathcal{M}}+\frac{\mu}{\mathcal{M}} \delta_{l, 0} \\ & +\frac{\mu^{2}}{\mathcal{M}^{2}}(1+2 k) \delta_{l, 0} \end{aligned}$ | $\begin{aligned} & \left(\frac{\mu}{\mathcal{M}}(1+k)+\frac{\mu^{2}}{2 \mathcal{M}^{2}}(1+2 k)\right) \\ & \times \frac{F(F+1)-I(I+1)-l(l+1)}{2 I(l+1)(2 l+1) l} \end{aligned}$ |
| $\begin{aligned} & \mathrm{KG}+\text { Rel. HFS } \\ & \text { Eqs. } 2.11,2.87 \end{aligned}$ | $\frac{3}{8 n}-\frac{1}{2(l+1 / 2)}$ |  | $\begin{aligned} & \left(\frac{\mu}{\mathcal{M}}+\frac{\mu^{2}}{\mathcal{M}^{2}}\right)(1+k) \\ & \times \frac{F(F+1)-I(I+1)-l(l+1)}{2 I(l+1)(2 l+1) l} \end{aligned}$ |

With this notation, the relativistic HFS Eq. 2.61) in natural units becomes:

$$
\begin{equation*}
E_{(1)}^{n l F}=(1+k) \frac{Z \alpha}{\mu M\left(1+\frac{\mathcal{E}_{0}}{\mu}\right)\left[1+\left(1+\frac{\mathcal{E}_{0}}{\mu}\right)^{-2}\right]}\left[\frac{F(F+1)-I(I+1)-l(l+1)}{I}\right]\langle n l| r^{-3}|n l\rangle \tag{2.87}
\end{equation*}
$$

In addition in Table 2.3 we used the relationship

$$
\begin{equation*}
\frac{\mu}{M} \simeq \frac{\mu}{\mathcal{M}}+\frac{\mu^{2}}{\mathcal{M}^{2}}+\mathcal{O}\left(\frac{\mu^{3}}{\mathcal{M}^{3}}\right) \quad \text { and } \quad \frac{\mu}{m M}=\frac{1}{\mathcal{M}} \tag{2.88}
\end{equation*}
$$

For the HFS correction with the Breit-Pauli Hamiltonian we used the equivalence of the angular dependence in Eq. 2.80 and (2.66) for a nuclear spin $I=1 / 2$.

Comparing the different formulas we can notice a difference between the Breit-Pauli Hamiltonian and KG correction terms in the HFS contribution. More precisely, the BreitPauli Hamiltonian and the relativistic HFS energies differ by a term proportional to $(Z \alpha)^{4}\left(\mu^{2} / \mathcal{M}^{2}\right)$.

To take into account correctly the relativistic corrections, it is suitable to use the perturbation calculated with the KG equation. A correct treatment of the recoil requires the extra terms coming from the Breit-Pauli Hamiltonian, which can be identified as a recoil correction of the relativistic energy formula.

By a combination of the two methods, it is possible to obtain the HFS and recoil corrections up to order $(Z \alpha)^{5}(\mu / \mathcal{M})$ including relativistic correction in all orders in $(Z \alpha)$ for pionic atoms with a spin- $\frac{1}{2}$ nucleus:

$$
\begin{equation*}
E^{n l F}=E_{(0)}^{n l}+E_{\mathrm{Rec}}^{n l}+E_{\mathrm{HFS}}^{n l F}+E_{\mathrm{HFS}-\mathrm{Rec}}^{n l F} \tag{2.90}
\end{equation*}
$$

where $E_{(0)}^{n l}$ is the KG energy (Eq. 2.11)). $E_{\text {HFS }}^{n l F}$ is the hyperfine structure terms given in Eq. (2.87). $E_{\text {Rec }}^{n l}$ and $E_{\text {HFS-Rec }}^{n l F}$ are the recoil correction deduced from the comparison with the Breit-Pauli Hamiltonian results:
$E_{\mathrm{Rec}}^{n l}=\mu \frac{(Z \alpha)^{4}}{n^{3}}\left[-\frac{\mu}{8 n \mathcal{M}}+\frac{\mu}{\mathcal{M}} \delta_{l, 0}+\frac{\mu^{2}}{\mathcal{M}^{2}}(1+2 k) \delta_{l, 0}\right]$,
$E_{\mathrm{HFS}}^{n l F}=(1+k) \frac{Z \alpha}{\mu M\left(1+\frac{\mathcal{E}_{0}}{\mu}\right)\left[1+\left(1+\frac{\mathcal{E}_{0}}{\mu}\right)^{-2}\right]}\left[\frac{F(F+1)-I(I+1)-l(l+1)}{I}\right]\left\langle n^{\prime} l\right| r^{-3}|n l\rangle$,
$E_{\text {HFS-Rec }}^{n l F}=-\mu \frac{(Z \alpha)^{4}}{n^{3}} \frac{\mu^{2}}{2 \mathcal{M}^{2}} \frac{F(F+1)-I(I+1)-l(l+1)}{2 I(l+1)(2 l+1) l}$.

As written before, for a spin-0 or spin-1 nuclei the Darwin term is not present [16, 64, 65] and $E_{\text {Rec }}^{n l}$ becomes:

$$
\begin{equation*}
E_{\mathrm{Rec}}^{n l}=\mu \frac{(Z \alpha)^{4}}{n^{3}}\left[-\frac{\mu}{8 n \mathcal{M}}+\frac{\mu}{\mathcal{M}} \delta_{l, 0}\right] \tag{2.94}
\end{equation*}
$$

For other nuclear spins, the equivalent of the Darwin term is unknown at present, as it is unknown the recoil correction to HFS for nuclear spins different to $1 / 2$.

The precedent corrections reproduce, for a spin- $\frac{1}{2}$ nucleus, the result contained in Ref. [51], up to order $(Z \alpha)^{5}\left(\mu^{2} / \mathcal{M}^{2}\right)$, which is obtained using the Bethe-Salpeter equation. In addition, following the indication of Ref. [63], Eq. (2.90) takes into account the anomalous momentum of the nucleus reproducing the results contained in Ref. [50], which also uses the Bethe-Salpeter equation. Furthermore, as written below, the relativistic corrections are automatically included because we used the Klein-Gordon equation. For this reason, Eq. 2.90 is particularly adapted for pionic atoms with $Z \gg 1$. For higher values of $Z$, relativistic corrections become more important. In contrast, due to the heavier nuclear mass, recoil corrections are smaller. The important feature of Eq. (2.90) is the simple dependence on the spin value of the nucleus. The nuclear spin is simply taken into account by the use of the appropriate value of $I$ and $\mu_{N}$. In contrast, the formulas in Refs. [50, 51] are valid only for a spin- $\frac{1}{2}$ nucleus.

### 2.4 Numerical evaluation for some pionic atoms

In this section, I present the HFS calculation for a selected choice of pionic atoms. In addition, we will study the Z-dependence on the hyperfine splitting for stable atoms. In particular, I will show detailed calculations for some of interest for experiment in pionic hydrogen, deuterium and nitrogen. The eigenfunction and eigenvalue for a spin-0 particle are calculated resolving numerically the Klein-Gordon differential equation.

The energy values are calculated using a Fortran90 code developed by P. Indelicato and J.-P. Desclaux [27, 28, 29]. This code takes into account, in addition to the HFS contributions, other important corrections, such as the vacuum polarization, the selfenergy of the pion, the finite size of the nucleus and of the pion, etc.

Table 2.4 - Energy (in eV ) contribution for the selected levels in pionic hydrogen. The first error take into account the accuracy of the proton radius and the evaluation of the next order QED corrections. The second is due to the accuracy of the pion mass ( $\pm 2.5 \mathrm{ppm}$ ).

|  | 1 s | 2 p | 3 p | 4 p | $2 \mathrm{p}-1 \mathrm{~s}$ | $3 \mathrm{p}-1 \mathrm{~s}$ | $4 \mathrm{p}-1 \mathrm{~s}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Coulomb | -3235.0520 | -808.7423 | -359.4409 | -202.1853 | 2426.3097 | 2875.6111 | 3032.8667 |
| Self Energy | 0.0015 | 0.0000 | 0.0000 | 0.0000 | -0.0015 | -0.0015 | -0.0015 |
| Vac. Pol. (Uehling) | -3.2408 | -0.0358 | -0.0114 | -0.0049 | 3.2050 | 3.2294 | 3.2359 |
| Vac. Pol. Wichman-Kroll | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| Vac. Pol. Loop after loop | -0.0049 | 0.0000 | 0.0000 | 0.0000 | 0.0049 | 0.0049 | 0.0049 |
| Vac. Pol. Källén-Sabry | -0.0244 | -0.0003 | -0.0001 | 0.0000 | 0.0240 | 0.0243 | 0.0243 |
| Relativistic Recoil | 0.0541 | -0.0003 | -0.0001 | 0.0000 | -0.0544 | -0.0541 | -0.0541 |
| Total | -3238.2665 | -808.7787 | -359.4524 | -202.1903 | 2429.4878 | 2878.8141 | 3036.0763 |
| Hyperfine structure |  |  |  |  |  |  |  |
| F=1/2 | 0 | -0.0052 | -0.0015 | -0.0006 |  |  |  |
| F=3/2 | 0 | 0.0026 | 0.0008 | 0.0003 |  |  |  |
| HFS Recoil F=1/2 | 0 | 0.0001 | 0.0000 | 0.0000 |  |  |  |
| HFS Recoil F=3/2 | 0 | 0.0000 | 0.0000 | 0.0000 |  |  |  |
| Splitting | 0 | 0.0077 | 0.0023 | 0.0010 |  | 0.000 | 0.0000 |
| Shift (statistical population) |  |  |  |  | 0.0000 |  |  |
| Error |  |  |  | $\pm 0.0012$ | $\pm 0.0012$ | $\pm 0.0012$ |  |
| Error due to the pion mass |  |  |  |  | $\pm 0.0062$ | $\pm 0.0072$ | $\pm 0.0076$ |

Table 2.5 - Hyperfine transitions energy and transition rate in pionic hydrogen.

| Transition | F-F' | Trans. rate $\left(\mathrm{s}^{-1}\right)$ | Trans. E (eV) | Shift (eV) | HFS rec. corr. (eV) |
| :---: | :---: | ---: | ---: | ---: | ---: |
| $2 p \rightarrow 1 s$ | $1 / 2-1 / 2$ | $4.99 \times 10^{10}$ | 2429.48270 | -0.00519 | 0.00009 |
|  | $3 / 2-1 / 2$ | $9.98 \times 10^{10}$ | 2429.49035 | 0.00260 | -0.00005 |
| $3 p \rightarrow 1 s$ | $1 / 2-1 / 2$ | $1.33 \times 10^{10}$ | 2878.81255 | -0.00154 | 0.00003 |
|  | $3 / 2-1 / 2$ | $2.66 \times 10^{10}$ | 2878.81482 | 0.00077 | -0.00001 |
| $4 p \rightarrow 1 s$ | $1 / 2-1 / 2$ | $0.54 \times 10^{10}$ | 3036.07562 | -0.00065 | 0.00001 |
|  | $3 / 2-1 / 2$ | $1.08 \times 10^{10}$ | 3036.07658 | 0.00032 | -0.00001 |

## Calculation of the energy levels of pionic hydrogen and deuterium

One of the important applications of the formulas deduced in the previous sections is the calculation of the HFS in pionic hydrogen and deuterium. These atomic systems are particularly interesting because they allows to measure the strong interaction effects between pion and proton, and pion and deuteron in a simple bound system [5, 6. In the pionic hydrogen and deuterium ground state, strong interaction shows up as an energy shift and a line broadening in the $n p \rightarrow 1 s$ transitions. For $p$-states or higher values of $l$, these effects are considerably reduced. The evaluation of the shift requires Quantum Electrodynamic (QED) theoretical calculation of the $1 s$ and $n p$ levels in the ideal case of the presence of the electromagnetic interaction only.

The most recent evaluation of the strong interaction shift in pionic hydrogen can be found in Ref. [66] and is:

$$
\begin{equation*}
\epsilon_{1 s}=\left(7.120 \pm 0.008_{-0.009}^{+0.008}\right) \mathrm{eV} . \tag{2.95}
\end{equation*}
$$

The first error is the statistical error and the second is due to systematic effects. The shift $\epsilon_{1 s}$ is obtained by subtraction of the older evaluation of the $3 p \rightarrow 1 s$ QED transition energy [67]: $E_{Q E D}=(2878.808 \pm 0.006) \mathrm{eV}$. The systematic errors are dominated by the uncertainty in the theoretical prediction, which is due to the accuracy of the theoretical evaluation. The error of the pion mass measurement doesn't contribute because the energy of the $3 p \rightarrow 1 s$ transition is measured taking as reference the pionic oxygen $6 \rightarrow 5$ transition.

To increase the theoretical accuracy, the calculation of the HFS and the recoil correction evaluation were necessary.

The HFS causes a splitting of the transition line. As shown in Table 2.5 and 2.7, this splitting is on the order of some meV , smaller than the resolution of the best available Xray spectrometer, which is around 0.4 eV in this energy range (see Chapter 3 for details). However, due to the differences in the transition probabilities and populations of the HFS sub-levels, the main value of the transition line can be shifted. For this reason we calculated, in addition to the HFS splitting, the transition probability for the different $n p$ sub-level states to evaluate a possible shift. We assume a statistical population of the sub-levels proportional to their multiplicity: $2 F+1$ and the transition probabilities are calculated using the non-relativistic formula shown in Appendix 7.2. The relativistic correction to the transition probabilities is estimated to be small. The difference between

Table 2.6 - Energy (in eV ) contribution for the selected levels in pionic deuterium. The first error take into account the accuracy of the deuteron radius and the evaluation of the next order QED corrections. The second is due to the accuracy of the pion mass ( $\pm 2.5 \mathrm{ppm}$ ).

|  | 1 s | 2 p | 3 p | 4 p | $2 \mathrm{p}-1 \mathrm{~s}$ | $3 \mathrm{p}-1 \mathrm{~s}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Coulomb | -3458.4709 | -864.6996 | -384.3108 | -216.1746 | 2593.7712 | 3074.1601 |
| 3242.2963 |  |  |  |  |  |  |
| Self Energy | 0.0018 | 0.0000 | 0.0000 | 0.0000 | -0.0018 | -0.0018 |
| Vac. Pol. (Uehling) | -3.7292 | -0.0453 | -0.0143 | -0.0062 | 3.6839 | 3.7149 |
| Vac. Pol. Wichman-Kroll | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| Vac. Pol. Loop after loop | -0.0058 | 0.0000 | 0.0000 | 0.0000 | 0.0057 | 0.0058 |
| Vac. Pol. Källén-Sabry | -0.0279 | -0.0004 | -0.0001 | -0.0001 | 0.0275 | 0.0278 |
| Relativistic Recoil | 0.0208 | -0.0002 | 0.0000 | 0.0000 | -0.0210 | -0.0208 |
| Total | -3462.2111 | -864.7455 | -384.3253 | -216.1808 | 2597.4656 | 3077.8859 |
| Hyperfine structure |  |  |  |  |  |  |
| F=0 | 0 | -0.0010 | -0.0003 | -0.0001 |  |  |
| F=1 | 0 | -0.0005 | -0.0001 | -0.0001 |  |  |
| F=2 | 0 | 0.0005 | 0.0001 | 0.0001 |  |  |
| Splitting F=2-0 | 0 | 0.0015 | 0.0004 | 0.0002 |  |  |
| Shift (statistical population) |  |  |  |  | 0.0000 | 0.000 |
| Error |  |  |  |  | $\pm 0.0014$ | $\pm 0.0014$ |
| Error due to the pion mass |  |  |  |  | $\pm 0.0065$ | $\pm 0.0077$ |

Table 2.7 - Hyperfine transition energies and transition rate in pionic deuterium. The error due to the unevaluated HFS recoil correction is presented in the last column.

| $2 p \rightarrow 1 s$ | $0-1$ | $2.03 \times 10^{10}$ | 2597.46463 | 0.00099 | 0.00003 |
| ---: | :---: | ---: | ---: | ---: | ---: |
|  | $1-1$ | $1.52 \times 10^{10}$ | 2597.46513 | 0.00050 | 0.00002 |
|  | $2-1$ | $10.16 \times 10^{10}$ | 2597.46612 | -0.00050 | -0.00002 |
| $3 p \rightarrow 1 s$ | $0-1$ | $0.54 \times 10^{10}$ | 3077.88557 | 0.00029 | 0.00001 |
|  | $1-1$ | $0.41 \times 10^{10}$ | 3077.88571 | 0.00015 | 0.00000 |
|  | $2-1$ | $2.71 \times 10^{10}$ | 3077.88601 | -0.00015 | 0.00000 |
| $4 p \rightarrow 1 s$ | $0-1$ | $0.22 \times 10^{10}$ | 3246.03019 | 0.00012 | 0.00000 |
|  | $1-1$ | $0.17 \times 10^{10}$ | 3246.03026 | 0.00006 | 0.00000 |
|  | $2-1$ | $1.10 \times 10^{10}$ | 3246.03038 | -0.00006 | 0.00000 |

non-relativistic calculation and relativistic ones valid for fermions are, in fact, less than $1 \%$ 67.

Due to the spin-0 nature of the pion, the $n s$ states have no splitting because there is no fine structure $(j=0)$ and there is one possible eigenvalue of the operator $\boldsymbol{F}=\boldsymbol{L}+\boldsymbol{I}$ $(F=I)$. For this reason, transition to $n s$ levels are not affected by HFS line splitting because there is a complete compensation between the transition probability values and the statistical population effect (see Tables 2.4 and 2.6).

A detailed evaluation of the energy levels is presented in Tables 2.5 and 2.7. In Table 2.8 the evaluation of the $3 p \rightarrow 1 s$ transition energy is compared, to the older evaluation presented in Ref. 68] and to the precision of the experimental measurement.

For this calculation we used the world average pion mass from Ref. 69]. References [69, 70] have been used for mass, magnetic moment and radius values of the nucleus. The Coulomb term in the table includes the non-relativistic recoil correction using the reduced mass on the KG equation. The pion and nucleus finite size contribution are also included in this term. About the QED corrections, the vacuum polarization contribution are evaluated including the Ueling potential, Ueling and Loop after Loop in Table 2.4, in the Coulomb potential in the non-perturbed KG equation [28], and calculating and higher order correction: Wichman-Kroll and Källén-Sabry [71, 72] as perturbation. The selfenergy is calculated using the formula in Ref. [73] including the recoil correction. A new evaluation of this term is in progress in the group.

The calculations presented in this section do not take into account higher QED corrections as second order recoil effects and feynman diagrams with vacuum polarization and self-energy (see Fig. 2.1). The contribution from these terms has been evaluated considering the formula for a spin- $\frac{1}{2}$ orbiting particle. Higher order of recoil correction has been evaluated about 0.4 meV for the $n p \rightarrow 1 s$ transitions (Fig. 2.1, top) [74]. Vacuum polarization and self-energy mixed diagrams (Fig. 2.1, bottom) contribute with a correction in the order of $50 \mu \mathrm{eV}$ for the diagram with the vacuum polarization loop in the nuclear photon line [75], and $5 \mu \mathrm{eV}$ for the diagram with the vacuum polarization loop inside the self-energy loop [16]. However, the largest systematic error contribution of these calculations is due to the error of the proton and deuteron size [70], which introduce an error of 1.1 meV for the pionic hydrogen $n p \rightarrow 1 s$ transitions and 1.3 meV for the pionic deuterium $n p \rightarrow 1 s$ transitions. The accuracy of the numerical calculation has been evaluated about


Figure 2.1 - Diagrams relative to the unevaluated QED contributions: second order recoil correction (up), and vacuum polarization and self-energy mixed diagrams (down). Their effects are estimated using the available formulas for spin- $\frac{1}{2}$ particles.
few tens of $\mu \mathrm{eV}$. From this new evaluation of the QED transition energies be obtain a new evaluation of the strong interaction shift of the ground state:

$$
\begin{equation*}
\epsilon_{1 s}=\left(7.114 \pm 0.008_{-0.007}^{+0.005}\right) \mathrm{eV} \tag{2.96}
\end{equation*}
$$

that correspond to a reduction of a factor of about $30 \%$ on the systematic effects (the first error is the statistical error and the second is due to systematic effects).

For pionic deuterium it was not possible to evaluate the recoil correction for the HFS because the nuclear spin is equal to 1 and the correspondent formula for the correction is unknown. However it is possible to evaluate the contribution using the formula valid for spin- $\frac{1}{2}$ nuclei. The corrections are in the order of some tens of $\mu \mathrm{eV}$ (see Table 2.7.).

## Calculation of the energy levels of pionic nitrogen

The transitions between $n=5$ and $n=4$ in pionic nitrogen are interesting because they are used for the precise measurement of the pion mass [3, 7, 8]. For this transitions, strong interaction effect between pion and nucleus are negligible, and the level energies are directly dependent to the reduced mass of the atom (see Sec. 4.4). The precise measurement of $5 g \rightarrow 4 f$ transition and the QED predictions allow for the measurement of the pion mass.

The accuracy of the theoretical calculation has to be better than 1 ppm and, in particular, the evaluation of the HFS shift is required. The measurement of the $5 g \rightarrow 4 f$ and $5 f \rightarrow 4 d$ transitions enables also to test the Klein-Gordon equation, i.e., the Relativistic Quantum Mechanic predictions for a spin-0 particle (for more detail, see Chapter 4). As for the pionic hydrogen case, the HFS in pionic nitrogen can not be resolved with the actual X-ray spectrometers. But contrary to the $n p \rightarrow 1 s$, the $5 \rightarrow 4$ transitions can be effected by a line shift due to the presence of several HFS sub-levels in the final state of the transition.

In this section we study in particular the transitions $5 g \rightarrow 4 f$ and $5 f \rightarrow 4 d$, which are the more relevant for the interpretation of the experimental data ( $5 d \rightarrow 4 p$ is already too

Table 2.8 - Comparison between the previously estimation and this work. The calculation are obtained using the pion mass world average [69]. All the energies are in eV .

|  | $\mathrm{F}=1 / 2$ | $\mathrm{~F}=3 / 2$ | Schröder et al. $[68]$ |
| :--- | ---: | ---: | ---: |
| Coulomb | 2875.6111 | 2875.6111 | 2875.613 |
| Self-energy | -0.0015 | -0.0015 |  |
| Vac. Pol (Uelhing) | 3.2294 | 3.2294 | 3.235 |
| Higher order Uelhing | 0.0000 | 0.0000 |  |
| Wichmann and Kroll | 0.0049 | 0.0049 |  |
| Källén-Sabry | 0.0243 | 0.0243 |  |
| Rel. Recoil+Darwin term | -0.0541 | -0.0541 | -0.047 |
| Hyperfine Structure | -0.0015 | 0.0008 |  |
| Hyperfine Structure Recoil | 0.0000 | 0.0000 | 0.018 |
| $\alpha^{3}$ VP corrections |  |  | -0.007 |
| Vertex |  |  | -0.004 |
| Pion recoil |  |  | $2878.808(8)$ |
| Total energy | $2878.8126(12)$ | $2878.8148(12)$ |  |
|  |  |  | 7.120 |
| Experiement | $2885.928(8)$ |  |  |
| Differences | 7.1154 | 7.1132 |  |

sensitive to the strong interaction effects as explained in Sec. 4.4). For these calculations we used the nitrogen nuclear mass value from Ref. [76]. In Table 2.9, all the energy contributions to these transition are shown. As expected, we observe that the recoil corrections are, in this case, considerably smaller than in the pionic hydrogen case. The QED effects are also reduced because we are looking to levels with a higher value of the principal quantum number $n$, which reduce considerably these effects even when we have an higher value of $\mathrm{Z}(\mathrm{Z}=7)$.

In Fig. 2.2 and in Table 2.4 I represent all the HFS transitions with the associated transition rates. Using these values, it is possible to calculate the expected shift for the transitions. For transitions $5 g \rightarrow 4 f$ and $5 f \rightarrow 4 d$ we obtain 0.27 and 0.85 eV , respectively. These values correspond to a correction to the pion mass between 0.06 and 0.21 ppm . The accurate description of the pion mass measurement is presented in Chapter 4

The accuracy of these calculations is limited by the Feynman diagram contributions we do not take into account. The largest contribution comes from the unevaluated diagram with the vacuum polarization loop in the nuclear photon line [75], the associated correction is estimated in the order of 1 meV for pionic nitrogen $5 \rightarrow 4$ transitions. As for the pionic deuterium, it was not possible to calculate the recoil correction to the HFS for pionic nitrogen, and the introduced error is in the order of few tens of $\mu \mathrm{eV}$ (see Table 2.4).

## General behavior of the hyperfine structure correction over Z

The relativistic effects in the HFS formula (Eq. 2.61)) are very small for low values of Z . As we saw in Sec. 2.3, the relativistic HFS expression, differs from the non-relativistic one by terms of order $(Z \alpha)^{6}$.


Figure 2.2 - Visualization of the HFS transition with the relative value of the transition probability for $5 g \rightarrow 4 f$ transition (top) and $5 f \rightarrow 4 d$ transition (bottom).

In particular, using Eq. (2.85) and (2.66), we note that for the non-relativistic case, the HFS splitting normalized to the binding energy and to the nuclear magnetic moment, depends linearly on $Z \alpha$. Any deviation to this linear dependence in the Klein-Gordon HFS can be caused only by relativistic effects.

To study the behavior of the normalized HFS splitting $\left(E_{F=3 / 2}^{2 p}-E_{F=3 / 2}^{2 p}\right) /\left(\mathcal{E}_{0} \mu_{I}\right)$ for the relativistic case, we calculated the HFS for a selected choice of pionic atoms with a stable nucleus of spin $1 / 2$. The results are summarized in Table 2.4. For these calculations we used the nuclear mass values from Ref. [76], the nuclear radii from [70, 77] and the nuclear magnetic moments from Ref. [78].

For higher Z values the non-linear dependence on $Z \alpha$ appears as we can see in Fig. 2.4 , This non-linearity comes from the two different parts of Eq. 2.61): the non-trivial dependency on $\mathcal{E}_{0}$ in the denominator and the expectation value $\langle n l| r^{-3}|n l\rangle$.

I remind that the HFS evaluation didn't take into account the magnetic moment dis-

Table 2.9 - Energy (in eV ) contribution for the selected levels in pionic nitrogen. The first error take into account the evaluation of the next order QED corrections. The second is due to the accuracy of the pion mass ( $\pm 2.5 \mathrm{ppm}$ ).

|  | 5 g | 5 f | 4 f | 4 d | $5 \mathrm{~g}-4 \mathrm{f}$ | $5 \mathrm{f}-4 \mathrm{~d}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Coulomb | -7206.7927 | -7207.0315 | -11260.9107 | -11261.7504 | 4054.1180 | 4054.7189 |
| Self Energy | 0.0000 | 0.0001 | 0.0001 | 0.0003 | -0.0001 | -0.0003 |
| Vac. Pol. (Uehling) | -0.2237 | -0.7544 | -1.4722 | -3.7013 | 1.2485 | 2.9470 |
| Vac. Pol. Wichman-Kroll | 0.0002 | 0.0004 | 0.0009 | 0.0014 | -0.0007 | -0.0010 |
| Vac. Pol.two-loop Uehling | -0.0001 | -0.0005 | -0.0009 | -0.0042 | 0.0008 | 0.0038 |
| Vac. Pol. Källén-Sabry | -0.0021 | -0.0068 | -0.0137 | -0.0293 | 0.0116 | 0.0225 |
| Relativistic Recoil | -0.0020 | -0.0020 | -0.0048 | -0.0048 | 0.0028 | 0.0028 |
| HFS Shift |  |  |  |  | -0.0008 | -0.0022 |
| Total | -7207.0203 | -7207.7947 | -11262.4013 | -11265.4883 | 4055.3801 | 4057.6914 |
| Error |  |  |  | $\pm 0.0011$ | $\pm 0.0011$ |  |
| Error due to the pion mass |  |  |  | $\pm 0.010$ | $\pm 0.010$ |  |

Table 2.10 - Hyperfine transition energies and transition rate in pionic nitrogen. The error due to the unevaluated HFS recoil correction is presented in the last column.

| Transition | F-F' | Trans. rate $\left(\mathrm{s}^{-1}\right)$ | Trans. E (eV) | Shift (eV) | Error (eV) |
| :---: | ---: | ---: | ---: | ---: | ---: |
| $5 f \rightarrow 4 d$ | $4-3$ | $4.57 \times 10^{13}$ | 4057.68762 | -0.00605 | 0.00004 |
|  | $3-2$ | $3.16 \times 10^{13}$ | 4057.69708 | 0.00341 | -0.00002 |
|  | $3-3$ | $2.98 \times 10^{13}$ | 4057.68457 | -0.00910 | 0.00006 |
|  | $2-1$ | $2.13 \times 10^{13}$ | 4057.70313 | 0.00946 | -0.00006 |
|  | $2-2$ | $2.25 \times 10^{13}$ | 4057.69479 | 0.00112 | -0.00001 |
|  | $2-3$ | $0.01 \times 10^{13}$ | 4057.68229 | -0.01138 | 0.00007 |
| $5 g \rightarrow 4 f$ | $5-4$ | $7.13 \times 10^{13}$ | 4055.37793 | -0.00304 | 0.00002 |
|  | $4-3$ | $5.47 \times 10^{13}$ | 4055.38210 | 0.00113 | -0.00001 |
|  | $4-4$ | $5.27 \times 10^{13}$ | 4055.37616 | -0.00481 | 0.00003 |
|  | $3-2$ | $4.17 \times 10^{13}$ | 4055.38514 | 0.00417 | -0.00003 |
|  | $3-3$ | $0.36 \times 10^{13}$ | 4055.38068 | -0.00029 | 0.00000 |
|  | $3-4$ | $0.01 \times 10^{13}$ | 4055.37474 | -0.00623 | 0.00004 |

Table 2.11 - HFS splitting values between the levels $\mathrm{F}=1 / 2$ and $\mathrm{F}=3 / 2$ in the $2 p$ orbital for elements with spin $\frac{1}{2}$ nucleus

| Element | Z | $2 p$ energy $(\mathrm{eV})$ | HFS splitting $(\mathrm{eV})$ |
| :--- | ---: | ---: | ---: |
| H | 1 | -808.7787 | 0.0078 |
| ${ }^{3} \mathrm{He}$ | 2 | -3541.2220 | -0.0797 |
| ${ }^{13} \mathrm{C}$ | 6 | -33118.8146 | 0.5492 |
| ${ }^{15} \mathrm{~N}$ | 7 | -45162.7278 | -0.3531 |
| ${ }^{19} \mathrm{~F}$ | 9 | -74865.0787 | 7.0101 |
| ${ }^{31} \mathrm{P}$ | 15 | -209040.5553 | 14.1428 |
| ${ }^{57} \mathrm{Fe}$ | 26 | -631953.8459 | 5.9258 |
| ${ }^{77} \mathrm{Se}$ | 34 | -1083389.6254 | 77.0744 |
| ${ }^{89} \mathrm{Y}$ | 39 | -1083389.6254 | -29.3757 |
| ${ }^{107} \mathrm{Ag}$ | 47 | -2066710.1251 | -40.1706 |
| ${ }^{129} \mathrm{Xe}$ | 54 | -2714230.8480 | -390.2880 |
| ${ }^{183} \mathrm{~W}$ | 74 | -4931103.2073 | 116.3326 |
| ${ }^{202} \mathrm{~Pb}$ | 82 | -5940088.8608 | 705.0580 |

tribution inside the nucleus, which could contribute significantly to the HFS splitting, especially for high values of Z .

### 2.5 Conclusions and perspectives

In this chapter we demonstrate a new perturbation method for the Klein-Gordon equation. In particular we applied this technique to the calculation of the hyperfine structure of pionic atoms. The major advantage of this method is the simple dependence of the formulas on the nuclear spin, which reproduces for $c \rightarrow \infty$ the non-relativistic results. Moreover, the


Figure 2.3 - Value of relative splitting $\left(E_{F=3 / 2}^{2 p}-E_{F=3 / 2}^{2 p}\right) /\left(\mathcal{E}_{0} \mu_{I}\right)$ for different values of $Z$. Nuclear masses, radii and magnetic moments values have been obtained from Ref. [76, 77, 70, 78.
relativistic effects are naturally included in the expression because we used the KleinGordon equation. Nevertheless, the calculation of the relativistic recoil corrections was necessary due to the high value of the pion-nucleus mass ratio for low Z atoms. Using the Breit-Pauli Hamiltonian, it was possible to calculate the exact mass dependence up to order $(Z \alpha)^{4}$ for atoms with a spin- $\frac{1}{2}$ nuclei. These recoil corrections have been confirmed by the Bethe-Salpeter predictions [50, 51]. For spin-0 and spin-1 nuclei we could evaluate only partially the recoil correction, without the possibility to calculate the recoil correction to the hyperfine term.

A natural development of the formalism shown in the previous sections will be the introduction of the pion and the nucleus finite size in the HFS formula. Eq. (2.36) and (2.41) are in fact valid only for a magnetic moment for a point-like nucleus. A correct approach to the problem requires a modified expression of the vector potential to include the spatial distribution of the nuclear magnetic moment that leads the Bohr-Weisskopf correction and enables to take into account the hyperfine anomaly in pionic atoms [41, 42].

For low $Z$ atoms, the electric quadrupole interaction effect is negligible. For this reason in this chapter we took into account only the first term of the multipole expansion of the vector potential. However, for heavier nuclei this term is important due to the relevant nuclear quadrupole moment. As proposed in Ref. [44], the quadrupole splitting measurement in pionic atoms allows to measure the quadrupole moment of heavy nuclei [39, 45]. Using the formulas presented in this chapter, it is possible to calculate the quadrupole splitting by multipole expansion of the Coulomb potential. Compared to the method proposed in Ref. [44], the formalism developed in the previous sections takes into account automatically all the relativistic corrections, which are important for high Z pionic atoms. These are the reasons why the quandrupole interaction, with the effect of the distribution of the magnetic moment, will be a natural development of the studies presented in the previous sections.

## Chapter 3

## Pionic atoms production and spectroscopy

## Introduction

Charged pions are instable particles with a lifetime of only 26 ns [69. However, such a short lifetime does not prevent a negatively charged pion from to be captured in ordinary matter and to form a bound system. Even before the discovery of the pion in 1947 [79, 80], Enrico Fermi and other scientists predicted the existence of mesic atoms: bound systems composed of a normal nucleus and of an orbiting pion or muon instead of the electron [81, 82]. The experimental evidence for the production of mesic atoms came only in 1951 by the detection, in photographic emulsions, of traces of electrons, which were ejected from the atoms by Auger de-excitation after the capture of the exotic particle [83]. It is only in 1952 that X-radiation from pionic atoms was detected for the fist time [84]. From these years until now, pionic atoms have been the object of many experiments. The unique features of these systems allow for a large variety of investigation as the study of the hadronic interaction at threshold, and the measurement of the pion characteristics. Low energy strong interaction effect between the nucleus and the pion can be evaluated by the measurement of the atomic energy levels. In particular, strong interaction properties of pionic hydrogen ground state allows for the study of the scattering length of the hadronic reactions $\pi^{-}+p \rightarrow \pi^{-}+p$ and $\pi^{-}+p \rightarrow \pi^{0}+n$ [85, 86, 87, 88, 89]. Moreover, Xray spectroscopy of atomic levels not affected by hadronic influences enables the accurate measurement of the pion mass (see Chapter (4).

In this chapter I will present the techniques that are necessary to produce and to detect pionic atoms. In Sec. 3.1 we will see how we can capture charged pions and produce pionic atoms. In Sec. 3.2 I will present the cascade processes in pionic atoms, which allow to the emission of X-rays. Section 3.3 is dedicated to the description of the Bragg crystal spectrometer we used in the experiments described in this manuscript. Finally, the focal plan detector of the spectrometer, and the data acquisition and analysis are presented in Sec. 3.4.


Figure 3.1 - The Johann-type crystal spectrometer set-up. X-rays with different energies are reflected by the crystal with different angles, therefore they form different lines in the position sensitive detector.

### 3.1 Pionic atoms production

## Pion production

Due to the charged pions short lifetime, precise pionic atoms spectroscopy requires a pion beam for a continuous production of the pionic atoms. In our experiment (see Figs. 3.1 and (3.2) we used the pion beam provided by the Paul Scherrer Institut ${ }^{1}$ (PSI). The PSI facilities provide the most intense pion beam in the world. The pions are produced by collision of the proton beam with a carbon target. The kinetic energy of the protons is $590 \mathrm{MeV} / \mathrm{c}$ and the beam current is up to 1.9 mA . From the target, the pions are collected in a secondary beam and transported to the experimental area $\pi E 5$ (see Fig. 3.2) where the pions are captured by the cyclotron trap (see following subsection). The pion momentum can be varied between 30 and $120 \mathrm{MeV} / \mathrm{c}$. The optimal value for the pionic trap is $110 \mathrm{MeV} / \mathrm{c}$. At this setting, we have the highest intensity of the captured pions using the cyclotron trap: $1-3 \%$ of the incoming pions $\left(4 \times 10^{9} \pi^{-} / \mathrm{s}\right)$. The muons produced by the decay of the pions in the cyclotron trap can be trapped as well, and allow for the formation of muonic atoms.

The absorption of pions in matter causes a high neutron background in the pionic atoms production area (about $150 \mathrm{n} /\left(\mathrm{mAscm} \mathrm{cm}^{2}\right)$ ). A concrete shielding around the pion interaction zone and around the spectrometer is necessary to prevent secondary Compton background in the position sensitive detector of the spectrometer.

## Cyclotron trap

The cyclotron trap captures and slows down the pions from the beam, and it is composed principally of a pair of super-conducting coils and of a series of plastic degrader. The super-
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Figure 3.2 - Setup of the experiment during the 2002 measurement. The pion beam (at the top of the picture) is decelerated into the cryogenic gas target inside the cyclotron trap. X-rays from pionic atoms are reflected onto the CCD detector array by the Bragg crystal.
conducting split-coil magnet [90] creates a strong magnetic field perpendicular to the pion beam, up to 4 Tesla. The pions are forced onto a circular path by the magnetic field and they are slowed down by collisions with plastic degraders along their trajectory (see Figs. 3.1 and 3.3. The loss of kinetic energy corresponds to a reduction of the trajectory curvature radius and allows the pion to reach the central target chamber (see Figs. 3.3 and 3.4. Due to the short pion lifetime $\left(2.6 \times 10^{-8} s\right)$, the degraders characteristics have to be optimized to decelerate the pions as fast as possible. At a pressure of 1 bar in the target cell, about $1-3 \%$ of the pion from the beam are stopped in the gas.

## Target chamber

The target cell (Fig. 3.3 right) is a thin-walled Kapton chamber, cylindrical in shape with a diameter of 60 mm , positioned on the axis of the cyclotron trap magnetic field. The chamber can be filled with different gas types up to a pressure of about 1.4 bar . The target density can be changed by cooling down the gas with cryogenics methods. It is possible to reach temperatures of the order of $20^{\circ} \mathrm{K}$, with the possibility to obtain a liquid hydrogen target [66]. The target window facing the crystal has to be thin enough not to absorb the low energies X-rays emitted by the pionic and muonic atoms. This is accomplished by


Figure 3.3 - Left: schematic of the cyclotron trap. The incoming pions are forced onto a circular path by the magnetic field $\mathbf{B}$ and they are slowed down by the collision with plastic degraders along their trajectory. Right: drawing of the target chamber. The metallic structure is made in aluminum and the walls of the gas cell are made by Kapton foils. The cell can contain gas mixtures up to a pressure of about 1.4 bar.


Figure 3.4 - Photograph of the cryogenic target within the cyclotron trap. The pion beam enters through the Kapton window in the upper left corner. The plastic degraders are also visible: two formed by plastic foils (up and right to the target) and the third one connected to a scintillator to monitor the incoming pions at the left of the target.


Figure 3.5 - Cascade processes in pionic atoms. The predominance of one process over another depends on the quantum numbers $n$ and $l$.
reinforcing the very thin Kapton foil $(7.5 \mu \mathrm{~m})$ against pressure by a stabilizing structure.

### 3.2 Atomic cascade

In the target cell, pions are captured by the atoms in a highly exited state where the overlap of the outermost electron and pion wavefunctions are maximal, i.e., where the characteristic radius $r_{n}=n^{2} \hbar /(m c Z \alpha)$ of the wavefunctions are similar:

$$
\begin{equation*}
\frac{n_{i}^{2} \hbar}{m_{\pi} c Z \alpha} \sim \frac{n_{e}^{2} \hbar}{m_{e} c Z \alpha} \rightarrow n_{i} \sim n_{e} \sqrt{m_{\pi} / m_{e}} \sim n_{e} \times 16 \tag{3.1}
\end{equation*}
$$

$n_{i}$ is the initial principal quantum number of the captured pion and $n_{e}$ is the principal quantum number of the most external electron of the atom (for hydrogen and helium $n_{e}=1$ ). This rule of thumb has been confirmed by the experiments and more accurate calculations [91, 92, 93, 94, 95.

Different processes, illustrated in Fig. 3.6, take place when pionic atom de-excite to lowest states. For atoms with $Z>2$, there are two principal de-excitation mechanisms: Auger emission and radiative decay. For pionic hydrogen and helium, there are other important cascade processes as the Stark mixing and the Coulomb de-excitation. For pionic atoms with $Z>2$ the Auger emission is dominant at the beginning of the cascade process, and the ejection of the electrons proceeds shell by shell as soon as the energy difference between the pionic atom levels exceeds the ionization energy for an electron. Transitions with $\Delta l= \pm 1$ and with minimal energy difference are favored because the transition probability $\Gamma_{\text {Auger }}$ is proportional to $1 / \sqrt{\Delta E}$ [96].

After complete depletion of the electron shell, we have a pure radiative cascade. The transition probability between orbitals depends on the transition energy as $\Gamma_{X} \propto(\Delta E)^{3}$
(see Appendix 7.2 , where $\Delta E \propto\left(\frac{1}{n_{f}^{2}}-\frac{1}{n_{i}^{2}}\right)$, with $n_{i}>n_{f} \geq 1$. For this reason, transitions with $\Delta n=n_{i}-n_{f}$ as big as possible are favored. In addition, in light pionic atoms the selections rules impose $\Delta l= \pm 1$. Due to these characteristics of the radiative decay, the population of the states with maximum angular momentum is strongly enhanced.

In the final part of the cascade, the hadronic interaction between the pion and the nucleus causes an energy shift of $\epsilon_{n l}$ of the atomic levels and open a capture channel, which reduces the lifetime of the energy level. This reaction is due to the overlap between the pion and nucleus wave functions and it is observable as a line broadening $\Gamma_{n l}$ in the X-ray transition, which is larger in the low-angular-momentum states.

For pionic hydrogen, another important mechanism in the cascade process is the Stark mixing. During the collision with other atoms, the presence of an external Coulomb field $\boldsymbol{E}$ mixes the states $|n l m\rangle$ due to non-vanishing matrix element $\langle n l m| \hat{\boldsymbol{E}}\left|n^{\prime} l^{\prime} m^{\prime}\right\rangle$ [97]. The contribution of $s$ - and p-states increases the reaction probability between the pion and the nucleus in high-angular-momentum states. When the target density increases, collision probability between atoms increases and Stark mixing effect reduces drastically X-ray yields because pion capture from the nucleus becomes more probable than radiative de-excitation during the collisions.

Another possible non-radiative cascade process for pionic hydrogen is the Coulomb de-excitation. It occurs when, during a collision between pionic hydrogen and another atom, the energy released $\Delta E$ from transition $n_{i} \rightarrow n_{f}$ is converted into kinetic energy. The increase in the pionic hydrogen velocity introduces a Doppler broadening in the X-ray transitions. This phenomena is very important for the ongoing experiment at PSI which has the goal to measure the strong interaction width and shift of the pionic hydrogen ground state [5, 6]. The Doppler broadening produced by the Coulomb de-excitation has to be evaluated accurately for the strong interaction broadening measurement.

More details on the cascade processes in pionic and other exotic atoms can be found in Refs. 98, 99, 100, 101, 102 .

### 3.3 X-ray Bragg crystal spectrometer

The energy of the X-rays emerging from the target cell is measured using crystal spectrometry techniques. Similarly to the diffraction grating spectroscopy for visible light, crystal spectroscopy uses the constructive interference of photons that interact with a regular pattern. In visible spectroscopy, this pattern is represented by the parallel slits or steps of the grating, which are regularly spaced. In the case of X-rays, the regular pattern is constituted by the atoms regularly arranged in the crystal planes. As we can see in Fig. ?? (left), an X-ray that interacts with a crystal, can be scattered from the electrons coming from different planes. The X-rays emerging from different planes have the same phase if the length difference $s$ between their paths is a multiple of the X-ray wavelength. This condition can be satisfied only for a precise value of the X-ray incident angle. Considering crystal planes spaced by a distance $d$ and an X-rays with an incident angle $\Theta_{B}$ (the Bragg angle), the path difference $s=2 d \sin \Theta_{B}$. There is a constructive interference between the two reflection if $d$ and $\Theta_{B}$ respect the Bragg law:

$$
\begin{equation*}
n \lambda=2 d \sin \Theta_{B} \tag{3.2}
\end{equation*}
$$


$\qquad$


Figure 3.6 - Top: Bragg reflection with a plane crystal. Reflected X-rays interfere constructively if their optical retardation $s=2 d \sin \Theta$ is equal to a multiple of their wave length $\lambda$. Bottom: Rocking curves of two crystals $(\mathrm{Si}(111)$ and $\mathrm{Qz}(10 \overline{1})$ used in the experiment, derived from the XOP program written at ESRF [103]. Compared to the Bragg angle, the centroid of the rocking curve is shifted because the refraction index inside the crystal is significantly different from vacuum.
where $n$ is the order of diffraction (an integer number) and $\lambda$ is the wavelength of the incident X-ray, related to the photon energy by the relationship $E=h c / \lambda$ ( $h$ is the Planck constant and $c$ is the speed of light).

According to Eq. (3.2), an incident photon with a determinate energy can be reflected by the crystal only for precise values of its incident angle: the Bragg angles. However, for real crystals, we have a reflection for a finite angle range around the correspondent Bragg angle. This is due to the multiple scattering of the X-rays between internal planes [104]. Taking into account this phenomenon and the photon absorption inside the crystal, the
rocking curve of a crystal has a non trivial shape as it is shown in Fig. ?? (bottom). The width of the rocking curve corresponds to the intrinsic resolution of the crystal $\omega_{f}$, which defines the energy resolution of the crystal spectrometer. In the few keV range, quartz or silicon crystals are the best materials suitable for Bragg spectroscopy. Their intrinsic resolution $\omega_{f}$ of perfect plane crystal allows for a relative energy resolution

$$
\begin{equation*}
\frac{\Delta E}{E}=\left|\frac{\Delta \Theta_{B}}{\tan \Theta_{B}}\right|=\left|\frac{\omega_{f}}{\tan \Theta_{B}}\right| \tag{3.3}
\end{equation*}
$$

on the order of $\Delta E / E \approx 10^{-4}$ (Bragg angle $\approx 30^{\circ}-40^{\circ}$ ). Two examples of rocking curve for silicon (111) and quartz (10.1 ) crystals are shown in Fig. ?? (bottom). Rocking curves for perfect crystal, i.e., without lattice imperfections, can be calculated by the XOP program written at ESRF (103).

## The Johann-type crystal spectrometer

Plane crystals can be used for X-ray spectroscopy, but they are not adapted for low intensity X-rays sources as pionic atoms. If we dispose of a spatial extended source, it is possible to use horizontally bent crystals to increase the intensity of the Bragg spectrometer. In the Johann spectrometer setup [105], one uses a bent crystal with curvature radius $R$. The position sensitive detector and the X-ray source have to be positioned at the distance $R \sin \Theta_{B}$ from the crystal (see Fig. 3.1) on the Rowland circle: an imaginary circle tangent to the crystal and with a diameter equal to $R$. The X-rays from the source placed on (or near) the Rowland circle, will be reflected according to the Bragg law from the full crystal area and focused to a point on the opposite side of the Rowland circle, where a position sensitive detector can be placed to measure the position of the Bragg reflections.

A extended source is required because the energy range visible by the detector depends directly on the source size. As we can see in Figs. 3.1 and 4.2, X-rays with different energies comes from different zones of the source and they are focalized as spatial separated lines in the focal-plane. The use of spherical bent crystals instead of cylindrical ones allows for an additional focusing property in the vertical direction which reduces the height of the image in the detector. In this case we can use as position sensitive detector a compact device such Charge-Coupled Devices (CCD). The two-dimensional position information from the detector allows to reconstruct the energy spectrum [106].

## Measurement of the energy difference between two lines

The evaluation of the energy difference corresponds to the measurement of the Bragg angle difference, i.e., the line position on the position sensitive detector and it can be easily calculated using basic geometry. If we consider the coordinate system ( $\mathrm{x}, \mathrm{y}$ ) as in Fig. 4.2, the two lines are detected at the position $x_{A}$ and $x_{B}$. The detector cross the Rowland circle at the point with coordinate $x_{F}$, and the Bragg angle for line A is:

$$
\begin{equation*}
\Theta_{A}=\Theta_{F}+\arctan \left(\frac{x_{A}-x_{F}}{D}\right) \approx \Theta_{F}+\frac{x_{A}-x_{F}}{D}+\mathcal{O}\left[\left(\frac{x_{A}-x_{F}}{D}\right)^{3}\right] \tag{3.4}
\end{equation*}
$$

where $\Theta_{F}$ is the Bragg angle of the focus position and $D$ is the crystal-detector distance. The energy corresponding to the line in $x_{A}$ can be calculated using the Bragg formula



Figure 3.7 - Left: visualization on the two-dimensional sensitive detector of two transition with different energy. The transition with higher energy has a smaller Bragg angle, i.e. a smaller value of the x-coordinate on the image. The lines presented in this image corresponds to the $5 g \rightarrow 4 f$ transition in muonic oxygen (left) and pionic nitrogen (right) for the pion mass measurement presented in Ch. 4. Right: scheme of the line position in the spectrometer. By the measurement of the lines position on the detector, it is possible to calculate their energy difference (see text).
(Eq. (3.2)). If we look at the first order Bragg reflection we have:

$$
\begin{equation*}
E_{A}=\frac{h c}{2 d \sin \Theta_{A}} . \tag{3.5}
\end{equation*}
$$

In our spectrometer the angle $\Theta_{F}$ can be evaluated only approximately, and for this reason we cannot measure absolute energies. However, we can measure with high precision the energy difference between two transitions. One transition has to be taken as reference if we want evaluate the absolute energy of one of the line. Considering line A as reference with energy $E_{A}$, and line B corresponding to the unknown energy $E_{B}$, the difference between their Bragg angle, $\Delta \Theta_{A B}$, is:

$$
\begin{equation*}
\Delta \Theta_{A B}=-\arctan \left(\frac{x_{A}-x_{F}}{D}\right)+\arctan \left(\frac{x_{B}-x_{F}}{D}\right) \approx-\frac{x_{A}-x_{B}}{D}+\mathcal{O}\left[\left(\frac{x_{A, B}-x_{F}}{D}\right)^{3}\right] \tag{3.6}
\end{equation*}
$$

The energy $E_{B}$ can be evaluated using once again the Bragg formula:

$$
\begin{align*}
& E_{B}=\frac{h c}{2 d \sin \Theta_{B}}=\frac{h c}{2 d \sin \left(\Theta_{A}+\Delta \Theta_{A B}\right)} \\
&=\frac{h c}{2 d\left(\sin \Theta_{A} \cos \Delta \Theta_{A B}\right.}+\left.+\cos \Theta_{A} \sin \Delta \Theta_{A B}\right) \\
&=E_{A} \frac{1}{\cos \Delta \Theta_{A B}+\cot \Theta_{A} \sin \Delta \Theta_{A B}} \tag{3.7}
\end{align*}
$$

which correspond to an energy difference $\Delta E_{A B}$ :

$$
\begin{align*}
& \Delta E_{A B}=E_{A}\left(1-\frac{1}{\cos \Delta \Theta_{A B}+\cot \Theta_{A} \sin \Delta \Theta_{A B}}\right) \\
& \approx E_{A}\left\{-\cot \Theta_{A} \Delta \Theta_{A B}+\mathcal{O}\left[\left(\Delta \Theta_{A B}\right)^{2}\right]\right\} \\
& \approx E_{A}\left\{\cot \Theta_{A}\left(\frac{x_{A}-x_{B}}{D}\right)+\mathcal{O}\left[\left(\frac{x_{A, B}-x_{F}}{D}\right)^{2}\right]\right\} \tag{3.8}
\end{align*}
$$

where the angle $\Theta_{A}$ is the Bragg angle relative to the energy $E_{A}: \Theta_{A}=\arcsin \left(\frac{2 d E_{A}}{h c}\right)$. From this formula we can deduce the important dispersion relationship:

$$
\begin{equation*}
\frac{d E}{E}=\frac{d \Theta}{\tan \Theta}=-\frac{d x}{D \tan \Theta} \tag{3.9}
\end{equation*}
$$

As we can notice a precise energy measurement requires the precise evaluation of the position of the reflected X-ray and an accurate value of the crystal-detector distance.

## Energy resolution of the spectrometer

The energy resolution of the Johann-type crystal spectrometer depends, of course, on the intrinsic crystal resolution $\omega_{f}$ according to Eq. (3.3). Differently from flat crystal spectrometers, the energy resolution depends also on the crystal and sources finite sizes [107]. The total energy resolution can be written as:

$$
\begin{equation*}
\frac{\Delta E}{E}=\left(\frac{\Delta E}{E}\right)_{\mathrm{CRY}-\mathrm{INT}}+\left(\frac{\Delta E}{E}\right)_{\mathrm{CRY}-\mathrm{W}}+\left(\frac{\Delta E}{E}\right)_{\mathrm{CRY}-\mathrm{H}}+\left(\frac{\Delta E}{E}\right)_{\mathrm{SRC}-\mathrm{H}} \tag{3.10}
\end{equation*}
$$

where

- the $\operatorname{term}(\Delta E / E)_{\mathrm{CRY}-\mathrm{INT}}$ is given by Eq. (3.3),
- the term $(\Delta E / E)_{\mathrm{CRY}-\mathrm{W}}$ depends on the horizontal crystal size $b$ as:

$$
\begin{equation*}
\left(\frac{\Delta E}{E}\right)_{\mathrm{CRY}-\mathrm{W}}=\frac{b^{2}}{8 R^{2}} \cot ^{2} \Theta_{B} \tag{3.11}
\end{equation*}
$$

- the term $(\Delta E / E)_{\text {CRY-H }}$ depends on the vertical crystal size $a$ as:

$$
\begin{equation*}
\left(\frac{\Delta E}{E}\right)_{\mathrm{CRY}-\mathrm{H}}=\frac{a^{4}}{64 R^{4}} \cot ^{3} \Theta_{B} \tag{3.12}
\end{equation*}
$$

and may be ignored for large values of $R$,

- the term $(\Delta E / E)_{\text {SRC-H }}$ depends on the vertical dimension of the source $z$ as:

$$
\begin{equation*}
\left(\frac{\Delta E}{E}\right)_{\mathrm{SRC}-\mathrm{H}}=\frac{z^{2}}{4 R^{2} \sin 2 \Theta_{B}} \tag{3.13}
\end{equation*}
$$



Figure 3.8 - Silicon crystal attached to the glass support and crystal holder. The holder has a step-by-step motor to adjust the crystal angle relative to the horizontal axis.

## Particular characteristics of our spectrometer

In the spectrometer we used for our experiment, the crystals have a diameter of 100 mm and a radius of curvature of 3 m . The crystals are about 0.3 mm thick and they are attached to concave spherical glass lenses by adhesion forces (see Fig. 3.8).

The crystal, the detector and the intermediate connecting pipes of the spectrometer are in vacuum to avoid X-ray absorption. The adjustment of the spectrometer to different Bragg angles can be done online with linear steps moved by two stepping motor controlled remotely. One step changes the relative angle between the crystal and the detector $\Theta_{C R Y}$. The other changes the relative angle $\Theta_{A R M}$ between the crystal and detector ensemble and the cyclotron trap, i.e., the X-ray source, keeping $\Theta_{C R Y}$ unchanged (see Fig 3.9). The distance between the crystal and the detector can be changed online to adjust to the optimal focal condition with the CCD on the Rowland circle. The distance crystalcyclotron trap is fixed for each set-up. The adjustment of $\Theta_{C R Y}$ allows to select of the energy range visible by the detector. The adjustment of $\Theta_{A R M}$ allows to scan the target to optimize the X -ray rate.

## Spectrometer aberrations and corrections

## Refractive index in the crystal

An important correction which has to be taken into account is due to a more correct relationship between the X-ray energy and the Bragg angle. The Bragg law, as stated in Eq. (3.2), is not completely exact because it doesn't take into consideration the deviation


Figure 3.9 - Top view of the spectrometer. The angles $\Theta_{C R Y}$ and $\Theta_{A R M}$ define the spectrometer setting. The Bragg angle is taken between the crystal plane and the direction of the incident and reflected X-ray.
due to the index of refraction inside the crystal. Assuming that the simple Bragg equation holds in the interior of the crystal and that the usual optical principles of refraction apply, the refractive index correction is easily derived [108]. Inside the crystal the X-ray wavelength changes from $\lambda$ to $\lambda^{\prime}$ and the Bragg angle becomes $\Theta_{B}^{\prime}$. The Bragg law inside the crystal becomes:

$$
\begin{equation*}
n \lambda^{\prime}=2 d \sin \Theta_{B}^{\prime} . \tag{3.14}
\end{equation*}
$$

The wavelengths $\lambda$ are $\lambda^{\prime}$ related to refractive index $n_{r}$ by the relationship (see also Fig. 3.10):

$$
\begin{equation*}
n_{r}=\frac{\lambda}{\lambda^{\prime}}=\frac{\cos \Theta_{B}}{\cos \Theta_{B}^{\prime}}=1-\delta, \tag{3.15}
\end{equation*}
$$

where $\delta$ is the decrement of the index of refraction and it is of the order $10^{-6}$ for few keV X-rays. Eliminating the index of refraction $n_{r}$ and primed variables from equations (3.14) and (3.15) leads to the corrected Bragg law:

$$
\begin{equation*}
n \lambda=2 d \sin \Theta_{B} \sqrt{1-\frac{2 \delta-\delta^{2}}{\sin ^{2} \Theta_{B}}} \approx 2 d \sin \Theta_{B}\left(1-\frac{4 d^{2} \delta}{n^{2} \lambda^{2}}\right) \tag{3.16}
\end{equation*}
$$



Figure 3.10 - Effect of the index of refraction. The incident X-ray is refracted inside the crystal. Consequently, the Bragg law, valid in vacuum condition, changes.


Figure 3.11 - Effect of the bending deformation. The distance $d$ between crystal planes change in function of their position with respect to the neutral layer $(z=\zeta)$. Due to the conservation of the crystal volume, the d-spacing increase for crystal planes with $z<\zeta$ and decrease for crystal planes with $z>\zeta$.

## Crystal lattice deformation

For spectrometer used in Johann geometry (and curved crystal spectrometer), the positive radius of curvature of the crystal causes a deformation of the lattice constant $d$ increasing the separation toward the rear of the crystal and decreasing it toward the front (Fig. 3.11).

The middle layer (defined as the neutral layer) of the crystal will retain the original $d$ spacing. The relative change in the lattice constant is given by [109]:

$$
\begin{equation*}
\frac{\Delta d}{d}=-\frac{2 \nu}{1-\nu} \frac{z(E)-\zeta}{R} \tag{3.17}
\end{equation*}
$$

where $\nu$ is the Poisson's ratio ${ }^{2}$ for the crystal material, $z$ is the extinction length at the energy of interest and $\zeta$ is the distance from the neutral layer to the surface of the crystal

[^8]with radius curvature $R$. This formula is valid for a isotropic elasticity model. In the general case, the $\nu /(1-\nu)$ ratio is substitute to a more complex expression that depends on the elements of the compliance coefficients. Crystals have an anisotropic elasticity and the deformation of the lattice distance depends on the orientation of the bent surface with respect to the crystal planes, as explained in Appendix 7.2 .

The small change of the crystal lattice distance $d$ causes a correction of the Bragg angle that depends on the X-ray energy. Using the Bragg law from Eq. (3.2) we can easily calculate such correction:

$$
\begin{equation*}
\Delta \Theta_{\mathrm{LDC}}=-\frac{\Delta d}{d} \tan \Theta_{B} . \tag{3.18}
\end{equation*}
$$

## Penetration depth correction

There is a simple geometrical aberration caused by the change in the incident angle that the X-rays undergoes on penetrating the crystal, This results in a change in Bragg angle, which can depends on the average penetration depth $z$ of the X-ray [109, 110]:

$$
\begin{equation*}
\Delta \Theta_{\mathrm{PDC}} \approx \frac{z(E)}{R} \cot \Theta_{B} . \tag{3.19}
\end{equation*}
$$

## Johann broadening

In the Johann-type spectrometer, the crystal surface is tangent to the Rowland circle only in its middle point. For this reason, this spectrometer geometry is affected by an intrinsic aberration. In principle, it is possible to eliminate this aberration using a crystal with lattice planes with a curvature radius $R$ and with a surface with a curvature radius $R / 2$ (Johanson-type spectrometer). In practice, it is impossible to realize a crystal with these characteristics with the required precision, and it is easier to use the Johann configuration taking into account the required corrections. The principal aberration is due to the horizontal extension of the crystal $b$. X-rays incident on the lateral sides of the crystal are reflected with a slightly different angle that X-rays incident on the central part as shown in Fig. 3.12. This angle difference is always positive and causes an asymmetric shape of the focalized line on the detector. The asymmetry produces a shift $\Delta \Theta_{J}$ of the Bragg angle, which, for crystals with circular aperture, is [105):

$$
\begin{equation*}
\Delta \Theta_{J}=\frac{b^{2}}{32 R \tan ^{2} \Theta_{B}} \tag{3.20}
\end{equation*}
$$

## Measurement and simulation of the spectrometer response function

The spectrometer aberration and the quality of the different crystal have been recently studied accurately using a particular intense X-ray source. During 2003 and 2004, after some modification of the cyclotron trap, we set-up an Electron-Cyclotron-Resonance Ion Trap (ECRIT) to produce He-like ions [111]. The $1 s 2 s{ }^{3} S_{0} \rightarrow 1 s^{2}{ }^{1} S_{0} M 1$ transitions from He-like argon, chlorine and sulphur have been used to test the spectrometer components. The theoretical value of these transitions can be predicted with a precision of

[^9]

Figure 3.12 - The Johann setup for Bragg spectroscopy. The crystal bending radius $\mathrm{R}=\mathrm{SO}$ is the diameter of the Rowland circle (with the center at M ) on which the focusing condition $R \sin \Theta_{B}$ is fulfilled. X-rays reflected from the lateral sides of the crystal are focalized in a different point on the Rowland circle than the X-rays reflected from the central side of the crystal. This effect causes a shift of the line centroid to smaller values of Bragg angle (higher energies).
few meV from Quantum Electrodynamics (QED) calculations, and they are characterized by a width of some meV , much less than the spectrometer resolution (around 0.4 eV ). Systematic focal scans and aperture changes on the crystal surface allow to determinate completely the characteristic of the crystals and to measure the response function of the spectrometer. This experimental work was coupled with a Monte Carlo simulation of the spectrometer, which allows for a complete understanding of this instrument (see also Sec. 6 and Ref. [112]).

The use of the Monte Carlo X-ray tracking routine allows for the simulation of the response function for an arbitrary position of the CCD array with respect to the spectrometer focal plan. This enables to take into account the Johann aberration and, if necessary, the line defocusing effect, for the correct measurement of the Bragg reflection position.

### 3.4 Focal-plan position sensitive detector

## CCD detector characteristics

The position of the reflected X-rays is measured by an array of 6 CCDs placed on the Rowland circle. The position sensitive detector used in our experiment has been developed jointly between the University of Leicester and the Paul Scherrer Institut using the CCD of


Figure 3.13 - Photo of the CCD detector array. The read-out connections are visible at the external side of each chip.
type CCD22. The charged-coupled device CCD22 has been developed jointly by University of Leicester and Marconi Applied Technologies (formerly EEV) for the European Photon Imaging Camera (EPIC) on board of the X-ray telescope for the XMM-Newton spatial mission. A standard CCD is sensitive to X-rays in the energy range of few keV , but has very poor quantum efficiency ( QE ) at low energies (due to the absorption in the electrode structure) and at high energies (due to the limited depletion depth). The device CCD22 has been designed to overcome these limitations. Each CCD has an image area of $600 \times 600$ pixels of $40 \times 40 \mu \mathrm{~m}^{2}$ made on a silicon substrate, $300 \mu \mathrm{~m}$ thick, with a depleted region of about $30 \mu \mathrm{~m}$. Each pixel is defined by an open-electrode structure. In a standard CCD, the three electrodes (required for any charged-coupled device) are nominally the same width, approximately $1 / 3$ of the pixel size. In this case the electrode structure covers the whole of the pixel surface and provides a barrier to low energy X-rays, reducing the detection efficiency. As shown in Fig. 3.14, in the CCD22 the width of electrodes 1 and 2 are reduced substantially, whilst electrode 3, although much wider, is etched away, leaving a tapered T-shape structure. For this reason, the detector characterizing dimension is the distance between the center of adjacent pixels rather than the pixel size commonly used. This CCD type has a good quantum efficiency for $0.1-10 \mathrm{keV}$ X-rays, with a maximum of about $90 \%$ for $1-5 \mathrm{keV}$ photons when cold at $-100^{\circ} \mathrm{C}$ and used in photon counting mode (see Fig 3.15). The energy resolution for each pixel is about 160 eV at 3 keV . More detailed informations can be found in Ref. [113, 114 and in Appendix 7.2 .

## Data acquisition

The position sensitive detector is usually calibrated with one radioactive ${ }^{55} \mathrm{Fe}$ source temporary placed in front of the CCD array. The signal from each CCD of the detector


Figure 3.14 - Schematic of CCD22 pixel and enlarged cross-section view trough A-B. The etched (open) regions in the enlarged poly-silicon electrode (Poly 3) reduce absorption in the overlying electrode structure, improving low-energy X-ray quantum efficiency.
consists on ensemble of charges collected in different pixels in the CCD chip acquisition zone. The signal collection is operated during a finite period, i.e., frame, with a duration that can be changed in conformity of the experimental condition. At the end of this period, the charge deposited in the pixels are transferred, which occurs in $20-30 \mathrm{~ms}$, in the storage zone of the chip. From the this zone, the signals are readout and converted in digital signal in about 30 s . The exposure time for each CCD frame used for pionic atoms spectroscopy is in the order of 1 minute ( 30 seconds of data integration plus 30 seconds read-out). This allows to have only $1-10 \%$ of the image area illuminated by background events. The charge deposited in each pixel is decoded in 12 bits. For each pixel, a set of 5 bytes is recorded on the file: 3 for the position and 2 for the charge. The 6 CCDs are read out by a Visual Basic program running on a Windows95 PC. The data are usually stored in files in packets of $30-60$ frames (equivalent to $15-30 \mathrm{~min}$. data acquisition). The raw data files are transferred to a Linux PC to operate the necessary online analysis. Backup copies are made regularly on the computers of the collaboration institutes.


Figure 3.15 - Quantum efficiency of the open-electrode CCD22 and of a standard frontilluminated CCD.

### 3.5 Data analysis

## High precision energy spectra production

In X-ray crystal spectroscopy, the position of each spectral line on the focal-plane detector depends strongly on the energy of the detected X-rays. For this reason, the spatial analysis of the events distribution on the CCD array allows to obtain a final one-dimensional position spectrum that provides high accuracy energy spectra with a resolution of about $0.2-0.4 \mathrm{eV}$. The direct analysis of the charge deposited in each pixel enables to built low-resolution energy spectra with an energy resolution of about 160 eV at 3 keV . The low-resolution energy spectrum can be used to apply energy cuts for the events recorded by the position sensitive detector and to increase peak-to-background ratio on the final high-accuracy energy spectrum.

The raw data from the CCD array are read and analyzed using a Fortran program created by the collaboration members. To avoid possible programming errors, we developed two independent versions of this program: one carried by our group in Paris called CCDM and one by our collaborators from the Forschungszentrum Jülich (Jülich, Germany) called CSDCLUSTER. Both programs have as objective the reconstruction of the final one-dimensional position spectra from the two-dimensional data recorded by the CCD array. To reach this goal, three important steps have to be accomplished:

- Discrimination between background and pionic atoms X-ray events. Raw data are characterized by a high background signal. The increase in the signal-to-background
ratio is required to perform accurate measurements of the spectral lines.
- Reconstruction of the two-dimensional events distribution on the detector. The 6 CCDs, which constitute the position sensitive detector are spatially separated and they are oriented with slightly different angles. For each event, the raw information from a CCD has to be corrected to reconstruct the real two-dimensional position taking into account the relative orientation of each CCD.
- Curvature correction and projection of the two-dimensional data distribution to obtain the final position spectrum. A monochromatic X-ray source reflected by a Bragg crystal, produces a curved line on a flat detector. The line parameters depend on the angle and distance between the crystal and the detector, and on the characteristic of the crystal surface (flat, cylindrically curved, spherically curved, ...). This curvature has to be taken into account before the projection of the two-dimensional data to obtain the final one-dimensional position spectrum.

The completion of each of these steps is essential to obtain the final position spectrum from the data collected by the CCD detector array.

## Cluster analysis and energy cuts

The detection of the pionic atoms X-rays is affected by a strong background. This background is caused from the intense radiation produced by the interaction between pion and ordinary matter. Most of the pions from the beam are, in fact, absorbed in solid matter to form radioactive nuclei. The new nuclei, produced in an exited state, de-excite principally by emission of several neutrons and $\gamma$-rays:

$$
\begin{equation*}
\pi^{-}+A \rightarrow i n+\gamma+A^{\prime} \tag{3.21}
\end{equation*}
$$

where $i$ is the number of ejected neutrons and $A$ and $A^{\prime}$ are the nucleus types before and after the absorption of the pion, respectively. The neutrons can interact with matter as well and produce a secondary $\gamma$-ray background from nuclear de-excitation:

$$
\begin{equation*}
n+A \rightarrow A^{\prime *} \rightarrow \gamma+A^{\prime} \tag{3.22}
\end{equation*}
$$

The neutrons are mostly stopped by the concrete shielding between the cyclotron trap and the detector (see Fig. 3.2). In opposite, the secondary $\gamma$-ray background can easily reach the detector.

High energetic particles can penetrate deeply in the chips and they can create electronhole pairs into the depletion region, which is about $30 \mu \mathrm{~m}$ thick, and beyond it. Charge generated in the depletion region is usually contained within the pixel where the X-ray interaction occurred. Charge generated deeper in the CCD substrate (field-free region) tends to diffuse further where some may be lost due to recombination and the rest is eventually collected in several pixels. For this reason, gamma photons penetrate beyond the depletion region of the CCD, and produce a signal involving clusters of several pixels by charge splitting in the silicon substrate. In contrast, $3-4 \mathrm{keV}$ X-rays emitted by pionic atoms excite normally only one or two pixels in the CCDs. The charge distribution analysis, cluster analysis, is necessary to distinguish the signal from background events. Before the beginning of my Ph.D. thesis, the pixel analysis was based on the pattern recognition


Figure 3.16 - Typical charge distribution on the CCD pixels. The cluster analysis separates proper X-rays (isolated or paired events) from background events (clustered events or tracks).
of the cluster. For each pixel with a charge greater than a fixed threshold, the eight surrounding pixels were checked against fixed patterns. Events with one charged pixel (called type 1 event), two adjacent charged pixels (type 2) or two diagonally adjacent charged pixels (type 2B), were stored. All the other cases were discarded. This algorithm was developed and applied independently in the Paris analysis program CCDM (by Bruno Manil) [115], and in the Jülich analysis program CSD (the older version of CSDCLUSTER). This algorithm was sufficiently adapted for $2-4 \mathrm{keV}$ X-rays but not for fluorescence X-rays used to monitor the spectrometer stability. Photons from the $Z n K \alpha$ line have an energy of 8.64 keV and produce in the CCDs clusters of principally $5-15$ pixels. Only a small part of this X-rays could be detected using this cluster analysis. For cluster of this size, there are so many possible forms that pattern recognition is too involved to provide a workable solution.

To increase the detection efficiently of X-rays with energy of about $5-12 \mathrm{keV}$, our collaboration developed a new cluster analysis. The new algorithm has been developed for the program CSDCLUSTER during the Maik Henneback's Ph.D. thesis [66] (period 2000-2003), and independently for the program CCDM during my Ph.D..

Differently form the old version, the new cluster analysis is not based on pattern recognition and it can be explained with the help of Fig. 3.17. As the old algorithm, the new algorithm checks the pixels row by row for deposited charges in each CCD (Fig. 3.17 a)). When the pixel charge is above a selected threshold, its charge and position are stored, and the pixel gets a zero charge value in the program memory array. Next, the algorithm starts to check all the four directly adjacent pixels for the presence of a deposed charge, and it continues recursively (Fig. 3.17 b ) and c)). When no more adjacent charged pixels can be found, the total charge of the cluster is calculated adding the single pixel charges. The cluster two-dimensional position is evaluate by a weighted average, using the deposed charge as weight. The program continues to seek for pixels with a deposited charge ignoring the already checked pixels that have their charge set to zero (Fig. 3.17d)).

Position coordinates are in pixels and they are expressed by integer numbers. In contrast, the cluster barycenter can assume non-integer values. The position of the event within the pixel grid (coordinates in integer numbers) is chosen assuming an isotropic
a)

b)

c)

d)
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Figure 3.17 - The new analysis cluster. a) The pixels are checked row by row for deposited charges. b) When a deposited charge is found, the pixel assume a charge equal to zero in the program memory array and the algorithm continue to check all the four directly adjacent pixels. c) The algorithm continues to check the pixels forming the clusters until no more adjacent charged pixel can be found. At this point, the position, the total energy and the pixel number of the cluster are stored. d) The program continue to check for charged pixels. The pixels already checked are ignored because their charged has been set to zero.
event distribution and determining the exact position of a single event randomly for both x - and y -coordinate. To be more clear, we can study the 1-dimension case: if the position of the cluster barycenter is $x=1.3$, the position of the event will be $x=1$ in the $70 \%$ of the cases and it will be $x=2$ in the $30 \%$ of the cases.

The new cluster analysis had to be included in the main program by addition of some Fortran and C subroutine. The core of the recursive algorithm has been written in C because it showed better performances than the equivalent code written in Fortran90.

The number of pixels, position, and total charge of the clusters are stored to be used for additional analysis. In the energy spectrum visualization, it is possible to select only clusters with a certain number of pixels. In pionic atoms data, this allows to a first strong reduction of the background as it is possible to observe in Fig. 3.18. The selection of the cluster energy range, allows for an additional background reduction, and leads to high values of the signal-to-background ratio, typically of the order of 300 . Compared with the old algorithm, the new algorithm enables the detection of about $4-6 \%$ more photons: $1 \%$ comes from the detection of 3 -pixels-events, and $3-4 \%$ comes form the correct treatment of the diagonally adjacent pixels considered now as two single events.

The advantage of the new cluster analysis is more evident for $8-9 \mathrm{keV}$ X-rays detection. Only $20 \%$ of the $Z n K \alpha$ photons were detectable by the old algorithm. The correct treatment of the clusters with high number of pixels, allows to gain a factor of 5 in the number of detected photons [66].

## Two-dimensional plot reconstruction

Cluster analysis provides two-dimensional position in pixels for each event relative to the detecting CCD. In the ideal case we had perfect aligned and adjacent CCDs, we could use this information to determinate the real events distribution on the whole array. In reality, there are gaps between CCD of the order of 0.3 mm , and the chips are slightly misaligned, with relative orientations of 1-6 mrad. The real two-dimensional position of the events is reconstructed applying an appropriate coordinate change for each CCD. Position coordinates are in pixels and they are expressed by integer numbers. After the rotation and the translation of the reference frame, position coordinates can assume noninteger values. The events position is redistributed within the pixel grid applying the same method used for the cluster position (see previous subsection).

The relative position and orientation of the CCDs have been measured twice using two different methods. The first method used the image of an aluminum mask illuminated by an X-ray fluorescent source [66]. The second method used the image of a nanometric grid illuminated by a light source. Both techniques are described in the preprint of the article in Appendix 7.2 .

## Curvature correction and high resolution energy spectrum production

As I explained in Sec. 3.3, the crystal spectrometer produces curved lines on the detector, which correspond to X-ray transitions with different energy. To determine accurately the line width and position, a curvature correction has to be applied to the two-dimensional plot before to project the event distribution on the x -axis (for the accurate energy measurement). The lines shape is parameterized with a parabolic function $x=A+B y+C y^{2}$. The coefficients A, B and C are calculated by a linear fit to a selected spectral line. The

## raw data



Figure 3.18-10 hours worth of $\pi O$ data from 2002 shown without (left column) and with (right column) cluster analysis. The spectra are direct printouts of the data analysis software. $N$ is the number of events. Upper row: energy spectra. Middle row: 2D plot of the data. Lower raw: x-position spectra. For the cluster analyzed 2D and x-position plot, energy cuts are applied.
value of the parameters $\mathrm{A}, \mathrm{B}$ and C are not significantly sensitive to the line position on the CCD array and they can be obtained choosing the brightest line in the two-dimensional plot. The zone around the line is divided in several horizontal slices. For each slice, the centroid is calculated. The position of the centroids is used to perform a $\chi^{2}$-fit to determinate the parabola parameters. The influence of the background events in the fit results is minimized applying a recursive method. For successive fits, only events than are horizontally close enough to the previously calculated parabola are taken into account. In this way the selected zone is curved and it follows the tendency of the line intensity maximum. After some iteration, the result converges and gives the final parabola parameters. The width of the fit interval is set by the user.

The curvature correction is applied by changing the events position from $\left(x_{i}, y_{i}\right)$ to $\left(x_{i}-B y_{i}-C y_{i}^{2}, y_{i}\right)$. The events position is redistributed within the pixel grid applying the same method used for the cluster repositioning. After the curvature correction, the detected events are distributed in the two-dimensional plot along a straight line, and their position can be projected into the x -axis to obtain one-dimensional plot. The different lines are visualized on the projection as different peaks the position of which can be measured by a fit. The effect of the curvature correction in the two- and one-dimensional plot is shown in Fig. 3.19.

## Fit of the one-dimensional plot

After the CCD orientation and curvature corrections, the program CCDM provides, as final results, an one-dimensional plot, that correspond to the projection on the x -axis of the two-dimensional X-ray distribution on the detector. Peaks in this plot represent the spectral lines detected by the CCD array. The position of such peaks depends on the corresponding transition energies, which are measured precisely performing a fit of these peaks.

But which profile should we use to measure the peak position? In first approximation, as usual, the Gaussian distribution can be used to take into account the results of the different error sources as imperfections of the crystal, Doppler broadening, crystal response function, mechanical instabilities of the spectrometer...For low statistic data, the Gaussian profile is sufficient to describe the line profile but it start to be unsuitable for a more accurate analysis.

As an example, in pionic hydrogen spectra, the strong interaction manifests itself as an evident broadening into the $n p \rightarrow 1 s$ transitions. This broadening comes from the instability of the 1 s level of such atom due to the possible reaction between the pion and the nucleus. The ground level is unstable with a lifetime in the order of 0.4 fs , which correspond to a linewidth of about 0.8 eV , significantly larger than the spectrometer resolution of about 0.4 eV . In this case the instability of the ground level has to take into account using a Lorentzian profile to fit the peak, instead to the Gaussian profile. More precisely, a more adapted profile for this problem is the convolution of a Lorentzian and a Gaussian profile: the Voigt profile. The Voigt profile is well adapted to fit spectra, with energy level lifetime sufficiently short to produce an observable natural linewidth as in some cases of pionic atoms transitions.

To take into account the precise spectrometer response function and/or a more complicated velocity distribution of the atoms, a more generic profile has to be used. This profile


Figure 3.19 - $\pi O$ data from 2002 shown before (upper row) and after curvature correction (lower row). On the left side there are the 2D plot and on the right side there are the x-position plot.

Table 3.1 - Profile types to use to fit transition lines characterized by different aspects

| Profile used by the fit | Transition line characteristics |
| :--- | :--- |
| Gaussian | Simple fit for any instrument resolution |
| Lorentzian | Transition lines with short lifetime |
| Lorentzian $\otimes$ Gaussian $\rightarrow$ Voigt | Short lifetime and other effects |
| Spline | Johann aberration, defocusing,... |
| Spline $\otimes$ Gaussian | Johann aberration, defocusing,... and other effects |

can be provided by a simulation or by real measurement interpolated with splines ${ }^{3}$ to be used for the fit. For our proposal, the specific profile comes from a Monte Carlo simulation of the crystal spectrometer described in Sec. 5.2. This simulation can take into account also the effect of an arbitrary velocity distribution of the X-ray source. This feature is essential to consider the effects of the Coulomb explosions and the radiative cascade in pionic atoms. In particular, multicharged ion spectra analysis, described in in Chapters 5 and 6, requires adapted spectrometer response functions to fit correctly the transition lines in the atomic spectra. The typical linewidth and Doppler broadening in these spectra are so small that, in this case, the line profiles is very sensitive to the response function and focal condition of the cystal spectrometer. More details about the simulation program and ions spectroscopy analysis can be found in Sec. 5.2 and Ch. 6, respectively. To take into account additional resolution degradation, due to crystal imperfection as example, the spline profiles can convoluted with a Gaussian distribution.

All these requirements for a fit program are fulfilled by the program used in our group: FIT6. FIT6 is a Fortran77 and Fortran90 program developed by P. Indelicato with some additional features added by me. In particular, this program can use Gaussian, Lorentzian and Voigt profiles. In addition, I added few routines to fit with a generic line profile provided by an external data file using the spline interpolation. The spline can also be convoluted with a Gaussian distribution (see following section for more details). The fit is performed by $\chi^{2}$ minimization using the Levenberg-Marquardt method presented in the book Numerical Recipes for Fortran77 [116]. An equivalent program is available in the collaboration: FITIT. Like FIT6, the program FITIT can use the theoretical profiles provided by the Monte Carlo simulation convoluted with a Gaussian distribution to fit the one-dimensional spectra. Differently from FIT6, this program can additionally determine the parameters of the Doppler broadening and it can fit several peaks with a fixed position between them. The fit is obtained minimizing the $\chi^{2}$, using MINUIT libraries [117]. More details about FITIT and the Monte Carlo routines can be found in Ch. 5 and 6 , This program, developed by Leopold Simons will be used, in particular, for the measurement of the pion mass (Ch. 4).

The fit of the one-dimensional plot provides the peak position in pixels. To obtain the corresponding energy differences, two principal informations are required: the exact distance between the detector and the crystal center, and the distance between pixels in the CCDs. The crystal-detector distance is unambiguously determined by the experimental set-up. The average pixel distance at the working detector temperature has been recently measured with an error of 15 ppm . The description of this measurement is described in Appendix 7.2 .

## Data fitting using an arbitrary simulated profiles

The program FIT6 can use simulated or measured profiles provided as an histogram in an ASCII file. When the fit is performed, this histogram is read and interpolated to adjust the simulated profile to the real profile. This requires two principal steps:

- Interpolation of the data describing the simulated profile.

[^10]- Use of the interpolated profile for the $\chi^{2}$ minimization.

The histogram provides a finite set of data points, which have to be interpolated to extract a continue function to use for the fit. The simulated or measured profile is normally affected by statistical data fluctuation of the histogram values, proportional to its square root. A normal interpolation using simple splines is not adapted because it does not consider the statistical nature of the data fluctuation. For this reason, it has to be applied a spline fit of the simulated histogram.

In FIT6, we used a particular type of splines for the interpolation: the B-splines. Given $m+1$ knots ti in $[0,1]$ with

$$
\begin{equation*}
t_{0}<t_{1}<\ldots<t_{m}, \tag{3.23}
\end{equation*}
$$

a B-spline of degree $n$ is a parametric curve

$$
\begin{equation*}
\mathbf{S}:[0,1] \rightarrow \mathbb{R}^{2} \tag{3.24}
\end{equation*}
$$

composed of basis B-splines of degree $n$

$$
\begin{equation*}
\mathbf{S}(t)=\sum_{i=0}^{m+1} \mathbf{P}_{i} b_{i, n}(t), t \in[0,1] . \tag{3.25}
\end{equation*}
$$

The $P_{i}$ are called control points or de Boor points. A polygon can be constructed by connecting the de Boor points with lines, starting with $P_{0}$ and finishing with $P_{n}$. This polygon is called the de Boor polygon.

The $m-n$ basis B -splines of degree n can be defined using the Cox-de Boor recursion formula:

$$
\begin{align*}
b_{j, 0}(t) & :=\left\{\begin{array}{lll}
1 & \text { if } & t_{j} \leq t<t_{j+1} \\
0 & \text { otherwise }
\end{array}\right.  \tag{3.26}\\
b_{j, n}(t) & :=\frac{t-t_{j}}{t_{j+n}-t_{j}} b_{j, n-1}(t)+\frac{t_{j+n+1}-t}{t_{j+n+1}-t_{j+1}} b_{j+1, n-1}(t) . \tag{3.27}
\end{align*}
$$

When the knots are equidistant we say the B-spline is uniform otherwise we call it nonuniform ${ }^{4}$. In our case we used a cubic B-spline, i.e., $n=3$, which guarantee the continuity of the derivative in each point of the considered interval.

The fit and the evaluation of the B-splines is obtained using subprograms from the SLATEC Common Mathematical Library ${ }^{5}$, in particular using the subroutines defc.f, for the fit, and dbvalu.f to calculate the value of the spline and its first derivative.

The B-spline obtained from the fit of the simulated data is normalized and parameterized to be used by the $\chi^{2}$ minimization subroutine. The function implemented for the fit is in the form:

$$
\begin{equation*}
\operatorname{Bspline}(x)=a \operatorname{Nspline}\left(x-x_{0}\right), \tag{3.28}
\end{equation*}
$$

where $a$, and $x_{0}$ are the parameters to fit, and Nspline is the normalized B-spline, i.e., with the integral normalized to 1 . The partial derivatives of the B-spline necessary for the

[^11]fit are:
\[

$$
\begin{align*}
& \frac{\partial \text { Bspline }}{\partial a}(x)=\operatorname{Nspline}\left(x-x_{0}\right),  \tag{3.29}\\
& \frac{\partial \text { Bspline }}{\partial x_{0}}(x)=a \frac{\partial \text { Nspline }}{\partial x_{0}}\left(x-x_{0}\right), \tag{3.30}
\end{align*}
$$
\]

where $\partial$ Nspline/ $\partial x$ is provided by the subroutine dbvalu.f.
The implementation by FIT6 of the convolution of the B-spline with a Gaussian requires an additional parameter to take into account the width of the Gaussian distribution. In this case the function implemented for the fit is:

$$
\begin{equation*}
C(x)=\int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{(x-\tilde{x})^{2}}{2 \sigma^{2}}} a \operatorname{Nspline}\left(\tilde{x}-x_{0}\right) d \tilde{x}, \tag{3.31}
\end{equation*}
$$

where $\sigma$ is the with of the Gaussian distribution.
In this case, the calculation of the derivative is given by the formulas:

$$
\begin{align*}
& \frac{\partial C}{\partial a}(x)=\int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{(x-\tilde{x})^{2}}{2 \sigma^{2}}} \operatorname{Nspline}\left(\tilde{x}-x_{0}\right) d \tilde{x},  \tag{3.32}\\
& \frac{\partial C}{\partial x_{0}}(x)=\int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{(x-\tilde{x})^{2}}{2 \sigma^{2}} a \frac{\partial \text { Nspline }}{\partial x_{0}}\left(\tilde{x}-x_{0}\right) d \tilde{x},} \\
& \frac{\partial C}{\partial \sigma}(x)=\int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi} \sigma^{2}}\left(\frac{(x-\tilde{x})^{2}}{\sigma^{2}}-1\right) e^{-\frac{(x-\tilde{x})^{2}}{2 \sigma^{2}} a \operatorname{Nspline}\left(\tilde{x}-x_{0}\right) d \tilde{x} .} \tag{3.34}
\end{align*}
$$

### 3.6 Conclusions

In this chapter I described the pionic production and the X-ray spectrometer for high precision X-ray measurement. In Ch. 4 and 6 we will see how we can use such instrument for two particular cases: the measurement of the pion mass (Ch. 4) and highly charged ions spectroscopy (Ch. 6).

## Chapter 4

# Measurement of the charged pion mass 

> La cucina è una bricconcella; spesso e volentieri fa disperare, ma dà anche piacere, perché quelle volte che riuscite o che avete superata una difficoltà provate compiacimento e cantate vittoria.

Pellegrino Artusi, La Scienza in Cucina e l'Arte di
Mangiar Bene, Firenze 1891

## Introduction

In 1928, with the development by Paul Dirac of the relativistic quantum field theory, the electromagnetic force between charged particles had been understood on the basis of electromagnetic potentials and fields describing exchange of photons. Following the idea of the deep connection between exchanges of particles and energy potential, the Japanese physicist Hideki Yukawa attempted to describe the strong interaction force between nucleons with the introduction of a new particle [53]. Due to the strong interaction short range, this particle had a non-zero mass and the predicted value was between that of the electron and proton masses (for this reason the new particle was called meson from middle, in Greek).

It is only in 1947 that Powell, Lattes and Occhialini obtained the photographic evidence of the existence of a new particle (see Fig. 4.1) showing a heavier particle decaying in a lighter one [79, 80]. This heavier particle fulfilled the requirement of Yukawa's prediction and it was called $\pi$-meson or pion. The light particle produced by the disintegration of the pion was called $\mu$-meson or muon.

Yukawa estimated the pion mass to 200 times the electron mass ( $\approx 110 \mathrm{MeV}$ ). Counting the photographic emulsion grain in the particle trajectory, Powell and his group estimated the pionic and muonic mass ratio about 1.5. The first direct measurement of the pion mass came when it was possible to produce pions with proton accelerators measuring the deflection trajectory of the pion in a magnetic field. Stearns and his collaborators


Figure 4.1 - Top: the picture shows the particle tracks left in a photographic emulsion during the decay of a pion. The pion enters moving upwards from the bottom left, and comes to rest. It decays to produce a muon, which travels to the right. The muon track becomes increasingly dense as the muon slows down, and eventually stops. The muon then decays to an electron, producing the final track leaving at the top right. Bottom: Feynman diagram corresponding to the subsequent pion and muon decay.
performed the first mass measurement using pionic atoms in 1954 [118]. The $4 f \rightarrow 3 d$ X-rays emitted by light pionic atoms were measured with the critical absorption edge technique. The pion mass was estimated between 272.2 and 273.3 times the electron mass.

With the increase of the pion beam intensities, it was possible to measure pionic atoms X-rays with crystal spectrometers (which have a very low efficiency but high resolution). The first measurement was performed using pionic calcium and titanium obtaining $m_{\pi}=$ $139.577 \pm 0.013 \mathrm{MeV} / \mathrm{c}^{2}$ [119]. Since then, the pion mass has been re-measured several times using this technique with increased precision [120, 121, 122]. The most precise value to date has been obtained by Jeckelmann and his collaborator in 1986. With the measurement of the $4 f \rightarrow 3 d$ transition in pionic magnesium, they evaluate the pion mass with an accuracy to the level of 2.6 ppm [123].

It is possible to estimate the charged pion mass using a different method: studying the positive charged pion disintegration. Measuring the muon momentum in the decay $\pi_{\text {at rest }}^{+} \rightarrow \mu^{+} \nu_{\mu}$ [124, 125], it is possible to measure a lower limit value of the pion mass assuming $m_{\nu_{\mu}}^{2} \geq 0$. The experiment performed in 1991 [124] gives a pion mass lower limit equal to 139.56929 MeV , which was in complete disagreement with the value of "Jeckelmann1986" [123]. A too low value of the pion mass gives, in fact, a negative neutrino square mass.


Figure 4.2 - The most recent results of the charged pion mass. The world average 69 is indicate by the vertical band and it is derived from $\pi M g$ (solution B) and $\pi N$ experiments. The references of older experiment can be found in the text and in Ref. 69].

After a reanalysis of the data obtained in 1986, two possible pion mass value were proposed by Jeckelmann in Ref. 9, based in the assumption that a prevalent part of the pionic atoms had one or two remaining electrons in the K-shell, solution A and B, respectively. Only solution B was in agreement with the pion mass lower limit evaluated using the pion decay from Ref. [124]. Assamagan and his collaborators obtained in 1996 a new pion mass lower limit: 139.57008 MeV [125], which is compatible with the solution B of Ref. [9].

The actual accepted value [69] is the result of the average of the solution B of Ref. [9] and the new value obtained by a more recent experiment in 1998 [3], and it has a relative error of 2.5 ppm (see Fig. ??). Pionic magnesium was created by interaction of the pion beam with a solid target. The high density of the target allows for the possibility of the electron capture by the pionic atom. In contrast, due to the use of a gaseous target (nitrogen), this effect was negligible in the experiment performed in 1998 [3].

The present uncertainty of the pion mass, reduces the accuracy of the pionic atoms X-ray standard [33] to 2.5 ppm , the pion mass error [69], since, pionic atoms energy levels can be calculated using QED with a precision $\lesssim 1 \mathrm{ppm}$. For this reason, an improvement of the accuracy of such standards requires a reduction of the pion mass error.

In this chapter I will present a new pion mass experiment performed during 2000-2005
period. As in the experiment performed in 1998, we used a gaseous target [3], composed of nitrogen to avoid a possible electron recapture from the pionic atoms. The evaluation of the pion mass is obtained from the measurement of pionic nitrogen $5 g \rightarrow 4 f$ transition energy. The measurement of the 4 keV X-ray was performed using the crystal spectrometer described in Sec. 3.3. The experimental data were acquired at the Paul Scherrer Institut in a nine-week period in Spring 2000. During my Ph.D thesis I could participate to the final data analysis, which required the complete study of systematic effects.

The details of the experimental set-up are described in Sec. 4.1. The acquisition and analysis of the experimental data are described in Sec. 4.2 and 4.3. In Sec. 4.4 and 4.5, I will present the corrections and the systematic errors investigation required for the precise evaluation of pion mass. In Sec. 4.6, the final result of the new pion mass measurement is presented. Section 4.7 is dedicated to the test of the Klein-Gordon equation using the evaluation of the energy difference between the $5 g \rightarrow 4 f$ and $5 f \rightarrow 4 d$ pionic nitrogen transitions.

### 4.1 Description of the set-up

The general description of the Bragg crystal spectrometer and the data acquisition process can be found in Chapter 3. In this section I will describe the specific features of the set-up for the pion mass measurement.

Our crystal spectrometer can measure only energy differences. For this reason, determination of the energy of the pionic nitrogen $5 g \rightarrow 4 f$ transition requires a calibration line. For this propose, we used the muonic oxygen $5 g \rightarrow 4 f$ transition. Muonic oxygen was produced using a nitrogen-oxygen gas mixture. The muon are created by the pion disintegration and they are trapped by the magnetic bottle along the cyclotron trap axis and they are slowed down by the interaction with Mylar windows of the target. The muons sufficiently slow are captured by the gas in the cell to allow for the formation of muonic oxygen and muonic nitrogen. In the optimal condition, $2-3 \%$ of the incoming pions are stopped within the target chamber. About $10 \%$ of the muons produced by the decay of the pions are trapped. To check the stability of the spectrometer we used the copper $K \alpha$ lines. The $\mathrm{Cu} K \alpha$ lines were produced using a copper fluorescence target illuminated by a W anode X-ray tube. The copper target was positioned at the same place as the gas cell. The $\mathrm{Cu} K \alpha$ lines were measured in second order of diffraction from the crystal because their energy are almost double of the $5 g \rightarrow 4 f$ muonic oxygen transition energy.

## Target chamber

The target cell used in this experiment was 266 mm long with a diameter of 60 mm and it has, as particularity, a stabilizing structure for the end window with a honeycomb shape (see Fig. 4.3). To enable the formation of muonic oxygen, the target cell was filled with a gas mixture with $90 \%$ of oxygen and $10 \%$ of nitrogen at a pressure of $1000-1400$ mbar, to take into account the ratio $\sim 10: 1$ between the trapped pion and muon quantities in the target. Assuming a yield of $40 \%$ and $30 \%$ for the pionic nitrogen and muonic oxygen $5-4$ transition, the expected X-ray rate is in the same order of magnitude for both atomic species.


Figure 4.3 - Honeycomb support on the end of the target cell superimposed to the simulation of the X-rays apparent source on the target window corresponding to the Bragg reflection of pionic nitrogen and muonic oxygen X-rays detected on the CCD array. See also Fig. 4.5

## Spectrometer

For the measurement of the 4 keV X-rays, we used a spherically bent silicon crystal with a radius of curvature of $2981.31 \pm 0.33 \mathrm{~mm}$ (measured by ZEISS ${ }^{1}$ with mechanical methods). The crystal has a diameter of 100 mm and a thickness of $290 \mu \mathrm{~m}$. We use the (220) planes for the Bragg reflection assuming the crystal plane spacing recommended by CODATA 2002 [70]: $2 d_{(220)}=0.384031193 \mathrm{~nm}$ at $22.5^{\circ} \mathrm{C}$. The correspondent Bragg angle for 4 keV is about $53^{\circ}$. The energies of pionic nitrogen and muonic oxygen $5 g \rightarrow 4 f$ lines differ by only 32 eV , which corresponds to a Bragg angle difference of $\approx 36^{\prime}$, i.e., a separation of $\approx 30 \mathrm{~mm}$ between the two Bragg reflections on the detector, equivalent to about 623 pixels.

Changes to the crystal lattice structure at the edge of the crystal can cause poor quality reflection in this region. For this reason, the apparent crystal size was reduced by placing an aluminum mask with a 90 mm diameter circular aperture in front of the crystal.

[^12]
### 4.2 Beam-time operation and data collection

Data was taken continuously over a period of nine weeks in Spring 2000. The measurement comprises the system optimization, calibration data and system stability data. The experimental period was organized as following:

- Week 1. Experimental apparatus set-up.
- Week 2. Target scan, adjustment of the crystal tilt angle, measurement of the spectrometer dispersion with the $\mathrm{Cu} K \alpha$ line $\left(\Theta_{\mathrm{CRY}}\right.$ scan $)$, focus check.
- Week 3. Dispersion with $\mathrm{Cu} K \alpha$. Pionic nitrogen and muonic oxygen data acquisition.
- Week 4-7. Pionic nitrogen and muonic oxygen data acquisition. Calibration check with $\mathrm{Cu} K \alpha$ line.
- Week 8. Measurement of the spectrometer dispersion with pionic nitrogen transition.
- Week 9. Pionic neon data acquisition for spectrometer resolution and crystaldetector distance measurements.

In the following paragraph I will describe more in details the single operations. For additional information see also N. Nelms Ph.D. thesis [114].

## Spectrometer and target optimization

The optimal target cell position and the optimal pion beam line parameters have been obtained by filling the target chamber with neon at 1 bar and measuring the X-ray count rate against the target position, the plastic moderator thickness and the quadrupole line currents. X-rays from the pionic and muonic neon $3 \rightarrow 2$ transitions at $\approx 40 \mathrm{KeV}$ were measured with a germanium detector. This transition was used because, at this energy, there is no self-absorption within the target gas and the X-ray count depends solely upon stop volume. The final parameters adjustment has been done filling the target with oxygen and measuring the pionic and muonic oxygen $5 \rightarrow 4$ transitions to evaluate the effect of the X-ray absorption within the target gas before they can escape from the chamber.

Once the pionic and muonic atoms production have been optimized, the most favorable parameters of the spectrometer have to be determined. The spectrometer optimization consisted of two operations. The first is to determine the crystal tilt angle, and the second is a target scan (see Fig. 4.5) to find the center portion of the target.

As mentioned in Sec. 3.3 , the crystal holder has a stepping motor to adjust the crystal angle relative to the horizontal axis (see Fig. 3.8). A correct value of the tilt angle provides a balanced reflection at the detector, i.e., with a similar proportion of X-rays on the top and bottom CCDs of a column. The target chamber was filled with nitrogen at a pressure of 1000 mbar. With the pionic nitrogen $5 g \rightarrow 4 f$ line reflected onto one column of the CCD array, we recorded, for different tilt angles, the number of X-rays detected by the top and the bottom CCDs. The dependency of the detected X-ray on the tilt angle allows for the determination of the optimal position for a correct detector illumination. We found a tilt angle equal to $+0.35^{\circ}$.


Figure 4.4 - Target scan results. Plot of count rate against spectrometer arm angle $\Theta_{A R M}$. The real data are compared with the fit results assuming a uniform intensity distribution from the circular window of the target. The width of the target window correspond to $1,46^{\circ}$ on the plot. The intensity decrease in correspondence with $\Theta_{\text {ARM }} \approx 53.1^{\circ}$ and $53.3^{\circ}$ is due to the honeycomb structure of the window (Fig. 4.3).


Figure 4.5 - Scan of the target. The change of the angle $\Theta_{A R M}$ on the spectrometer is equivalent to change the zone of the target cell that emit the photons detected by the CCD array. The volume of this zone depends on the set-up geometry: the distance between the center of the target chamber with respect to the Rowland circle. The projection of this volume on the honeycomb window defines the apparent sources simulated in Fig. 4.3.

Since the stop distribution has a finite radius, we change the the angle between the crystal and the target keeping the detector-crystal angle fixed, i.e. changing $\Theta_{A R M}$ value, to determine where the edges of the target occurred to ensure the spectrometer was looking at the optimal central region of the cell (Fig. 4.4). I remember that changing $\Theta_{A R M}$ correspond to collect on the CCD detector X-rays coming from different part of the target volume. This measurement enables to choose the positions of the X-rays apparent source on the target window, correspondent to the Bragg reflection of the pionic nitrogen and muonic oxygen X-rays on the detector, with respect to the honeycomb structure of the target window. These positions have been chosen to be equally distant from the window center, and in the middle of the honeycomb cell as we can see in Fig. 4.3.

## Data acquisition

Simultaneous reflection from pionic nitrogen and muonic oxygen were recorded, with one line on each column of the CCD array (see Fig. 4.2) for a total period of 5 weeks. At the end of this period we had about 8500 counts in the pionic nitrogen lines and about 9000 counts in the muonic oxygen lines. At regular intervals throughout the beam-time, the target chamber was withdrawn and replaced by a copper fluorescence target illuminated by a X ray tube. $\mathrm{Cu} K \alpha_{1}$ and $\mathrm{Cu} K \alpha_{2}$ lines spectra where recorded to check the stability of the spectrometer apparatus. The $\mathrm{Cu} K \alpha$ lines were measured in second order (using the Si (440) planes) and have a Bragg angle very similar to the muonic oxygen $5 g \rightarrow 4 f$ transition (see Table 4.1).

## Spectrometer dispersion measurement

For the analysis of the pionic and muonic atom spectra, we must characterize the spectrometer. This means that the dispersion and the resolution of the instrument has to be measured.

The spectrometer dispersion has been evaluated with two different methods: either by direct measurement of the crystal-detector distance and by taking specific X-ray dispersion measurements. During the beam-time, two set of X-ray dispersion measurement were taken: using the $5 g \rightarrow 4 f$ pionic nitrogen transition and the copper fluorescence $K \alpha$ line. In each case, a high statistic measurement of the reflection was recorded at six separate positions across the CCD array by adjusting the crystal angle $\left(\Theta_{C R Y}\right)$. The arm angle was also adjusted for each position to ensure that the spectrometer viewed the same part of the target, i.e., changing $\Theta_{C R Y}$ and $\Theta_{A R M}$ simultaneously with the relationship in the angle change $\delta \Theta_{C R Y}=-\delta \Theta_{A R M}$. Unfortunately, a mechanical instability in the arm movement caused a distortion of the spectrometer tube, which resulted in a slight rotation of the CCD cryostat. As consequence, this method of spectrometer dispersion measurement results useless and the final detector distance has been evaluated measuring directly the mechanic components and measuring the focal distance for neon and pionic nitrogen with the analysis of the line shape using the Monte Carlo simulation described in Sec. 5.2. The mechanic component survey measurement gives the result $D=2388.1 \pm 0.2 \mathrm{~mm}$. The focal scan with pionic neon gave a focal distance $D(N e)=2140.82 \pm 0.37 \mathrm{~mm}(D$ is different because the X-ray energy is in this case, about 4.5 keV ), where the error is the quadratic sum of the fit error and the systematic error due to the accuracy of the radius of curvature of the crystal. The analysis of the pionic nitrogen line shape provided a third

Table 4.1 - Energies and Bragg angles of the atomic transitions involved on the pion mass measurement. The pionic nitrogen energies have been calculated in Ch. 2, The muonic oxygen energies have been provided by Ref. 67] using the muon mass from Ref. 69. The copper $K \alpha$ Bragg angles have been calculated using the values in Ref. 126 and adjusting the energy value using the CODATA 2002 recommended value for $\hbar c=197.326968 \mathrm{Mev} / \mathrm{fm}$. The corrected Bragg angle have been calculated using the XOP program 103 and they take into account the correction due to the refraction index of the material. The silicon (220) crystal had a radius of curvature of $2981.31 \pm 0.33 \mathrm{~mm}$ (value measured mechanically from the crystal surface) and $2 d_{(220)}=0.384031193 \mathrm{~nm}$ at $22.5^{\circ} \mathrm{C}$ [70]. Pionic and muonic X-rays were reflected in the $2^{\text {nd }}$ order of diffraction ((220) plane) and the copper K-lines in the $4^{\text {th }}$ order of diffraction ((440) plane). See Eq. 3.2. The calculation of the pionic nitrogen levels is presented in Sec. 2.4 . The strong interaction shift is evaluated in Sec. 4.4

| Transition | Relative <br> intensity | Natural <br> abundance (\%) | Energy (eV) | Corrected <br> Bragg angle |
| :--- | ---: | ---: | ---: | ---: |
| $\mu^{16} O 5 g_{7 / 2} \rightarrow 4 f_{7 / 2}$ | 1 | 99.756 | 4023.50794 | $53^{\circ} 21^{\prime} 51^{\prime \prime}$ |
| $\mu^{16} O 5 g_{9 / 2} \rightarrow 4 f_{7 / 2} 1 \mathrm{~K}$ el. | 35 | 99.756 | 4022.82300 | $53^{\circ} 22^{\prime} 39^{\prime \prime}$ |
| $\mu^{16} O 5 g_{9 / 2} \rightarrow 4 f_{7 / 2}$ | 35 | 99.756 | 4023.75025 | $53^{\circ} 21^{\prime} 35 "$ |
| $\mu^{16} O 5 g_{7 / 2} \rightarrow 4 f_{5 / 2} 1 \mathrm{~K}$ el. | 27 | 99.756 | 4023.37341 | $53^{\circ} 22^{\prime} 01 "$ |
| $\mu^{16} O 5 g_{7 / 2} \rightarrow 4 f_{5 / 2}$ | 27 | 99.756 | 4024.29836 | $53^{\circ} 20^{\prime} 57^{\prime \prime}$ |
| $\mu^{16} O 5 f_{5 / 2} \rightarrow 4 d_{5 / 2}$ | 1 | 99.756 | 4025.39564 | $53^{\circ} 19^{\prime} 41^{\prime \prime}$ |
| $\mu^{16} O 5 f_{7 / 2} \rightarrow 4 d_{5 / 2}$ | 20 | 99.756 | 4025.80308 | $53^{\circ} 19^{\prime} 13^{\prime \prime}$ |
| $\mu^{16} O 5 f_{5 / 2} \rightarrow 4 d_{3 / 2}$ | 14 | 99.756 | 4026.99219 | $53^{\circ} 17^{\prime} 52^{\prime \prime}$ |
| $\mu^{18} O 5 g_{7 / 2} \rightarrow 4 f_{7 / 2}$ | 1 | 0.205 | 4026.66923 | $53^{\circ} 18^{\prime} 14^{\prime \prime}$ |
| $\mu^{18} O 5 g_{8 / 2} \rightarrow 4 f_{7 / 2}$ | 35 | 0.205 | 4026.91324 | $53^{\circ} 17^{\prime} 57^{\prime \prime}$ |
| $\mu^{18} O 5 g_{7 / 2} \rightarrow 4 f_{5 / 2}$ | 27 | 0.205 | 4027.46417 | $53^{\circ} 17^{\prime} 19^{\prime \prime}$ |
| $\pi^{14} N 5 g \rightarrow 4 f 1 \mathrm{~K} \mathrm{el}$. | 35 | 99.64 | 4054.92528 | $52^{\circ} 46^{\prime} 17^{\prime \prime}$ |
| $\pi^{14} N 5 g \rightarrow 4 f$ | 35 | 99.64 | 4055.38012 | $52^{\circ} 45^{\prime} 47^{\prime \prime}$ |
| $\pi^{14} N 5 f \rightarrow 4 d$ QED | 35 | 99.64 | 4057.69379 | $52^{\circ} 43^{\prime} 12^{\prime \prime}$ |
| $\pi^{14} N 5 f \rightarrow 4 d$ QED $+\epsilon_{4 d}$ | 35 | 99.64 | 4057.70089 | $52^{\circ} 43^{\prime} 12^{\prime \prime}$ |
| $\pi^{14} N 5 d \rightarrow 4 p$ QED | 27 | 99.64 | 4061.94796 | $52^{\circ} 38^{\prime} 29^{\prime \prime}$ |
| $\pi^{14} N 5 d \rightarrow 4 p$ QED $+\epsilon_{4 p}$ | 27 | 99.64 | 4063.087 | $52^{\circ} 37^{\prime} 23^{\prime \prime}$ |
| $\pi^{15} N 5 g \rightarrow 4 f$ | 0.36 | 4058.24019 | $52^{\circ} 42^{\prime} 36^{\prime \prime}$ |  |
| $\pi^{15} N 5 f \rightarrow 4 d$ |  | 0.36 | 4060.55549 | $52^{\circ} 40^{\prime} 01 " \prime$ |
| $C u K \alpha_{22}$ |  | 8027.98600 | $53^{\circ} 32^{\prime} 40^{\prime \prime}$ |  |
| $C u K \alpha_{12}$ |  |  | 8045.36000 | $53^{\circ} 22^{\prime} 39^{\prime \prime}$ |



Figure 4.6 - One-dimensional position spectrum of pionic neon $206 \rightarrow 5$ transitions. The spectrometer resolution (FWHM) is about 500 meV . The $6 h \rightarrow 5 g$ line for the naturally occurring ${ }^{22} N e$ isotope is also visible.
estimation of the crystal-detector distance by giving a deviation to the assumed position of $+0.34 \pm 0.52 \mathrm{~mm}$, where the error is the quadratic sum of the fit error and the systematic error due to the accuracy of the radius of curvature of the crystal. All three methods agree inside two standard deviations and combining all three results we obtained:

$$
\begin{equation*}
D=2388.192 \pm 0.166 \mathrm{~mm} \tag{4.1}
\end{equation*}
$$

## Spectrometer response function and focal position measurement

During the beam-time, the spectrometer resolution was evaluated by taking a high statistics measurement of pionic neon $6 h \rightarrow 5 g$ transition $(\approx 4.5 \mathrm{keV})$. Neon was chosen because it is a monoatomic gas and consequently does not suffer from the Doppler broadening due to Coulomb explosion during the pionic atoms formation (see Sec. 4.3).

We obtained the spectrometer resolution by taking a set of 7 high statistic spectra with different values of the crystal-detector distance. The spectrometer resolution was estimated by measuring the Full Width Half Maximum (FWHM) of the pionic neon transition peak, which was equal to $\approx 500 \mathrm{meV}$ (see Fig. 4.6). This value has to be compared to the theoretical resolution of a perfect crystal obtained from a Monte Carlo simulation, which is equal to 330 meV . The difference between these values is caused by imperfections of the crystal, which can be taken into account by the simulation, convoluting the response function of a perfect crystal with a Gaussian distribution with $\sigma=56 \mu \mathrm{rad}$.


Figure 4.7 - Position of the CCD array with respect the Rowland circle. From the pionic neon focal scan, it was possible to evaluate the distance between the detector plain and the focal position of pionic nitrogen and muonic oxygen. It results a distance of 4 mm for the muonic oxygen $5 g \rightarrow 4 f$ transition, and 15 mm for the pionic nitrogen $5 g \rightarrow 4 f$ transition.

The precise value of the radius of curvature of the $\mathrm{Si}(220)$ crystal, has been obtained in spring 2005 by measuring mechanically the crystal surface. The measured value is $R=$ $2981.31 \pm 0.33 \mathrm{~mm}$, which is significantly different from the nominal value $R=2982.5 \mathrm{~mm}$. This new value is in agreement with the radius of curvature evaluated from the analysis of the multicharged ion spectra obtained in August 2005 (see also Sec. 5.2) and it is used to measure the pionic neon focal distance, which enables to determine exactly the position of the detector plane with respect to the Rowland circle in the pion mass measurement set-up. From this analysis, described more accurately in Sec. 5.2, it results that, during the data acquisition, the pionic nitrogen focal position was at 14.2 mm from the detector into the crystal direction, and the muonic oxygen was at about 4.6 mm in the opposite direction as showed in Fig. 4.7, instead of the estimated distance of 9.4 mm for both lines (closer and further to the crystal, respectively). This information is essential for the fit of the one-dimensional spectrum because it allows to take into account the line defocusing effect which can introduce a shift of the peak centroid.


Figure 4.8 - Crystal and housing temperature variation over the duration of the beam time. The period when simultaneous pionic nitrogen and muonic oxygen were recorded starts at hour $=330$ and stops at hour $=990$.

### 4.3 Data analysis

## Analysis of the raw data

The data from the CCD array have been analyzed using the program CSDCLUSTER to produce the one-dimensional spectrum necessary for the evaluation of the angular distance between the pionic nitrogen and muonic oxygen Bragg reflections. The value of the energy cut and cluster analysis parameters have been chosen to optimize the peak-to-background ratio, i.e., the accuracy of the fit of the one-dimensional spectrum. The curvature correction parameters have been calculated from the fit of the pionic nitrogen line. The choice of the line for this calculus does not affect the final results as we will see in Sec. 4.5,

During the data acquisition, the crystal temperature was passively monitored using three Platinum Resistance Thermometers (PRT), one at the front of the crystal, at the back and one outside the crystal chamber.

The temperature of the crystal changed slowly, with a maximum variation of $2^{\circ} \mathrm{C}$ (see Fig. 4.8. In correspondence to this variation, the crystal d-spacing varied and a corresponding correction has to be applied to analyze the data acquired at different temperatures. To perform such corrections, the data have been grouped in four set corresponding to similar temperatures. Each set has been analyzed independently producing four one-


Figure 4.9 - Spectrum position of the $5 \rightarrow 4$ pionic nitrogen and muonic oxygen.
dimensional position spectra to measure the distance between the pionic nitrogen and muonic oxygen lines.

Using the data from the pionic nitrogen dispersion measurement, it was possible in addition to produce a high statistics spectrum of the $5 \rightarrow 4$ pionic nitrogen transitions (Fig. 4.10) that has been used for the test of the Klein-Gordon equation.

## Characteristics of the one-dimensional spectrum

The characteristics of the $5 \rightarrow 4$ transitions for pionic nitrogen and muonic oxygen are quite different. These differences are principally due to spin of the orbiting particle, which determines the fine structures of the transition. The muonic oxygen $5 g \rightarrow 4 f$ transition is split into three different lines due to the spin of the muon: $5 g_{9 / 2} \rightarrow 4 f_{7 / 2}, 5 g_{7 / 2} \rightarrow 4 f_{7 / 2}$ and $5 g_{7 / 2} \rightarrow 4 f_{5 / 2}$, which have theoretical intensity ratios of $35: 1: 27$ [60, 67]. The presence of the naturally occurring oxygen isotope ${ }^{18} O(0.205 \%)$ makes a noticeable contribution from $\mu^{18} O 5 g_{9 / 2} \rightarrow 4 f_{7 / 2}$ and $5 g_{7 / 2} \rightarrow 4 f_{5 / 2}$ transitions. No fine structure splitting due to the spin occurs in the case of pionic nitrogen. As for the muonic oxygen, the parallel transition $5 f \rightarrow 4 d$ has to be taken into account as well as the contribution from the naturally occurring ${ }^{15} N(0.36 \%) 5 g \rightarrow 4 f$ transition. All the transition energies are presented in Table 4.1.

The profile of the peaks on the one-dimensional spectrum depends on the response function of the spherically bent crystal spectrometer. This response function is defined
by the rocking curve of the crystal, by the position of the CCD detector with respect to the focal position of the peak and by the Johann and other aberration described in Sec. 3.3 . As discussed in the previous section, the focal position of the pionic nitrogen and muonic oxygen lines were different (Fig. 4.7). For this reason, the corresponding peaks were characterized by a different response function. I remember that the Johann broadening produces an asymmetry of the peak and that depends on the crystal aperture.

Contrary to the pionic neon, muonic oxygen and pionic nitrogen are subject to the Coulomb explosion during their formation [127]. Oxygen and nitrogen in the target cell are in form of diatomic molecules. As the electrons are ejected during the de-excitation of the exotic atoms, the ionization reaches a level where the Coulomb repulsion between nuclei forces the fragment of the molecule apart, causing a Doppler shift in the observable transition energy. This results in a symmetric broadening of the response function. Consequently, the FWHM of the pionic nitrogen and muonic oxygen is of the order 800 meV , compared to only 500 meV for pionic neon.

Cascade models predict that complete ionization has a high probability in the case of pionic nitrogen and muonic oxygen. Yet there is a small probability $(2-3 \%)$ that one or two K-shell electrons remain [3].

## Analysis of the one-dimensional spectrum

## Model of the line profile

The fit of the peaks of the one-dimensional spectra has been performed using FITIT, a program similar to FIT6 developed by L. Simons, and using Monte Carlo simulations of the Bragg spectrometer as described in Sec. 5.2. The focal scan with pionic neon provides the measurement of the position of the Rowland circle with respect to the detector in the experimental set-up, and the additional Gaussian broadening of the response function, which takes into account the crystal imperfections. Using this information, the Monte Carlo simulation provides the best adapted response function for the muonic oxygen and pionic nitrogen peaks. The use of the Monte Carlo X-ray tracking routine enables to include the Johann aberrations and the response function deformation due to the defocusing in the line model of the fit. In addition, it can take into account the effect of the circular shape of the target window on the peak position. This curved shape can, in fact, modify the line barycenters, and thus, the distance between Bragg reflections. The reliability of this simulation has been accurately tested using He-like ions X-rays as described in Sec. 5.2.

## Doppler broadening, intensity ratio and K-shell electron contamination

The fit of the pionic nitrogen high statistics spectrum, using the dispersion measurement data, provides an accurate evaluation of the Doppler broadening parameters and the ratio intensity $I$ between parallel transitions with an relative error of $0.75 \%$ and $1.7 \%$ respectively. In particular we measured:

$$
\begin{equation*}
\frac{I(5 f \rightarrow 4 d)}{I(5 g \rightarrow 4 f)}=0.0673 \pm 0.0017 \tag{4.2}
\end{equation*}
$$

These values have been used for the fit of the position of pionic nitrogen in the mixed spectrum with muonic oxygen. These spectra are in fact characterized by a statistics
six times smaller. Fixing some of the fit parameters reduces the uncertainty on the peak position evaluation in the mixed spectrum. In addition, the high statistic spectrum enabled to estimate the probability to have a remaining K-shell electron to be smaller than $0.16 \%$. For this reason in the fit of the pionic nitrogen and muonic oxygen peak position, we did not consider the contribution of the atoms with a remaining electron in the K-shell.


Figure 4.10 - High statistic spectrum for pionic nitrogen $5 \rightarrow 4$ transitions. From the fit of this spectrum, it was possible to obtain an accurate measurement of the Doppler broadening, due to the Coulomb explosion, and of the intensity ratio between parallel transitions. In addition, it was possible to estimate the abundance of pionic nitrogen atoms with a remaining K-shell electron to be smaller than $0.16 \%$. One pixel correspond to 52 meV .

Fit of the pionic nitrogen and muonic oxygen mixed spectra
For the pionic nitrogen, the Doppler broadening parameters and the parallel transition ratio intensity were fixed to the values obtained from the high statistics spectrum (Fig. 4.10). The intensity ratio between $\pi^{14} N, \pi^{15} N$ and between $\mu^{16} O, \mu^{18} O$ transitions were fixed taking into account the naturally abundancy of the two pairs of isotopes. For muonic


Figure 4.11 - Experimental spectrum compared to the fit for muonic nitrogen (top) and pionic nitrogen transitions (bottom). One pixel correspond to 50 meV near the muonic oxygen lines, and 52 meV near the pionic nitrogen lines.
oxygen no high statistics spectrum was available and the intensity ratio between parallel transitions and the Doppler broadening parameters were evaluated at the same time that the peak position. The intensity ratio between fine structure components was fixed to the theoretical values 35:1:27 for $5 g_{9 / 2} \rightarrow 4 f_{7 / 2}, 5 g_{7 / 2} \rightarrow 4 f_{7 / 2}$ and $5 g_{7 / 2} \rightarrow 4 f_{5 / 2}$ transitions and 20:1:14 for $5 f_{7 / 2} \rightarrow 4 d_{5 / 2}, 5 f_{5 / 2} \rightarrow 4 d_{5 / 2}$ and $5 f_{5 / 2} \rightarrow 4 d_{3 / 2}$ transitions [60, 67].

The Doppler broadening could roughly be evaluated from a Gaussian fit of the lines. It results to be $815 \pm 13 \mathrm{meV}$ for the pionic nitrogen and $635 \pm 13 \mathrm{meV}$ for muonic oxygen.

The accuracy of the peak position measurement was in the order of 0.09 pixels. In addition to the error provided by the $\chi^{2}$ minimization, one has to take into account the error due to the Monte Carlo redistribution of the events on the detector due to the CCD relative orientation and curvature correction. This error has been evaluated measuring the distance of the pionic and muonic peaks using two one-dimensional spectra generated with the CSDCLUSTER program (or CCDM) from the same set of data (Fig. 4.3). The event redistribution produces an error in the order of 0.01 pixels. The final distance between the Bragg reflections has been evaluated using the four sets of data and applying the required correction to take into account the temperature change effect. The final evaluation for the distance between the muonic oxygen $5 g_{9 / 2} \rightarrow 4 f_{7 / 2}$ and pionic nitrogen $5 g \rightarrow 4 f$ peaks is:

$$
\begin{equation*}
x(\pi N)-x(\mu O)=(622.537 \pm 0.121) \text { pixels } \tag{4.3}
\end{equation*}
$$

This position difference enables to calculate the Bragg angle difference between pionic and muonic lines, i.e., the energy of the pionic nitrogen $5 g \rightarrow 4 f$ transition. From this energy measurement, the pion and muon mass ratio is calculated. Some corrections have to be applied before to obtain the correct evaluation of the angle difference between the Bragg reflections. These corrections, summarized in Table 4.4 are presented in detail in the next section.

### 4.4 Discussion of the corrections

## Temperature correction of the crystal d-spacing and of vacuum pipe length

The crystal d-spacing is temperature dependent:

$$
\begin{equation*}
d(T)=d\left(T_{0}\right)\left[1-\alpha\left(T-T_{0}\right)\right], \tag{4.4}
\end{equation*}
$$

where $T$ is the temperature in ${ }^{\circ} \mathrm{C}, \alpha=2.57 \times 10^{-6}{ }^{\circ} \mathrm{C}^{-1}$ [128, 129] is the linear expansion coefficient at $T=T_{0}$ and $d_{0}=0.384031193 \mathrm{~nm}[70]$ is the (110) d-spacing of silicon for a reference temperature $T_{0}=22.5^{\circ} \mathrm{C}$.

A change in temperature causes a change $\Delta d$ of the crystal spacing, that induces a modification $\Delta \Theta_{T C}$ of the Bragg angle $\Theta_{B}$ :

$$
\begin{equation*}
\Delta \Theta_{T C}=-\tan \Theta_{B} \frac{\Delta d}{d}=-\tan \Theta_{B} \alpha \Delta T, \tag{4.5}
\end{equation*}
$$

which leads to the relative Bragg angle correction

$$
\begin{equation*}
\Delta \Theta_{T C}(\mu O)-\Delta \Theta_{T C}(\pi N)=\left[\tan \Theta_{B}(\pi N)-\tan \Theta_{B}(\mu O)\right] \frac{\Delta d}{d}, \tag{4.6}
\end{equation*}
$$

Table 4.2 - Corrections and systematic effects for the evaluation of the angular distance between muonic oxygen $5 g_{9 / 2} \rightarrow 4 f_{7 / 2}$ and pionic nitrogen $5 g \rightarrow 4 f$ transitions: $\Theta_{B}(\mu O)-$ $\Theta_{B}(\pi N)$.

|  | Correction (") | error (") | error (ppm) |
| :--- | ---: | ---: | ---: |
| Bending correction | 0.214 | $\pm 0.004$ | $\pm 0.015$ |
| Penetration depth correction | -0.004 | $\pm 0.001$ | $\pm 0.004$ |
| Strong interaction $45 ~ \mu \mathrm{eV}$ | -0.003 | $\pm 0.003$ | $\pm 0.011$ |
| 1 K electron $<0.16 \%$ | 0.000 | $\left\{_{-0.000}^{+0.050}\right.$ | $\left\{_{-0.000}^{+0.184}\right.$ |
| Curvature correction | 0.000 | $\pm 0.040$ | $\pm 0.147$ |
| Off-line CCD height reduction | 0.000 | $\pm 0.061$ | $\pm 0.225$ |
| Fit region | 0.000 | $\pm 0.004$ | $\pm 0.015$ |
| Model for the line fit | 0.000 | $\pm 0.070$ | $\pm 0.258$ |
| Detector-Crystal distance | 0.000 | $\pm 0.153$ | $\pm 0.564$ |
| Orientation detector + tubes $\leq 0.14^{\circ}$ | 0.000 | $\left\{{ }_{-0.000}^{+0.008}\right.$ | $\left\{{ }_{-0.000}^{+0.030}\right.$ |
| Height CCD (out of plane) $\leq 20 \mathrm{~mm}$ | 0.000 | $\left\{{ }_{-0.000}^{+0.009}\right.$ | $\left\{{ }_{-0.000}^{+0.032}\right.$ |
| Target shape | 0.000 | $\pm 0.027$ | $\pm 0.099$ |
| CCD alignment ("gap") | 0.000 | $\pm 0.090$ | $\pm 0.332$ |
| Pixel distance | 0.000 | ${ }^{ \pm 0.033}$ | $\pm 0.033$ |
| $\pi N, \mu O$ energies | 0.000 | ${ }^{ \pm 0.093}$ | $\pm 0.122$ |
| Temperature renormalisation of $D$ | -0.003 | $\left\{{ }_{-0.005}^{+0.005}\right.$ | $\pm 0.343$ |
| Corr: sum /Errors: quadratic sum | 0.207 | $\left\{{ }_{-0.209}^{+0.255}\right.$ | $\left\{{ }_{-0.018}^{+0.018}\right.$ |

where the angles $\Delta \Theta_{T C}$ are in radians. To apply the temperature correction, we divided the data in four different groups of files, which correspond to different temperature conditions. The maximum value for this correction was for the temperature $19.2^{\circ} \mathrm{C}$ with:

$$
\begin{equation*}
\Delta \Theta_{T C}(\mu O)-\Delta \Theta_{T C}(\pi N)=0.050^{\prime \prime} \tag{4.7}
\end{equation*}
$$

In the same way, it was necessary to correct the detector-crystal distance $D$ taking into account the length change of the vacuum pipes, due to the temperature, connecting the crystal housing to the detector housing.

## Crystal bending corrections

In Sec 3.3 we have seen that the crystal bending causes a change of the lattice constant $d$ of the crystal. As we have presented in Eq. (3.17), the effect of such changes on the X-ray reflection depends on the energy of the incident photons, i.e., on the extinction depth $z$ inside the crystal. The extinction depth is different for $\pi$ and $\sigma$ polarization and, since the X-ray in the experiment are unpolarized, we use the weighted average. The extinction depth and relative intensities are calculated using the XOP code [103] and they are listed in Table 4.3.

To calculate the angular correction, we used Eq. (3.17) and (3.18), the values in Table 4.3, the Poisson's ratio for silicon with respect to the (110) direction for a spherically bent crystal $\nu=0.270$ (see Appendix 7.2), the half crystal thickness $\zeta=145 \mu \mathrm{~m}$ and the

Table 4.3 - Crystal extinction depth, including normal absorption, and intensities for $5 g_{9 / 2} \rightarrow$ $4 f_{7 / 2}$ muonic oxygen (first line) and $5 g \rightarrow 4 f$ pionic nitrogen (second line) X-ray photons calculated with the XOP code [103].

| Energy (eV) | $\pi$-polarization |  | $\sigma$-polarization |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Extinction |  |  |  |
|  |  |  |  |  | | Relative |
| :---: |
| intensity | | Extinction | Relative | Average extinction $(\mu \mathrm{m})$ | intensity | length $(\mu \mathrm{m})$ |
| :---: | :---: | :---: | :---: | :---: |
| 4023.75 | 6.88 | 14.62 | 1.98 | 79.22 |
| 4055.38 | 7.39 | 12.89 | 1.98 | 77.86 |

radius of curvature $R=2981.31 \mathrm{~mm}$. We obtain the Bragg angle corrections:

$$
\begin{equation*}
\Delta \Theta_{L D C}(\mu O)=+9.937 \prime \quad \Delta \Theta_{L D C}(\pi N)=+9.723^{\prime \prime} \tag{4.8}
\end{equation*}
$$

which lead to the relative Bragg angle correction

$$
\begin{equation*}
\Delta \Theta_{L D C}(\mu O)-\Delta \Theta_{L D C}(\pi N)=+0.214 " \pm 0.004 " \tag{4.9}
\end{equation*}
$$

The error takes into account the uncertainty on the crystal thickness and on the Poisson's ratio.

In the same way, we can calculate the effect of the penetration depth correction using Eq. (3.19). Substituting the values presented in Table 4.3, we obtain the corrections:

$$
\begin{equation*}
\Delta \Theta_{P D C}(\mu O)=+0.141 " \quad \Delta \Theta_{P D C}(\pi N)=0.144 " \tag{4.10}
\end{equation*}
$$

which leads to the relative Bragg angle correction:

$$
\begin{equation*}
\Delta \Theta_{P D C}(\mu O)-\Delta \Theta_{P D C}(\pi N)=-0.003 " \tag{4.11}
\end{equation*}
$$

## Strong interaction correction

The pion mass value has been evaluated using the theoretical prediction for pionic nitrogen transition energies taking into account only the electromagnetic interaction between the charged pion and the nucleus. However, as discussed in Sec. 3.2, the presence of strong interaction force can modify the energy levels of pionic atoms. The hadronic interaction causes an energy shift $\epsilon_{n l}$ of the atomic levels and open a capture channel, which reduces the lifetime of the level. This reaction is due to the overlap between the pion and nucleus wavefunctions and it is observable as a line broadening $\Gamma_{n l}$ in the X-ray transition, which is larger for low-angular-momentum states.

For the pion mass evaluation we chose to measure $5 g \rightarrow 4 f$ and $5 f \rightarrow 4 d$ transitions because the strong interaction does not change significantly the levels energy. Only for the $4 d$ level, which has the lowest angular momentum, we could expect a detectable correction of its energy.

There is no direct measurement of the strong interaction shift for $n=4$ and $n=5$ levels in pionic nitrogen. However, these shifts can be evaluated by rescaling the available measured shift for $2 p$ levels in pionic carbon and pionic oxygen, $\epsilon_{2 p}(C)$ and $\epsilon_{2 p}(O)$, and the shift on the $1 s$ level in pionic nitrogen, $\epsilon_{1 s}(N)$.

Assuming that the reaction probability weakly depends on the quantum numbers, the strong interaction shifts $\epsilon_{n l}$ for different orbitals are related by the formula [130]:

$$
\begin{equation*}
\left|\epsilon_{n l}\right| \approx\left(\frac{R}{a_{0}}\right)^{2 l}\left|\epsilon_{n s}\right|, \tag{4.12}
\end{equation*}
$$

where $R$ is the typical range of strong interaction and $a_{0}$ of the Bohr radius of pionic atom:

$$
\begin{equation*}
a_{0}=\frac{\hbar c}{\mu c^{2} \alpha Z} \approx \frac{192 \mathrm{fm}}{Z}, \tag{4.13}
\end{equation*}
$$

with $Z$ is the atomic number. Equation (4.12) is deduced assuming a potential $V$ with a short range $R$ and comparing expected values $\langle n l| V|n l\rangle$ for different wavefunctions.

The shift for the $4 s$ and $5 s$ levels can be calculated using the Deser formula [85, 98:

$$
\begin{equation*}
\epsilon_{n s}=-\frac{2 \pi \hbar^{2}}{\mu}\left|\Psi_{n s}(0)\right|^{2} \mathcal{R} e\left(a_{s}\right)=-\frac{2 \hbar^{2}}{\mu a_{0}^{3}} \frac{\mathcal{R} e\left(a_{s}\right)}{n^{3}}, \tag{4.14}
\end{equation*}
$$

where $a_{s}$ is the s-wave pion-nucleus scattering length due to the strong interaction and $\mu$ is the reduced mass of the system.

Using the experimental value $\epsilon_{1 s}(N)=-11.72 \pm 0.22 \mathrm{keV}$ [131], we obtain:

$$
\begin{equation*}
\epsilon_{4 s}(N)=\frac{1}{64} \epsilon_{1 s}(N)=(-183.1 \pm 3.4) \mathrm{eV} \quad \epsilon_{5 s}(N)=\frac{1}{125}=\epsilon_{1 s}(N)=(-93.8 \pm 1.8) \mathrm{eV} \tag{4.15}
\end{equation*}
$$

The term $\left(R / a_{0}\right)$ in Eq. (4.12) required the evaluation of $\epsilon_{n p}$ shifts that can be deduced using the formula [98, 132]:

$$
\begin{equation*}
\epsilon_{n p}=-\frac{6 \pi \hbar^{2}}{\mu}\left|\nabla \Psi_{n p}\right|^{2} \mathcal{R} e\left(a_{p}\right)=-\frac{6 \hbar^{2}}{\mu a_{0}^{5}} \mathcal{R} e\left(a_{p}\right) \frac{n^{2}-1}{3 n^{5}}, \tag{4.16}
\end{equation*}
$$

where $a_{p}$ is the p-wave pion-nucleus scattering volume due to the strong interaction.
Before calculating $\epsilon_{4 p}(N)$ and $\epsilon_{5 p}(N)$, we have to evaluate $\epsilon_{2 p}$ for pionic nitrogen from the experimental values for pionic carbon and oxygen using the empirical relationship [133]: $\epsilon_{2 p} \propto Z^{5.5}$. For pionic carbon we have $\epsilon_{2 p}(C)=3.16 \pm 0.10 \mathrm{eV}$, and for pionic oxygen $\epsilon_{2 p}(O)=15.5 \pm 0.16 \mathrm{eV}$ [133]. For pionic nitrogen we obtain the value $\epsilon_{2 p}(N)=$ $7.30 \pm 0.15 \mathrm{eV}$. Using equation (4.16), we have

$$
\begin{equation*}
\epsilon_{4 p}=1141 \pm 23 \mathrm{meV} \quad \epsilon_{5 p}=598 \pm 12 \mathrm{meV} . \tag{4.17}
\end{equation*}
$$

We can now evaluate the term $R / a_{0}$ for $n=4$ and $n=5$ levels of pionic nitrogen:

$$
\begin{equation*}
\left(\frac{R}{a_{0}}\right)_{n=4}^{2}=\frac{\epsilon_{4 p}}{\epsilon_{4 s}}=0.00623 \pm 0.00018 \quad\left(\frac{R}{a_{0}}\right)_{n=5}^{2}=\frac{\epsilon_{5 p}}{\epsilon_{5 s}}=0.00638 \pm 0.00018 \tag{4.18}
\end{equation*}
$$

From these values, we can calculate the strong interaction shifts $\epsilon_{n l}$ for the pionic nitrogen levels used for the pion mass measurement. The results are summarized in Table 4.4

As expected, we have the largest strong interaction shift for the $4 d$ level (between the measured transitions) $\epsilon_{4 d}(N)=+7.10 \mathrm{meV}$. This shift has to be taken into account for the spectrum analysis for the pion mass measurement because it produces an increase of +7.10 meV of $5 f \rightarrow 4 g$ pionic nitrogen transition energy. In opposite, for the other levels, the effect of the attraction between the pion and the nucleus is completely negligible.

In the same way, we can demonstrate that the strong interaction width $\Gamma_{n l}$ is always $\ll 0.5 \mathrm{eV}$, the spectrometer resolution.

Table 4.4 - Calculation of the strong interaction shift in pionic nitrogen levels. The shift is evaluated from the experimental data for pionic carbon and oxygen $2 p$ levels and for pionic nitrogen $1 s$ level using the formula in the text. The corrected energy is: $E_{n l}=E_{n l}(Q E D)+\epsilon_{n l}$, with $E_{n l}>0$.

| Atomic level | $\epsilon_{n l}$ |  |  |
| :---: | ---: | :--- | :--- |
| 4 p | +1.14 | $\pm 0.03$ | eV |
| 4 d | +7.10 | $\pm 0.40$ | meV |
| 4 f | +44.2 | $\pm 3.7$ | $\mu \mathrm{eV}$ |
| 5 d | +3.81 | $\pm 0.22$ | meV |
| 5 f | +24.3 | $\pm 0.21$ | $\mu \mathrm{eV}$ |
| 5 g | +0.155 | $\pm 0.017$ | $\mu \mathrm{eV}$ |

### 4.5 Discussion of the systematic errors

In this section we evaluate the systematic errors, not discussed in the previous section, in the evaluation of the Bragg angle difference between the pionic nitrogen and muonic oxygen lines

$$
\begin{equation*}
\Delta \Theta_{B}=\Theta_{B}(\mu O)-\Theta_{B}(\pi N) . \tag{4.19}
\end{equation*}
$$

## Pixel distance

The distance between the two Bragg reflections on the CCD array is measured in pixels. To obtain the correspondent energy difference, we have to know accurately the horizontal distance between pixels, along the dispersion direction ( $x$-axis in Fig. 4.2). The CCD devices were fabricated using a $0.5 \mu \mathrm{~m}$ technology, which means that the uncertainty over the full size is $0.5 \mu \mathrm{~m}$, i. e., an error of 0.8 nm for the pixel distance of $40 \mu \mathrm{~m}$ at room temperature. As the CCD is operated at $-100^{\circ} \mathrm{C}$, the knowledge of the pixel distance at this temperature is essential for crystal spectroscopy. This distance cannot be calculated precisely using the thermal expansion coefficient of silicon, the chip substrate material, and INVAR ${ }^{2}$, the metallic support material. For this reason a specific measurement was set-up in September 2003 to measure the pixel distance with an accuracy in the order of 0.5 nm . This measurement, described in the article in Appendix 7.2 , used a high-precision quartz mask (fabricated using a $0.1 \mu \mathrm{~m}$ technology) positioned in front of the CCD and illuminated with visible light. It was possible, fitting the quartz mask pattern in the twodimensional detector images, to measure the average pixel distance with a precision of 15 ppm and it results in $39.9775 \pm 0.0006 \mu \mathrm{~m}$, while the nominal value is $40 \mu \mathrm{~m}$.

The error on the pixel distance introduces a systematic error proportional to the distance, of about 623 pixel, between the pionic nitrogen and muonic oxygen lines on the CCD array. This error is $0.0006 \times 623=0.37 \mu \mathrm{~m}$, which corresponds to an angular uncertainty:

$$
\begin{equation*}
\delta\left(\Delta \Theta_{B}\right)_{\mathrm{PD}}=0.033 ", \tag{4.20}
\end{equation*}
$$

[^13]Table 4.5 - CCDs relative position and orientation with CCD 2 as reference. The orientation of CCD 2 relative to itself provides a check of the validity of the measurement method.

| CCD | $\Delta x$ (pixels) | $\Delta y$ (pixels) | $\Delta \Theta$ (mrad) |
| :--- | ---: | ---: | ---: |
| CCD2-CCD1 | $-1.251 \pm 0.029$ | $11.404 \pm 0.023$ | $-0.587 \pm 0.035$ |
| CCD2-CCD2 | $0.000 \pm 0.000$ | $0.000 \pm 0.000$ | $-0.002 \pm 0.003$ |
| CCD2-CCD3 | $0.509 \pm 0.012$ | $-11.021 \pm 0.021$ | $-0.677 \pm 0.074$ |
| CCD2-CCD4 | $-12.850 \pm 0.041$ | $10.279 \pm 0.023$ | $0.801 \pm 0.130$ |
| CCD2-CCD5 | $-13.579 \pm 0.009$ | $1.738 \pm 0.016$ | $2.233 \pm 0.130$ |
| CCD2-CCD6 | $-15.963 \pm 0.041$ | $-9.435 \pm 0.021$ | $5.530 \pm 0.011$ |

i.e., to a systematic error of 0.12 ppm on the pion mass measurement.

## CCDs relative orientation

As described in section 3.4, the position sensitive detector we used for the pion mass measurement is composed of 6 CCD devices. The relative orientation of the CCD chips has to be known to the same level of accuracy as the average pixel distance for the correct measurement of the position difference of Bragg reflections.

A first attempt to obtain the relative position of the CCDs has been made using a wire eroded aluminum mask illuminated by sulfur fluorescence X-rays produced by means of an X-ray tube. The alignment of the mask pattern allowed to estimate the relative CCD position to an accuracy of about $0.05-0.1$ pixel and the relative rotation to slightly better than $100 \mu \mathrm{rad}$ [66]. In September 2003 we obtained, using the high-precision quartz wafer described in the previous section, a new evaluation of the CCD orientation to an accuracy of about 0.02 pixel. Both methods are described in the article in Appendix 7.2 .

The fluorescence X -ray and optical measurement provides compatible values of the CCD orientation. However, for the final spectrum reconstruction, we used the set of values obtained with the quartz mask, which have a better accuracy. The results of this measurement are presented in Table 4.5 .

The uncertainty of the CCDs relative orientation provides a systematic error of 0.025 pixels on the distance between the pionic nitrogen and muonic oxygen lines, which corresponds to an angular uncertainty:

$$
\begin{equation*}
\delta\left(\Delta \Theta_{B}\right)_{\mathrm{DRO}}=0.090^{\prime \prime} \tag{4.21}
\end{equation*}
$$

and to 0.33 ppm in the pion mass value.

## Curvature correction error

Curvature corrections were obtained using pionic nitrogen experimental data line. To set the error introduced, we measured the position distance between the two Bragg reflection in two cases: using the curvature correction deduced using the pionic nitrogen and using the muonic oxygen. The distance difference from the two evaluation provides an evaluation of the systematic error equal to:

$$
\begin{equation*}
\delta\left(\Delta \Theta_{B}\right)_{\mathrm{CC}}=0.040 " \tag{4.22}
\end{equation*}
$$

## Fit region

The curvature correction parameters are obtained from the parabolic fit of the spectral line in the position two-dimensional plot (Fig. 3.19). The influence of the background events in the fit results is minimized applying a recursive method. For successive fits, only events than are horizontally close enough to the previous calculated parabola are taken into account. In this way, the selected zone is curved and it follows the tendency of the line intensity maximum. However, a first fit region around the spectral line has to be selected to evaluate the first fit guesses. A particular choice of this fit region could have an effect on the final curvature values. This effect has been estimated observing the changes on the line separation after having applied the curvature correction calculated from different fit regions. The resulting systematic error is:

$$
\begin{equation*}
\delta\left(\Delta \Theta_{B}\right)_{\mathrm{FR}}=0.004^{\prime \prime} \tag{4.23}
\end{equation*}
$$

## Off-line detector height reduction

At the top and bottom extremes of the reflection on the CCD array, the line profiles begin broaden (due to the spherical curvature of the crystal) and can have an significant effect on the determination of the curvature correction, as the selection of the fit region in the precedent paragraph. To estimate this effect, the heights of the reflection were trimmed to determine whether this would make any improvement to the curvature correction fit. A number of symmetrical reduction were made and the associated systematic error has been estimated observing the changes on the lines separation after having applied the curvature correction. We obtain:

$$
\begin{equation*}
\delta\left(\Delta \Theta_{B}\right)_{\mathrm{DHR}}=0.061^{\prime \prime} . \tag{4.24}
\end{equation*}
$$

## Model of the line fit

The one-dimensional spectra have been fit using the line model provided by the Monte Carlo simulation. To calculate the dependence on this choice, we fit the same spectra using a Voigt distribution (convolution between a Lorentzian and Gaussian distribution) as line model. The distance between the pionic nitrogen and the muonic oxygen lines obtained with this fit was compatible with the distance obtained with the Monte Carlo simulation line profiles. The difference between the two evaluation was 0.04 pixels for the total distance of about 623 pixels, when the statistic error is about 0.1 pixel. This difference has been taken into account as systematic error due to the choice of line profile for the fit. We have:

$$
\begin{equation*}
\delta\left(\Delta \Theta_{B}\right)_{\mathrm{LP}}=0.070^{\prime \prime} \tag{4.25}
\end{equation*}
$$

## Detector orientation

Ideally, the CCD array should be oriented perpendicular to the direction of the incoming X-ray path from the crystal and the center of the detector should be on the plane defined by the crystal planes and the source. However, mechanical tolerances from the spectrometer tubes, the cryostat flange and the CCD cold-finger all introduce a deviation from this ideal. If the offset angle $\beta$ of the CCD array is measured, the error can be represented as
the apparent change $\delta l$ in the separation of the reflections $l$ :

$$
\begin{equation*}
\frac{\delta l}{l}=1-\cos \beta \approx \frac{\beta^{2}}{2} . \tag{4.26}
\end{equation*}
$$

The offset angle was measured to be $\beta<0.14^{\circ}$, The correspondent angular systematic error is:

$$
\begin{equation*}
\delta\left(\Delta \Theta_{B}\right)_{\mathrm{DO}}=0.008^{\prime \prime} . \tag{4.27}
\end{equation*}
$$

In the same way, mechanical tolerances allows for a detector vertical shift $\delta y$ up to 20 mm with respect to the horizontal crystal-source plane. This shift causes an apparent change $\delta l$ in the separation of the reflections $l$. Using the Monte Carlo simulations we estimate the change on the Bragg angle difference to be:

$$
\begin{equation*}
\delta\left(\Delta \Theta_{B}\right)_{\mathrm{DS}}=0.009^{\prime \prime} \tag{4.28}
\end{equation*}
$$

## Detector-Crystal distance

The uncertainty on the detector-crystal distance provides the largest contribution to the systematic errors. This distance has been measured to $2388.192 \pm 0.166 \mathrm{~mm}$ using the mechanic survey of the spectrometer components and from the focal position measurement of the pionic neon and nitrogen (Sec. 4.2). The associate error is:

$$
\begin{equation*}
\delta\left(\Delta \Theta_{B}\right)_{\mathrm{DCD}}=0.153^{\prime \prime}, \tag{4.29}
\end{equation*}
$$

that correspond to an error of 0.56 ppm on the pion mass value.

## Target window shape

The X-ray distribution on the detector plane depends on the form of the window of the target cell. As we can see in Fig. 4.3, the shape of window boundary defines diagonal cuts of the apparent X-rays emission surface. These cuts produce correspondent cuts on the line on the CCD array causing a shift of the line barycenter. As the defocusing, this effect is taken into account by the model of the line profile used in the fit, which is provided by the Monte Carlo simulation assuming a certain position of the emission surface on the target window. This position has been determined experimentally by the target scan with an accuracy of 1 mm . From this uncertainty, it corresponds a systematic effect on the evaluation of the Bragg reflection distance that is evaluated to be:

$$
\begin{equation*}
\delta\left(\Delta \Theta_{B}\right)_{\mathrm{TW}}=0.02 \mathrm{~T}^{\prime \prime} . \tag{4.30}
\end{equation*}
$$

### 4.6 Final results

If we take into account all the corrections discussed in Sec. 4.4 and in Table 4.2, we obtain an angular difference between muonic $5 g_{9 / 2} \rightarrow 4 f_{7 / 2}$ and pionic $5 g \rightarrow 4 f$ Bragg reflections:

$$
\begin{equation*}
\Theta_{B}(\mu O)-\Theta_{B}(\pi N)=0^{\circ} 35^{\prime} 46.25^{\prime \prime} \pm 0.41^{\prime \prime} \text { stat. } \pm 0.22^{\prime \prime} \text { syst. } \tag{4.31}
\end{equation*}
$$

The first error is due to the statistics and the second error is due to the systematic errors.


Figure 4.12 - Comparison between different measurement of the pion mass. The Particle Data Group value [69] is the results of the average of the solution B of "Jeckelmann 1994" [9, which used a solid magnesium target, and the value from "Lenz 1998" [3] which used a target of gaseous nitrogen. The "Assamagan 1996" pion mass lower limit has been obtained from the measurement of the momentum of the muon produced by the disintegration of a pion at rest [125] .

Using the muonic oxygen $5 g_{9 / 2} \rightarrow 4 f_{7 / 2}$ transition as reference line $(\mathrm{E}=4023.75025 \mathrm{eV})$, we can evaluate the energy of the pionic nitrogen $5 g \rightarrow 4 f$ transition. From the transition energy dependency on the reduced mass of the atom, it is possible to evaluate the mass of the negatively charged pion:

$$
\begin{equation*}
m_{\pi^{-}}=\left(139.571042 \pm 0.000210_{\text {stat. }} \pm 0.000110_{\text {syst. }}\right) \mathrm{MeV} \tag{4.32}
\end{equation*}
$$

The first error is due to the statistics and the second to the systematic errors.
This evaluation provides the most accurate measurement of the charged pion mass up to now. As we can see from Fig. 4.12, our measurement is completely in agreement with Ref. [3], and with the Particle Data Group [69] value within two standard deviations, which is the average of the Ref. [3] value and the solution B of Ref. [9] that use a solid magnesium target. In addition, our value is not in contradiction with the pion mass lower limit evaluated from the pion decay measurement [125]. The presence of two solutions of Ref. [9] is due to the difficulty to determine the number of remaining K-shell electrons in the pionic magnesium. In the work presented here and in the Ref. 3] experiment this ambiguity is not present because of the gaseous target, and in particular, we proved that less than $0.16 \%$ of pionic nitrogen has a remaining electron in the K-shell (Sec. 4.3). For this reason, this new value of the pion mass is a good candidate to be the new world reference.

Table 4.6 - Energy difference between $5 g \rightarrow 4 f$ and $5 f \rightarrow 4 d$ pionic nitrogen transitions. The calculation of the pionic nitrogen levels has been presented in Sec. 2.4. The strong interaction shift is evaluated in Sec. 4.4.

| Source | Difference (eV) |
| :--- | :--- |
| QED (Ch. 2] | 2.3137 |
| QED $+\epsilon_{4 d}$ | $2.3208 \pm 0.0004$ |
| Lenz 1998 [3] | $2.3082 \pm 0.0097$ |
| This work | $2.3002_{-0.0069}^{+0.0137}$ |

### 4.7 Test of the Klein-Gordon equation

The fit of the pionic nitrogen transition has been performed while fixing the distance of the parallel transition using QED predictions. On other hand, if we keep this distance free, we can measure the energy difference between the $5 g \rightarrow 4 f$ and $5 f \rightarrow 4 d$ pionic nitrogen transitions and we can compare it to the theoretical prediction to test KleinGordon equation validity.

Previous tests of the Klein-Gordon equation has been obtained from the observation of pionic titanium transitions [15] with an accuracy of $2 \%$, and from the observation of pionic nitrogen transitions [3].

The analysis of the high statistics pionic nitrogen spectrum provides a new value of the $5 g \rightarrow 4 f$ and $5 f \rightarrow 4 d$ pionic nitrogen transitions energy difference. We obtain:

$$
\begin{equation*}
E(5 f \rightarrow 4 d)-E(5 g \rightarrow 4 f)=\left(2.3002 \pm 0.0069_{-0.0000}^{+0.0119}\right) e V \tag{4.33}
\end{equation*}
$$

The first error comes from the fit results. The second error is systematic and it is due to the contribution from pionic nitrogen $5 f \rightarrow 4 d$ with a remaining electron in the K-shell estimated to be lower than $2 \%$. Using the high statistics pionic nitrogen spectrum, we estimated this contribution to be lower than $0.16 \%$ for the $5 g \rightarrow 4 f$ transition. However, the cascade model for non-circular transitions is completely different from the circular ones because in this case radiative transitions can be more probable than Auger transitions (see Sec (3.2). We estimated that less than $2 \%$ of the pionic atoms emitting a $5 f \rightarrow 4 d$ photon have a remaining electron in the K-shell.

As we can observe in Table 4.6, our value is in agreement inside one standard deviation with the previous experiment [3], with the pure Quantum Electrodynamics prediction, and inside two standard deviation with theoretical value with the strong interaction correction of $+7.10 \mathrm{meV}(\mathrm{Sec} 4.4)$. We should note that the value from Ref. [3] has a slightly better accuracy but its error evaluation does not take into account the possibility of a line contamination from pionic nitrogen with a remaining electron in the K-shell. We can conclude that this new measurement confirm the predictions from Quantum Electrodynamics for spin-0 particles, with an accuracy of $0.6 \%$.

## Part II

## Highly charged ions

## Chapter 5

## Electron-Cyclotron-Resonance ion sources and traps

## Introduction

The characterization of the Bragg crystal spectrometer, described in Sec. 3.3, is an essential operation for pionic atoms spectroscopy and is particularly important for the measurement of the strong interaction broadening in the pionic hydrogen 1s level. [3, 5, 6, 7, 8, and more generally, for high precision X-ray spectroscopy. This broadening is measured by evaluation of the width of the transition $n p \rightarrow 1 s$ with the help of the crystal spectrometer. The width of the experimental line is the combination of the strong interaction effect, of the Doppler broadening and of the spectrometer resolution. For this reason, the accurate measurement of the strong interaction width depends critically on the evaluation of the spectrometer response function. In the same way, the correct response function has to be used for the precise evaluation of the Bragg reflection in the CCD detector, taking into account the asymmetry of the peak on the one-dimensional spectra due to the crystal rocking curve and the Johann aberration.

Fluorescence sources, generally characterized by a high intensity X-ray emission, are not adapted for this task because their emission spectrum is complex and the line width is in the order of some eV, much larger than the typical resolution of our spectrometer $\approx 0.5 \mathrm{eV}$. As an alternative, pionic atoms obtained by monoatomic gases can be used instead of fluorescence X-rays. For example, the natural width of $6 h \rightarrow 5 g$ pionic neon transition ( 4.5 keV ) is 12 meV [33]. Nevertheless, the low photon rate form these sources (about 100 counts/hour) doesn't allow for an accurate characterization of the spectrometer because the statistics is too low.

An alternative high intensity X-ray source is available from Electron-Cyclotron-Resonance Traps and Sources ${ }^{1}$ (ECRIT and ECRIS). These X-ray sources can produce and traps considerable quantities of highly charged ions. For low- to medium-Z atoms, the X-rays from hydrogen-like ions and helium-like ions have an energy of few keV, with a natural width,

[^14]less than 50 meV , that is negligible compared to the expected resolution of the Bragg crystal spectrometer. The ion kinetic energy in an ECRIS is small, on the level of about 1 eV [37]. Because of this, a Doppler broadening of less than 40 meV can be expected in He-like argon M1 line (a 3 keV transition).

These qualities make ECRIT and ECRIS ideal X-ray sources for Bragg spectrometer characterization. In addition, they are particularly adapted for bent crystal spectrometers that require an extended source, because the X-rays are emitted from a plasma that occupies an extended volume inside these type of sources. For this reason, since 1999, our collaboration developed an ECRIT using the super-conducting coils of the cyclotron trap [134 (described in Sec. 3.1), and we observed the first X-rays from the ion plasma in 2002. Using this device, we characterized our Johann-type spectrometer measuring accurately the response function relative of several bent crystals. These measurements have been performed during Spring 2002, Spring-Summer 2004 and Summer 2005 periods.

On the other hand, the high X-ray intensity of these sources allows to perform highly charged ions spectroscopy measurements with a precision never reached before. Highly charged ions spectroscopy provides a unique instrument to test Quantum Electrodynamics and in particular it enables to test the electron-electron interaction and electron self-energy prediction in strong field condition (high Z) [32, 135, 136, 137]. During the spectrometer characterization, it was possible to use the Paul Scherrer Institut ECRIT to acquire X-ray spectra of atomic physics interest. The result of these measurements are presented in Chapter 6 .

If we assume that QED calculations are correct at the required level of accuracy, Xrays from ECR sources can be used as standards instead of the traditional fluorescence sources. The definition of such standard requires the measurement of the absolute X-ray wavelength with an accuracy $<1 \mathrm{ppm}$. A systematic study of highly charged and X-ray standards definition require long periods of spectra acquisition. These periods cannot be guaranteed by the PSI ECRIT, which shares certain components with the cyclotron trap for pionic and muonic atom production. For these reasons, the Metrology of Simple Systems and Fundamental Tests group of the Laboratoire Kastler Brossel bought an Electron-Cyclotron-Resonance (ECR) ion source in 2002. I spent my $1^{\text {st }}$ year of research installing and testing this ion source with Prof. Indelicato and a technician's help. This source can now produce intense quantities of hydrogen- and helium-like argon, some tens of pA , and highly charged ions of several elements as shown in the following sections. The development of a double crystal spectrometer [138, 139, 140] is also in progress in the group. This instrument will enable the absolute measurement of X-ray energy with an expected precision $<1 \mathrm{ppm}$. This device requires high intensity sources as X-ray tubes or, in our case, the plasma from an ECRIS.

This chapter is dedicated to the ECR ion sources and traps. In Sec. 5.1 I will give a general description of the ECR ion sources. In Sec. 5.2 I will describe, in particular, the ECR ion trap developed at the Paul Scherrer Institut for the Bragg crystal characterization, describing in particular the data acquisition period during my Ph.D thesis. The discussion of the atomic spectroscopy results obtained with this source will be presented extensively in Chapter 6. Section 5.3 is dedicated to SIMPA ${ }^{2}$ ECR ion source mounted at the Laboratoire Kastler Brossel in Paris.

[^15]

Figure 5.1 - Schematic of a generic ECR ion source. The plasma electrons are trapped in a minimum-B-field structure and they are heated by microwaves in resonance at the ElectronCyclotron magnetic surface.

### 5.1 General description of the Electron-Cyclotron-Resonance ion sources and traps

In 1965 , R. Geller proposed to produce a confined atomic plasma heated by Electron-Cyclotron-Resonance of the free electrons inside a magnetic field. Using their experience with mirror machines for fusion plasma studies, Geller and his collaborators developed the first ECR ion source in 1971 [36, 141]. The Electro-Cyclotron-Resonance ion sources can deliver ions of many different elements and the radiation emission from the plasma can be used as an intense source of X-rays. Today's ECR ion sources are very reliable low-cost machines and they are used in the principal accelerator facilities in the world (Berkeley 88 -inch cyclotron, TRIUMF, CERN, GSI, Ganil, ...). Moreover, ECRIS are used also in small experimental research facilities as ion-surface interaction study or atomic and plasma studies.

## Operation principle

The Electron-Cyclotron-Resonance ion source consists of a plasma confined in a magnetic bottle. The plasma is made of electrons and ions with different charge states. The atoms are ionized by collision with energetic electrons. The electrons are accelerated inside the device by the microwave radiation injected into the confined plasma. The microwave


Figure 5.2 - Top: axial field along to the ECR source axis. The magnetic field minimum at the center allows for the ions trapping long the source axis. Bottom: magnetic field lines in the source. A particle is trapped in the minimum-B-field structure if $\sin \theta_{0} \geq \sqrt{B_{\min } / B_{\max }}$, where $B_{\max } / B_{\min }$ is the mirror ratio of magnetic field of the source. The increasing of the mirror ration value corresponds to a high electron confinement efficiency.
frequency is chosen to be resonant with the cyclotron frequency of the electrons for a certain magnetic field value to accelerate the electrons inside the magnetic bottle (the plasma chamber).

The principal components of a ECR ion source are:

- a plasma chamber
- a set of solenoids and/or permanent magnets
- a microwave generator
- a gas injection
- an ion extraction


Figure 5.3 - Left: Cross-section view of the open hexapole of the PSI ECRIT and the corresponding magnetic field lines. Internal radius $=45 \mathrm{~mm}$, external radius $=120 \mathrm{~mm}$, length $=300 \mathrm{~mm}$, magnetic field at the hexapole surface $=1.28$ Telsa. Right: picture of the plasma inside the chamber. The ions follow the field lines of the hexapole.

The ions are produced inside a vacuum chamber and they are confined axially and radially by a minimum-B-field structure inside the source. The axial confinement is provided by a longitudinal strong magnetic field, which has a minimum value at the center of the source (see Figs. 5.1 and 5.2). This field is usually produced by a pair of solenoids or by permanent magnets. In the same way, a hexapole structure (or more generally a n-pole structure) provides a radial magnetic field with a minimum along the source axis to confine the plasma in the center of the vacuum chamber. In Fig. 5.3, we can observe as example the magnetic field lines produced by the hexapole of the PSI ECRIT next to the corresponded burning plasma picture.

Charged particles inside the chamber have a helicoidal movement around the magnetic field lines and they are reflected from the zones with high B-field value if their kinetic energy is not sufficiently high. Particles moving in a magnetic field are characterized, in fact, by a velocity parallel, $v_{\|}$, and perpendicular, $v_{\perp}$, to the B-field. The perpendicular movement defines the magnetic moment of the particle $\mu_{p}$ :

$$
\begin{equation*}
\mu_{p}=\frac{m v_{\perp}^{2}}{2 B} \tag{5.1}
\end{equation*}
$$

where $m$ is the mass of the particle and $B$ is the local magnetic field. If there is no additional external electric field, the kinetic energy $E_{k}$ of the ions and electrons remains constant along the charged particle trajectory and the magnetic moment $\mu_{p}$ is an invariant of the motion. Due to the conservation of $\mu_{p}$, a particle, moving from a zone with a low value of B-field to a zone with a higher value, transfers gradually the parallel kinetic energy $(1 / 2) m v_{\|}^{2}$ to the perpendicular kinetic energy $(1 / 2) m v_{\perp}^{2}$ to keep the magnetic moment constant. When $B=E_{k} / \mu_{p}$ we have that $E_{k}=(1 / 2) m v_{\perp}^{2}$, and $v_{\|}=0$, the particle stop its parallel movement and it changes the direction of its parallel velocity: the particle is reflected and go back in the direction of the magnetic field minimum and it can not
have access to spatial zones where $B>E_{k} / \mu_{p}$. This condition can be written using the parallel-perpendicular velocity ratio: the particle is trapped when

$$
\begin{equation*}
\left|\frac{v_{\perp}}{v_{\|}}\right|_{\mathrm{B}=\mathrm{B}_{\min }}=\sin \theta_{0} \geq \sqrt{\frac{B_{\min }}{B_{\max }}}, \tag{5.2}
\end{equation*}
$$

where $\theta_{0}$ is the angle between the particle velocity and the B-field line at the minimum of the magnetic field (see Fig 5.2). The quantity $B_{\max } / B_{\min }$ is defined as the mirror ratio of the magnetic field. This is an essential characteristic of an ECR ion source: an elevate mirror ratio value corresponds to a high electron confinement efficiency. Typical values of the mirror ratio are 1 to 5 , depending on the characteristics of the magnets.

The ionization of the gas inside the ECR source is produced by collision of the electrons with the atoms:

$$
\begin{equation*}
X^{n+}+e^{-} \rightarrow X^{(n+1)+}+2 e^{-} . \tag{5.3}
\end{equation*}
$$

To obtain an ion $X^{n+}$, it must be present an electron population with energies equal or bigger than the $n^{\text {th }}$ level ionization potential for the atom $X^{(n-1)+}$. For example, to obtain $A r^{17+}$, it must be present in the plasma electrons with a kinetic energy of, at least, 4.12 keV , the ionization energy of an electron in the K-shell of $A r^{16+}$.

To heat the electrons in the plasma, a high frequency (HF) electromagnetic wave is injected in the chamber. The electron acceleration is obtained when the electron-cyclotron frequency $\omega_{c}$ is equal to the injected HF wave frequency, i.e., when we have the electronic-cyclotron-resonance:

$$
\begin{equation*}
\omega_{c}=\frac{e B}{m_{e}}, \tag{5.4}
\end{equation*}
$$

where $e$ and $m_{e}$ are the charge and the mass of the electron. This condition is satisfied for a specific magnetic field value. For this reason the resonance takes place on a magnetic equipotential surface in the plasma chamber. For a magnetic field of 0.5-1.5 Tesla, a typical resonance frequency is in the order of $2-20 \mathrm{GHz}$ (microwave band). The electrons, confined by the magnetic field, can pass through the resonance surface several times and they are accelerated in the direction perpendicular to the B-field favoring the electrons trapping efficiency [36] as we can deduce from Eq. (5.2). These "hot" electrons are accumulated near the magnetic field minimum and they create a negative well in the plasma potential where the positive ions are attracted (see Fig. 5.4).

Neutral atoms are provided by an axial or radial injection of gas in the vacuum chamber. The presence of the free electrons can be enhanced by negatively polarized electrode inside the chamber, as in the ECR source in Paris, or by coating the plasma chamber walls with a very efficient secondary-electron emitter as the alumina. With the help of a special oven, metallic atoms can also be used in ECR ion sources. The typical gas pressure inside the plasma chamber is in the order of $10^{5}-10^{7}$ mbar depending of the source requirements. High pressures are ideal to extract intense low-charged ion beam. Lower pressure are required to produce highly charged ions to prevent, inside the plasma, electron recapture from the atoms.

The production of more highly charged ions can be improved significantly by adding a gas lighter than the main gas into the plasma. For example, for argon (main gas) the mixing with oxygen (support gas) shows the best results [141]. The most widely accepted model for gas mixing effect is a cooling of the highly charged ions by the low charged ions. Using kinematic consideration, the mixing gas cooling should be optimal when the atomic


Figure 5.4 - Shape of the plasma potential along the radial direction. The potential $\phi$ between the source and the plasma is due to the positive ions trapped by the magnetic field in an extended region. A typical value of the plasma potential is in the order of some tens of volts. In opposite, the electrons are mostly trapped near the center of the source and then caused a depletion $\Delta \phi$ on the plasma potential. Consequently, highly charged ions are principally attracted and trapped in this region.
mass of the main gas is about twice the atomic mass of the support gas. The cooling of the highly charged ions increases the confinement time of them giving a chance for additional ionizing collision with energetic electrons. However, this is only a hypothesis and it has not been confirmed by our observation in 2005 when we tried to cool down xenon with $\mathrm{CHClF}_{2}$. Xenon has an atomic mass of 131 a.u., and $\mathrm{CHClF}_{2}$ has a molecular mass of 66 a.u., and it has been used as support gas instead of oxygen, which has a molecular mass of 32 a.u.. We did not observe any changes on the intensity of the highly charged xenon when we changed the support gas.

The ions can be extracted from the plasma using an extraction electrode put to a potential of several kV with respect to the source potential. The ion beam can be used for many types of experiments and it can be used also to analyze the plasma characteristics, as the ions charge states and the plasma potential [142].

Many types of ECR ions sources have been developed since the 1970's. In the following sections, two of them are described. The first one is a ECR ion trap (without ions extraction) characterized by a new design based on the presence of two superconducting coils for the axial confinement designed specifically to characterize our Bragg crystal spectrometer. The radial confinement is provided by a open hexapole structure. The second one is the ECR ion source installed in Paris. This ECRIS is a commercial source produced by PANTECHNIK and it has permanent magnets with a closed hexapole structure for the radial confinement. The ions can be extracted and analyzed in a dedicated beam line.

### 5.2 Electron-Cyclotron-Resonance ion trap at the Paul Scherrer Institute

ECR ion trap at the PSI has been projected in 1999-2000 in collaboration with S. Biri from the Institute of Nuclear Research of the Hungarian Academy of Sciences (ATOMKI) in Hungary and with D. Hitz from the Commissariat à l'Énergie Atomique (CEA) in Grenoble (France) [134]. In spring 2002, before the beginning of my Ph.D thesis, our collaboration obtained the first plasma light (see Fig. 5.3) and it was possible to observe X-rays from highly charged argon. After the source optimization on the intensity of the $1 s 2 s{ }^{3} S_{1} \rightarrow$ $1 s^{2}{ }^{1} S_{0} M 1$ X-ray transition in He-like argon, we measured the response function of the Bragg crystal spectrometer with quartz (10. $\overline{1}$ ) and silicon (111) crystals [111, 112].

In spring 2004, the characterization of the spectrometer was completed with the test of our whole set of crystals (quartz (10. $\overline{1}$ ), quartz (100) and silicon (111)) using the M1 transition line from He-like argon, chlorine and sulphur 143. In the following section I will present principally the results obtained in 2004, during my Ph.D..

During the characterization of the crystal spectrometer in 2004, it was possible to acquire high intensity spectra of several type of multicharged ions. Using different gas mixtures in the ECRIT plasma, we measured in particular the transition energies of Helike argon, sulphur and chlorine with unprecedented statistics and resolution.

## Device description

The ECRIT developed at PSI consists (Fig. 5.2) of a pair of a superconducting magnets (which, together with special iron inserts, provides the mirror field configuration), of an AECR-U-style permanent hexapole magnet, and of a 6.4 GHz power regulated HF emitter. The mirror field parameters provide one of the highest mirror ratios for ECR sources, with a value of 4.3 over the length of the plasma chamber. This high ratio provides a high electron confinement efficiency, which allows for an ionization probability increase of the ions into the plasma.

The hexapole is cooled by a forced flow of demineralised water along the internal parts of the magnets (see Fig. 5.6). The plasma chamber is formed by a 0.4 mm thick stainless steel tube of inner diameter of 85 mm and a length of 265 mm axially limited by copper inserts. At the position of the hexapole gap, the stainless steel tube is perforated by a series of holes with a diameter of 2.5 mm allowing for radial pumping in addition to the axial pumping. The pumping system is composed of three $3000 \mathrm{l} / \mathrm{s}$ turbomolecular pumps and of a $1000 \mathrm{l} / \mathrm{s}$ cryo-pump.

A reference pressure (without plasma) of $3 \times 10^{-8} \mathrm{mbar}\left(6 \times 10^{-8} \mathrm{mbar}\right.$ without the cryo-pump) was reached in 2004, after reducing the surface of the iron insertion pieces from the 2002 set-up and installing a cryo-pump; this pressure was $1.7 \times 10^{-7} \mathrm{mbar}$ in 2002. Gas injection is supplied radially through the gaps in the open structure hexapole. The gas composition is routinely controlled and stabilized with a quadrupole mass spectrometer.

## Spring-Summer 2004 measurements

## Set-up

During Spring 2004 (see Fig. 5.7), we injected different kinds of gases in the ECRIT in order to obtain X-ray spectra from highly-charged argon, chlorine and sulphur. For this


Figure 5.5 - Schematic of the PSI ECRIT, with axial field values superimposed. 1) Iron return yoke and force balance iron. 2)Hexapole. 3) Field forming iron. 4) Superconducting coils. 5) high frequency (HF) wave guides. 6) Copper inserts.
propose, we used a gas mixture of $\mathrm{O}_{2}$ and, respectively, $\mathrm{Ar}, \mathrm{CHClF} \mathrm{F}_{2}$ and $\mathrm{SO}_{2}$. Using the experience acquired in the previous run, we adjusted a mixing ratio of around $1: 9$, with a total pressure in the plasma chamber of $3-4 \times 10^{-7}$ mbar. In order to recognize the different charge states, we used as an initial reference the $K \alpha$ or $K \beta$ lines of the neutral gas, which are easily recognizable: they are the brightest when only a few watts of HF power are injected. Using known energy intervals, we were then able to move the spectrometer to the region of the nearby $1 s 2 s^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0} M 1$ transition in the He-like ion, and to observe it. We then optimized the different ECRIT and spectrometer parameters in order to maximize the line intensity in the detector.

## Data analysis

As for the pionic atoms, the energy spectra are obtained from the two-dimensional information from the X-rays detected by the CCD array, as described in Sec. 3.4. The background characteristic for highly charged ions spectroscopy is completely different from pionic atom spectroscopy. For this reason, a slightly different data analysis has to be used. Pionic atoms background was caused principally by $\gamma$-rays and neutrons produced by the interaction between pion and solid matter. This radiation produces tracks or cluster of exited pixels in the CCD chips. For pionic atoms, the rejection of the background events requires the use of the cluster analysis, which can be applied because, for each frame, only 1 to $10 \%$ of the image area is illuminated by X-rays and background radiation. In the case


Figure 5.6 - Picture of the PSI ECRIT during the maintenance: the superconducting coils are separated and the hexapole magnet is visible at the center of the trap with the water cooling connections. The A4 foil inside the source gives an idea of the dimensions of the device.


Figure 5.7 - Set-up of the experiment in 2002.
of an Electron-Cyclotron-Resonance ion trap radiation, the main source of background is the bremsstrahlung radiation due to collision of energetic electrons with ions or with the vacuum chamber walls. This radiation has a broad energy spectrum and it cannot be distinguished from X-rays of the same energy emitted by the ions. The typical illumination time per frame of the CCD chips is 30 s . Due to the high intensity of the X-rays, this allows for a sizeable probability of double hits for pixels near the line peaks and it requires a special analysis to include these events. For the same reason, the high probability to have neighboring pixels exited from different X-rays render useless the cluster analysis (see Fig. 55.8): along the line maximum we can observe clusters formed by several exited pixels. The cluster analysis algorithm detects and interprets this group of exited pixel as a unique event with an energy several time bigger than the energy of a single atomic X-ray. In opposite, if we analyze each pixel independently, it is possible to reconstruct correctly the detected events. The deposited charge in each excited pixels is usually produced from one or two photons, and it has to be considered as a single event. However, this raw analysis doesn't allow for the detection of the events that involves two or more pixels,

In order to reduce this effect and improve the peak-to-background ratio, a densimet $\circledR^{3}$
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Figure 5.8 - Typical charge distribution on the CCD pixels near one of line peak after 30 seconds integration time. The intensity of the brightest transition from the ECRIT plasma is so strong that the cluster analysis is useless because the probability to have two or more neighboring pixels excited is too high near the peak maximum.
collimator was inserted at a distance of 150 mm from the center of the plasma, leaving an aperture of $28 \mathrm{~mm}(\mathrm{~h}) \times 4 \mathrm{~mm}(\mathrm{v})$ or $28 \mathrm{~mm}(\mathrm{~h}) \times 1 \mathrm{~mm}(\mathrm{v})$, depending on the configuration.

During the different runs the (double hits)-to-(single hits) ratio was always below $5 \%$, which is small enough to properly handle double hits in the final analysis, and to neglect triple hit processes. The high accuracy energy spectra are obtained from the two-dimensional data from the CCD array as described in Sec. 3.4.

## Source characterization

During the optimization of the apparatus, we studied the M1 line intensity as a function of the injected HF power. As expected, we observed a strong dependence between the M1 intensity and the HF power (see Fig. 5.9). In contrast, we noted an unexpected behavior of the maxima of the curves, whose HF intensity does not increase with the ionization energy of the He-like ion, which is 3.2 keV for argon, 2.8 keV for the chlorine and 2.5 keV for the sulphur. This can be due to the different type of gas we used to inject the different atoms: for chlorine as example we used a molecular gas, $\mathrm{CHClF}_{2}$. The introduction of different types of atoms at the same time could alter the normal dynamic of the ECR ion trap. Moreover, for all the elements, we noted an improvement on time of the ECRIT performances due to cleaner condition inside the plasma chamber. The condition of the plasma chamber changed any time we changed the gas mixture and when we vented the ECRIT. For this reason it is difficult to compare and to interpret correctly these data. A more detailed study could be done with specific and controlled experimental conditions.

During the ECRIT parameters adjustment, we observed a non-trivial dependency of the M1 intensity against the longitudinal magnetic field. As shown in fig. 5.9, we observe the presence of two distinct maxima in the M1 intensity-coil current relationship. These


Figure 5.9 - Up: injected HF power scan for argon, chlorine and sulphur versus the He-like M1 intensity (in arbitrary units). Down: He-like argon M1 line intensity dependency versus the superconducting coils current. 55 A corresponds to a magnetic field value of 2.35 kGauss at the center of the ECRIT. These maxima are due to the resonance between the longitudinal length of the resonance surface and the microwave wavelength.


Figure 5.10 - Target scan of the ECR ions trap. The change of the angle $\Theta_{A R M}$ on the spectrometer is equivalent to change the zone of the plasma that emit the photons detected by the CCD array. The volume of this zone depends on the set-up geometry: the distance between the center of the plasma chamber with respect to the Rowland circle and to the collimator ( 28 mm width). The intensity of the X-ray emission could depend on the zone observed in the plasma, but it depends also on the value of the observed solid angle that can be reduced by the presence of the collimator. The drawing presented here corresponds to the measurement of the $M 1$ transition form He-like sulphur with a quartz (10. $\overline{1}$ ) crystal. In this case we had the focal position 77 mm from the center of the plasma chamber.
maxima are due to the resonance between the longitudinal length of the resonance surface and the microwave wavelength.

Changing the angle of the crystal planes with respect to the axis of the source, it is possible to look at different parts of the plasma. Studying the dependency of the He-like M1 line it is possible to measure the He-like ions longitudinal distribution. With our set-up, presented in Fig. 5.10, we could approximately have the spectrometer focus, i.e., the Rowland circle, on the plasma in just few cases because the plasma-crystal distance was fixed at 2200 mm by the set-up and the focalization condition imposes a plasmacrystal distance equal to $R \sin \Theta_{B}$, where R is the crystal curvature radius and $\Theta_{B}$ is the Bragg angle. Moreover, the collimator positioned at 150 mm of the center of the plasma can influence the target scan at the plasma borders. The best condition to operate a target scan had been obtained using quartz (10.1. crystal with the sulphur spectrum $R \sin \Theta_{B}=2277 \mathrm{~mm}$. As show in Fig. 5.11, we can observe a small position dependence on the M1 line intensity which, decreases slightly in correspondence of the plasma center. As in Ref. [144], our measurement confirms the suspicions of a highly charged ion population hole in the center of the plasma. A more accurate investigation could be done with a collimator with a smaller horizontal extension and with a set-up with position of the Rowland circle corresponding to the central position of the plasma chamber.

As we can see from Fig. 5.11 (top), the intensity of the M1 line is very sensitive to the pressure values. Changing the total pressure of the gas, we change the density of free electrons inside the plasma, but also probability of electron-ion collision due to the


Figure 5.11 - Pressure scan (top) and target scan (bottom) of the ECR plasma with sulphur, using quartz (10.1) crystal. The target scan enables to study the spatial distribution of ionized ions in the plasma. The total pressure of the gas in the source is a critical parameter and the optimal condition comes from a compromise between ionization and electron recapture probability.


Figure 5.12 - The spectral region for argon X-rays from $A r^{14+}, A r^{15+}$ and $A r^{16+}$ (M1 transition) measured with a Si (111) crystal in 2002 on the PSI ECRIT. One channel (pixel) correspond to 79 meV .
increasing or decreasing ion density. The increase of high energy electrons density favors the atom ionization ant trapping, but also increase the probability of electron recapture by the ions. The ideal condition comes from a compromise of these two mechanisms. In any set-up, we found an optimal condition at total pressure of about $3-4 \times 10^{-7} \mathrm{mbar}$, as presented in Fig. 5.11. A scan on the main gas partial pressure confirmed the optimal mixing ratio of $1: 9$ between the support and the main gas.

## Crystal characterization

The main goal of the ECRIT runs in 2002 and 2004 was the characterization of the crystal spectrometer used for pionic atoms experiments. In 2002, with the ECR ion source, a number of 20000 events detected by the CCD array was reached for the narrow M1 transition of He-like argon in about 30 minutes time, to be compared with a number of 5000 counts reached after 40 hours with X-rays from pionic carbon. This number of events is necessary to measure the response function for a fixed value of the crystal-detector distance. However, the accurate determination of the spectrometer response function requires variations in the detector-crystal distance (focal scan) and changes of apertures in front of the crystals. For the complete characterization of one crystal is necessary a period of about 10 hours.

The measurements (Figs. 5.12 and 5.14) are compared with theoretical prediction using a Monte Carlo simulation that is used to fit the real data. This analysis is performed principally by three collaborators: L. Simons and D. Covita at PSI and A. Hirtl at the Stefan


Figure 5.13 - Schematic of the analysis to characterize the Bragg crystal spectrometer. Simulation and fit to real data are used at the same time.

Meyer Institut (Vienna, Austria). A schematic of the procedure used in the analysis is shown in Fig. 5.13 . For each crystal, the program XOP [103] is used to obtain the rocking curve for an ideal flat crystal (see Fig. ??). The rocking curve is used as input for a Monte Carlo X-ray tracking routine, which takes into account the crystal spherical curvature and the geometrical condition of specific set-up parameters: source and collimator position, detector position and crystal aperture. The Monte Carlo simulation produces as result a two-dimensional plot, which correspond to the spatial event distribution detected by the position sensitive detector (CCD array image) in the real experiment. In addition, this simulation can take into account an arbitrary kinetic energy distribution of the source, which can produce a Doppler broadening of the line, and the natural width of the energy transition with the convolution with a Lorentzian distribution. These features are particular important for the study of the pionic atoms spectra.

Using the same procedure described in Sec. 3.4, the two-dimensional data are corrected in curvature and they are projected on the x -axis (dispersion axis), defined in Fig. 4.2, to provide the simulated final position spectrum, i.e., the response function of the spectrometer. In ideal circumstances, this response function would reproduce the real data.

Experimental data are fitted with the theoretical profile by $\chi^{2}$ minimization. The method of $\chi^{2}$ minimization can be used in this case because we have enough statistics for


Figure 5.14 - Spectra of the $A r^{16+} 1 s 2 s{ }^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0} M 1$ line observed with quartz (10. $\overline{1}$ ) crystal, together with a fit for a detector position of 12.5 mm out of focus in direction of the crystal (top) and in focal position (bottom). A circular aperture with a diameter of 60 mm had been applied. One channel (pixel) corresponds to 93 meV .
each channel in the spectra. This can be performed with the program FIT6 or with the analog program FITIT developed by L. Simons that use the program package MINUIT [117] from the CERN program library ${ }^{4}$. Both programs are described in Sec. 3.5. In order to consider a possible additional broadening, the simulated response function can be folded with a Gaussian distribution.

During the experiment, two types of changes in the set-up were investigated. First, spectra were acquired for different distances of the CCD detector from the crystal (focal scan). In a second step, with the detector located at the focal position, different apertures were mounted in front of the crystal.

Each real spectra was fitted using a set of simulated profile corresponding to different set of geometrical parameters for the the Monte Carlo routine. With this procedure is it possible to study several feature of the Bragg spectrometer:

- Determination of the optimum focal position.
- Measurement of the line shape variation as a function of the detector-crystal distance.
- Determination of the differences between real and simulated response functions.

The focal position and the line shape variation are determined by moving the CCD array in steps of $2-3 \mathrm{~mm}$ toward and away from the crystal. The application of different apertures in front of the crystal allows for the comparison of real and simulated profiles and the study of possible irregularities in the response function due to the crystal material imperfection and/or deviation from the spherical shape.

In 2002 we studied two crystals: silicon (111) and quartz (10.1. ) using the M1 line of Helike argon (Figs. 5.12 and 5.14). From the data analysis described above, it was possible to test crystals and the validity of the X-ray tracking simulation program. Moreover, we measured an additional Gaussian contribution to the response function caused by the crystal imperfections for 3 keV X-rays [112].

In 2004 the investigation was extended to six additional crystals, two quartz (10.1 $)$, two (100), and two silicon (111). In addition we explored different X-rays range using the M1 line of He-like argon ( 3.10 keV ), chlorine $(2.76 \mathrm{eV})$ and sulphur ( 2.43 keV ) [143]. These energy ranges are chosen because they correspond to the energy of the $4 p \rightarrow 1 s$, $3 p \rightarrow 1 s$ and $2 p \rightarrow 1 s$ transitions in pionic hydrogen. We have to remember that the characterization of the crystals is essential to measure the strong interaction broadening in pionic hydrogen ground level.

The analysis are not yet completed. Anyhow, the partial results available at present enables the detection of some problem of the bent crystal fabrication. Comparing the optimum focal position, deduced by the spectra fit, with the real crystal-detector distance, it was possible to observe a discrepancy between the nominal radius of curvature values (provided by the bent crystal fabrication company ZEISS) and the real radius of curvature value. The crystal radius of curvature and cut angle have limited, up to now, the accuracy of our investigation. The cut angle between the surface and the crystal planes has been measured for few crystals during Summer 2005 using the reflection of light from a laser, and X-ray from a fluorescence target from the crystal surface. With this measurement, we found, for some crystals, a cut angle of several tens of minutes instead to be less than a minute. Only the crystal used for the measurement of the pion mass has a cut angle smaller

[^17]than 1'. An additional accurate study of these effects is actually in progress (November 2005).

This analysis enables to test the reliability of the Monte Carlo simulation to describe real data. As consequence, this simulation has been used to provide the more adapted profile for the fit of the pionic nitrogen and muonic oxygen spectrum, for the measurement of the pion mass. In this case, the peaks on the one-position spectrum are strongly distorted because they are not in the focal position. This distortion is taken into account in the fit using as line model the line profile provided by the Monte Carlo simulation for specific experimental set-up. In the same way, the analysis of the highly charged ion spectra in Ch. 6 uses the simulated profile, adapted for each set-up, as line model for the fit.

### 5.3 Electron-Cyclotron-Resonance ion source at the Laboratoire Kastler Brossel

In September 2002, the Laboratoire Kastler Brossel, in collaboration with the Institut des NanoSciences de Paris (INSP) bought a second hand, almost new, permanent magnets ECR ion source from the bankrupt X-Ions company. As mentioned before, our group was interested in the ECR ion source as potential X-ray source for high precision spectroscopy for QED test in few-electrons atoms. On the other hand, the INSP would use highly charged ions to study ion-surface interaction and ion-ion collision.

The collaboration of these two laboratories has lead to the creation of the SIMPA project: Source d'Ions Multichargés de PAris.

## Electron-Cyclotron-Resonance ion source and analyze line description

The scheme of the SIMPA installation in Paris is presented in Fig. 5.15 and 5.16 . The set-up is composed by the ECR ion source, by an ion extraction system and by a series of magnetic elements to focus and to analyze the extracted ions. Differently from the PSI ECRIT, this ECR ion source can provide intense ion beams. The composition of the extracted ions can be analyzed with the help of a magnetic dipole and by a Faraday cup. The plasma inside the source can be also studied by the direct detection of the emitted radiation. In particular, our installation is equipped by a series of X-ray detectors. The ion beam can be used also to study collision between the ions and a target. In the following paragraphs I will describe more in details the different components of the SIMPA installation.

## Electron-Cyclotron-Resonance ion source set-up

The SIMPA ECR ion source is a SUPERNANOGAN commercial source (Fig. 5.3) developed by the society PANTECHNIK ${ }^{5}$. The permanent magnets create a longitudinal magnetic field up to 1.2 Tesla with a mirror ratio of about 2.4 . The chamber is made of copper, has a diameter of 45 mm and is cooled by a forced flow of de-ionized water. The HF electromagnetic waves are produced by a Klystron generator at 14.5 GHz , which can provides microwaves up to a power of 2000 watt. The microwaves are transported to
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Figure 5.15 - Set-up of the ECRIS and the vacuum line installation in Paris.
the source by a rectangular WR62 ${ }^{6}$ wave-guide. The injection in the vacuum chamber is obtained using a multimode cavity with Jacquot's coaxial feeder ${ }^{7}$. The copper multimode cavity enables the transition from the rectangular wave-guide, coming from the Klystron, to the coaxial line composed by two concentric tubes with different diameters. The coaxial line brings the microwaves into the plasma chamber as shown in Fig. 5.18 and 5.19 . The inner tube can be polarized to a negative potential with respect to the source, and it can be used as an electron emitter: it is the so called polarization electrode 36. An adjustable tuner is used to control the microwave coupling to the plasma (see Fig. 5.3).

In Fig. 5.19 we show a simulation of the microwave propagation inside the SIMPA ECR ion source. The simulation has been made by A. Bleiker and L. Stingelin of the High
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Figure 5.16 - Picture of the SIMPA source and the vacuum line. The ion beam follows the red trajectory in the image.

Frequencies Group of PSI using the ANSYS program ${ }^{8}$ [145].

## Extraction system and solenoid

The ions are extracted from the plasma by an electric field. The presence of a set of plastic and ceramics isolations, allows for setting the ECR ion source on a high voltage up to 20 kV . The ions, passing through a 10 mm diameter hole in the plasma chamber wall, are extracted from a system of two coaxial electrodes, the extraction electrodes. The electrode nearest to the plasma can be set to a negative potential up to 14 kV to produce a potential difference between the plasma up to 34 kV to increase the extraction efficiency. The second electrode is set at the mass potential and, with the first electrode, determine the shape and the angular divergence, i.e., the emittance, of the extracted ion beam. The ions can be accelerated to a kinetic energy up to $20 \mathrm{keV} / \mathrm{q}$ (q: charge of the ion). The beam is focalized by a solenoid which can produce a longitudinal magnetic field up to 0.4 Tesla.
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Figure 5.17 - Picture of the Supernanogan ECR ion source produced by PANTECHNIK.


Figure 5.18 - Cut of the ECR ion source as modeled in a simulation [145. The hole in the vacuum chamber for the beam extraction is supposed to be closed.


Figure 5.19 - Simulation of the microwave propagation in the copper multimode cavity and in the plasma chamber [145]. The TE10 mode can be identified in the waveguide. The coaxial tube guides the high-frequency waves inside the chamber. The hole in the vacuum chamber for the beam extraction is supposed to be closed.

## Magnetic dipole and Faraday cup

After the solenoid, the beam is injected into the analyzer magnet. This system is composed by a dipole magnet and of two pairs of metallic slits. The dipole produces a strong magnetic field $B$ (up to 0.3 Tesla) perpendicular to the beam axis that forces the ions in a bent trajectory with a radius of curvature $r$, which depends on $B$, on $\frac{q}{M}$ ratio (ion charge over ion mass) and on kinetic energy of the ions. Using the slits, it is possible to select a precise value of radius of curvature and changing the value of the magnetic field is possible to select ions with a precise $\frac{q}{M}$ value:

$$
\begin{equation*}
B \propto \frac{1}{r} \sqrt{\frac{M V}{q}} \tag{5.5}
\end{equation*}
$$

where V is the extraction voltage of the ion (the voltage of the ECRIS). The current of the ions coming out from the analyzer magnet can be measured with a Faraday cup. Changing continuously the magnetic field, it is possible to study the $\frac{q}{m}$ distribution of the beam observing the evolution of the ion current on the Faraday cup. An example of such distribution is presented in Fig. 5.20 where a beam of argon and oxygen ions is analyzed.


Figure 5.20 - Magnetic scan of the charged state of the ion beam. The microwave injected power was 400 w and the ions were extracted with a tension of 14 kV .

The Faraday cup doesn't allow to detect directly currents lower than $0.5 \mu \mathrm{~A}$. The sensitivity of the beam current can be increased accumulating the charges into the Faraday cup for a long period, in the order of some tens of minutes. At the end of this period, the total deposited charge is measured using a current integrator and it allows for the detection of beam current in the order of some tens of pA .

## Interaction chamber

After the Faraday cup, it is present line a multiproposal interaction chamber on the beam. In this chamber, the ion beam can interact with a target: a solid plate, a gas jet or a cluster jet. The ion-target interaction allows for studies of ion-surface and ion-atom collision, but it can be also used to analyze the composition of the ion beam by observing of the radiation emitted during the collision. When the ion interact with the target, it captures one or more electrons that produce a radiative cascade inside the atom with the emission of photons. The energy of the photons depends strongly on the charged state of the interacting ion, and it can be used to identify the ion type. This method is very useful to detect low intensity ion beams and to distinguish ions with a similar $\frac{q}{m}$ ratio, which are difficult to detect with the Faraday cup and to separate with the dipole magnet.


Figure 5.21 - Spectrum of the plasma inside the source acquired with the silicon drift detector next to the dipole magnet. The injected gas was argon and oxygen, the microwave power was 600 w and the ions were extracted with a tension of 14 kV . On the left the argon $K \alpha$ and $K \beta$ lines are clearly visible.

Using X-ray detection, it was possible to measure the presence of $N e^{9+}$ and $N e^{10+}$ ion beam interacting with a nitrogen gas jet observing the transitions $1 s 2 p \rightarrow 1 s^{2}$ and $2 p \rightarrow 1 s$, respectively. In the same way, it was possible to detect $A r^{17+}$ and $A r^{18+}$ using a denser target as a metallic plate. For this propose, we used a silicon drift detector ${ }^{9}$ with resolution of 150 eV at 3 keV and an energy range of $1-20 \mathrm{keV}$. Using known cross-sections and geometry we can deduce the intensity of the beam.

## X-ray plasma detection

In addition to the ion beam analysis, the plasma characteristics are studied using X-ray spectroscopy. A silicon drift detector is placed on the beam axes behind the dipole magnet and it can measure X-rays coming in direct line of sight to the plasma. The silicon drift detector has a typical energy resolution of 150 eV and it can easily distinguish X-rays coming from different elements in the plasma (see Fig. 5.21].

As we saw in the previous section, the drift detector can be used also to distinguish Xrays coming from different charged states as $A r^{17+}$ and $A r^{18+}$, which have $K \alpha$ transition

[^21]energy of 3.1 and 3.3 keV , that interact with a solid target after the analyze magnet selection. The X-ray radiation coming from the plasma is emitted from all the charged states and it makes difficult to distinguish X-rays produced from different charged ions. For this reason, a mosaic crystal spectrometer has been installed next to the source, near the microwave injection.

Analogously to the spectrometer described in Sec. 3.3, this spectrometer is composed of a crystal, a mosaic crystal, which reflect X-rays according to the Bragg law (Eq. 3.2), and by a position sensitive detector. Mosaic crystals consist of an ensemble of microcrystals randomly oriented around a main direction according to a Gaussian distribution ( $\sigma=$ $1^{\circ}$ ). Like a flat crystal spectrometer this geometry requires a point-like source [146]. A graphite mosaic crystal is used instead of a flat crystal because the mosaic structure enables the reflection of X-rays from a bigger crystal surface than in a mono crystal, increasing the intensity of the reflected photons. The Bragg angle is measured using a position sensitive detector developed by the INSP group. This device is a gas detector filled with $\mathrm{Xe}\left(\mathrm{CH}_{4}\right)$. The X-rays that hit the detector produce the ionization of the gas. The released electrons are accelerated in direction of the high voltage anode and produce an avalanche, as in any proportional counters. The position sensitivity is obtained by the detection of the positive charge on the resistive cathode [146]. This instrument has an energy resolution of some about 2 eV for 3 keV X-rays. An example of a typical spectrum obtained with this instrument is presented in Fig. 5.22. The high energy part of this spectrum can be compared with the analog spectrum in Fig. 5.12 obtained with the Johann-type spectrometer and the PSI ECRIT.

An similar spectrometer is located near the interaction chamber for X-rays produced by the interaction the charged ions and the target. This enables the precise measurement of the radiation produced by the interaction between the ions and a target. In particular, for ion-surface interaction studies, such targets could consist in a solid surface or atomic clusters.

## Vacuum system

The vacuum system of the ECRIS is composed of two turbomolecular pumps: one $40 \mathrm{l} / \mathrm{s}$ pump on the gas injection side and one $500 \mathrm{l} / \mathrm{s}$ pump on the ion beam extraction side. We achieved a pressure of about $1-2 \times 10^{-7}$ mbar when no gas injected.

The vacuum system of the beam line is composed, in addition to the pump near the ECR source, by a $200 \mathrm{l} / \mathrm{s}$ turbomolecular pump and a $4000 \mathrm{l} / \mathrm{s}$ cryopump. With this system we achieved a pressure of about $5-10 \times 10^{-10}$ mbar. In addition, a ionic pump and a titan sublimator can be installed in the order to obtain a reference pressure in the order of $10^{-11} \mathrm{mbar}$.

## Controls of the ion source and of the beam line

Almost all of the source controls are remotely connected to a computer. Using a Labview interface, it is possible to change the parameters of the source like the microwave power, the gas injection flux, the microwave tuner position and the solenoid and dipole magnetic field. Modification to the original Pantechnik design ables to change also the position of the polarization electrode.


Figure 5.22 - Spectrum of the plasma inside the source acquired with the mosaic spectrometer near the microwave injection. The injected gas was argon and oxygen, the microwave power was 400 w and the ions were extracted with a tension of 14 kV . On the left of the spectra (lower energies), it is possible to see the neutral argon $K \alpha$. This line and the $K \alpha$ lines form argon ions up to $A r^{9+}$ are not resolved due to the small energy difference. On the right of the spectra (higher energies), is possible to recognize the He-like argon $1 s 2 s{ }^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0} M 1$ transition. This part of the spectrum can be compared with the simular spectrum obtained at PSI with the ECR ion trap: Fig. 5.12 .

## Installation and first results

The installation of the SIMPA ECR ion source started at the end of 2002. During the first period, we placed the main components of the installation: the support of the vacuum line, the magnetic dipole ( 1.5 tons), the solenoid and, of course, the ECR ion source. In Spring 2003 we continued the installation connecting all the electronic devices to the computer controls and tests them. In the same period, we constructed a heat exchange system and a demineralised water cooling circuit, connected to the university cooling facility. Moreover, we placed special resins on the circuit to keep the water de-ionized. The de-ionization of the water is essential to obtain a sufficient electric isolation when the source is at high voltage.

The installation continued with the ignition and calibration of the Klystron HF generator. After a measurement of the magnetic field inside the source, we finally produced the first plasma in July 2003. In the first period of operation, we could inject only few watts of HF in the source before the source current would go to maximum. This was due to the presence of impurities on the electrode and on the plasma chamber surfaces. During the period of a few months, we cleaned the source by a gradually increasing of the injected microwave power that produced ions and radiation sputtering on the chamber surfaces.

The main interest of the ECR ion source installation is to use the plasma X-ray radiation for atomic physics studies. The original microwave injection didn't allows for the direct visual access to the plasma due of the presence of the cooling system of the polarization electrode. For this reason we modified the microwave coaxial line to enable the observation of light and X-rays coming directly from the plasma. Firstly, we changed the diameter of the polarization electrode (inner tube of the coaxial line): from 10 mm to 14 mm . Secondly, we replaced the air copper radiator by a water cooling.

After the source was commissioned in July 2003, we started to characterize the ECR ion source. In a first phase, after the cleaning of the source, we used a gas mixture of argon and oxygen and we tried to obtain the highest possible state by changing the parameters of the source. In this first period, most of the modification of the source were performed to achieve the best possible experimental conditions. These modifications enable new regulations of the ECRIS that allowed for a considerable increasing of the source performances.

Only in August 2004, we observed $A r^{17+}$ and $A r^{18+}$ in beam from the source for the first time. Subsequent optimizations allow to obtain a 50 pA current of H -like argon, which correspond to about $1.8 \times 10^{7} \mathrm{ions} / \mathrm{s}$.

In parallel to the ion beam detection, it was possible to observe the X-ray plasma spectrum using the silicon drift detector near the dipole magnet (see Fig. 5.15). In a typical spectrum, as in Fig. 5.21, the argon $K \alpha$ and $K \beta$ lines are clearly visible. In addition, there are present other $K \alpha$ and $K \beta$ lines of other elements. These lines are principally produced by fluorescence excitation form the plasma X-rays from different elements present in the devices in the vacuum line (electrodes, slits, ...).

The resolution of the solid state detector (about 150 eV ) doesn't allow for the distinction of the different transition that have energy differences of some tens of eV. However, the contribution of the ionized atoms can shift the centroid of the argon $K \alpha$ line. Observing the position and shape of the $K \alpha$ line it is possible in principle to have a rough idea of the plasma degree of ionization. In practice, the interpretation of the spectra was ambiguous due to the vicinity of the $K \beta$ to the highly charged ions $K \alpha$ line.

A more powerful investigation was possible by the use of the mosaic crystal spectrometer. The resolution of this spectrometer at 3 KeV is about 2 eV , which is by far sufficient to distinguish the transitions from different ionized states as it is possible to see in Fig. 5.22 ,

Using this spectrometer we could observe clearly the He-like argon transitions, and in particular the $1 s 2 s{ }^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0} M 1$ transition previously observed with the ECR ion trap at PSI (see Fig. 5.12).

Using the information from the ion beam and the crystal spectrometer, it was possible, at the end of 2004, to observe the plasma characteristics against different parameters of the source. In particular we studied the ionization state dependency on the injected microwave power, on the gases pressure and other parameters. The analysis are still in progress and it will be a part of the Ph.D. work of Nacer Adrouce.

## Outlook

The detection of the He-like argon $1 s 2 s{ }^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0} M 1$ from the SIMPA ECRIS is very important because it demonstrate the possibility to measure the absolute energy of this transition with the double crystal spectrometer in development in the group. This measurement will enable the evaluation of absolute energy of the highly charged argon transitions with the recent relative energy measurement performed at PSI and presented in Ch. 6. Using the Johann Bragg spectrometer we measured, in fact, He- and Li-like $K \alpha$ transitions with respect to the He-like argon $1 s 2 s^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0} M 1$ line, used as reference (see Ch. 6).

Since autumn 2004, we started to study other kind of highly charged ions as krypton and xenon. The study of the spectra of these two elements is very important to understand the dynamics of the plasma in the interstellar medium and in laboratory plasma, as in the ECR ion sources or other devices. The data acquisition and analysis for these elements is in progress.

## Chapter 6

## Highly charged ion spectra and QED tests

## Introduction

In chapter 5, I presented the ECR ion trap of the Paul Scherrer Institut, and in particular we saw the results of the characterization of this X-ray source and of the spectrometer, using the $1 s 2 s{ }^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0} M 1$ transition of He-like ions. These measurements were done, principally, during the period Spring-Summer 2004. At the same time, it was possible to acquire X-ray spectra of atomic physics interest. More precisely, during this period, we obtained high accuracy spectra of highly charged argon, chlorine and sulphur. As mentioned in Ch .1 the precise measurement of helium and lithium-like atoms with medium-high $Z$ allows to test the relativistic interaction between electrons in strong field condition (the Coulomb potential of the nucleus). For this reason these measurements are essential to compare experimental results with predictions from different theoretical approaches.

In Sec. 3.3, I already presented the method to measure the energy difference between two X-ray transitions using a Johann-type crystal spectrometer. This method has been used to measure the energy difference between the $5 \rightarrow 4$ muonic oxygen and pionic nitrogen transitions to evaluate the mass of the charged pion (see Ch. (4). In this case, the two atomic lines were visualized simultaneously on the CCD array to avoid the necessity to change the detector position and the crystal angles because the energy difference of the two transitions was sufficiently small (32 eV) (see Fig. 4.2). Highly charged ions spectra are, in contrast, characterized by a broader spectrum and the CCD array has to be moved to observe the ensemble of the X-ray transitions. As example, $K \alpha$ lines from different charged states of argon, have energies that vary from 2.957 keV for the neutral atoms, to 3.320 keV for the H -like ions. These lines cannot be visualized simultaneously on the CCD array, and the CCD position and the crystal spectrometer angles have to be changed to observe a broader energy range. The change of the spectrometer set-up introduces an additional complication in the measurement of the energy differences, but it can easily be handled by simple geometrical reflections.

Contrary to the pionic nitrogen and muonic oxygen transitions, characterized by a Doppler broadening of several hundreds meV, multicharged ion transitions have a typical


Figure 6.1 - Energy level and decay scheme for the low-lying states of He-like ions.
width below 40 meV , almost 10 times smaller than the spectrometer resolution. For this reason, the line shape on the CCD array is mostly due to the crystal spectrometer response function. In particular, this response function can be slightly asymmetric if the detector is not at the focal point, and the data analysis requires a specific treatment to take into account this asymmetry and avoid the introduction of systematic effects in the measurement.

In Sec. 6.1, I will present the experimental condition and the procedure to obtain X-ray atomic spectra with our crystal spectrometer. In Sec. 6.2, the data analysis is described in detail. This analysis is preliminary and it allows to investigate possible systematic effects due to the spectrometer defocusing. It was possible to obtain a preliminary values for the transition energies of He-like argon and sulphur, which are, up to now, ones of the most accurate relative X-ray measurements for this energy range. The results are presented in Sec. 6.3, where they are compared to theoretical predictions and to previous measurements. The final section, Sec 6.4, is dedicated to the discussion of the systematic effects and I will present a new method for the spectra analysis, in development in the group, for a more accurate measurement of the highly charged ion transitions.

### 6.1 Helium-like ions spectra

The Electron-Cyclotron-Resonance ion trap at the Paul Scherrer Institut was originally designed to characterize accurately the crystal spectrometer used for the study of pionic

Table 6.1 - Principal characteristics of the different experimental set-up for the acquisition of atomic spectra of argon, chlorine and sulphur.

| Element | Argon | Chlorine | Sulphur |
| :--- | ---: | ---: | ---: |
| Gas mixture | $\mathrm{Ar}-\mathrm{O}_{2}$ | $\mathrm{CHClF} \mathrm{F}_{2}-\mathrm{O}_{2}$ | $S O_{2}-O_{2}$ |
| Total pressure (mbar) | $3-4 \times 10^{-7}$ | $3-4 \times 10^{-7}$ | $3-4 \times 10^{-7}$ |
| Pressure ratio (main gas) $/ O_{2}$ | $\sim 9$ | $\sim 9$ | $\sim 9$ |
| Crystal name | $\mathrm{Z} 20, \mathrm{Z} 21$ | Z 13 | Z 11 |
| Crystal type | $\mathrm{Qz}(10 . \overline{1})$ | $\mathrm{Si}(111)$ | $\mathrm{Qz}(10.0)$ |
| 2d (nm) | 0.66862 | 0.62712 | 0.85110 |
| M1 energy (eV) | 3104.14 | 2756.85 | 2430.34 |
| $\Theta_{B}\left(^{\circ}\right)$ | 36.6814 | 45.8186 | 36.8271 |
| Crystal-Detector distance (mm) | 1783.75 | 2141.88 | 1789.46 |
| $\frac{d E}{d x}(\mathrm{eV} /$ pixels $)$ | 0.093 | 0.050 | 0.094 |
| Microwave injected power (watt) | 450 | 250 | 400 |

atoms. During spring and summer 2004, we have obtained high-precision measurements of the X-ray spectra of argon, chlorine and sulphur, which are particularly interesting to investigate atomic physics in relatively strong Coulomb fields. These spectra have been acquired using set-up with crystals of different type: silicon (111) and quartz (10.0) and (10. $\overline{1}$ ). Each of them has a nominal radius of curvature of about 2985 mm . The injected microwave power was always around 200-400 watts, and the total pressure in the vacuum chamber was in the range of 3 to $4 \times 10^{-7}$ mbar. For any set of measurements, the ECR ion trap has been optimized on the intensity of the He-like ions $1 s 2 s^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0} M 1$ transition. Each time a new crystal was inserted in the spectrometer, a focal scan was performed to determine precisely the position of the focal plan. More details for the experimental condition are presented in Table 6.1 and in Sec. 5.2 ,

The typical data acquisition time for the He-like and Li-like ions spectra was in the order of 15 minutes, 30 frames of 30 s each (see Sec. 3.4 for the definition of "frame"). For less intense transitions, like the He-like $1 s 2 p^{1} P_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ and $1 s 2 p{ }^{3} P_{n} \rightarrow 1 s^{2}{ }^{1} S_{0}$ transitions (Fig. 6.1), we acquired data for a period up to a maximum of 2 hours. In Figs. 6.2 and 6.3 we show atomic spectra near the region of the $1 s 2 p P \rightarrow 1 s^{2}{ }^{1} S_{0} \mathrm{He}$-like argon transitions. It is interesting to note the remarkable intensity differences between $1 s 2 s{ }^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0} M 1$ line and the other transitions in He-like ions. This difference on the transition line intensities ECR ion sources and traps is due to processes of the ion formation in the plasma. Helium-like ions are mostly ionization in the $1 s$ shell of a Li-like ion [147]. Lithium-like ions are generally in ground state, as the majority of the ions in a ECR plasma, which has the electronic configuration $1 s^{2} 2 s$. When a Li-like ion is ionized by ejection of a K-shell electron, the newly created He-like ion can be in either one of the exited levels $1 s 2 s{ }^{3} S_{1}$ or $1 s 2 s{ }^{1} S_{0}$, which are metastable with a typical lifetime of some $\mu \mathrm{s}$. Due to the angular momentum conservation, the $1 s 2 s{ }^{1} S_{0} \rightarrow 1 s^{2}{ }^{1} S_{0}$ transition is possible only by emission of two $E 1$ photons ( $L=L^{\prime}=0$ and $\left|J-J^{\prime}\right| \neq 1$ ). The dominant process for the $1 s 2 s^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ transition is the emission of a $M 1$ photon $\left(L=L^{\prime}=0\right.$ and $\left|J-J^{\prime}\right|=1$ ). The energy of the two $E 1$ photons is distributed in a range between 0 eV and the energy difference between the levels, and it is impossible to distinguish it


Figure 6.2 - He-like and Li-like argon spectrum using quartz (10. $\overline{1})$ crystal. HF power injected $P=400 \mathrm{~W}$. Argon partial pressure $p_{A r}=5 \times 10^{-9} \mathrm{mbar}$, total pressure $p_{t o t}=5 \times 10^{-7} \mathrm{mbar}$. This spectrum has been obtained with an integration time of 2 hours. The focal position of this spectrum was in correspondence to the $1 s 2 p{ }^{3} P_{n} \rightarrow 1 s^{2}{ }^{1} S_{0}$ peak, near ch. 310. The energy decreases with the increase of the channel number.
from the bremsstrahlung background, especially with a high resolution spectrometer. In contrast, the $M 1$ transition produces a peak with an intensity that is directly dependent on the number of created He -like ions in the plasma.

The transitions $1 s 2 p P \rightarrow 1 s^{2}{ }^{1} S_{0}$ are principally produced by the excitation of He-like ions in the ground state due to collision with an electron: $1 s^{2} \rightarrow 1 s 2 p$. For this reason, the intensity difference between the $1 s 2 p P \rightarrow 1 s^{2}{ }^{1} S_{0}$ and $1 s 2 s^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ transitions is proportional to the difference between the number of He-like ions ( $1 s^{2}$ ) and the Li-like ions $\left(1 s^{2} 2 s\right)$ into the plasma [147.

### 6.2 Data acquisition and analysis

## Measurement of energy differences using two or more spectra

With the $M 1$ line in the focal position, the energy range of the visible spectrum is limited to some tens of eV due to the finite horizontal size of the collimator ( 28 mm ) in front of


Figure 6.3 - Detail of the spectrum in figure 6.2 around the $1 s 2 p^{3} P_{n} \rightarrow 1 s^{2}{ }^{1} S_{0}$ transitions. The energy decrease with the increasing of the channel number. The two lines next to the $3 P_{1}$ peak are due to Li-like transitions with an electron in $n=3-5$ orbitals.
the source (see Fig. 5.10) and due to the detector size. The presence of the collimator is essential to increase the peak-to-background ratio, reducing the bremsstrahlung radiation from the source, which is indistinguishable from the X-rays emitted by the ions. It is possible to explore broader energy ranges changing $\Theta_{\mathrm{ARM}}, \Theta_{\mathrm{CRY}}\left(\delta \Theta_{A R M}=2 \times \delta \Theta_{C R Y}\right)$ and the crystal-detector distance. The change of these two angles corresponds to observe an other range of Bragg angle, i.e., a different energy range. To maintain the CCD array on the Rowland circle, it is necessary to adjust the distance between crystal and the detector at each angle (see also Sec. 3.3). As an example, we consider the $1 s 2 s^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ and $1 s 2 p^{1} P_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ transitions in He-like argon, which have an energy difference of about 34 eV . As we can see on Fig. 6.2, both lines can be visualized in the same spectrum. However, the M1 transition is significantly away from the focal position of the detector near ch. 310, and for this reason it is preferable to measure the energy difference between these lines using at least two different spectra with the CCD in two different positions (more details about the defocusing effect are presented in Sec. 6.4). As presented in Fig. 6.4 and 6.5 , we consider a set-up with the $M 1$ transition on the focal position, Setup 1, and a set-up with the $1 s 2 p^{3} P_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ transition in the focal position, Set-up 2. In correspondence of these two set-up, we obtain two spectra, Spectrum 1 and Spectrum 2,
respectively. In Spectrum 2, $1 s 2 p^{1} P_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ transition is at only 150 channels ( 6 mm ) from the position of the focus near ch. 310 .

In principle, we could measure the energy difference between the $M 1$ line (line A in Fig. 6.5), observed in Set-up 1, and $1 s 2 s^{1} P_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ line (line C in Fig. 6.5), observed in Set-up 2, considering the position of the peaks and the spectrometer angles $\Theta_{1}, \Theta_{2}$, and the crystal-detector distance $D_{1}, D_{2}$ corresponding to Set-up 1 and 2, respectively. The precision of the measurement depends, of course, on the $\Theta_{i}$ and $D_{i}$ accuracy. At present, it easily to obtain an error smaller than 0.1 mm for the distance value, and modern angular encoders can easily reach a precision of about $0.2^{\prime \prime} \approx 1 \mu \mathrm{rad}$, accurate enough for our intents.

Unfortunately, our angular encoder and/or the rotating mechanical parts in the spectrometer are affected by an "hysteresis" of unknown origin: if we move the detector to a certain angle, the position of the peaks on the spectrum depends on the direction we moved the spectrometer to reach this angle. This "hysteresis" can produce a deviation of several minutes between the real value and the measured angles, $\Theta_{1}$ and $\Theta_{2}$, just after a direction change, which make useless the angular encoder readout for the energy measurement.

To avoid this problem, we employed a special technique in the analysis of the spectra. For the measurement of the energy difference between a peak A, in Spectrum 1 and a peak C in Spectrum 2, we managed to have a third peak B in Spectrum 1 and in Spectrum 2 to be used as reference peak. In our example, one of the $K \alpha$ line from Li-like argon can be used for this intent. The Li-like argon transitions is, in fact, present in Spectrum 1 and Spectrum 2 as we can see in Fig. 6.4.

The energy between two lines in different spectra requires a slightly more complicate formula that for the case of two lines in the same spectra (Eq. 3.8). The energy difference $\Delta E_{A C}$, between the line A and C , can be evaluated by the sum of the angular differences $\Delta \Theta_{A B}$ between the line A and line B , and the angular difference $\Delta \Theta_{B C}$ between line B and line C. The angular difference $\Delta \Theta_{A B}$ is evaluated from the peak positions in Spectrum 1 (see Fig. 6.5), where the crystal-detector distance is $D_{1}$, and $\Delta \Theta_{B C}$ is evaluated from the peak positions in Spectrum 2 (see Fig. 6.5), where the crystal-detector distance is $D_{2}$. In this case we have:

$$
\begin{align*}
& \Delta \Theta_{A B}=\arctan \left(\frac{x_{A}^{(1)}-x_{F}^{(1)}}{D_{1}}\right)-\arctan \left(\frac{x_{B}^{(1)}-x_{F}^{(1)}}{D_{1}}\right) \\
& \approx \frac{x_{A}^{(1)}-x_{B}^{(1)}}{D_{1}}+\mathcal{O}\left[\left(\frac{x_{A, B}^{(1)}-x_{F}^{(1)}}{D_{1}}\right)^{3}\right] \tag{6.1}
\end{align*}
$$

and

$$
\begin{align*}
\Delta \Theta_{B C}=\arctan \left(\frac{x_{B}^{(2)}-x_{F}^{(2)}}{D_{2}}\right)-\arctan & \left(\frac{x_{C}^{(2)}-x_{F}^{(2)}}{D_{2}}\right) \\
& \approx \frac{x_{B}^{(2)}-x_{C}^{(2)}}{D_{2}}+\mathcal{O}\left[\left(\frac{x_{B, C}^{(2)}-x_{F}^{(2)}}{D_{2}}\right)^{3}\right], \tag{6.2}
\end{align*}
$$

where $x_{i}^{(1)}$ are the line positions when we have Set-up 1, and $x_{i}^{(2)}$ are the line positions when we have Set-up 2.


Figure 6.4 - Measurement of the energy differences between two transitions using a third reference line. The energy difference between $1 s 2 s{ }^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ and $1 s 2 p{ }^{1} P_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ transitions (peak A and C in the text) is evaluated by measuring the corresponding peak position with respect to the position of the $K \alpha$ Li-like argon peak (peak B in the text) in Spectrum 1 and in Spectrum 2. See also Fig. 6.5.


Figure 6.5 - Measurement of the energy differences between two transitions using a third reference line. The energy difference between $1 s 2 s^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ and $1 s 2 p{ }^{1} P_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ transitions is deduced from the corresponding Bragg angle difference $\Delta \Theta_{A B}$. This difference is measured by the evaluation of the position of the different lines on the CCD array with the help of a third transition, the $K \alpha$ transition from Li-like argon in our case. Measuring the correspondent peak position $x_{A}^{(1)}$ and $x_{B}^{(1)}$ in Spectrum 1, which correspond to the Set-up 1, it is possible to measure $\Delta \Theta_{A B}$. In the same way, measuring the peak positions $x_{B}^{(2)}$ and $x_{C}^{(2)}$ in Spectrum 2, which correspond to the Set-up 2 of the detector, it is possible to measure $\Delta \Theta_{B C}$. From $\Delta \Theta_{A B}$ and $\Delta \Theta_{C B}$ we can evaluate the angular difference $\Delta \Theta_{A C}=\Delta \Theta_{A B}+\Delta \Theta_{B C}$, which allows for the energy difference measurement between the line A, $1 s 2 s{ }^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ transition, and line C, $1 s 2 p^{1} P_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ transition.

The energy difference between line A and line $\mathrm{C},\left(1 s 2 s{ }^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}\right.$ and $1 s 2 s{ }^{1} P_{1} \rightarrow$ $1 s^{2}{ }^{1} S_{0}$ transition He-like argon in our example) can be calculated using Eq. (3.7) for the energy differences $\Delta E_{A B}$ and $\Delta E_{B C}$ :

$$
\begin{gather*}
\Delta E_{A C}=E_{A}\left(1-\frac{1}{\cos \Delta \Theta_{A B}+\cot \Theta_{A} \sin \Delta \Theta_{A B}}\right) \\
+\left(E_{A}+\Delta E_{A B}\right)\left[1-\frac{1}{\cos \Delta \Theta_{B C}+\cot \left(\Theta_{A}+\Delta \Theta_{A B}\right) \sin \Delta \Theta_{B C}}\right] \\
=E_{A}\left\{\left(1-\frac{1}{\cos \Delta \Theta_{A B}+\cot \Theta_{A} \sin \Delta \Theta_{A B}}\right)\right. \\
\left.+\frac{1}{\cos \Delta \Theta_{A B}+\cot \Theta_{A} \sin \Delta \Theta_{A B}}\left[1-\frac{1}{\cos \Delta \Theta_{B C}+\cot \left(\Theta_{A}+\Delta \Theta_{A B}\right) \sin \Delta \Theta_{B C}}\right]\right\} \\
\quad \approx-E_{A} \cot \Theta_{A}\left\{\Delta \Theta_{A B}+\Delta \Theta_{B C}+\mathcal{O}\left[\left(\Delta \Theta_{A B, B C}\right)^{2}\right]\right\} \\
\approx-E_{A} \cot \Theta_{A}\left\{\left(\frac{x_{A}^{(1)}-x_{B}^{(1)}}{D_{1}}\right)+\left(\frac{x_{B}^{(2)}-x_{C}^{(2)}}{D_{2}}\right)+\mathcal{O}\left[\left(\frac{x_{A, B, C}^{(1),(2)}-x_{F}^{(1),(2)}}{D_{1,2}}\right)^{2}\right]\right\} \tag{6.3}
\end{gather*}
$$

In the data analysis we used the complete formula without any approximation. However, the approximated form provides an easier understanding of the formulas that can be compared to the expected spectrometer dispersion relationship (Eq. (3.9).

This technique leads to an accuracy of few meV on the energy differences, depending on the statistic and on the set-up. This method can be used only when we dispose of an atomic spectrum sufficiently dense to have always at least two visible lines in each spectrum. This condition can easily accomplished with the overlapping of two or more emission spectra from different ions.

## Peak fit on the high accuracy position spectrum

As for the pionic atoms, the line positions on the CCD array are measured by fitting the one-dimensional spectrum, produced by the projection of the two-dimensional plot on the x-axis, the dispersion axis, (see Fig. 4.2). In the preliminary analysis during the optimization of the ECR ion trap, the lines intensity was measured using a simple profile model for the fit, like Gaussian or Lorentzian distributions. For the precise energy measurement, the peaks are fitted with the theoretical response function of the spectrometer convoluted with a Gaussian distribution. The theoretical rocking curve of the crystal is obtained from XOP code [103]. The response function is obtained from Monte Carlo simulations, which takes into account the experimental set-up geometry and the type of crystal. The reliability of the simulation had been tested previously during the characterization of the spectrometer, as discussed in Sec. 5.2 and in Ref. [112]. The convolution with a Gaussian distribution enables to take into account the imperfection of the crystal. The fit is performed using the FIT6 program and the typical accuracy of the position evaluation in the order of some percent of pixel. This line shape reproduces very well the real data with a typical reduced $\frac{\chi^{2}}{\nu} \approx 1$ even for high statistics spectra as that presented in Fig. 6.2

Table 6.2 - Energy transition in He-like argon. The energy difference to the ground level have been evaluated using as calibration the $1 s 2 s{ }^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ transition with the theoretical value evaluated with the multiconfiguration Dirac-Fock method [67, 148]. The first error represents the error due to the statistic. The second one is due to the systematic effects.

| Transition | Measured energy (eV) |
| ---: | ---: |
| $1 s 2 p^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ | 3104.129 Reference line |
| $1 s 2 p^{3} P_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ | $3123.483 \pm 0.006 \pm 0.004$ |
| $1 s 2 p^{3} P_{2} \rightarrow 1 s^{2}{ }^{1} S_{0}$ | $3126.256 \pm 0.005 \pm 0.005$ |
| $1 s 2 p^{1} P_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ | $3139.511 \pm 0.003 \pm 0.008$ |
| $1 s 2 p p^{3} P_{1} \rightarrow 1 s 2 p^{3} S_{1}$ | $19.354 \pm 0.006 \pm 0.004$ |
| $1 s 2 p^{3} P_{2} \rightarrow 1 s 2 p p^{3} S_{1}$ | $22.127 \pm 0.005 \pm 0.005$ |
| $1 s 2 p p^{1} P_{1} \rightarrow 1 s 2 p{ }^{3} S_{1}$ | $35.382 \pm 0.003 \pm 0.008$ |
| $1 s 2 p p^{1} P_{1} \rightarrow 1 s 2 p{ }^{3} P_{1}$ | $16.028 \pm 0.010 \pm 0.004$ |
| $1 s 2 p p_{1} P_{1} \rightarrow 1 s 2 p{ }^{3} P_{2}$ | $13.255 \pm 0.008 \pm 0.003$ |
| $1 s 2 p^{3} P_{1} \rightarrow 1 s 2 p{ }^{3} P_{2}$ | $2.773 \pm 0.011 \pm 0.000$ |

Table 6.3 - Energy transition in He-like sulphur. The energy difference to the ground level have been evaluated using as calibration the $1 s 2 s^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ transition with the theoretical value evaluated with the multiconfiguration Dirac-Fock method [67, 148]. The first error represents the error due to the statistic. The second one is due to the systematic effects.

| Transition | Measured energy (eV) |
| ---: | ---: |
| $1 s 2 p^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ | $2430.336 \quad$ Reference line |
| $1 s 2 p^{3} P_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ | $2447.116 \pm 0.007 \pm 0.004$ |
| $1 s 2 p^{3} P_{2} \rightarrow 1 s^{2}{ }^{1} S_{0}$ | $2448.737 \pm 0.013 \pm 0.004$ |
| $1 s 2 p^{1} P_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ | $2460.632 \pm 0.011 \pm 0.007$ |
| $1 s 2 p^{3} P_{1} \rightarrow 1 s 2 p^{3} S_{1}$ | $16.780 \pm 0.007 \pm 0.004$ |
| $1 s 2 p^{3} P_{2} \rightarrow 1 s 2 p^{3} S_{1}$ | $18.401 \pm 0.013 \pm 0.004$ |
| $1 s 2 p^{1} P_{1} \rightarrow 1 s 2 p^{3} S_{1}$ | $30.296 \pm 0.011 \pm 0.007$ |
| $1 s 2 p^{1} P_{1} \rightarrow 1 s 2 p^{3} P_{1}$ | $13.516 \pm 0.018 \pm 0.003$ |
| $1 s 2 p^{1} P_{1} \rightarrow 1 s 2 p^{3} P_{2}$ | $11.895 \pm 0.024 \pm 0.003$ |
| $1 s 2 p^{3} P_{1} \rightarrow 1 s 2 p^{3} P_{2}$ | $1.621 \pm 0.019 \pm 0.000$ |

### 6.3 Results and comparison with theoretical predictions

In this section, I will present the result of the energy measurement of the argon and sulphur spectra. The analysis presented in this thesis is not final and its main propose was to investigate the simulation and fit techniques, required to reach a good accuracy, and to study systematic effects. For this reason the chlorine spectra have not yet been analyzed. For the same reason, I restrict the analysis to the He-line transitions. The study of the atomic transition of ions with a smaller charged state requires a more refined analysis because they are characterized by more complicated structures, and the Auger broadening cannot be neglected. The preliminary results obtained from He-like argon and sulphur spectroscopy have a precision of the order of 10 meV and they agree with


Figure 6.6 - Comparison of the theoretical and experimental values for the $1 s 2 p{ }^{3} P_{2} \rightarrow$ $1 s 2 s{ }^{3} S_{1}$ transition in He-like argon. "Destlattes1984" [149] value has been obtained using X-ray crystal spectroscopy. "Kukla1995" [150] has been obtained using UV spectroscopy.
the previous experimental values and theoretical predictions. The value of the measured He-like transition are resumed in Tables 6.3 and 6.3. The absolute evaluation of the $1 s 2 p P \rightarrow 1 s^{2}{ }^{1} S_{0}$ transitions have been obtained using as reference the theoretical value of the $1 s 2 s{ }^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0} M 1$ transition evaluated with the multiconfiguration Dirac-Fock method [67, [148]. In these tables, the first error is due to the statistics and it is provided by the error analysis of the fit. The second contribution comes from the systematic error due principally to accuracy of the detector-crystal distance value. The accuracy of this distance is actually limited by the knowledge of the vacuum pipe length used into the set-up. This length, at ambient temperature, is known at present with an error of about 0.5 mm , and it introduces a systematic error of about $0.03 \%$ on the energy differences. This error can be reduced with a more accurate measurement of the vacuum pipes length. With the present technology, an accuracy better than $100 \mu \mathrm{~m}$ can easily be reached. This measurement will be done in the next few months.

A complete error analysis requires the study of the systematic errors due to the pixel distance, the CCD orientation, the curvature correction and other effects. These effects have been already estimated for the pion mass measurement (Sec.4.5) and they are sufficiently small (in the order of $10-20 \mathrm{ppm}$ on the energy difference values) to be neglected for this preliminary analysis, where the error due to the detector-crystal distance is much larger than other systematic effects.

In Tables 6.4 and 6.5 and in Figs. 6.6 and 6.7 we compare the obtained results with the available values provided by previous experiments and theoretical predictions. As we can observe, our results confirm the older measurement on X-ray spectroscopy of He-like argon


Figure 6.7 - Comparison of the theoretical and experimental values for the $1 s 2 p{ }^{3} P_{2} \rightarrow$ $1 s 2 s{ }^{3} S_{1}$ transition in He-like sulphur. "DeSerio1981" [151] has been obtained using UV spectroscopy.
and sulphur [149, 152] with a significant increase of the experimental accuracy. Our values are also in agreement with the direct UV measurement of the $2{ }^{3} P_{2} \rightarrow 2{ }^{3} S_{1}$ transition [150, 151], which are characterized by an accuracy one order of magnitude better than Xray spectroscopy. Contrary to the UV spectroscopy, which is limited to study transitions with $\left|J-J^{\prime}\right|=1$ (as $2{ }^{3} P_{2} \rightarrow 2{ }^{3} S_{1}$ ), X-ray spectroscopy can evaluate the energy differences between almost all the He-like $n=2$ levels. This is possible because we compare the energy of $2 \rightarrow 1$ transitions. In opposite, with this method it is not possible to evaluate the energy of the levels $1 s 2 s{ }^{1} S_{0}$ and $1 s 2 p{ }^{3} P_{0}$ because they decay to the ground level by emission of two photons (see Fig. 6.1).

As we can observe in Tables 6.4 and 6.5, our results are also in agreement with the theoretical evaluation from different methods: the multiconfiguration Dirac-Fock (MCDF) [148, 67, the relativistic many-body problem theory (RMBPT) [25, [26, the unified method [30] and recent calculation for He-like atoms from Artemyev [32]. However, the experimental accuracy does not allow to test the validity of the different predictions.

### 6.4 Outlook and further analysis

## The further analysis

As written in the previous sections, the accuracy of the previous measurement can be improved by an accurate measurement of the vacuum line pipes. Their length value introduces, at present, the largest systematic effect on the energy evaluation. A decrease

Table 6.4 - Comparison of the theoretical and experimental values for the $n=2$ inner-shell transition in He-like argon. "Destlattes1984" value has been obtained using X-ray crystal spectroscopy. "Kukla1995" has been obtained using UV spectroscopy.

| 1s2p 3P1-1s2p 3P2 | MCDF [67] | Plante [25] | Drake [30] | Artemyev2005[32] | Deslattes1984 [149] | Kukla1995 [150] |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $1 s 2 p^{3} P_{1} \rightarrow 1 s 2 p^{3} S_{1}$ | 19.3875 | 19.3858 | 19.3910 | $19.3861 \pm 0.0002$ |  |  |  |
| $1 s 2 p^{3} P_{2} \rightarrow 1 s 2 p^{3} S_{1}$ | 22.1415 | 22.1409 | 22.1455 | $22.1413 \pm 0.0002$ |  |  |  |
| $1 s 2 p^{1} P_{1} \rightarrow 1 s 2 p^{3} S_{1}$ | 35.4379 | 35.4342 | 35.4415 | $35.4338 \pm 0.0002$ |  |  |  |
| $1 s 2 p^{1} P_{1} \rightarrow 1 s 2 p^{3} P_{1}$ | 16.0505 | 16.0484 | 16.0505 | $16.0477 \pm 0.0002$ | $16.031 \pm 0.011$ |  |  |
| $1 s 2 p^{1} P_{1} \rightarrow 1 s 2 p^{3} P_{2}$ | 13.2964 | 13.2933 | 13.2960 | $13.2925 \pm 0.0002$ | $13.269 \pm 0.072$ | $22.127 \pm 0.010$ |  |
| $1 s 2 p^{3} P_{1} \rightarrow 1 s 2 p^{3} P_{2}$ | 2.7540 | 2.7551 | 2.7545 | $2.7552 \pm 0.0010$ | $2.762 \pm 0.072$ | $16.382 \pm 0.011$ |  |

Table 6.5 - Comparison of the theoretical and experimental values for the $n=2$ inner-shell transition in He-like sulphur. "Schleinkofer1982" value has been obtained using X-ray crystal spectroscopy. "DeSerio1981" has been obtained using UV spectroscopy.

| Transition | MCDF [67] | Plante [25] | Drake [30] | Artemyev2005[32] | Schleinkofer1982[152] | DeSerio1981 [151] |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $1 s 2 p^{3} P_{1} \rightarrow 1 s 2 p^{3} S_{1}$ | 16.7935 | 16.7926 | 16.7967 | $16.7927 \pm 0.0002$ |  |  |
| $1 s 2 p^{3} P_{2} \rightarrow 1 s 2 p^{3} S_{1}$ | 18.4117 | 18.4115 | 18.4152 | $18.4116 \pm 0.0002$ | $16.780 \pm 0.010$ |  |
| $1 s 2 p^{1} P_{1} \rightarrow 1 s 2 p^{3} S_{1}$ | 30.2810 | 30.2783 | 30.2845 | $30.278 \pm 0.0002$ | $18.4108 \pm 0.0006$ | $18.401 \pm 0.017$ |
| $1 s 2 p^{1} P_{1} \rightarrow 1 s 2 p^{3} P_{1}$ | 13.4875 | 13.4857 | 13.4878 | $13.4853 \pm 0.0002$ | $30.296 \pm 0.018$ |  |
| $1 s 2 p^{1} P_{1} \rightarrow 1 s 2 p^{3} P_{2}$ | 11.8692 | 11.8668 | 11.8693 | $11.8664 \pm 0.0008$ | $13.62 \pm 0.20$ | $13.516 \pm 0.021$ |
| $1 s 2 p^{3} P_{1} \rightarrow 1 s 2 p^{3} P_{2}$ | 1.6182 | 1.6189 | 1.6185 | $1.6189 \pm 0.0008$ | $11.895 \pm 0.027$ |  |



Figure 6.8 - Deformation of the peak on the one-dimensional position spectra as a function of the distance between the detector plane and the Rowland circle. These profiles have been simulated for X-ray of about 3.1 keV energy and a quartz (10. $\overline{1}$ ) crystal.The energy decreases with the increase of the channel number.
of this error requires a more accurate analysis of the data. In the pion mass measurement, a refinement of the spectra analysis requires to take into account the deformation of the response function due to the defocusing. Up to now, the peaks in the highly charged ions spectra have been fitted using the theoretical response function in focus convoluted with a Gaussian distribution. This profile is perfectly adapted for lines near the focal position on the CCD, but it is not suited for lines far from there: for each energy transition, the focal position for the Johann-type crystal spectrometer is on the Rowland circle. However, the spectral lines are detected using a flat two-dimensional detector (the CCD array in our case), which intersects the Rowland circle in only one point (see Fig. 6.4 and 6.5). It is only at this position that we can observe an exact focusing. Transitions with a focal position outside the detector plane corresponds to a deformed peak on the one-dimensional position spectrum.

The larger the distance between the focus and the detector, the larger the peak width and asymmetry be. As we can see on Fig. 6.9, this distance $z_{F}$ is related to the peak position on the detector $x_{P}$ and to the Bragg angle by the simple formula:

$$
\begin{equation*}
z_{F} \simeq \Delta x \tan \left(\frac{\pi}{2}-\Theta_{B}\right), \tag{6.4}
\end{equation*}
$$

where $\Delta x=x_{P}-x_{F}$ and $x_{F}$ is the detector focal position (the intersection point of the Rowland circle and of the detector). The defocusing effect is minimum for $\Theta_{B}=\pi / 2$ and is maximum for small Bragg angles. The peak asymmetry can introduce a shift of the barycenter position of the line, i.e., a systematic effect on the energy difference


Figure 6.9 - Correspondence between the position of the peak and the distance between the Rowland circle and the detector plane. Only a peak with a position $x_{F}$ on the CCD array is in the focal position. Peaks with $x_{P} \neq x_{F}$ are out of focus.

Table 6.6 - Discrepancies between energy differences of He-like argon transition evaluated using the Li-like argon $K \alpha$ transition as reference line between two spectra (Spectrum 1 and Spectrum 2 in Fig. 6.4) and evaluated directly using one spectrum (Spectrum 2 in Fig. 6.4). The errors considered in this table are due only to the statistics. The energy difference discrepancies are produced from the asymmetric shape of the M1 transition in Spectrum 2 in Fig. 6.4.

| Transition | Measured energies (eV) |  | Difference | Error sum |
| :--- | ---: | ---: | ---: | ---: |
|  | using 2 spectra | using 1 spectrum |  |  |
| $1 s 2 p^{3} P_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ | $3123.472 \pm 0.006$ | $3123.483 \pm 0.006$ | -0.012 | 0.012 |
| $1 s 2 p^{3} P_{2} \rightarrow 1 s^{2}{ }^{1} S_{0}$ | $3126.244 \pm 0.004$ | $3126.256 \pm 0.005$ | -0.012 | 0.009 |
| $1 s 2 p^{1} P_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ | $3139.499 \pm 0.003$ | $3139.511 \pm 0.003$ | -0.012 | 0.006 |
| $1 s 2 p^{3} S_{1} \rightarrow 1 s 2 p^{3} P_{1}$ | $19.343 \pm 0.006$ | $19.354 \pm 0.006$ | -0.012 | 0.012 |
| $1 s 2 p^{3} S_{1} \rightarrow 1 s 2 p^{3} P_{2}$ | $22.116 \pm 0.004$ | $22.127 \pm 0.005$ | -0.012 | 0.009 |
| $1 s 2 p^{3} S_{1} \rightarrow 1 s 2 p^{1} P_{1}$ | $35.371 \pm 0.003$ | $35.382 \pm 0.003$ | -0.012 | 0.006 |
| $1 s 2 p^{3} P_{1} \rightarrow 1 s 2 p^{1} P_{1}$ | $16.028 \pm 0.009$ | $16.028 \pm 0.010$ | 0.000 | 0.018 |
| $1 s 2 p^{3} P_{2} \rightarrow 1 s 2 p^{1} P_{1}$ | $13.255 \pm 0.007$ | $13.255 \pm 0.008$ | 0.000 | 0.015 |

measurement. This systematic error can be estimated by the evaluation of the energy difference between two away lines, A and C, choosing two different lines, line B and B', as intermediate reference. In principle, the energy difference between two lines is independent on the choice of the intermediate line B used to connect the two different spectra. In the real world, if we don't take into account the defocusing effect, this is not true and the energy evaluated depends on the position of the lines with respect to the focus in each spectrum. The difference between the two values obtained with the two methods can give an estimation of the systematic effects due to the unsuited profile model used for the peak fit. These differences are compared to the statistics error to estimate the defocusing effect.

Considering the spectra of the He-like argon in Fig. 6.4, we can evaluate the energy difference between the $1 s 2 s{ }^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0} M 1$ and the $1 s 2 p P \rightarrow 1 s^{2}{ }^{1} S_{0}$ transitions using just one spectrum, Spectrum 2 or using two spectra, Spectrum 1 and Spectrum 2, by the intermediate of the Li-like peaks, as showed in Fig. 6.4. The results using only Spectrum 1 must be more affected by the defocusing, due to the large distance between the $M 1$ transition and the focal position on the CCD. To test this hypothesis, we can evaluate the energy differences using both methods and compare the results. The values are presented in Tab. 6.4, where only the statistics error have been taken into account.

As we can observe, the two different evaluations bring two values, which differ significantly from each other. This difference comes from the asymmetry of the peaks far from the focus, as the $1 s 2 p P \rightarrow 1 s^{2}{ }^{1} S_{0}$ peaks in Spectrum 2 in Fig. 6.4, and it must be taken into account in a more precise analysis.

This source of systematic error can be estimated to roughly 10 meV , which is of the same order of magnitude as the statistical error and the systematic errors already considered.

However, this error can be eliminated with a more accurate analysis. For this reason, Eric-Olivier Le Bigot and me we developed a new program for the proper analysis of the highly charged ion spectra. As in the previous study, this program uses the Monte Carlo simulation developed by Leopold M. Simons (see also Sec. 5.2) to simulate the line profiles. In this new analysis we generate a set of profiles at different position of the detector instead of a single profile corresponding to the focus position. Each profile will be adapted for a finite range of the x-position of the peaks in the one dimensional spectra. The profile corresponding to the response function in focus will now be used only to fit peaks in proximity of the focal position.

The set of theoretical profiles has to be generated for each experimental spectrum and the fit program, FIT6, modified to choose the best adapted profile as a function of the peak position on the spectrum. An example of such a set of profiles is presented in Fig. 6.10. The shape of each peak on the position sensitive detector is simulated as a function of its relative distance from the focus position, which is, in this case, at proximity of channel 1170.

The following operations have to be accomplished for this new analysis:

- Determination of the focal position on the CCD.
- Generation of the set of profiles for this specific CCD position using, as input, the crystal characteristics (radius of curvature, crystal type,...) and the geometry condition of the set-up.


Figure 6.10 - Simulated profiles in the one-dimensional position spectrum for X-rays with energy of about 3.1 keV reflected by a quartz (10. $\overline{1}$ ) crystal The focal position in this figure is near channel 1170. The amount of 1204 channels correspond to the total width of the CCD array. Experimental spectra occupied usually about 600 channels. Each profile is used by the program FIT6 to fit peaks distant by at least 100 channels from its position.

- Fit of the spectrum using the adapted profile for each position of the CCD, convoluted with a Gaussian distribution.

The evaluation of the focal position on the CCD is essential to determine the detector position with respect to the Rowland circle. This position in measured for each crystal by the focal scan using the $1 s 2 s{ }^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0} M 1$ transition from He-like ions. A rough analysis for the focal position has been done on-line during the data acquisition. A more refined analysis has been performed using the Monte Carlo simulation and requires the precise knowledge of the radius of curvature of the bent crystal.

Once the focal position obtained, the set of theoretical response functions is generated using the Monte Carlo simulation. For each peak, the program chooses the more adapted profile to take into account correctly the defocusing of the line, following the same procedure described in Sec. 3.5. In this way, the angular differences between two lines can be evaluated without the possible energy shifts, due to the peak asymmetry.

## Present situation: problems

The program has been finished and tested and the data are ready to be analyzed. But we discovered a problem, which stopped our analysis. As presented in Sec 5.2 , during the focal scan analysis, the PSI group found in spring 2005 that the bent crystals used in the experiments have a radius of curvature different from the nominal value and that, in addition, most of them have a cut angle between the crystal surface and the crystal planes significantly different from zero (some tens of minutes) as it supposed to be.

These derivations from the nominal values can cause differences of several millimeters between the theoretical focal position (without taking into account the real radius of curvature and cut angle value) and the experimental focal position deduced from the focal scan. For this reason, the cut angle and the real radius of curvature have to be taken into account in the the simulation of the theoretical response functions for the fit of the ions and pionic atoms spectra. At present, the analysis of the highly charged ions cannot be completed because the measurement of the cut angle is still in progress. Once this measurement will be finished, the measured cut angle will be included into the Monte Carlo simulation to produce the correct theoretical profiles.

However, this analysis is very promising. As we saw in Tables 6.4 and 6.5, our results have an error 5 to 10 times smaller than the previous X-ray spectroscopy measurement. The new measurement of the vacuum pipes and the new analysis with the correct Monte Carlo simulation will reduce by an additional factor of $2-3$ the experimental error. This will allows to a more accurate comparison between experimental and theoretical values for highly charged ions transitions.

## Part III

## Conclusion and appendices

## Chapter 7

## Conclusion

"È che Diotallevi, e io stesso, stiamo progettando una riforma del sapere. Una Facoltà di Irrilevanza Comparata, dove si studino materie inutili o impossibili.(...)<br>Ecco pertanto Morfematica del Morse, Storia<br>dell'Agricoltura Antartica, Storia della Pittura<br>nell'Isola di Pasqua, Letteratura Sumera Contemporanea, Istituzioni di Docimologia Montessoriana, Filatelia Assiro-Babilonese, Tecnologia della Ruota degli Imperi Precolombiani, Iconologia Braille, Fonetica del Film muto...".

Umberto Eco, Il Pendolo di Foucault, 1988

### 7.1 Results summary

The aim of this thesis was to increase the accuracy on X-ray spectroscopy of pionic atoms and highly charged ions, to provide quantities of fundamental interest and to test fundamental theories.

Pionic nitrogen has been used to provide a new precise measurement of the mass of negatively charged pion. This measurement required a reduction of the error on the theoretical prediction of the atomic energies and an accurate measurement of the $5 \rightarrow 4$ pionic nitrogen transitions.

To improve the theoretical calculation, based on the Klein-Gordon equation, it was necessary to investigate new energy corrections. For this reason, I calculated the Hyperfine Structure (HFS) for pionic atoms, that causes a shift of the transition energy due to the difference in transition probabilities between HFS sublevels. The formalism I developed in Ch. 2 consists in new perturbation expansion of the Klein-Gordon equation and, for this reason, it includes automatically relativistic corrections. In the case I presented, the perturbation was due to the interaction between the pion orbital moment and the magnetic moment of the nucleus. The perturbation term has been deduced using a multipole expansion of the nuclear electromagnetic potential. The results obtained with this
method have been compared with the Breit-Pauli Hamiltonian predictions for a spin- $\frac{1}{2}$ nucleus. This comparison allowed to obtain additional recoil corrections to the HFS structure. The results presented in Ch. 2 are also confirmed by theoretical predictions that uses the Bethe-Salpeter equations for a spin- $\frac{1}{2}$ nucleus, but the KG equation perturbation method can be used for arbitrary values of the nuclear spin.

Using this formalism, it was possible to increase the precision of the theoretical prediction for pionic atoms with low or medium atomic numbers. In particular we calculated the pionic nitrogen transition energies with an accuracy in the order of 0.2 ppm producing a negligible effect on the pion mass measurement. Moreover, the QED $n p \rightarrow 1 s$ pionic hydrogen transition energies have been predicted with and unprecedented accuracy that lead to a reduction of about $30 \%$ of the systematic error in the evaluation of the strong interaction shift on the pionic hydrogen.

With this new theoretical predictions, the pionic nitrogen spectroscopy presented in Ch. 4 provides, at present, the most accurate value of the negatively charged pion mass with an error of $1.7 \mathrm{ppm}, 32 \%$ less than the world average value accuracy ( 2.5 ppm ).

Pionic nitrogen spectroscopy enables, in addition, to test the Quantum Electrodynamics prediction for a spin-0 particle in a bound system. By measuring the energy difference between the $5 g \rightarrow 4 f$ and $5 f \rightarrow 4 d$ parallel transitions, it was possible to test the validity of the Klein-Gordon equation with an accuracy in the order of $0.6 \%$.

This new pion mass value did not cause any error decrease on the strong interaction shift measurement because the $6 \rightarrow 5$ pionic oxygen transition, the energy of which is proportional to the pion mass, was used as reference line for the $3 p \rightarrow 1 s$ pionic hydrogen transition. However, a decrease of the pion mass error provides an increase of accuracy of the X-ray standards using pionic atoms transitions. The precision of these transition energies prediction is limited in fact by the experimental error in the pion mass value.

The high accuracy of the pion mass has been obtained using several experimental improvements. In particular we used the muonic oxygen transition as a calibration line instead of fluorescence X-ray sources, and we characterized accurately the crystal spectrometer used in the experiment.

The measurement of the spectrometer response function has been made possible by the development of a new ECR ion trap for the production of highly charged ions. The relativistic M1 transitions $1 s 2 s^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0}$ in He-like argon, chlorine and sulphur have been used for the systematic study of the spectrometer bent crystals. This study allowed also for the development and test of the Monte Carlo simulation of the instrument and of specific fit programs as FIT6 and FITIT, which use such simulations for the fit to the experimental spectra.

The simulation and the fit routines constitute an important set of tools for the precise analysis of the X-ray spectra. Thanks to this tools it was possible to use appropriate line profile for the determination of the pion mass and for the measurement of the strong interaction width of pionic hydrogen ground state, but also for the measurement of the Helike ion transitions. Highly charged ions produced in the ECR ion trap have been used not only to characterize the spectrometer, but also for atomic spectroscopy in strong field. The preliminary analysis of the He-like argon and sulphur spectra provides the most accurate value, in the order of 10 meV , of $1 s 2 p P \rightarrow 1 s^{2}{ }^{1} S_{0}$ transition energies with respect to the $1 s 2 s^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0} M 1$ using X-ray spectroscopy, with a reduction of a factor of 3 to 10 of the uncertainty with respect to the precedent experiments. In particular, this new
measurements enable to test accurately the theoretical predictions for highly charged ions with few electrons.

### 7.2 Outlook

The perturbation method for the Klein-Gordon equation has been used for the calculation of the HFS due to the nuclear magnetic moment, but it can be applied for different type of perturbation. For pionic atoms with high $Z$, the nuclear quadrupole moment may not be negligible. The effect of such moments can be easily evaluated using the same perturbation method. In this case, HFS due to the quadrupole moment can be predicted using the multipole development of the electric potential to calculate the correspondent perturbation operator. In the same way, strong interaction effects can be taken into account introducing the optical potential [39, 40] as perturbation. These two applications are very important for calculation of the atomic levels in heavy pionic ions, where the relativistic effect, automatically taken into account by the KG equation, are not negligible.

An additional improvements of this formalism will be the introduction of the pion and the nucleus finite size in the HFS formula. A correct approach to the problem requires in fact a modified expression of the vector potential to take into account the spatial distribution of the nuclear magnetic moment and to lead to the Bohr-Weisskopf correction 41, 42.

As written above, the analysis of the He-like ions presented in this thesis is only preliminary. Several improvement must be done to increase the accuracy of the measurement. At present, the largest source of uncertainty is the evaluation of the crystal-detector distance of the X-ray spectrometer. In addition, the line profile model used up to now does not take into account the defocusing of the peak on the one-dimensional spectra, for lines not at the focal position. A more correct analysis is in progress. This new study simulated the most adapted profile for each peak on the one-dimensional spectra and uses the new features of the Monte Carlo simulation to take into account the recently measured cut angle of the bent crystals.

This analysis will also be extend to lower charge states spectra as the Li- and Be-like transitions. The study of these transitions will require an additional effort to study properly the contribution from satellites transition due to the more complex atomic spectra. For this reason a study of the dependence of the spectra characteristic on the injected microwave power and gas pressure in the ECRIT plasma chamber will be required. Such studies have already started using the new SIMPA ECRIS in Paris. The SIMPA installation is provided at the moment with a mosaic spectrometer that, due to the limited energy resolution, can not distinguish such satellite transitions. However, in our group a new double crystal spectrometer is in construction. This instrument is characterized by an energy resolution of 0.27 eV at 3 keV for $\mathrm{Si}(111)$ and it can measure the absolute value of the transition energy. With the double crystal spectrometer it will be possible to measure energies of transitions as the $1 s 2 s^{3} S_{1} \rightarrow 1 s^{2}{ }^{1} S_{0} M 1$ in He-like argon, with an error smaller than 0.5 ppm , which will allow to test the different theoretical predictions for few electrons highly charged ions with unprecedented accuracy.

## Hyperfine structure in atomic and natural units

To pass to the atomic units we have to transform firstly the formula presented is Ch .2 in Gaussian units from the International System of Units (SI). Using the conversion formulas in Ref. [153], we have:

$$
\left\{\begin{array}{l}
(\boldsymbol{E})_{S I}=\sqrt{4 \pi \epsilon_{0}}(\boldsymbol{E})_{\text {gauss }} \Rightarrow e_{S I}=\sqrt{4 \pi \epsilon_{0}} e_{\text {gauss }}  \tag{1}\\
(\boldsymbol{B})_{S I}=\sqrt{\frac{\mu_{0}}{4 \pi}}(\boldsymbol{B})_{\text {gauss }} \Rightarrow\left(\hat{t}_{q}^{i}\right)_{S I}=\sqrt{\frac{\mu_{0}}{4 \pi}}\left(\hat{t}_{q}^{i}\right)_{\text {gauss }}
\end{array}\right.
$$

The expression for $\hat{T}_{q}$ in Eq. (2.46) becomes ${ }^{1}$ :
$\hat{T}_{q}=\frac{2 e \hbar}{c} r^{-3} \hat{L}_{q}$,
$\left\langle n^{\prime} l^{\prime} I F^{\prime} M^{\prime}\right| \hat{W}|n l I F M\rangle=\delta_{F F^{\prime}} \delta_{M M^{\prime}} \delta_{l l^{\prime}} \mu_{I} \mu_{N} \frac{e \hbar}{c} \frac{F(F+1)-I(I+1)-l(l+1)}{I}\left\langle n^{\prime} l\right| \hat{r}^{-3}|n l\rangle$.

Before to move to the atomic units it will be useful to express the energy correction terms in terms with the binding energy. In fact, the total energy $E_{(0)}$ can be composed in the mass energy and the binding energy $\mathcal{E}_{(0)}: E_{(0)}=\mu c^{2}+\mathcal{E}_{0}$. In that case Eq. 2.35) becomes:

$$
\begin{equation*}
E_{(1)}=\frac{\langle\hat{W}\rangle}{\mu\left(1+\frac{\mathcal{E}_{0}}{\mu c^{2}}\right)\left[1+\left(1+\frac{\mathcal{E}_{0}}{\mu c^{2}}\right)^{-2}\right]} \tag{4}
\end{equation*}
$$

The last step is to pass to the atomic units (a.u.) where $-e=\hbar=m_{\text {electron }}=1$. Using

[^22]these units we have $\alpha=1 / c$ and the equation above become:
$\hat{T} q=2 \alpha \hat{r}^{-3} \hat{L}_{q}$,
$\left\langle n^{\prime} l^{\prime} I F^{\prime} M^{\prime}\right| \hat{W}|n l I F M\rangle=-\delta_{F F^{\prime}} \delta_{M M^{\prime}} \delta_{l l^{\prime}} \mu_{I} \mu_{N} \alpha \frac{F(F+1)-I(I+1)-l(l+1)}{I}\left\langle n^{\prime} l\right| \hat{r}^{-3}|n l\rangle$,
$E_{(1)}=\frac{\langle\hat{W}\rangle}{\mu\left(1+\frac{\alpha^{2} \mathcal{E}_{0}}{\mu}\right)\left[1+\left(1+\frac{\alpha^{2} \mathcal{E}_{0}}{\mu}\right)^{-2}\right]}$,
where now $\mu$ is expressed in electron mass units. In the natural units (n.u.) we have $c=\hbar=1$ and we have:
$\hat{T} q=2 \sqrt{\alpha} \hat{r}^{-3} \hat{L}_{q}$,
$\left\langle n^{\prime} l^{\prime} I F^{\prime} M^{\prime}\right| \hat{W}|n l I F M\rangle=\delta_{F F^{\prime}} \delta_{M M^{\prime}} \delta_{l l^{\prime}} \mu_{I} \mu_{N} \sqrt{\alpha} \frac{(F(F+1)-I(I+1)-l(l+1)}{I}\left\langle n^{\prime} l\right| \hat{r}^{-3}|n l\rangle$,
$E_{(1)}^{n l F}=\frac{\langle\hat{W}\rangle}{\mu\left(1+\frac{\mathcal{E}_{0}}{\mu}\right)\left(1+\left(1+\frac{\mathcal{E}_{0}}{\mu}\right)^{-2}\right)}$.
It is interesting to note than if we use explicitly the formula for the expression of the nuclear magneton, we find the same expression in both unit systems. The nuclear magneton is:
\[

$$
\begin{equation*}
\mu_{N}=\frac{e \hbar}{2 m_{p}}=\left(\frac{1}{2 m_{p}}\right)_{\text {a.u. }}=\left(\frac{\sqrt{\alpha}}{2 m_{p}}\right)_{n . u .} . \tag{11}
\end{equation*}
$$

\]

The expression for $\langle\hat{W}\rangle$ becomes for both cases:
$\left\langle n^{\prime} l^{\prime} I F^{\prime} M^{\prime}\right| \hat{W}|n l I F M\rangle=\delta_{F F^{\prime}} \delta_{M M^{\prime}} \delta_{l l^{\prime}} \mu_{I} \frac{\alpha}{2 m_{p}} \frac{F(F+1)-I(I+1)-l(l+1)}{I}\left\langle n^{\prime} l\right| \hat{r}^{-3}|n l\rangle$.

## Non-relativistic transition probability calculation

The transition probability in a non-relativistic framework can be easily found in the classical literature [60, [62, 154]. If we don't take into account the polarization of the emitted photon, the transition probability between the level $|n l\rangle$ and $\left|n^{\prime} l^{\prime}\right\rangle$ is given by the formula:

$$
\begin{equation*}
\left.A_{n l \rightarrow n^{\prime} l^{\prime}}=\frac{4 k^{3}}{3(2 l+1)}|\langle n l|| \hat{\boldsymbol{D}} \| n^{\prime} l^{\prime}\right\rangle\left.\right|^{2}, \tag{13}
\end{equation*}
$$

where $k=\left(E_{n l}-E_{n^{\prime} l^{\prime}}\right) /(c \hbar)$ is the wave vector of the emitted photon, and $\left\langle n l\|\hat{\boldsymbol{D}}\| n^{\prime} l^{\prime}\right\rangle$ is the reduced matrix of the dipole operator $\hat{\boldsymbol{D}}=q \hat{\boldsymbol{r}}$. The selection rules impose than $l-l^{\prime}= \pm 1$. Reduced matrix elements can be expressed as function of the integrals $R_{n l}^{n^{\prime} l \pm 1}$ :

$$
\begin{equation*}
R_{n l}^{n^{\prime} l^{\prime}}=\frac{1}{a_{0}^{2}} \int_{0}^{\infty} \psi_{n l}(r) \psi_{n^{\prime} l^{\prime}}(r) r^{3} d r \tag{14}
\end{equation*}
$$

where $\psi_{n l}$ are the radial part of the hydrogen-like atoms wave-functions. $a_{0}=\hbar /(m c Z \alpha)$ is the Bohr radius, the characteristic atomic length. In the case $l^{\prime}=l-1$ Eq. (13) becomes:

$$
\begin{equation*}
A_{n l \rightarrow n^{\prime} l-1}=\frac{4 \alpha\left(E_{n l}-E_{n^{\prime} l-1}\right)^{3}}{3 \hbar^{3} c^{2}} \frac{l}{2 l+1} a_{0}^{2}\left(R_{n l}^{n^{\prime} l-1}\right)^{2} . \tag{15}
\end{equation*}
$$

Replacing $a_{0}$ with its value, we have:

$$
\begin{equation*}
A_{n l \rightarrow n^{\prime} l-1}=\frac{4\left(E_{n l}-E_{n^{\prime} l-1}\right)^{3}}{3 m^{2} c^{4} \hbar} \frac{\alpha}{(Z \alpha)^{2}} \frac{l}{2 l+1}\left(R_{n l}^{n^{\prime} l-1}\right)^{2} . \tag{16}
\end{equation*}
$$

From this expression, the transition probability for the hyperfine sub-level can be calculated using the angular momentum addition properties [62]:

$$
A_{n l I F \rightarrow n^{\prime} l^{\prime} I F^{\prime}}=\frac{(2 F+1)\left(2 F^{\prime}+1\right)}{2 I+1}\left\{\begin{array}{ccc}
l^{\prime} & F^{\prime} & I  \tag{17}\\
F & l & 1
\end{array}\right\}^{2} A_{n l \rightarrow n^{\prime} l-1}
$$

where $F$ is the total angular momentum resulting from the addition of $L$ and the nuclear angular momentum $I$.

# Calculation of the lattice deformation for a spherically bent crystal 

In X-ray Bragg spectrometer that use curved crystal, the surface shape is predetermined by pressing the crystal plate to the highly precise glass former with a defined curvature characterized by two radius of curvature $R_{1}$ and $R_{2}$. In the case of a cylindrically bent crystal we have $R_{1}=\infty$ or $R_{2}=\infty$ and for a spherically bent crystal $R_{1}=R_{2}<\infty$. The "forced bending" makes that the given surface shape with curvature radii $R_{1}$ and $R_{2}$ produces a "hidden" bending moment along the direction perpendicular to the surface. A value of $R_{3} \neq \infty$ correspond to a change of the d-spacing between planes parallel to the surface that is proportional to $1 / R_{3}$. As presented in Ch. 3.3 , this deformation produces a correction for X-ray spectroscopy with bent crystals. The exact expression for $R_{3}$ is [155]:

$$
\begin{equation*}
\frac{1}{R_{3}}=\frac{1}{R_{1}} \frac{s_{13} s_{22}-s_{12} s_{23}}{s_{11} s_{22}-s_{12}^{2}}+\frac{1}{R_{2}} \frac{s_{23} s_{11}-s_{12} s_{13}}{s_{11} s_{22}-s_{12}^{2}}, \tag{18}
\end{equation*}
$$

where $s_{i j}$ are the compliance coefficients are defined as the proportionality constants between stress and strain by the generalized Hooke's law [156]:

$$
\begin{equation*}
\epsilon_{i}=\sum_{j} s_{i j} \sigma_{j} \quad(i, j=1,2, \ldots 6), \tag{19}
\end{equation*}
$$

where $\sigma_{j}$ and $\epsilon_{i}$ are the engineering stress and strains, respectively. The value of the $s_{i j}$ coefficients depends of the choice of the coordinate system. When the crystal-axis coordinate system is used for a cubic crystal, as germanium and silicon, the compliance coefficients reduce to the following matrix:

$$
S_{i j}=\left(\begin{array}{cccccc}
S_{11} & S_{12} & S_{12} & 0 & 0 & 0  \tag{20}\\
S_{12} & S_{11} & S_{12} & 0 & 0 & 0 \\
S_{12} & S_{12} & S_{11} & 0 & 0 & 0 \\
0 & 0 & 0 & S_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & S_{44} & 0 \\
0 & 0 & 0 & 0 & 0 & S_{44}
\end{array}\right) .
$$

The compliance coefficients for rotated axes in cubic crystals can be calculated from
the formulas:

$$
\begin{array}{ll}
s_{11}=s_{22}=s_{33} & =S_{11}+S_{c}\left(l_{1}^{4}+m_{1}^{4}+n_{1}^{4}-1\right), \\
s_{12}=s_{13}=s_{23} & =S_{12}+S_{c}\left(l_{1}^{2} l_{2}^{2}+m_{1}^{2} m_{2}^{2}+n_{1}^{2} n_{2}^{2}\right), \\
s_{14}=s_{24}=s_{34}=s_{15}=s_{25} & \\
=s_{35}=s_{16}=s_{26}=s_{36} & =2 S_{c}\left(l_{1}^{2} l_{2} l_{3}+m_{1}^{2} m_{2} m_{3}+n_{1}^{2} n_{2} n_{3}\right),  \tag{21}\\
s_{45}=s_{46}=s_{56} & =4 S_{c}\left(l_{1}^{2} l_{2} l_{3}+m_{1}^{2} m_{2} m_{3}+n_{1}^{2} n_{2} n_{3}\right), \\
s_{44}=s_{55}=s_{66} & =S_{44}+4 S_{c}\left(l_{1}^{2} l_{2}^{2}+m_{1}^{2} m_{2}^{2}+n_{1}^{2} n_{2}^{2}\right),
\end{array}
$$

where $\left[l_{i}, m_{i}, n_{i}\right]$ are the miller indexes for the direction $\hat{x}_{i}$ and $S_{c}=S_{11}-S_{22}-\frac{1}{2} S_{44}$.
In the case of the isotropic elasticity model for the two-dimensional forced bending, $R_{3}$ does not depend on the orientation of the bending curvature and surface normal directions and Eq. 18) becomes:

$$
\begin{equation*}
\frac{1}{R_{3}}=\left(\frac{1}{R_{1}}+\frac{1}{R_{2}}\right) \frac{\nu}{1-\nu}, \tag{22}
\end{equation*}
$$

with the Poisson's ratio $\nu=-S_{12} / S_{11}$.
We consider now the effect of the spherically forced bending of a crystal, $R_{1}=R_{2}=R$, with crystal planes ( $l_{3} m_{3} n_{3}$ ) parallel to the surface, i.e., perpendicular to the direction $\hat{x}_{3} \equiv\left[l_{3} m_{3} n_{3}\right]$, and spaced with a distance $d$. We have [109]:

$$
\begin{equation*}
\frac{\Delta d}{d}=-\frac{\left.2 \nu_{\left[l_{3}\right.} m_{3} n_{3}\right]}{\left.1-\nu_{\left[l_{3}\right.} m_{3} n_{3}\right]} \frac{z-\zeta}{R}, \tag{23}
\end{equation*}
$$

where $z$ is the distance along the $x_{3}$-axis from the crystal surface, and $\zeta$ is half of the thickness of the crystal. When $z=\zeta$ we are on the neutral plane, the crystal plane where the d-spacing does not change, located in the middle of the crystal (Fig. 3.11). For an isotropic material

$$
\begin{equation*}
\left.\nu_{\left[l_{3}\right.} m_{3} n_{3}\right]=\nu=-S_{12} / S_{11} \tag{24}
\end{equation*}
$$

In the general case $\nu_{\left[l_{3} m_{3} n_{3}\right]}$ depends on the direction $\hat{x}_{3}$ and from Eq. (18) and (22):

$$
\begin{equation*}
-\frac{\nu_{\left[l_{3} m_{3} n_{3}\right]}}{1-\nu_{\left[l_{3} m_{3} n_{3}\right]}}=\frac{s_{11} s_{12}-s_{12}^{2}}{s_{11}^{2}-s_{12}^{2}}, \tag{25}
\end{equation*}
$$

according to Eq. (18) and (21).
As an example we determine the Poisson's ratio $\nu_{[110]}(S i)$ for a spherically bent silicon crystal with the surface parallel to the (110) planes. In this case we can take $\hat{x}_{1} \equiv[100]$, $\hat{x}_{2} \equiv[1 \overline{1} 0]$ and $\hat{x}_{1} \equiv[110]$. The $s_{i j}(S i)$ coefficients can be calculated from Eq. (21) using the values in Ref. [156]:

$$
\begin{align*}
& S_{11}=+0.768 \\
& S_{11}=-0.214,  \tag{26}\\
& S_{11}=+1.26
\end{align*}
$$

and using Eq. 25], we obtain $\nu_{[110]}(S i)=0.270$.
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#### Abstract

The average pixel distance as well as the relative orientation of an array of 6 CCD detectors have been measured with accuracies of about 0.5 nm and $50 \mu \mathrm{rad}$, respectively. Such a precision satisfies the needs of modern crystal spectroscopy experiments in the field of exotic atoms and highly charged ions. Two different measurements have been performed by illuminating masks in front of the detector array by remote sources of radiation. In one case, an aluminum mask was irradiated with X-rays and in a second attempt, a nanometric quartz wafer was illuminated by a light bulb. Both methods gave consistent results with a smaller error for the optical method. In addition, the thermal expansion of the CCD detectors was characterized between $-105^{\circ} \mathrm{C}$ and $-40^{\circ} \mathrm{C}$.
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## I. INTRODUCTION

Charge-coupled devices (CCDs) are ideally suited as detectors for X -ray spectroscopy in the few keV range, because of excellent energy resolution and the inherent two-dimensional spatial information. In particular, they can be used as focal-plane detectors of Bragg crystal spectrometers for studies of characteristic X -radiation from exotic atoms with ultimate energy resolution [1].

The detector described in this work was set-up for a bent crystal spectrometer used in three ongoing experiments at the Paul Scherrer Institut: the measurement of the charged pion mass $[2,3]$, the determination of the strong-interaction shift and width of the pionic hydrogen ground state $[4,5]$ and highly charged ion spectroscopy [6]. The detector is made of an array of two vertical columns of 3 CCDs each [7] (Fig. 1). Each device has $600 \times 600$ square pixels with a nominal dimension of $40 \mu \mathrm{~m}$ at room temperature. Each pixel is realized by an open-electrode structure. For this reason, the dimension characterizing the detector is rather the average distance between pixels centers than the size of the individual pixel.

As the CCD is usually operated at $-100^{\circ} \mathrm{C}$, the knowledge of the inter-pixel distance at the working temperature is essential for crystal spectroscopy, because any angular difference is determined from a measured position difference between Bragg reflections. Furthermore, for an array like the one described here, the relative orientation of the CCDs has to be known at the same level of accuracy as the average pixel distance.

A first attempt to determine the relative positions has been made using a wire eroded aluminum mask illuminated by sulphur fluorescence X -rays produced by means of an X ray tube. The alignment of the mask pattern made it possible to estimate the relative CCD position with an accuracy of about $0.05-0.1$ pixel and the relative rotation to slightly better than $100 \mu \mathrm{rad}[8]$. In order to obtain in addition a precise value for the average pixel distance a new measurement was set-up using a high-precision quartz wafer in front of the CCD illuminated with visible light. Using this method, the relative CCD devices' position was evaluated with an accuracy of about 0.02 pixel. The temperature dependence of the pixel distance was also determined.

Section II is dedicated to the description of the optical measurement set-up. In section III, we describe the measurement of the pixel distance. Section IV we present the measurement of the CCD orientation using the aluminum mask (Sec. IV A) and using the quartz mask
(Sec. IV B). In section V we describe the measurement of the inter-pixel distance temperature dependence.

## II. SET-UP OF THE OPTICAL MEASUREMENT

The quartz wafer is an optical cross grating manufactured by the Laboratory of Microand Nanotechnology of the Paul Scherrer Institut. The grating is 40 mm wide and 70 mm high. It is composed of vertical and horizontal lines of $50 \mu \mathrm{~m}$ thickness separated from each other by 2 mm (Fig. 2). The linearity of the lines is of order $0.05 \mu \mathrm{~m}$ in the horizontal direction. In the vertical direction, the lines become slightly parabolic with a maximum deviation of $0.15 \mu \mathrm{~m}$ from the average value (Fig. 3).

The wafer was positioned 37 mm in front of the CCD array. It was illuminated with short light pulses using a point-like light source, which was approximated by a collimator of one millimeter in diameter located in front of a light bulb at a distance of 6.43 m from the CCDs to reduce parallax effects distorting the wafer image (Fig. 4-5). The wafer temperature was monitored and remained at room temperature during the measurements. The integration time per picture was 10 s with the bulb shining for 6 s for each selected temperature of the CCDs. The temperature was varied between $-105^{\circ} \mathrm{C}$ and $-40^{\circ} \mathrm{C}$.

## III. MEASUREMENT OF THE AVERAGE PIXEL DISTANCE

For the determination of the pixel distance, a simultaneous linear fit of two adjacent lines was performed under the constraint that the two lines are parallel.

After cutting out the crossing points, the diffraction pattern of the straight sections linking them (zones) was fitted to a superposition of 5 Gaussian profiles: central peak, first and second side maxima, and left and right backgrounds (Fig. 6-7). The parabolic shape of the grating was taken into account in the analysis of the images recorded with the detector.

For the fit of two parallel lines we have to consider two sets of data at the same time: $\left(x 1_{i}, y 1_{i}, \Delta y 1_{i}\right)$ and $\left(x 2_{i}, y 2_{i}, \Delta y 2_{i}\right)$, and the lines are described by the equations:

$$
\left\{\begin{array}{l}
y 1=a 1+b x 1  \tag{1}\\
y 2=a 2+b x 2
\end{array}\right.
$$

The best determination of the parameters $a 1, a 2$ and $b$ is obtained by minimization of the $\chi^{2}$ merit function following the same procedure as described in Ref. [9]. In this case, the $\chi^{2}$ merit function is:

$$
\begin{align*}
\chi^{2}(a 1, a 2, b)= & \sum_{i=1}^{N_{1}}\left(\frac{y 1_{i}-a 1-b x 1_{i}}{\Delta y 1_{i}}\right)^{2}+ \\
& \sum_{i=1}^{N_{2}}\left(\frac{y 2_{i}-a 2-b x 2_{i}}{\Delta y 2_{i}}\right)^{2} . \tag{2}
\end{align*}
$$

Considering two parallel lines that are at a distance $L$ (in $\mu \mathrm{m}$ ) on the CCD, the average pixel distance is obtained from the formula:

$$
\begin{equation*}
\text { pixel dist. }=\frac{L}{|a 1-a 2| \cos (\arctan b)}=L \frac{\sqrt{1+b^{2}}}{|a 1-a 2|} \tag{3}
\end{equation*}
$$

The presence of the cosine term takes into account the fact that the lines are generally not parallel to the CCD edge. The detailed formulas for the $\chi^{2}$ minimization are presented in Appendix A.

For each CCD, we obtained about 180 independent evaluations of the pixel distance from straight sections of different line pairs. The average value of the pixel distance was obtained by a Gaussian fit to the histogram obtained from individual values (Fig. 8-9). Two series of images were available and the final value was calculated from the sum of the two distributions.

It is interesting to observe that the vertical and horizontal distributions have different dispersions (Fig. 8-9 and Table I). The horizontal pixel distance distribution is characterized by a FWHM of 80 nm , compared to 50 nm for the vertical one. Accordingly, the error on the Gaussian peak position for the vertical distance is half that for the horizontal one ( 0.9 nm and 1.8 nm , respectively). We have no clear-cut explanation for this difference. It is unlikely that this difference could come from the accuracy of the mask fabrication. As seen from Fig. 3, the line distances show similar fluctuations in the order of $0.05 \mu \mathrm{~m}$ for both directions and they should produce a dispersion of about $0.05 \mu \mathrm{~m} / 50=1 \mathrm{~nm}$ on the vertical and horizontal pixel distance ( 50 is the average number of pixels between two lines in the wafer image).

The CCD devices were fabricated using a $0.5 \mu \mathrm{~m}$ technology, which means that the uncertainty over the full size is $0.5 \mu \mathrm{~m}$ (at room temperature). Such an inaccuracy could introduce an average difference of order 0.8 nm for the inter-pixel distance of various CCDs.

This assumption was tested applying Student's $t$-test [9] to distributions from different CCDs. The only significant difference in the obtained distributions comes from CCD 2 and CCD 5. However, for these two CCDs we observe a parasitic image of the mask superimposed on the normal one, probably due to a reflection between the detector and the mask itself. Therefore, the final value of the pixel distance is given by the weighted average of the individual CCD values excluding CCD 2 and CCD 5 (Table I).

The overall precision of the quartz wafer is quoted to be $\pm 0.0001 \mathrm{~mm}$ over the full width of 40 mm . Hence, the uncertainty of the wafer grid contributes on average $0.1 \mu \mathrm{~m} / 1000$ $=0.1 \mathrm{~nm}$ per pixel. As horizontal and vertical pixel distances are in good agreement, a weighted average is calculated. Taking the wafer uncertainty of 0.1 nm into account, the average pixel distance reads $39.9775 \pm 0.0005 \pm 0.0001 \mu \mathrm{~m}$, where the nominal value is $40 \mu \mathrm{~m}$.

## IV. MEASUREMENT OF THE RELATIVE ORIENTATION OF THE CCDS

## A. X -ray method

An aluminum mask was installed 37 mm in front of the CCD array; this mask has a slit pattern chosen to provide an unambiguous connection between all CCDs (Fig. 11). The mask has a thickness of 1 mm , the slits are wire eroded with a width of about 0.1 mm and the linearity is about $50 \mu \mathrm{~m}$ over the full height. The detector array, shielded by the mask, was irradiated with sulphur X-rays of 2.3 keV produced with the help of an X-ray tube; this energy is low enough to keep charge splitting effects small [5]. The sulphur target was placed at about 4 m from the detector. A collimator with a diameter of 5 mm was placed close to the target to provide a point-like source. In total, about 600000 X-ray events were collected.

The relative rotations of the CCDs are determined by performing linear fits to sections of the mask slit images. Because of the slit arrangement, CCD 3 (CCD 6 would be equivalent) is the best choice to serve as reference frame. In this case, the relative rotations of CCDs 1,2 and 6 are established directly. The values for CCD 4 and CCD 5 are the weighted average of results with CCD 1 and CCD 6 as intermediate steps.

The fit is done by calculating the center of gravity (COG) for each CCD row (or column for fitting a horizontal line) and then making a linear regression through them. The error of
the COGs is based upon a rectangular distribution with a width equal to the width of the slits of the mask. With $N$ as the number of events and $w$ as the slit width, $\Delta_{C O G}=\frac{w}{\sqrt{12} \cdot \sqrt{N}}$. A width $w$ of 4 pixels for the horizontal/vertical lines and 6 pixels for the diagonals is assumed. From the inclinations (in mrad) of the mask slits relative to the perfect horizontal, vertical or diagonal $\left(45^{\circ}\right)$, the rotations $\Delta \Theta$ of individual CCDs are calculated. Results (relative to CCD 3) are given in Table II.

After the rotations have been determined and corrected for, the lines were fitted again to determine the crossing points of each slit with the CCD edge. The relative offsets $\Delta x$ and $\Delta y$ can be determined only if there are at least two lines crossing from one CCD to the other (Fig. 12). With CCD 3 as the starting point, the only other CCD fulfilling this condition is CCD 6. The position of all other CCDs has to be calculated relative to all CCDs shifted so far. The correct order for this is CCD 2, then CCD 5, CCD 1 and CCD 4.

The correct values for the vertical offsets follow from the condition that both lines should continue from one CCD to the other (CCD A and CCD B in Fig. 12). For case i) in Fig. 12, one horizontal and one diagonal line:

$$
\left\{\begin{array}{l}
A_{1}+\Delta y+B_{1} \cdot \Delta x=A_{2}  \tag{4}\\
A_{3}+\Delta y+B_{2} \cdot \Delta x=A_{4}
\end{array}\right.
$$

where $A_{i}$ are the y-coordinate of the crossing point between the lines of equation $y=$ $B_{i} \cdot x+($ constant $)$ and the CCD edge. From this, one derives:

$$
\begin{equation*}
\Delta x=\frac{\left(A_{2}-A_{4}\right)-\left(A_{1}-A_{3}\right)}{B_{1}-B_{2}}, \tag{5}
\end{equation*}
$$

and the associate error is:

$$
\begin{align*}
& \delta(\Delta x)=\left[\frac{\left(\delta A_{1}\right)^{2}+\left(\delta A_{2}\right)^{2}+\left(\delta A_{3}\right)^{2}+\left(\delta A_{4}\right)^{2}}{\left(B_{1}-B_{2}\right)^{2}}+\right. \\
&\left.\frac{\left(\left(\delta B_{1}\right)^{2}+\left(\delta B_{2}\right)^{2}\right) \cdot\left(A_{2}-A_{4}-A_{1}+A_{3}\right)^{2}}{\left(B_{1}-B_{2}\right)^{4}}\right]^{1 / 2} \tag{6}
\end{align*}
$$

For case ii), one horizontal and one vertical line,

$$
\left\{\begin{array}{l}
A_{1}+\Delta x+B_{1} \cdot \Delta y=A_{2}  \tag{7}\\
A_{3}+\Delta y+B_{2} \cdot \Delta x=A_{4}
\end{array}\right.
$$

(note that $B_{1}$ is defined as $x=B_{1} \cdot y+($ constant $)$ ). Here, the equations are:

$$
\begin{equation*}
\Delta x=\frac{A_{1}-A_{2}-B_{1}\left(A_{3}-A_{4}\right)}{B_{1} \cdot B_{2}-1} \tag{8}
\end{equation*}
$$

$$
\begin{align*}
&(\delta(\Delta x))^{2}=\frac{\left(\delta A_{1}\right)^{2}+\left(\delta A_{2}\right)^{2}+\left(\delta B_{1}\right)^{2}\left(\left(\delta A_{3}\right)^{2}+\left(\delta A_{4}\right)^{2}\right)}{\left(B_{1} \cdot B_{2}-1\right)^{2}} \\
&+\left(\delta B_{1}\right)^{2}\left(\frac{A_{4}-A_{3}}{B_{1} \cdot B_{2}-1}-\right.\left.\frac{B_{2}\left(A_{1}-A_{2}-B_{1}\left(A_{3}-A_{4}\right)\right)}{\left(B_{1} \cdot B_{2}-1\right)^{2}}\right)^{2} \\
&+\left(\delta B_{2}\right)^{2}\left(\frac{B_{1}\left(A_{1}-A_{2}-B_{1}\left(A_{3}-A_{4}\right)\right)}{\left(B_{1} \cdot B_{2}-1\right)^{2}}\right)^{2} \tag{9}
\end{align*}
$$

Values for $\Delta y$ are derived by inserting $\Delta x$ in either of the starting equations Eq. (4). The final horizontal and vertical displacements (which depend on the previously determined set of rotations) are given in Tab. II.

The analysis of the mask data assumes that the slits on the mask are perfectly straight; the given uncertainties are then purely statistical. However, a detailed study of the vertical slit to the right (on CCD 1 to CCD 3) shows that the mechanical irregularities of the mask are big enough to be noticeable. Fig. 13 shows the centers of gravity calculated for this slit subtracted from the fit through these points. Both the sudden jump (left arrow) and the inclination change (right arrow) are substructures on a scale of roughly $1 / 10$ th of a pixel $(4 \mu \mathrm{~m})$. This fits well with the mechanical accuracy of $5 \mu \mathrm{~m}$ quoted for the mask slits. Consequently, a further improvement in accuracy is not limited by statistics, but by the mechanical precision of the mask itself. More details may be found in [8].

## B. Optical method

By using the nanometric quartz wafer, the precision for the CCD offsets was improved beyond $1 / 20$ of the pixel width of $40 \mu \mathrm{~m}$, which was envisaged for measuring the charged pion mass. The knowledge of the line positions on the wafer allows one to infer the relative position between pairs of CCDs from the image. As for X-rays, the image, when visualized without position and rotation correction, shows discontinuities at the boundaries of adjacent CCDs: lines are not parallel and a part of the mask image is missing due to the spatial separation of the CCDs (Fig. 14 bottom-left). Again, one CCD has to be chosen as a reference.

The unambiguous calculation of relative horizontal and vertical shift ( $\Delta x$ and $\Delta y$ ) and rotation $(\Delta \Theta)$ of two CCDs requires the information coming from at least one pair of perpendicularly crossing lines per CCD. Using the line parameters, it is possible to build a function depending upon $\Delta x, \Delta y$ and $\Delta \Theta$, which is minimal when the shift and rotation values are optimal. The idea is to compare the coordinates of a crossing point using the
reference frame of the reference CCD $\left(x_{p}, y_{p}\right)$ and of the selected CCD $\left(x_{p}^{\prime}, y_{p}^{\prime}\right)$. The values of $\Delta x$ and $\Delta y$ are unequivocally determined by first applying a rotation of the coordinate system of the selected CCD around the CCD center. The value of the rotation angle $\Delta \Theta$ is chosen to have the lines parallel to the ones of the reference CCD (Fig. 14 bottom-middle side). In this new frame, the coordinates $\left(X_{p}, Y_{p}\right)$ of the crossing point depend on the line parameters and on the value of $\Delta \Theta$. The differences $X_{p}-x_{p}$ and $Y_{p}-y_{p}$ provide exactly the shift values $\Delta x$ and $\Delta y$. A function $F$ may be defined as:

$$
\begin{equation*}
F(\Delta x, \Delta y, \Delta \Theta)=\left(X_{p}-x_{p}-\Delta x\right)^{2}+\left(Y_{p}-y_{p}-\Delta y\right)^{2} \tag{10}
\end{equation*}
$$

In the ideal case, $F=0$, the values of $\Delta x, \Delta y$ and $\Delta \Theta$ are the correct ones. In reality we assume that, for a selected set of lines, the best estimate of $\Delta x, \Delta y$ and $\Delta \Theta$ is found when $F$ is minimal. The full expression used for F is given in appendix B

A whole set of values was obtained by randomly selecting line pairs. For different choices of line pairs, different values are obtained for the position parameters. Hence, the final values of $\Delta x, \Delta y$ and $\Delta \Theta$ are given again by a Gaussian fit to the distribution of the individual values. The accuracy of this method can be increased by forcing the simultaneous minimization of coordinate differences for several crossing points instead of only one. Here, four crossing points and a set of 100 different choices of line pairs were used. In this case the function $F$ reads

$$
\begin{equation*}
F(\Delta x, \Delta y, \Delta \Theta)=\sum_{i=1}^{4}\left(X_{p}^{i}-x_{p}^{i}-\Delta x\right)^{2}+\left(Y_{p}^{i}-y_{p}^{i}-\Delta y\right)^{2} \tag{11}
\end{equation*}
$$

where $i=1$ to 4 corresponds to the crossing point number arbitrarily ordered. Figure 16 shows the distribution data for $\Delta y$ obtained for the full set of line pairs.

The final result for the relative CCD positions was obtained from three series of 10 images each: two at $-100^{\circ} \mathrm{C}$ and one at $-105^{\circ} \mathrm{C}$. The precision for each series is around 0.001 pixels for $\Delta x$ and $\Delta y$, and $3 \mu \mathrm{rad}$ for the relative rotation $\Delta \Theta$, and it can be reduced using a function $F$ with more crossing points. The systematic errors were estimated by comparing the results from the three series of data acquisition. However, the differences between values from different series are of order $0.01-0.03$ pixels for $\Delta x$ and $\Delta y$, and $50 \mu \mathrm{rad}$ for $\Delta \Theta$. This large spread, compared to the precision of each series, has two possible explanations: differences of the wafer illumination condition (affecting the line fit), or a mechanical change of the CCD array position during warming up and cooling of the detector. The second hypothesis is more likely, because only small differences were observed between the series at
$-105^{\circ} \mathrm{C}$ and the first series at $-100^{\circ} \mathrm{C}$, where no warming up between the two measurements was performed. In contrast, before the second series at $-100^{\circ} \mathrm{C}$, the detector was at room temperature for a short period. This hypothesis is also confirmed by the observation of a small change in time of the $\Delta y$ values in Fig. 16, where a significant change is observed between points obtained from different images. These differences could be attributed to a mechanical change in time due to the not yet attained thermal equilibrium of the CCD array during the measurement.

For each CCD, the final position and rotation parameters are calculated as the average of the three series (Table III). The systematic effect from the temperature difference of the image series is negligibly small compared to the spread of values. The systematic error is estimated using the standard deviation formula for a set of values. For CCD 4, only one series of measurements was available. In this case, the largest value of all other CCDs was chosen.

The fabrication of the grating introduces a systematic error due to the slightly parabolic shape of the vertical lines (Fig. 3). The error is estimated to be of order of $9 \mu \mathrm{rad}$ for $\Delta \Theta$ and 0.009 pixels for $\Delta x$ for CCD $1, \mathrm{CCD} 3, \mathrm{CCD} 4$ and CCD 6 , which is negligible compared with other systematic errors.

The values presented in Table III are in very good agreement with the results obtained using the aluminum mask, taking into account the different reference CCD. As an example, for the $\Delta x$ shift between CCD 5 and CCD 2 we obtain $-13.548 \pm 0.045$ pixels with the X-ray method, and $-13.579 \pm 0.009$ pixels with the optical method.

## V. TEMPERATURE DEPENDENCE OF THE PIXEL DISTANCE

For the determination of the temperature dependence, images between $-105^{\circ} \mathrm{C}$ and $-40^{\circ} \mathrm{C}$ were acquired. For each condition the same analysis method as described in Sec. III was applied. As expected, the pixel distance increases with increasing temperature except for the vertical pixel distance at $-40^{\circ} \mathrm{C}$ (Table IV). This effect may be caused by the high CCD read-noise level at this temperature. The values obtained at $-40^{\circ} \mathrm{C}$ have been ejected for the measurement of the temperature dependence.

The average of the thermal expansion coefficient is obtained by a simple linear extrapolation of the data between $-105^{\circ} \mathrm{C}$ and $-60^{\circ} \mathrm{C}$. The results are: $(2.8 \pm 1.0) \cdot 10^{-6} K^{-1}$ for
the horizontal distance and $(1.3 \pm 0.4) \cdot 10^{-6} K^{-1}$ for the vertical distance. These values are in the range of the thermal expansion coefficient of silicon, the CCD substrate material, and INVAR, the metallic support material for the temperatures considered: literature values are $0.8-1.6 \cdot 10^{-6} K^{-1}$ for silicon [10] and $1-2 \cdot 10^{-6} K^{-1}$ for INVAR [11].

## VI. CONCLUSION

We have demonstrated that the average inter-pixel distance of a CCD detector under operating conditions can be determined to an accuracy of 15 ppm . We obtain $39.9775 \pm 0.0006 \mu \mathrm{~m}$ for the average pixel distance at a temperature of $-100^{\circ} \mathrm{C}$, which deviates significantly from the nominal value of $40 \mu \mathrm{~m}$. Also, the temperature dependence of the inter-pixel distance was studied and successfully compared to values found in the literature. The relative rotations and positions of the individual CCD devices of a $2 \times 3$ array have been measured to a precision of about $50 \mu \mathrm{rad}$ and 0.02 pixel, respectively. The X-ray method was limited by the quality of the aluminum mask, i.e., by the accuracy of wire eroding machine. With the nanometric quartz wafer no limitation occurs from the accuracy of the mask. The principal difficulty encountered in that case, is the proper description of the diffraction pattern and in particular the control of the illumination. The accuracy achieved by this method fully satisfies the requirements of a recent attempt to measure the charged pion mass to about 1.5 ppm . The X-ray method and the optical method can be used for any CCD camera sensitive to X-ray and/or visible light radiation.
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APPENDIX A: FORMULAS FOR FITTING WITH A PAIR OF PARALLEL LINES

In this appendix, we present mathematical formulas for linear fitting with a pair of parallel lines, i.e. for the minimization of the $\chi^{2}$ merit function defined in Eq. (2).
$\chi^{2}$ is minimized when its derivatives with respect to $a 1, a 2$, and $b$ vanish:

$$
\left\{\begin{array}{c}
0=\frac{\partial \chi^{2}}{\partial a 1}=-2 \sum_{i=1}^{N_{1}} \frac{y 1_{i}-a 1-b x 1_{i}}{\Delta y 1_{i}^{2}}  \tag{A1}\\
0=\frac{\partial \chi^{2}}{\partial a 2}=-2 \sum_{i=1}^{N_{2}} \frac{y 2_{i}-a 2-b x 2_{i}}{\Delta y 2_{i}^{2}} \\
0=\frac{\partial \chi^{2}}{\partial b}=-2\left(\sum_{i=1}^{N_{1}} \frac{x 1_{i}\left(y 1_{i}-a 1-b x 1_{i}\right)}{\Delta y 1_{i}^{2}}+\right. \\
\left.\sum_{i=1}^{N_{2}} \frac{x 2_{i}\left(y 2_{i}-a 2-b x 2_{i}\right)}{\Delta y 2_{i}^{2}}\right)
\end{array}\right.
$$

These conditions can be rewritten in a convenient form if we define the following sum:

$$
\begin{array}{lr}
S 1=\sum_{i=1}^{N_{1}} \frac{1}{\Delta y 1_{i}^{2}}, & S 1_{x}=\sum_{i=1}^{N_{1}} \frac{x 1_{i}}{\Delta y 1_{i}^{2}}, \\
S 1_{y}=\sum_{i=1}^{N_{1}} \frac{y 1_{i}}{\Delta y 1_{i}^{2}}, & S 1_{x y}=\sum_{i=1}^{N_{1}} \frac{x 1_{i} y 1_{i}}{\Delta y 1_{i}^{2}}, \\
S 1_{x x}=\sum_{i=1}^{N_{1}} \frac{x 1_{i}^{2}}{\Delta y 1_{i}^{2}}, & S 2_{x}=\sum_{i=1}^{N_{2}} \frac{x 2_{i}}{\Delta y 2_{i}^{2}}, \\
S 2=\sum_{i=1}^{N_{2}} \frac{1}{\Delta y 2_{i}^{2}}, & S 2_{x y}=\sum_{i=1}^{N_{2}} \frac{x 2_{i} y 2_{i}}{\Delta y 2_{i}^{2}} .
\end{array}
$$

With this definitions Eq. (A1) becomes:

$$
\left\{\begin{array}{l}
a 1 S 1+b S 1_{x}=S 1_{y}  \tag{A8}\\
a 2 S 2+b S 2_{x}=S 2_{y} \\
a 1 S 1_{x}+b S 1_{x x}+a 2 S 2_{x}+b S 2_{x x}=S 1_{x y}+S 2_{x y}
\end{array}\right.
$$

The solution of these three equations with three unknowns is:

$$
\left\{\begin{array}{l}
a 1=-\frac{S 2 S 1_{x} S 1_{x y}+S 2 S 1_{x} S 2_{x y}+S 2_{x}^{2} S 1_{y}-S 2 S 1_{x x} S 1_{y}-S 2 S 2_{x x} S 1_{y}-S 1_{x} S 2_{x} S 2_{y}}{-S 2 S 1_{x}^{2}-S 1 S 2_{x}^{2}+S 1 S 2 S 1_{x x}+S 1 S 2 S 2_{x x}}  \tag{A9}\\
a 2=-\frac{S 1 S 2_{x} S 1_{x y}-S 1 S 2_{x} S 2_{x y}+S 1_{x} S 2_{x} S 1_{y}-S 1_{x}^{2} S 2_{y}+S 1 S 1_{x x} S 2_{y}+S 1 S 2_{x x} S 2_{y}}{S 2 S 1_{x}^{2}+S 1 S 2_{x}^{2}-S 1 S 2 S 1_{x x}-S 1 S 2 S 2_{x x}} \\
b=-\frac{S 1 S 2 S 1_{x y}+S 1 S 2 S 2_{x y}-S 2 S 1_{x} S 1_{y}-S 1 S 2_{x} S 2_{y}}{S 2 S 1_{x}^{2}+S 1 S 2_{x}^{2}-S 1 S 2 S 1_{x x}-S 1 S 2 S 2_{x x}}
\end{array}\right.
$$

## APPENDIX B: DEFINITION OF THE FUNCTION $F(\Delta x, \Delta y, \Delta \Theta)$

The exact form of $F$ in Eq. (10) can be deduced using simple algebraic equations and reference frame transformation formulas. If we take any pair of perpendicular lines in the reference CCD (see Fig. 14),

$$
\begin{equation*}
y=a_{0}+b_{0} x \quad \text { and } \quad x=c_{0}+d_{0} y \tag{B1}
\end{equation*}
$$

the coordinates $\left(x_{p}, y_{p}\right)$ from the line intersection can be calculated on the selected CCD. The parameters of these lines are deduced form the lines in the reference CCD (Eq. (B1)), taking into account the necessary change on $a_{0}$ and $c_{0}$ for the translation on the grating pattern:

$$
\binom{x_{p}}{y_{p}}:\left\{\begin{array}{l}
x_{p}=c_{0}+s y+d_{0} y_{p}  \tag{B2}\\
y_{p}=a_{0}+s x+b_{0} x_{p}
\end{array}\right.
$$

Here, $s x$ and $s y$ are the parameters of the translation that can be easily deduced from the wafer image. In this case we have:

$$
\left\{\begin{array}{c}
x_{p}=\frac{c_{0}+d_{0}\left(a_{0}+s x\right)+s y}{1-b_{0} d_{0}}  \tag{B3}\\
y_{p}=\frac{a_{0}+b_{0}\left(c_{0}+s y\right)+s x}{1-b_{0} d_{0}}
\end{array}\right.
$$

In the same way we can calculate the coordinates $\left(X_{p}, Y_{p}\right)$ : the crossing point of the lines in the selected CCD after the $\Delta \Theta$ rotation. Before the rotation, the line coordinates on the selected CCD are:

$$
\begin{equation*}
y^{\prime}=a+b x^{\prime} \quad \text { and } \quad x^{\prime}=c+d y^{\prime} \tag{B4}
\end{equation*}
$$

After rotation around the CCD center $\left(X_{C}, Y_{C}\right)$ the line equations become (see Fig. 14):

$$
\begin{equation*}
Y=A+B X \quad \text { and } \quad X=C+D Y \tag{B5}
\end{equation*}
$$

where the line parameters are given by:

$$
\begin{align*}
A & =\frac{a+b X_{C}-Y_{C}+\left(Y_{C}-b X_{C}\right) \cos \Delta \Theta-\left(X_{C}+b Y_{C}\right) \sin \Delta \Theta}{\cos \Delta \Theta-b \sin \Delta \Theta}  \tag{B6}\\
B & =\frac{b \cos \Delta \Theta+\sin \Delta \Theta}{\cos \Delta \Theta-b \sin \Delta \Theta}  \tag{B7}\\
C & =\frac{c-X_{C}+d Y_{C}+\left(X_{C}-d Y_{C}\right) \cos \Delta \Theta+\left(Y_{C}+d X_{C}\right) \sin \Delta \Theta}{\cos \Delta \Theta+d \sin \Delta \Theta}  \tag{B8}\\
D & =\frac{d \cos \Delta \Theta-\sin \Delta \Theta}{\cos \Delta \Theta+d \sin \Delta \Theta} \tag{B9}
\end{align*}
$$

With this reference change, the coordinates $\left(X_{p}, Y_{p}\right)$ are:

$$
\left\{\begin{array}{l}
X_{p}=\frac{(b d-1) X_{C}-\left[c+a d+(b d-1) X_{C}\right] \cos \Delta \Theta+\left(a+b c+(b d-1) Y_{C}\right) \sin \Delta \Theta}{b d-1}  \tag{B10}\\
Y_{p}=\frac{(b d-1) Y_{C}-\left[c+a d+(b d-1) Y_{C}\right] \cos \Delta \Theta+\left(a+b c+(b d-1) X_{C}\right) \sin \Delta \Theta}{b d-1}
\end{array}\right.
$$

The function $F$ is defined as

$$
\left.\begin{array}{l}
F(\Delta x, \Delta y, \Delta \Theta)=\left(X_{p}-x_{p}-\Delta x\right)^{2} \\
+\left(Y_{p}-y_{p}-\Delta y\right)^{2} \\
\\
=\left(\frac{1}{(b d-1)\left(b_{0} d_{0}-1\right)}\right. \\
\left\{(b d-1)\left(c_{0}+a_{0} d_{0}+d_{0} s x+s y-X_{C}+b_{0} d_{0} X_{C}\right)\right. \\
\quad-\left(b_{0} d_{0}-1\right)\left[c+a d+(b d-1) X_{C}\right] \cos \Delta \Theta
\end{array}\right\} \begin{aligned}
&+\left(b_{0} d_{0}-1\right)[a\left.\left.\left.+b c+(b d-1) Y_{C}\right] \sin \Delta \Theta\right\}-\Delta x\right)^{2} \\
&+\left(\frac{1}{(b d-1)\left(b_{0} d_{0}-1\right)}\right. \\
&\left\{(b d-1)\left(a_{0}+b_{0} c_{0}+b_{0} s y+s x-Y_{C}+b_{0} d_{0} Y_{C}\right)\right. \\
& \quad-\left(b_{0} d_{0}-1\right)\left[a+b c+(b d-1) Y_{C}\right] \cos \Delta \Theta \tag{B11}
\end{aligned}
$$
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## TABLES

TABLE I: Results of a Gaussian fit to the horizontal and vertical pixel distance distribution. The fabrication accuracy of the quartz wafer contributes with additionally 0.1 nm to the average pixel

| distance. |  |  |  |
| :---: | :---: | :---: | :---: |
| CCD | Hor. dist. $(\mu \mathrm{m})$ | FWHM $(\mu \mathrm{m})$ | $\chi^{2}$ |
| 1 | $39.9778 \pm 0.0018$ | $0.0820 \pm 0.0035$ | 1.11 |
| 2 | $39.9743 \pm 0.0018$ | $0.0810 \pm 0.0033$ | 1.26 |
| 3 | $39.9751 \pm 0.0018$ | $0.0808 \pm 0.0033$ | 1.41 |
| 4 | $39.9753 \pm 0.0017$ | $0.0808 \pm 0.0032$ | 1.16 |
| 5 | $39.9744 \pm 0.0017$ | $0.0856 \pm 0.0031$ | 1.01 |
| 6 | $39.9777 \pm 0.0018$ | $0.0913 \pm 0.0031$ | 1.20 |

weighted average $39.9764 \pm 0.0009$ without CCDs 2 and 5

| line fits |  |  |  |
| :---: | :---: | :---: | :---: |
| CCD | Vert. dist. $(\mu \mathrm{m})$ | FWHM $(\mu \mathrm{m})$ | $\chi^{2}$ |
| 1 | $39.9766 \pm 0.0012$ | $0.0504 \pm 0.0022$ | 1.05 |
| 2 | $39.9787 \pm 0.0008$ | $0.0420 \pm 0.0014$ | 0.88 |
| 3 | $39.9785 \pm 0.0010$ | $0.0496 \pm 0.0019$ | 0.68 |
| 4 | $39.9769 \pm 0.0009$ | $0.0450 \pm 0.0016$ | 0.62 |
| 5 | $39.9781 \pm 0.0007$ | $0.0472 \pm 0.0013$ | 0.52 |
| 6 | $39.9787 \pm 0.0007$ | $0.0423 \pm 0.0014$ | 0.66 |
| . |  |  |  |

weighted average $39.9779 \pm 0.0004$ without CCDs 2 and 5 line fits

TABLE II: CCD position corrections (relative to CCD 3) from the mask measurement using sulphur
fluorescence radiation.

| CCD | $\Delta x$ (pixels) | $\Delta y$ (pixels) | $\Delta \Theta(\mathrm{mrad})$ |
| :--- | ---: | ---: | ---: |
| CCD3-CCD1 | $-2.818 \pm 0.022$ | $22.264 \pm 0.077$ | $0.197 \pm 0.078$ |
| CCD3-CCD2 | $-1.049 \pm 0.015$ | $10.901 \pm 0.085$ | $0.522 \pm 0.062$ |
| CCD3-CCD3 | $0.000 \pm 0.000$ | $0.000 \pm 0.000$ | $0.000 \pm 0.000$ |
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CCD3-CCD4-14.347 $\pm 0.046 \quad 20.808 \pm 0.0751 .577 \pm 0.084$
CCD3-CCD5 $-14.597 \pm 0.04312 .265 \pm 0.0642 .940 \pm 0.109$
CCD3-CCD6 $-16.487 \pm 0.040 \quad 1.173 \pm 0.0526 .328 \pm 0.101$

TABLE III: CCD relative position and orientation with CCD 2 as reference. The orientation of CCD 2 relative to itself provides a check of the validity of the measurement method.

| CCD | $\Delta x$ (pixels) | $\Delta y$ (pixels) | $\Delta \Theta(\mathrm{mrad})$ |
| :--- | ---: | ---: | ---: |
| CCD2-CCD1 | $-1.251 \pm 0.029$ | $11.404 \pm 0.023$ | $-0.587 \pm 0.035$ |
| CCD2-CCD2 | $0.000 \pm 0.000$ | $0.000 \pm 0.000$ | $-0.002 \pm 0.003$ |
| CCD2-CCD3 | $0.509 \pm 0.012$ | $-11.021 \pm 0.021$ | $-0.677 \pm 0.074$ |
| CCD2-CCD4 $-12.850 \pm 0.041$ | $10.279 \pm 0.023$ | $0.801 \pm 0.130$ |  |
| CCD2-CCD5 $-13.579 \pm 0.009$ | $1.738 \pm 0.016$ | $2.233 \pm 0.130$ |  |
| CCD2-CCD6 $-15.963 \pm 0.041$ | $-9.435 \pm 0.021$ | $5.530 \pm 0.011$ |  |

TABLE IV: Pixel distance values at different detector temperatures.

| Temp. $\left({ }^{\circ} \mathrm{C}\right)$ Hor. pixel dist. $(\mu \mathrm{m})$ Vert. pixel dist. $(\mu \mathrm{m})$ |  |  |
| ---: | ---: | ---: |
| -105 | $39.9796 \pm 0.0014$ | $39.9779 \pm 0.0006$ |
| -100 | $39.9764 \pm 0.0009$ | $39.9779 \pm 0.0004$ |
| -80 | $39.9796 \pm 0.0020$ | $39.9794 \pm 0.0006$ |
| -60 | $39.9827 \pm 0.0017$ | $39.9800 \pm 0.0006$ |
| -40 | $39.9837 \pm 0.0013$ | $39.9762 \pm 0.0010$ |

## FIGURES



FIG. 1: Array of 6 CCD devices mounted on the cold head [7].


FIG. 2: Quartz wafer illuminated by light. The spacing of the grating is 2 mm both vertically and horizontally.


FIG. 3: Linearity of the grating in horizontal direction (top) and vertical direction (bottom).


FIG. 4: Scheme of the experimental set-up.


FIG. 5: Image of the quartz wafer as seen without correcting for the relative positions of the CCDs.


FIG. 6: Selection of the line fitting zones on the wafer image materialized by solid line rectangles.


FIG. 7: Intensity profile of one pixel row of a selected zone. The line position is defined by using the average of the three central profiles. The other two profiles, normally characterized by a larger width, strongly depend on the background, i. e., on the illumination conditions of the selected zones.


FIG. 8: Distribution of the horizontal pixel distance in CCD 3 as obtained from pairs of selected zones.


FIG. 9: Distribution of the vertical pixel distance in CCD 3 as obtained from pairs of selected zones


FIG. 10: Wire eroded aluminum mask for the CCD alignment.


FIG. 11: Pattern produced by sulphur $K \alpha$ radiation excited by means of an X-ray tube.



FIG. 12: Definition of crossing points for the determination of the relative offsets of the CCDs.
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FIG. 13: Centers of gravity of the right vertical slit of the wire eroded aluminum mask. Arrows indicate the two largest irregularities.


FIG. 14: Scheme of the transformation used in obtaining the orientation and shift between CCDs. In the top part, the real position of the CCDs is shown together with one crossing of the quartz grid. In the lower part, the transformation from the individual CCD coordinates (left) to the real relative position with respect to the reference CCD is displayed. The rotation is first performed (middle) and then the shift is adjusted from the known geometry of the grid (right).


FIG. 15: Distribution of the relative shift $\Delta y$ (gap) for CCD 3 relative to reference CCD 2 for various crossing points. Each point corresponds to a value of $\Delta y$ obtained for a set of line pairs. For each of the 10 images, 100 sets of line pairs have been randomly chosen. The slope with time (corresponding approximately to the "No. of line set" axis) may be due to the CCD array not reaching the thermal equilibrium.


FIG. 16: Projection of the $\Delta y$ distribution. A Gaussian fit yields the most likely value and an estimate for the uncertainty of $\Delta y$.
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## Résumé

L'objet de cette thèse est de présenter une nouvelle mesure de la masse du pion en utilisant la spectroscopie X de l'hydrogène pionique et des résultats de spectroscopie de l'argon et du soufre héliumoïdes. La nouvelle masse du pion a été mesurée avec une précision $30 \%$ supérieure à la moyenne mondiale actuelle, c'est-à-dire égale à 1.7 ppm . Elle a été obtenue par spectroscopie de Bragg des transitions $5->4$ de l'azote pionique en utilisant les prédictions théoriques de QED. Je présente le calcul de la structure hyperfine et celui de la correction de recul du noyau pour les atomes pioniques au moyen d'une nouvelle méthode de perturbation de l'équation Klein-Gordon.Le spectromètre utilisé pour cette mesure a été caractérisé grâce aux transitions relativistes des atomes héliumoïdes produits dans un nouveau type de source d'ions à résonance cyclotronique des électrons. Les spectres haute statistique de ces ions permettent de mesurer les énergies de transition avec une précision de quelques ppm, ce qui permet de tester, avec un degré de précision jamais atteint, les prédictions théoriques. L'émission de rayons-X des atomes pioniques et des ions multichargés peut ainsi être utilisée pour la définition de nouveaux étalons de rayons- X de quelques keV .

Mots-clefs : Spectroscopie de rayons-X, masse du pion, atomes pioniques, ions multichargés, tests d'électrodynamique quantique, équation de Klein-Gordon.

## Abstract

The object of this thesis is to present a new measurement of the pion mass using pionic nitrogen X-ray spectroscopy and results on helium-like argon and sulphur spectroscopy. The new pion mass has been measured with an accuracy of $1.7 \mathrm{ppm}, 30 \%$ better that the present world average value, and it is obtained from Bragg spectroscopy of 5 -> 4 pionic nitrogen transitions using the theoretical predictions provided by QED. I present the calculation of the hyperfine structure and recoil corrections for pionic atoms using a new perturbation method for the Klein-Gordon equation. The spectrometer used for this measurement has been characterized with the relativistic M1 transitions from he-like ions produced with a new device, the Electron-Cyclotron-Resonance Ion Trap. High statistics spectra from these ions enable to measure transition energies with a precision of some ppm that allows to compare theoretical predictions with experiment. X-ray emission from pionic atoms and multicharged ions can be used to define new types of X-ray standards for energies of a few keV.

Keywords: X-ray spectroscopy, pion mass, pionic atoms, highly charged ions, QED tests, Klein-Gordon equation.
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[^3]:    ${ }^{4}$ With the Coulomb potential $V(r)=\frac{Z e}{4 \pi \epsilon_{0}} \frac{1}{r}$ the equation $\hat{H}_{0}(r) \psi_{n l}(r)=E \psi_{n l}(r)$ provide the energies presented in Eq. 2.11.

[^4]:    ${ }^{7}$ For the definition of the 3-j symbol see Ref. [57, 59] and the website http://mathworld.wolfram. com/Wigner3j-Symbol.html.

[^5]:    ${ }^{8}$ If we take $q=1$ we have $\left\langle\left\|r^{-2} q / \sqrt{2} C_{q}^{1}\right\|\right\rangle=\left\langle\left\|r^{-2} C^{1}\right\|\right\rangle / \sqrt{2}$. Using the reduced matrix of the spherical harmonics $C_{q}^{1}$ we have:
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    \langle n l|\left|r^{-2} C^{1}\right||n l\rangle=(-1)^{l}(2 l+1)\left(\begin{array}{ccc}
    l & 1 & l  \tag{2.60}\\
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    \end{array}\right)\langle n l| r^{-2}|n l\rangle .
    $$

    The value of the 3 -j symbol is zero for any choice of $l$, i.e., $\left\langle\left\|r^{-2} C^{1}\right\|\right\rangle=0$.

[^6]:    ${ }^{9}$ In Ref. 60] the equivalent formula in atomic units is

    $$
    \hat{W}^{N R}=\mu_{0} \mu_{N} g[F(F+1)-I(I+1)-l(l+1)] r^{-3}
    $$

    where $\hat{\boldsymbol{M}}^{1}=\mu_{N} g \boldsymbol{I} . \mu_{N}$ is the nuclear magneton, $\boldsymbol{I}$ is the spin operator and $g$ is the giromagnetic factor for the nucleus. With this definition $g I=1$ for a pure Dirac particle and about 2.8 for the proton (Ref. 60 ] page 109). This definition cause the absence of $I$ in the denominator in the formula above compared to 2.64 .

[^7]:    ${ }^{1}$ Villigen, Switzerland. Web site: http://www.psi.ch

[^8]:    ${ }^{2}$ When a sample of material is stretched in one direction, it tends to get thinner in the other two

[^9]:    directions. Poisson's ratio $(\nu)$, named after Simeon Poisson, is a measure of this tendency. It is defined as the ratio of the strain normal to the applied load divided by the strain in the direction of the applied load. For a perfectly incompressible material, the Poisson's ratio would be exactly 0.5 . Most practical engineering materials have $\nu$ between 0.0 and 0.5. Definition provided by Wikipedia: http://wikipedia.org.

[^10]:    ${ }^{3} \mathrm{~A}$ spline is a special function defined piecewise by polynomials. In interpolating problems, spline interpolation is often preferred to polynomial interpolation because it yields similar results, even when using low degree polynomials.

[^11]:    ${ }^{4}$ Definition provided by Wikipedia: http://wikipedia.org
    5 http://www.netlib.org/slatec/

[^12]:    ${ }^{1}$ http://www.zeiss.com/

[^13]:    ${ }^{2}$ INVAR is an alloy of iron ( $64 \%$ ) and nickel (36\%) with some carbon and chromium. Sometimes small amounts of selenium are added to improve machinability. Due to its small coefficient of thermal expansion (about $10^{-6} K^{-1}$ in length; some formulations have negative CoE ) it is used in precision instruments (clocks, physics laboratory devices, seismic creep gauges, shadow-mask frames, valves in motors, etc.). Definition provided by Wikipedia: http://wikipedia.org

[^14]:    ${ }^{1}$ Both apparatus produce multicharged ions by collision between atoms and electrons accelerated via electron-cyclotron-resonance mechanism. The difference of the two kinds of device is the presence of ion extraction.

[^15]:    ${ }^{2}$ Source d'Ions Multichargé de PAris

[^16]:    ${ }^{3}$ Machinable tungsten alloy

[^17]:    ${ }^{4}$ http://seal.web.cern.ch/seal/snapshot/work-packages/mathlibs/minuit/home.html

[^18]:    ${ }^{5}$ http://www.pantechnik.net

[^19]:    ${ }^{6}$ Rectangular waveguide for transverse electric 10 mode (TE01). They are made generally in copper or aluminum. Dimensions: $0.622 \times 0.311$ (inches) ${ }^{2}$. Standard frequency range: 12.4 to 18.0 GHz .
    ${ }^{7}$ B. Jacquot, French patent 8603583 (1984).

[^20]:    http://www.ansys.com

[^21]:    ${ }^{9}$ RÖNTEC XFLASH 2001 detector. Web site: http://www.rontec.com

[^22]:    ${ }^{1}$ In practice it sufficient to substitute in all the $\hat{T}_{q}$ expression $e / c$ at the place of $\left(\mu_{0} e\right) /(4 \pi)$

[^23]:    *Corresponding author. Electronic address: martino.trassinelli@spectro.jussieu.fr.

