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Table 1: Frequently used mathematical symbols and physical constants.

Symbol| Significance Unit
AU astronomical unit¥.49597870 - 10!* m) m
B magnetic field nT, T
B magnetic field due to Chapman-Ferraro currents nT, T
By magnetic field due to planetary magnetic dipole moment nT, T
By | planetary magnetic field at polar cloud tops nT, T
d semi-major axis of planetary orbit AU
e orbital eccentricity 1
e elementary chargd (60217733 - 10~ C) C
E heat flux through a planet Jm?2s!
f frequency of radio emission Hz, MHz
fo magnetospheric form factor 1
o1 maximum frequency of planetary radio emission Hz, MHz
feme | CME generation frequency 1/day
féve | critical CME generation frequency for continuous influence  1/day
fimpact | CME impact frequency 1/day
g gravitational acceleration m/s’
G constant of gravitation6(6725985 - 10~ Nm? kg—2) Nm?kg—2
Gyr | billion years (0° yr) yr
i inclination of planetary orbit °
1, cosmic ray differential spectral intensity (m? srs MeV)!
ko stellar Love number 1
kep | planetary Love number 1
kg Boltzmann’s constantl (380658 - 10~23 J/K) JIK
L solar luminosity w
L, stellar luminosity w
m proton rest massl (660540210 - 10-27 kg) kg
Me electron rest mas® (1093897 - 10~3! kQ) kg
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continued from previous page

Symbol | Significance | Unit
M planetary magnetic moment Am?
Mg | planetary magnetic moment (planet with doubled rotationpm?
Mg | magnetic moment of the Earti.g1 - 10?2 Am?) Am?
M; | magnetic moment of Jupitet.66 - 102" Am?) Am?
M planetary magnetic moment (rapidly rotating planet) Am?
M, | solar mass1(98911 - 10%° kg) kg
M, stellar mass kg
Mg | mass of the Earth6(0 - 10** kg) kg
M; mass of Jupiterl(9 - 107 kg) kg
M, planetary mass kg
M, mass contained within sphere of radius kg
Myr | million years (0° yr) yr
n stellar wind number density m—3
nj stellar wind number density at Jupiter’s orbit m—3
ngve | number density of strong CME m—3
ngye | number density of weak CME m-3
P pressure Nm~2
Dimf stellar wind magnetic pressure Nm—2
Pm planetary magnetic pressure Nm~2
psw | Stellar wind kinetic pressure Nm~2
DPth stellar wind thermal pressure Nm~2
Dthm planetary thermal pressure Nm—2
Pnput | POWer input into magnetosphere w
Prag total power of planetary radio emission W
Prad.cve | total power of planetary radio emission due to CME W
Pia.cve | total power of planetary radio emission due to strong CMEW
Prag s | total power of Jupiter’s radio emission W
Prot stellar rotation period s, days
pc parsec §.08568 - 1016 m) m
Q' modified tidal dissipation factor of the star 1
Qp tidal dissipation factor of the planet 1
Qp modified tidal dissipation factor of the planet 1
r radial position m
Te.E size of the dynamo region for the Earth m
Te.J size of the dynamo region for Jupiter m
e size of the dynamo region m
Terit critical radius of the Parker stellar wind model m

continued on next page
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continued from previous page
Symbol| Significance Unit
Ry solar radius€.96 - 10% m) m
R, stellar radius m
Re radius of the Earth6371 - 10° m) m
R; radius of Jupiter71492 - 10*> m) m
Rmag | magnetic Reynolds number 1
R, planetary radius m
Ry substellar standoff distance of planetary magnetosphere m
Rs,; | substellar standoff distance of Jupiter's magnetosphere m
RY7™ | standoff distance (stellar wind ofta7 Gyr star) m
RL0 | standoff distance (stellar wind oflad Gyr star) m
RY6 | standoff distance (stellar wind of4a6 Gyr star) m
REME | standoff distance (stellar CME) m
Rm radius of planetary magnetosphere m
s stellar distance pc
So solar energy fluxi360 W) W/m?
S, stellar energy flux W/m?
Seftmin | MiNiIMum .S, /S, for habitable zone 1
Sefimax | Maximums, /S for habitable zone 1
t time yr, Myr, Gyr
L stellar age yr, Myr, Gyr
T temperature K, MK
Teorona | COrona temperature K, MK
Tcve | plasma temperature of a CME K, MK
v stellar wind velocity m/s
Ueonv | CONvection velocity m/s
veme | CME velocity m/s
Vcrit critical velocity of the Parker stellar wind model m/s
Veff effective velocity of stellar wind relative to planet m/s
vet, cve | effective velocity of CME relative to planet m/s
vet, 3 | effective velocity of stellar wind relative to Jupiter m/s
vorbit | Planetary orbital velocity m/s
yr year .14 - 107 s) year
o structure parameter (mass distribution within a planet) 1
op angular size of planet as seen from the star ©
Acyve | angular size of CME °
Af frequency bandwidth of planetary radio emission Hz, MHz
© range of stellar latitude where CMEs are produced ©
continued on next page
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Symbol | Significance Unit
K polytropic index 1
A =r/R, | fractional radius 1
Lo vacuum permeabilitydgr - 10-7 Vs/Am) Vs/Am
) mass density kg/m?
p average mass density kg/m?
Pe mass density in the dynamo region kg/m?
PcE mass density in the dynamo region for the Earth kg/m?
Pec,J mass density in the dynamo region for Jupiter kg/m?
Peenter | Mass density at the planetary centre kg/m?
Pransion | Mass density required for phase transition kg/m?
o electrical conductivity Q 'm!
o electrical conductivity of the Earth QIm!
o3 electrical conductivity of Jupiter QO tm!
T time constant for stellar wind evolutio.66 - 107 yr) yr
Teire timescale for tidal circularisation yr, Myr, Gyr
TCME duration of a CME s, hours
Teync timescale for tidal locking yr, Myr, Gyr
bx stellar X-ray flux W/m?
o} flux of planetary radio emission Jy, WnT2Hz!
Day flux of planetary radio emission at 1 AU distance Jy, WnT2Hz!
b, flux of planetary radio emission at distance Jy, Wnr2Hz!
D e flux of planetary radio emission due to strong CME Jy, Wnr2Hz!
w angular frequency of planetary rotation s!
WE rotational angular frequency of the Earth7 - 107> s71) s!
Wy rotational angular frequency of Jupitédr{7 - 10~* s71) st
wert stellar rotation at which stellar tides become important st
Wy final angular frequency of rotation s!
Wi initial angular frequency of rotation s!
Worbit orbital angular frequency st
Q solid angle of radio emission 1
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Abstract

Since 1995, more than 150 extrasolar planets were detected, of which a considerable frac-
tion orbit their host star at very close distances. Gas giants with orbital distances below
0.1 AU are called “Hot Jupiters”. Current detection techniques are not sensitive enough
for the detection of Earth-like planets, but such planets are expected at similar orbital
positions. For all these so-called close-in extrasolar planets, the interaction between the
stellar wind and the planetary magnetosphere is expected to be very different from the
situation known from the solar system. Important differences arising from the close sub-
stellar distances include a low stellar wind velocity, a high stellar wind density and strong
tidal interaction between the planet and the star. This interaction is shown to lead, for
example, to a synchronisation of the planetary rotation with its orbit (“tidal locking”).
Taking these points into account, planetary magnetic moments are estimated and sizes
of planetary magnetospheres are derived. Two different effects resulting from the mag-
netospheric interaction are studied in detail. (a) Characteristics of radio emission from
the magnetospheres of “Hot Jupiters” are discussed. It is shown that the frequency range
and the sensitivity of current radio detectors are not sufficient to detect exoplanetary ra-
dio emission. With planned improvements of the existing instrumentation and with the
construction of new radio arrays, the detection of exoplanetary radio emission will be
possible in the near future. (b) The flux of galactic cosmic rays to the atmospheres of ter-
restrial exoplanets in close orbits around M stars is studied. Different types of planets are
shown to be weakly protected against cosmic rays, which is likely to have implications
for planetary habitability. This should be taken into account when selecting targets for the
search for biosignatures in the spectra of terrestrial exoplanets.

XiX



XX



1 Introduction

There cannot be more worlds than one.
Avristotle, 384-322 BC

There are infinite worlds both like
and unlike this world of ours.
Epicurus, 341-270 BC

The discovery of a planet around the star 51 Pegasi (Mayor and Queloz 1995) marks
the beginning of a new era for planetary sciences, in which planets around other stars
have finally become accessible to observations. In the last ten years, the number of known
extrasolar planets (or “exoplanets”) has rapidly grown to 170 planets (as of 26 November
2005). With improved instrumentation, many more detections are expected in the near
future.

Many extrasolar planets have properties which surprised those who expected them to
be similar to the planets of the solar system. For example, many planets were found in
highly eccentric orbits (Halbwachs et/al. 2005). Furthermore, many Jupiter-mass planets
have orbital distances of 0.05 astronomical units onﬂeeslsiry et al.| 2003). This was
especially surprising because the existence of such objects cannot be explained within the
standard theory of planet formation (Glanz 1997).

The small orbital distance has important consequences for the planetary nature and
evolution. The following three effects directly result from the small orbital distance: First,
the increased flux of stellar light strongly heats the planet. Second, the stellar wind den-
sity at the planetary orbit is considerably higher than at larger distances. Third, the small
orbital distance gives rise to strong tidal interaction between the star and the planet. Each
of these primary effects leads to additional, secondary effects. For example, it is known
that the intense stellar irradiation of the planet slows down the planetary contraction, lead-
ing to a larger radius when compared to a more distant planet of the same age (Burrows
et all[2000| Guillot and Showman 2002). The strong heating also leads to a highly in-
creased atmospheric loss (Vidal-Madjar et al. 2003, Lammet et al} 2003). The high stellar
wind density is responsible for a high energy flux into planetary magnetospheres. Finally,
tidal interaction results in a modification of the planetary orbital characteristics (orbital
distance, eccentricity and inclination). It may also change the planetary rotation period,
the most extreme case being that where the planetary rotation period is synchronised with
the orbital period.

! The mean distance between the Earth and the Sun is approximately equal to one astronomical unit
(1 AV).
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Several of these effects are relevant for the interaction of the planetary magnetosphere
with the ambient stellar wind. The importance of these effects has to be evaluated care-
fully: Does planetary evaporation modify the shape of the magnetosphere? How strong is
the compression of the magnetosphere by the dense stellar wind? How does tidal interac-
tion modify the planetary magnetic field?

On the other hand, the resulting changes in the configuration of the planetary magne-
tosphere are important for different fields of exoplanet studies, including planetary evolu-
tion and the interpretation of current observations. In addition, potential new observation
techniques are based on such interaction. More specifically, one might raise the follow-
ing questions: Under what circumstances does the magnetosphere protect the atmosphere
from the stellar wind? If not, how strongly does this influence the atmospheric escape?
How strong is the magnetospheric radio emission for close-in planets? Does the magne-
tosphere still shield the planetary atmosphere against high energy particles?

It is the aim of this work to provide answers to some of the above questions. The quan-
tities influencing the interaction of the stellar wind with planetary magnetospheres as well
as effects resulting from it are discussed. Fig] 1.1 schematically shows the interrelation
between different effects addressed within this work.

Tidal locking
Influence on planetary rotation
Chaptef B
U
Stellar wind model Stellar CMEs Magnetic moment estimation
Age & distance dependenceDistance dependence Influence of planetary rotation
Sectior] 5.1L Sectior] 5.p Chaptef #

Y U Y

Magnetospheric model
Size of the magnetosphere

Sectiori 5.8
Giant exoplanets Terrestrial exoplanets
Nonthermal radio emission Cosmic ray protection
Chaptef b Chaptef

Figure 1.1: Aspects of the interaction of exomagnetospheres with the stellar wind for close-in
extrasolar planets.

To familiarise the reader with the background of this work, a short introduction on
extrasolar planets is given in Chagiér 2. Important concepts are introduced, and the plan-
etary and stellar parameters required in the following sections are presented.

Different aspects of the tidal interaction between the planet and the star are examined
in Chapter B. It is studied how tidal interaction influences the planetary rotation rate

2
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(Section3.1L), the orbital eccentricity (Sectjon|3.2) and the inclination of the planetary
spin axis with respect to the orbit normal (Secfior] 3.3).

In Chapter 4, the influence of tidal interaction on the planetary magnetic moment
is discussed. This is done separately for two classes of extrasolar planets, namely for
gaseous giant planets and for rocky, terrestrial planets. Different analytical scaling laws
for the planetary magnetic moment are compared and evaluated. In the case of gaseous
giant planets, the quantities of the planetary core required for the calculation of the mag-
netic moment are obtained from a hydrostatic planetary model, whereas for terrestrial
planets published models of the planetary interior are used.

The magnetosphere is shaped by the interplay between the planetary magnetic field
and the stellar wind. For this reason, the stellar wind conditions prevailing at close orbital
distances are studied in Sectjon|5.1. In addition, the role of stellar CMEs (as analogues to
solar coronal mass ejections) is analysed in Seftign 5.2. From these input parameters, the
size and shape of the corresponding planetary magnetospheres can be obtained. Using a
potential field model, the magnetosphere is described in Sdctipn 5.3, which thus stands
at the centre of this work (see Figdre]1.1). With the magnetosphere thus determined, it
is possible to estimate the strength of different magnetospheric effects in the following
chapters.

One of these results concerns the strength of magnetospheric radio emission from
gaseous giant exoplanets. From the solar system, it is known that all strongly magnetised
planets are sources of nonthermal radio emission. Different studies suggest that, because
of the enhanced stellar wind density, the radio emission from close-in exoplanets may be
considerably stronger than that of the planets of the solar system (Farréll et al. 1999, Zarka
et all[2001). This is discussed in detail in Chapier 6. The range of expected emission
frequencies and the radio flux received at Earth are calculated within the frame of an
analytical model (Section §.1). The resulting values are compared to the corresponding
stellar radio emission (Sectign $.2) and to the detection limits of current and planned
detectors (Sectidn §.3).

Although no Earth-sized exoplanets have been detected yet, such a detection is likely
to occur in the near future. The Earth’s magnetosphere is known to be important for the
protection of the planetary surface against the impact of high-energy cosmic ray particles.
With the influence of tidal locking on the planetary magnetic moment mentioned above,
the question arises whether the same degree of protection can be expected for Earth-like
extrasolar planets. This question is studied in Chdgter 7. After a short introduction on
cosmic rays (Section 7.1), the numerical model used for the calculation of cosmic ray
trajectories is outlined (Sectipn 7.2). In Secfion 7.3, results are given for different planets,
studying the influence of tidal locking, stellar system age, and planetary size.

Finally, Chaptef B concludes by summarising the results obtained within this work.






2 Extrasolar planets: An overview

It is not unreasonable that a planet might exist at a distance
of 1/50 astronomical unit, or about 3,000,000 km.
O. Struve, Observatory 72, 199, 1952

The search for extrasolar planets can be amazingly rich in surprises. [With]
the rather unexpected orbital parameters of 51 Peg b, searches begin to reveal
the extraordinary diversity of possible planetary formation sites.

M. Mayor and D. Queloz, Nature 378, 355, 1995

Usually, the discovery of a planet around the star 51 Pegasi (Mayor and Queloz 1995)
Is considered to be the starting point for the rapidly growing field of extrasolar planet
science. Over the past ten years, more than 150 extrasolar planets have been discovered
and new observation methods have been developed. Different theories and models have
been suggested, some of which were later disproved. Others have been confirmed, and
many more have not yet been tested by observations. It is beyond the scope of this work
to summarise all knowledge on exoplanets. However, some background information on
extrasolar planets is required to embed this work in the right context. For this reason,
different areas of exoplanet study are briefly presented in the remainder of this chapter.
This includes the history of exoplanet detection (Segtioh 2.1) and some useful definitions
(Sectiorf 2.P). In Sectidn 3.3, the concept of the habitable zone is introduced, and in Sec-
tion[2.4 all methods successfully employed to observe extrasolar planets are compared.
One method, namely the observation of enhanced chromospheric emission by the star,
is discussed in more detail in Section]|2.5. Finally, the planetary and stellar parameters
which are required in later sections are presented in Sectipn 2.6. Those readers already
familiar with extrasolar planets may wish to skip Chapter 2 and continue directly with
Chaptef B.

2.1 Historical development

Long before observational methods capable of the detection of other planets became avail-
able, mankind had started to speculate about the existence of such objects. Opinions
ranged from “There are infinite worlds both like and unlike this world of ours” (Epicurus,
341-270 BC) to “There cannot be more worlds than one” (Aristotle, 384-322 BC), which
demonstrates the differences between the extreme positions (Peliryman 2000). Shortly
before the year 1600, Giordano Bruno and Thomas Digges suggested the existence of
planets in orbits around other stars (Trimble 2004). As knowledge on the solar system
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increased, the expectation that planets could also exist around other stars became more
common.

In the 20th century, advances in instrumentation finally allowed to begin the search
for planets outside the solar system. The first announced detections—Iike that of a planet
around Barnard’s star in the year 1963—were later rejected (see, e.g. Lissauéer 2002, Trim-
ble|2004), but serve as a proof of the interest taken in that subject.

The first true exoplanet candidate which was detected is HD 114762b. It was discov-
ered in the year 1988 as a binary object to the star HD 114762 (Latham et al. 1989). At
that time, it was classified as a “probable brown dwarf”. The uncertainty in this formula-
tion results from the fact that only the lower limit of its mass is known. If the true mass
of HD 114762b is close to this lower limit, it is a planet, while a higher mass would make
it a brown dwarf (a more precise definition is given in Secfior) 2.2). According to the
terminology used today, the object is a “planetary candidate”.

The first objects outside the solar system for which the observations clearly indicated
a planetary mass were found around the pulsar PSR 1257+12, which itself had been dis-
covered in 1990 (Wolszczan and Frail 1992). Whether these objects should be called
planets or not is a matter of definition (see Secfion 2.2). In any case, this discovery ob-
servationally confirmed the existence of stellar systems radically different from the solar
system.

In the year 1995, Mayor and Queloz (1995) found a planet with a minimum mass of
half of that of Jupiter at an orbital distance of 0.05 AU around the star 51 Pegasi. With
this discovery, the question whether planets around Sun-like stars exist outside the solar
system is finally settled.

With this question being answered, many new questions have arisen.

2.2 Definitions

Surprisingly, the term “Extrasolar Planet” is not well defined. While it is clear that “ex-
trasolar” denotes an object outside the solar system, at least two different definitions for
“planet” are in use. For this reason, certain objects are classified as extrasolar planets in
some publications, while in others they are not. To shed some light on the differences, the
most common definitions are presented here. Also, two subclasses of planets frequently
referred to in this work are defined below.

2.2.1 Extrasolar planets: working definition of the IAU

Rather than giving a definitive, detailed definition of the term “planet”, the Working
Group on Extrasolar Planets (WGEP) of the International Astronomical Union (IAU) de-
veloped the following working definitioﬁl's

1. “Objects with true masses below the limiting mass for thermonuclear fusion of
deuterium (currently calculated to be 13 Jupiter masses for objects of solar metal-
licity) that orbit stars or stellar remnants are ‘planets’ (no matter how they formed).

1 Seehttp://www.ciw.edu/IAU/div3/wgesp/definition.html
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The minimum mass/size required for an extrasolar object to be considered a planet
should be the same as that used in our Solar System.”

2. “Substellar objects with true masses above the limiting mass for thermonuclear
fusion of deuterium are ‘brown dwarfs’, no matter how they formed nor where they
are located.”

3. “Free-floating objects in young star clusters with masses below the limiting mass
for thermonuclear fusion of deuterium are not ‘planets’, but are ‘sub-brown dwarfs’
(or whatever name is most appropriate).”

This definition of “planet” includes pulsar planets (i.e. planets around pulsars), and ex-
cludes free floaters. Also, objects orbiting brown dwarfs are not called planets; neither
are brown dwarfs orbiting stars. The mass range for brown dwarfs is usually given by
13 M5 < Mpg < 80 M; (wherel;is the mass of Jupiter). Lighter objects are called either
planets or sub-brown dwarfs, and heavier objects are stars.

2.2.2 Extrasolar planets: alternative definition of G. Basri

An alternative set of definitions was suggested by G. Easri
1. Afusor is an object that achieves core fusion during its lifetime.

2. A planemo (short for “planetary mass object”) is an object that is spherical due to
its own gravity, and that is never capable of core fusion.

3. A planetis a planemo which is formed in orbit around a fusor.

This definition of “planet” excludes pulsar planets and free floaters (except for free floaters
for which there is evidence that they were ejected from a planetary system). Objects
orbiting brown dwarfs are called planets, but brown dwarfs orbiting stars are not. The
advantages and disadvantages of this definition are descrilhed by Basri and Brown (2006).

2.2.3 Extrasolar planets: definition used in this work

Within this work, objects with masses below the critical mass for nuclear fusion of deu-
terium in orbits around main sequence stars are studied. According to both definitions
given above, such objects qualify as planets. At the same time, this excludes planets
around stellar remnants like pulsars, planets around non-main sequence stars, and objects
around brown dwarfs. The reason for this limitation is that most currently known ex-
oplanets were found around main sequence stars. An extension of this work to planets
around other objects is possible, but it would involve additional and highly different fields

of (astro)physics.

2 See e.g. http://astron.berkeley.edu/ basri/defineplanet/Mercury.htm and
http://astron.berkeley.edu/"basri/defineplanet/whatsaplanet.htm
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2.2.4 Hot Jupiters

Not very long after the discovery of the extrasolar planet around the star 51 Pegasi by
Mayor and Queloz (1995), the denomination “Hot Jupiter” was introduced to describe the
subclass of gaseous giant planets at small orbital distances (Schilling 1996). Although
no precise boundary exists, a planet is usually considered to be a Hot Jupiter when its
mass is considerably larger than that of Satuvfiy (= 0.3 M;) and its orbital distance is
smaller than 0.1 AU. Because of the extremely small orbital distances, such planets are
heated to very high temperatures (000 K), and the evolution of a Hot Jupiter may differ
significantly from that of a comparable planet at larger orbital distances (Collier Cameron
2002). Besides the strong stellar irradiation, one of the special features of these planets is
their strong tidal interaction with their host star (see Segtion 3). This is the reason why
these planets are usually treated as a special and separate class of planets.

In this work, Hot Jupiters constitute one of the two planetary classes which are dis-
cussed in detail. Hereafter, a planet is considered to be a Hot Jupiter if it is (a) predomi-
nantly gaseous in composition, (b) has an orbital distance of less than 0.1 AU and (c) is
heavier than Saturn.

2.2.5 Terrestrial Exoplanets

Another class of extrasolar planets of special interest for this work is that of “Terrestrial
Exoplanets”. This term denotes planets similar to the terrestrial planets of the solar system
(Mercury, Venus, Earth, Mars). For classification as “terrestrial”’, not the mass of a planet,
but its composition is decisive: terrestrial planets mainly consist of rocks (as opposed to
planets mainly composed of gases or ices). Note that in this work especially terrestrial
exoplanets around low mass stars (K and M type) are of interest, because for these stars
the “habitable zone” (i.e. the range of orbital radii for which liquid water can exist on the
planetary surface, see Sect|on|2.3) is located much closer to the star than for solar mass
stars, making the detection of potentially habitable planets easier to achieve.

2.3 The habitable zone

One of the concepts frequently referred to in this work is that of the so-called “habitable
zone”. It was introduced to describe whether a planet may or may not be potentially
habitable for life.

The question whether other life-bearing planets may exist is one of the oldest ques-
tions of mankind. While the search for Earth-sized extrasolar planets is still beyond the
capabilities of the currently available instrumentation (see Seftion| 2.6.3), important ad-
vances are to be expected in the near future, e.g. with ESA's DARWIN or NASAs TPF-C
mission. At the same time, ideas are being developed how planets with an atmosphere
favourable for the evolution of life could be observationally discriminated (Kasting 1997,
Selsis et al. 2002, Selsis 2004).

To direct such search programs towards planets where life is possible, the concept of
the “habitable zone” (frequently abbreviated as HZ) is used. The habitable zone around
a star is usually defined as the region in which liquid water can exist on the planetary
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surface. According to the atmospheric mode|l of Kasting ef al. (1993), for an Earth-like
planet around a Sun-like star, this is the case when

S
Seff,min S S_ S Seff,max- (2-1)
©

Here, S, and S, = 1360 Wm~2 denote the stellar energy flux at the location of the
planet, and the solar energy flux at Earth, respectivelymin and Set max are dimension-

less values which give the minimum and maximum allowed energy flux relative to the
flux currently reaching the Earth’s location. These numbers depend on the spectral type
(and thus on the mass) of the star. For the Sun, Kasting ét al.|(1993) obtain = 0.84

and Semax = 1.67. For a stellar flux below the limit imposed by eff. (2.1), the surface
temperature drops below 273 K even for the case where the partial pressure o CO
chosen such that the greenhouse effect is maximised (“maximum greenhouse” limit of
Kasting et al| 1993). For temperatures below 273 K, water is not liquid anfinéce a
smaller CQ pressure the emitted infrared flux is larger because of the less efficient green-
house effect, and for a larger G@ressure the absorbed stellar flux decreases because of
increased Rayleigh scattering. If the stellar flux exceeds the limit given by efy. (2.1), the
planetary oceans are completely evaporated because the atmosphere becomes optically
thick at infrared wavelengths, which in turn limits the infrared flux from the planet to
space (“runaway greenhouse” limit|of Kasting el al. 1993). Because the energy flux de-
pends on the stellar luminosify, as

T A4rd?’

(2.2)

equation[(2.]l) can be rewritten in terms of the orbital distahc€hus, the limits of the
habitable zone are determined by

1 Lo 1 L
dor | —————— 2 < d<dyy | — =2 2.3
0\/Seff,max(M*) L* o o 0\/Sef‘f,min(M*> L* ( )

L andd, are the solar luminosity and the Earth’s orbital distance (1 AU), respectively.
These results can be applied to stars of different stellar classes. In this case, both the
stellar luminosity and the different stellar spectrum have to be taken into account: low
mass stars are cooler, and thus emit a larger portion of their energy in the red part of the
visible and the near infrared. In this wavelength range, the diffuse reflection by Rayleigh
scattering is much less efficient (\~*) than in the visible. In addition, the atmospheric
constituents KO and CQ have much stronger absorption coefficients in this wavelength
range. Thus, most of the incident energy is deposited on the planet (i.e. the bond albedo is
lower than for a Sun-like star). This is the reason why a smaller valwgyat sufficient
to reach the runaway greenhouse or the maximum greenhouse limit. Correspondingly, for
very low mass stars, the limits of the habitable zone are at larger orbital distances when
the spectral shape of the stellar emission is taken into account than when this effect is
neglected. Figurg 2.1 shows the size of the habitable zone obtained in this way (Kasting
et all[1993).

3 In the range of allowed parameters, the melting temperature of water depends only weakly on pressure.
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Figure 2.1: Habitable zone with, = 0 according to Kasting et al. (1993).

The stellar luminosityl, and the critical effective fluxeSes min @nd Seg max are not
only a function of stellar mass, but also of stellar age. Therefore the location of the
habitable zone depends on the stellar age, too. For this reason, different types of habitable
zones exist.| Kasting et al. (1993) use the concept of the continuously habitable zone
(CH2). It is defined as the zone which is habitable starting at the moment when the star
reaches the Zero-Age Main-Sequence. Habitability is required to last at least a certain
time 7,. Thus, in principle, the width of the continuously habitable zone depends. on
For low-mass stars\(, < 0.5 M, whereM,, denotes the mass of the Sun), however, it
turns out that the width of the continuously habitable zone is practically independent of
Th @s long asy, < 5 Gyr (Kasting et al. 1993, Figures 14 and 15). Stars with larger stellar
masses than those shown in Fig.|2)1,(> 1.4 M) have a main sequence lifetime of
tms < 3 Gyr and are of minor importance concerning habitability.

Note that, strictly speaking, the size and location of the habitable zone does not only
depend on the size of the star, but also on the planetary atmospheric comppsition (Kasting
et all| 1993, Joshi et &l. 1997), the planetary mass and radius (Kasting et al. 1993, Joshi
et al||1997), the growth rate of the continental area (Franckilet al| 2000) and the total con-
tinental coverage of the planéet (Franck ef al. 2003). Furthermore, planetary habitability is
probably also influenced by biological activity on the planet (Kasting &t al.|1993). Also,
the concept of the habitable zone is limited to life as we know it; hypothetical life based
on other elements than carbon does not require an environment with liquid water (Bains
2004).

The presence of liquid water is not the only condition necessary for life. Additional
factors may be required to make a planet habitable, but are usually not included in the
definition of the habitable zone. These factors include (but are not limited to):
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e Obliquity variations: The importance of small obliquity variations with regard to
habitability is still debated. One the one hand, some researchers assume that small
enough obliquity variations are required for habitability (Atobe €t al. 2004); on the
other hand, others claim that high obliquity variations are not critical with regard to
planetary habitabilityl (Williams and Kasting 1997).

e When the planetary system includes several planets, a dynamically stable orbit is
required for long-term habitability.

¢ A stable atmosphere. Possible causes for the loss of the planetary atmosphere in-
clude hydrodynamic escape and ion pick-up. The latter effect is especially relevant
for weakly magnetised planeis (Khodachenko ét al. 2006, Lamme] et al. 2006).

e Low enough flux of cosmic rays (Griel3meier ef al. 2005b, 2006d). This is especially
relevant for weakly magnetised planets.

Because of their relatively small mass, low luminosity and large abundan@@%o
of the stars in the solar neighbourhood), M dwarfs are frequently suggested as targets for
the search for habitable planets. While such planets would be synchronously rotating, the
resulting surface temperatures do not exclude planetary habitability (Heath et al. 1999).
However, for such planets small magnetic moments are expected, which pose additional
constraints to habitability. One of these effects, namely the increased flux of galactic
cosmic rays, is described in detail in Secfion 7.

2.4 Overview of current observation methods

In this section, the different methods currently used to obtain information on extrasolar
planets are briefly described. Some methods were used to detect previously unknown
planets; with others, such planets were further analysed. The amount of information ob-
tained by various methods strongly differs. While the planetary orbital period can be de-
termined by any of the following methods, some yield a wealth of additional information.
To date, the following observation techniques were successfully employed in extrasolar
planet studies:

e Pulsar pulse timing: As was described in Secfion) 2.1, the first extrasolar planets
were detected around a pulsar, which itself had been detected in 1990. Precise mea-
surements of the radio pulses observed from the millisecond pulsar PSR 1257+12
showed periodic deviations from a constant pulse period (Wolszczan and Frall
1992). This was explained by the presence of planetary companions which lead
to a periodic motion of the pulsar around the centre of mass of the planetary sys-
tem. The varying velocity of the emitter relative to the observer leads to a minute
Doppler-shift in the pulse length.

This method is limited to pulsar planets, which are usually regarded as somewhat
exotic objects. Most exoplanet research deals with planets around main sequence
stars, for which pulse timing it not applicable.

11
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12

¢ Radial velocity: Most of the currently known extrasolar planets were detected with

the radial velocity method. Similarly to the pulsar pulse method, it relies on the
periodic motion of the star around the common centre of mass. This motion leads
to a slight Doppler-shift of the stellar spectral lines. In 1995, the discovery of the
planet 51 Pegasi b was achieved using this method (Mayor and Queldgz 1995). This
discovery is usually viewed as the first detection of a planet around a main sequence
star, see Sectign 2.1.

The radial velocity method requires strong stellar spectral lines, and is especially
sensitive towards heavy planets at small orbital distances. Because the inclination
of the planetary orbit with respect to the observer is unknown, this method can only
provide information on the projected mass of the plahgtsin ¢, plus the orbital
radius and eccentricity. On the other hand, the method can be applied to a relatively
large number of targets, which currently makes it the most successful tool in the
search for extrasolar planets.

Astrometry: Stars with planetary companions are moving around the centre of mass
of the planetary system. The radial velocity method described above measures the
component of this motion in the direction towards (or away from) the observer. For
close enough stars, the components perpendicular to this axis can be analysed by
high precision measurements of the stellar position on the plane of the sky. This
was first successfully applied by Benedict etlal. (2002).

Because it is possible to observe two velocity components of the stellar motion, as-
trometry allows to determine the planetary mass withoutihéambiguity known

from radial velocity measuremenis (Perryman and Heinaut|2005). Astrometry is
currently limited to nearby, low-mass stars with heavy planets, so that only a small
number of detections can be expected for the near future. After 2011, the ESA
mission Gaia is expected to detect many mgrel(0000) planets using astrometry
(Mignard 2005).

Planetary transit: More information can be obtained on the planet when a planetary
transit can be deduced from a periodic reduction of the stellar intensity (typically
of the order of 1%). Because this is only possible for a special viewing geometry

(7 = 90°), only few planetary transits are currently known. This is also one of the
reasons why, despite the fact that the transit method has been suggested for a long
time (Struve 1952, Rosenblatt 1971), the first transit was observed in the year 1999
(Burrows and Angél 1999, Henry et|al. 2000, Charbonneaulet all 2000)

For transiting planets, the inclination is strongly constrained, so that, in combination
with radial velocity measurements, the real mass of the plafy&tan be calculated.

In addition, the depth of the transit (i.e. the ratio of observed flux during and out
of transit) yields information on the planetary radius. At the same time, the special
geometry is the main disadvantage of this technique, because it strongly reduces the
number of available targets.

Transit spectroscopy: During a planetary transit, the reduction of the stellar flux is
observed to be enhanced for some spectral lines. At such frequencies, the stellar
light is not only blocked by the planetary body, but additional absorption is taking
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place in the planetary atmosphere or exosphere. In this way, the atmosphere of
HD 209458b was shown to extend over several planetary radii and to contain Na
(Charbonneau et al. 2002), H (Vidal-Madjar el al. 2003), as well as C and O (Vidal-
Madjar et al! 2004). Other atmospheric components like He, Li, Fe and Ca were
searched for, but were not yet detected (Moutou gt al. 2003, Naritd et al. 2005).

The detection of planetary constituents is required for models concerning the plan-
etary composition and atmosphere. Similarly, non-detections provide important
upper limits.

Secondary transit: The observed flux does not only decrease during a primary plan-
etary transit (see above), but also during secondary transits (i.e. when the planet
is passing behind the star instead of in front). The reason is that the planetary
black-body emission is then blocked by the star. The non-detection of a signal at
a characteristic frequency of methane near 1% during the first attempt to ob-
serve secondary eclipses helped to constrain atmospheric models (Richardson et al.
2003). More recently, a reduction in the infrared flux of the order of 0.25 % was
observed for the planets HD 209458b (Deming €t al. 2005) and TrES-1b (Charbon-
neau et al. 2005).

Single-frequency measurements of the infrared flux allow to determine the effective
temperature of the planet; with multi-frequency observations, the infrared part of
the planetary spectrum could be analysed. With the currently available data it is
already possible to show that the reradiation of the absorbed stellar flux is more
likely to occur over the entire planet rather than over one hemisphere only. In
addition, first constraints for models of the planetary atmosphere of TrES-1b were
derived from the infrared flux at 4,/2m and at 8.Qum (Fortney et al. 2005).

Microlensing: Gravitational lensing is one of the applications of general relativ-
ity theory. When a massive object (the “lensing object”) is placed between a dis-
tant light source and an observer, the light is bent around the lensing object. This
changes the shape of the distant light source; in the case of a point source, the mea-
sured intensity is modified by the presence of the lensing object. This effect can
be used for the detection of extrasolar planets when the lensing object is a fore-
ground star with a planetary companion. As this star is passing through the line of
sight to the distant light source, the asymmetry in the mass distribution caused by
the planet leads to additional fine structure of the observed light curve (Mao and
Paczyski(1991). In 2003, the object OGLE 2003-BLG-235/MOA 2003-BLG-53
was detected using this method. This is the first confirmed detection of an extrasolar
planet using microlensing (Bond et|al. 2004).

In principle, a lot of information is hidden in the microlensing light curve, including
the planetary mass and its orbital distance. However, one should note that differ-
ent combinations of stellar and planetary parameters can lead to almost identical
lightcurves. Together with the expected stellar variability, it is usually not possi-
ble to deduce unequivocal information (Gaudi and |[Han 2004). In addition, mea-
surements during a microlensing event are not repeatable after the lensing event is
terminated. For this reason, microlensing should, whenever possible, not be used
alone, but should be combined with other methods.
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e Direct observation: In a few special cases, direct observations of stellar compan-
ions were possible using adaptive optics. The first observation was announced by
Chauvin et al.[(2004), who were able to distinguish the central object and a distant
(55 AU) companion on CCD images. Later observations (Chauvin|ét al. 2005a)
showed that both objects were moving across the sky together, which confirmed
that the secondary object was not a background star, but a companion. The ob-
servations were performed in the infrared, where the contrast between the star and
the planet is more favourable (less stellar flux and higher planetary flux than, for
example, in the visible).

So far, no direct observations exist for extrasolar planets as defined by the IAU (see
Sectior] 2.2]1). In some cases, the central object is a brown dwarf (Chauvin et al.
2004), in other cases, the secondary object is too heavy to be classified as a planet
(Chauvin et al. 2005b). However, the direct observation of extrasolar planets seems
to be merely a question of time. The method is limited to large and hot (i.e. young)
planets at large orbital distances around small stars.

e Other potential methods: Besides the methods already used today, a certain number
of other methods have been suggested. It is likely that some of these will contribute
to the increase of knowledge about extrasolar planets in the future. The list of
potential future methods includes

— the spectroscopic detection of stellar light reflected by the planetary atmo-
sphere,

— the photometric detection of stellar light reflected by the planetary atmosphere,

— infrared observation of the planetary system, in which the stellar light is sup-
pressed by interferometry (as planned for the DARWIN mission),

— observations of the planetary system, in which the stellar light is removed by
a coronograph (as planned for the TPC-C mission),

— the analysis of enhanced stellar chromospheric emission caused by a close-in
planet (which is discussed in Sectjon|2.5)

— and the detection of planetary radio emission (which is discussed in more
detail in Chaptefr|6).

All currently successful observation methods are summarised in[Table 2.1. More detailed
overviews on different methods are given/by Perryman (2000) and Charbonneau (2004).
The limits of current and future ground- and space-based observations are described in the
report by the ESA-ESO Working Group on Extra-Solar Plariets (Perryman and Heinaut
2005). Information on the different ongoing projects can also be found at the Extrasolar
Planets Encyclopedia attp://www.obspm.fr/encycl/searches.htmi

2.5 Chromospheric heating

This section describes several additional effects which may be used to obtain information
on extrasolar planets. These effects all rely on the heating of the stellar chromosphere
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by the interaction of a close-in planet with its host star. This heating enhances the stellar
chromospheric emission in different frequency bands, making this interaction accessible
to observation and analysis. The status of these observation methods lies somewhere
between “potential future method” and “currently employed method”. Also, the measure-
ment of such stellar activity is sometimes interpreted as a tentative proof for the existence
of planetary magnetic fields, which would be highly relevant for this work. In this section,
this interpretation is analysed critically.

Because of the close proximity of Hot Jupiters to their host stars, different modes of
interaction may lead to observable effects in the stellar chromosphere. The acceleration of
the stellar rotation due to the strong tidal interaction with the planet may lead to increased
dynamo field generation and magnetic heating (Saar and Cuntz 2001). Cuntz et al. (2000)
suggest that both the creation of a large tidal bulge on the star as well as magnetic inter-
action between the star and the planet may enhance the activity in the outer stellar regions
(i.e. chromosphere, transition region and corona). For tidal interaction (which could lead
to enhanced generation of either acoustic or magnetic energy by increasing the turbulent
velocity), the relative effect depends on the orbital radiug&s whereas for magnetic
interaction the amplitude of the effect variesd&a$. Another major difference between
the two models is the number of maxima of the chromospheric emission during one plan-
etary orbit: For tidal interaction, two maxima are expected, but for magnetic interaction,
only one maximum should be observable (Cuntz and ShKpinik|2002).

First studies of observational data used one line of the Ca |l infrared triplet at 8662 A.
Seven planet-hosting stars were observed, but no identification of a planetary signature
in the stellar emission was possible (Saar and Cuntz|2001). Subsequent observations in
the optical resonance lines of Ca Il H and K at 3933 and 3968 A were more successful
and showed signs of an increase of the chromospheric emission of about 1-2% caused by
planets around the stars HD 179949 (Shkolnik et al. 2003,/2004) akad (Shkolnik
et all|2005). The observations indicate one maximum per planetary orbit, a “Hot Spot”
in the stellar chromosphere which precedes the calculated planetary passage (the sub-
planetary point) by.17 and0.47 in phase, corresponding to a lead angle of&@d 169,
respectively. The existence of a non-zero lead angle seems reasonable, because the field
lines between the star and the planet are not be straight, but bent.

The exact mechanism responsible for the observed chromospheric heating is not yet
determined. Two main models were suggested. In the first model, both the star and the
planet are magnetised. Depending on the orientation of the magnetic fields, reconnection
might occur between stellar and planetary fieldlines (Ip et al.[2004), thereby creating hot
plasma. In analogy to solar flare events (Ip et al. 2004, and references therein) or to the
interaction of Jupiter with Iof (Shkolnik et &l. 2005), the plasma then travels along the
magnetic field lines down to the footpoints, constituting an additional source of heat in
the stellar chromosphere. If this scenario is true, these observations would constitute the
first observational indication for extrasolar magnetospheres. This mechanism would also
be consistent with that suggested for the strongest known stellanﬁ]ﬂareme second

4 Some very large flares (up t” times more energetic than the largest solar flare) were observed
for normal F and G stars on, or very close to, the main sequénce (Schaefér et al.[2000). Ruberistein and
Schaefer|(2000) suggest that these “superflares” are caused by magnetic interaction between the star and a
(yet undetected) magnetised Hot Jupiter. However, so far only nine of these transient extreme events were
detected (Schaefer et|al. 2000), and firm conclusions are not yet possible.
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model, a non-magnetised planet could act as a unipolar inductor like lo around Jupiter,
and still cause reconnection (Saar el al. 2004). While the observations seem to indicate
that the source of the emission is close to the stellar surface, this would also be possible
for a unipolar inductor| (Saar et [al. 2004). In a more detailed version of this model, the
unipolar inductor is replaced by an Alfvén-wing model. The lead angles observed by
Shkolnik et al. [(2003) and Shkolnik et/al. (2005) were recently explained with such a
model using realistic stellar wind parameters obtained from the stellar wind model by
Weber and Davis (Preusse 2006). This indicates that a magnetised planet is not required
to describe the present data.

As long as it is not possible to distinguish between both scenarios (reconnection be-
tween star and magnetised planet vs. plasma flow along Alfvén-wings), enhanced chro-
mospheric emission cannot be regarded as a proof for exoplanetary magnetospheres.

2.6 Planetary parameters

Since 1995, more than 150 exoplanets were det@mmhy of them in close orbits around

G and K stars. In this section, relevant information on the state of detections concerning
Hot Jupiters and terrestrial exoplanets is summarised, and some planetary parameters are
provided for later use.

2.6.1 Presently known Hot Jupiters

Currently, 40 planets with orbital distances of less thanAU are known. Of these,

11 have minimum masses beldws M;. The remaining 29 planets are potential Hot
Jupiters. Unfortunately, only for a few planets both mass and radius are known, which
are both needed to obtain information on the planetary structure. The mass is required
to determine whether the stellar companion is a planet or a brown dwarf, see Section
[2.9. For a given planetary mass, the radius is determined by its composition. The largest
planetary radius can be achieved by gas spheres composed of hydrogen. For other gases
(e.g. helium), the maximum radius is strongly reduced (see Section) 4.3.1). For planets
composed of ices or rocks, the radius (for a given planetary mass) is again considerably
smaller (Guillot et a. 1996).

For the planets HD 209458b, OGLE-TR-10b, OGLE-TR-56b, OGLE-TR-111b,
OGLE-TR-113b, OGLE-TR-132b and TrES-1b, the measurements of the planetary radii
show hydrogen to be the main constituent. Thus, at least seven “Hot Jupiters” (as defined
in Sectior] 2.24) are known todfy

For all other planets, the radius is not known. However, while gaseous giants of
approximately one Jupiter mass are consistent with various planet formation scenarios,
the existence of Jupiter-mass terrestrial planets seems unlikely. For this reason, usually
all Jupiter-mass planets in close orbits are denoted as Hot Jupiters. Nevertheless, this

5> Presently, 170 planets are known (26 November 2005). The current state can be found e.g. at the
Extrasolar Planets Encyclopaediehép://www.obspm.fr/encycl/encycl.html

6 The transiting planet around HD 149026 is not considered as a Hot Jupiter, because it is substantially
enriched in heavy elements. Sato el [al. (2005) show that the majority of the planetary mass is probably
concentrated within a heavy core.
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work will (with one exception, namely Bootes) focus on the “confirmed” Hot Jupiters
mentioned above, because the planetary radius is required for the calculation of the tidal
locking timescale as well as for the models used to estimate the planetary magnetic dipole
moment.

2.6.2 Parameters for Hot Jupiters

For the calculation of the tidal locking timescale (Secfion 3.1.3), for the estimation of the
planetary magnetic moment (Sectjon|4.3), for the evaluation of the planetary stellar wind
environment (Section 5.7.4), and for the calculation of the radio flux (Sectibn 6.1) of Hot
Jupiters (as defined in Sectipn 2]2.4), various stellar and planetary values are required.
The required stellar parameters include: the stellar raffiyghe stellar masd/,, the
stellar agé€,, and the distanceto the solar system. As for the planetary parameters, the
following values are needed: the planetary radiysthe planetary mass/,, the orbital
frequencywonic and the radiug of the planetary orbit. In this section, numbers are given
for the stellar and planetary parameters.

Of the planetary values, the orbital frequengy,;; is the easiest one to measure. It can
be obtained by various techniques: by radial velocity measurement, astrometric observa-
tion, transit detection, and observation in the infrared during a secondary transit. All these
methods yield periodic signals, from which the orbital frequency can be determined very
accurately. Once the orbital frequency (and the stellar mass) is known, the orbitaldadius
can be calculated from Kepler’s third law. For the mags projection effects due to the
unknown inclinatiory of the planetary system limit most observation methods. For radial
velocity measurements, for example, only the produdgtsin(i) can be determined. Usu-
ally, two complementary methods have to be employed to obtain the planetary\fpass
For example, if the inclination is known from detected transits, it is possible to calculate
the planetary mass from radial velocity data. Similarly, astrometric observations can be
combined with radial velocity measurements. The planetary ragius even more dif-
ficult to obtain. Currently, it can only be determined from planetary transits, where the
depth of the dip in the light curve can be used to estimate the relative radii of the star and
the planéf See Sectioh 24 for a comparison of the different observation methods.

In this work, only Hot Jupiters for which the radius is either known from transit obser-
vations or is reasonably well constrained by theoretical modeBoptes b) are treated.
This restriction is applied because information on the planetary radius is required in the
following sections. For such planets, the observational data are summarised i Table 2.2.
They were obtained in the following way:

e For HD 209458 (for which the first planetary transit was observed), the existence
of a planetary companion was known from radial velocity measurements when the
first transit observations were reported|by Henry et/al. (2000) and Charbonneau
et al| (2000). From these measurements, the composition of an extrasolar planet
could be deduced for the first time. It was shown that the planet HD 209458b is

" The observed “transit radius” is not exactly identical to the standard 1 bar radius (Burrows et al. 2003,
20044a). The differences, however, are of the order of about 5-10% (depending on the mass of the planet).
For this reason, the radii obtained from transit observations will be taken to be equal to the planetary radii
in this work.
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a gas giant with hydrogen as its main constituent (Burrows et al.| 2000). Here, the
more recent planetary data/of Cody and Sasselov (2002) are adopted.

e For OGLE-TR-10b, for a long time, it was not clear whether the observed pho-
tometric signal was caused by a planet. Accordingly, early publications spoke of
a “possible exoplanet’ (Konacki et al. 2003b, Bouchy et al. 2005). Recent obser-
vations, however, were able to confirm the planetary nature of the companion to
OGLE-TR-10 (Konacki et &l. 2005). In this work, the parameters of Konackilet al.
(2005) are used. These values are based on a combination of additional observa-
tions with the observational datalof Bouchy et lal. (2005).

e For OGLE-TR-56b (the first planet detected by transits), transits were first reported
by/Konacki et al.[(2003a). Here, the planetary values from Bouchy ét al.|(2005) are
used.

e The values for OGLE-TR-111b are taken from Pont &t al. (2004). Itis the exoplanet
with the lowest mass discussed in this work.

e Transits of the planet OGLE-TR-113b were first analysed by Bouchy ét al.|(2004)
and Konacki et al/ (2004). Combining the data of these publications, Konacki et al.
(2005) derived the planetary parameters with higher accuracy. These improved
values are adopted in this work.

e For OGLE-TR-132b, a planetary transit was first announced by Bouchy|et al! (2004).
Here, the values found by the follow-up observation (Moutou gt al.[2004) are taken.

e TrES-1b is the first transiting planet detected by a multisite transiting planet survey
(Alonso et al| 2004). Using improved estimates of the stellar parameters, the tran-
sit data were reanalysed and the planetary parameters were calculated with higher
precision by Sozzetti et al. (2004). The latter values are used in this work.

e The inclination of the orbit of the planet aroundBootes relative to an observer in
the solar system does not allow the detection of planetary transits. For this reason,
only the lower limit of the masd/, of = Bootes b is known from radial velocity
measurementsl{, sin< = 4.38 M, Leigh et al| 2003), and the radius is presently
not accessible to measurements. Theoretical models by Burrows|et al. (2000) yield
an upper limit for the radius. This upper limit is58 R; for a planetary mass of
7 My and1.48 R, for 10 M;. The most probable radius seems tollieR; (Leigh
et all[2003). Because of this uncertainty, three different models are considered for
T Bootes b:

— arelatively “light” planet (\/, = 4.4 MjandR, = 1.2 Ry),
— a“medium” planet {/, = 7.0 M;and R, = 1.58 Ry),
— and a “heavy” planet/, = 10.0 M; and R, = 1.48 Ry).
Table[2.2 lists the values of the observed planetary and stellar parameters. The stellar

radiusR, and mass//, are given in units of the solar valués, and M. The stellar ages
are given in Gyr (1 Gyr0? years). Note, however, that the determined stellar ages are
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model dependent, and different models usually yield different stellar ages. For this reason,
uncertainties of 50% are not uncommon (Saffe et al. 2005). The distance of the stellar
systems, when known, is given in pc. The planetary radids and mass\/, are given

in units of the respective values of Jupiter (denoted by subscript J),Ryith 71492 km

(Cain et al, 1995) and/; = 1.9 - 10?7 kg (Raith 1997). Another important quantity is the
planetary rotation rate. Later, it will be shown that for close-in planets, tidal locking
may occur under certain circumstances. In this case, the plametatipn frequencyw

is given by theorbital frequencywomi. For this reason, Table 2.2 contains the orbital
frequency of the planets, normalised to Jupiter’s rotation frequeney 1.77 - 10~ s™!
(Raith[1997). For Jupiter and Saturn, the planetary rotationwagegiven directly by
observations. Finally, the orbital distan¢és given in AU.

2.6.3 Presently known terrestrial exoplanets

While currently over 150 exoplanets are known, Earth-like planets (as defined in Section
[2.2.5) outside the solar system are not yet accessible to current detection techniques. The
smallest planet detected until recently has a projected mass bfzl4vhere M is the

mass of the Earth (Santos et/al. 2004). It orbits the gtArae (HD 160691), but until

now its composition could not be determined. Recently, the detection of a planet with
~7.5Mg orbiting the M star GJ 876 was announced by Rivera et al. (2005). Neither a
small gas planet, nor a rocky planet can be ruled out for these planets (an icy planet is
excluded because of its small orbital distance and the resulting high equilibrium tempera-
ture). However, this situation is expected to improve in the near future, when the detection
of terrestrial exoplanets will be possible with the transit missions CoRoT (CNES, launch
scheduled for 2006) and Kepler (NASA, launch scheduled for 2007). According to|Bordée
et all (2003), CoRoT is sensitive enough to allow the detection of exoplanets within the
habitable zone of K and M dwarfs under the condition that their radius is at least twice
that of the Earth. The detection of Earth-size exoplanets orbiting solar-like stars will be
possible with Kepler (Jenkihs 2002). With the simultaneous measurement of the planetary
mass and radius provided by transit detections, it will be possible to deduce constraints
for the planetary structure. Additional detections can be expected from the ESA mission
Gaia (launch planned in 2011) which will combine precise astrometric measurements
with photometric observations (Mignard 2005). Further analysis will be possible with
missions like DARWIN [(Fridlun{d 2004), for which launch is planned in 2015 (Perryman
and Heinaut 2005).

2.6.4 Parameters for terrestrial exoplanets

For terrestrial exoplanets (as defined in Sedfion P.2.5), the planetaryMeeasd radius
R, are required for later calculations (i.e. the estimation of the tidal locking timescale in
Section 3.15, and the evaluation of the planetary magnetic moment in Seciion 4.5). In
this section, these parameters are presented.

Within this work, only terrestrial planets for which structure models exist will be
studied, treating the orbital distance of the planet and the mass of its host star as free
parameters. The following model planets will be analysed:
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2 Extrasolar planets: An overview

e First, exact Earth analogues will be studied in environments different from that of
the Earth. The required parameters of the planet Earth are taken from Cain et al.
(1995).

e Within the same frame, smaller planets will be studied. The planet Mercury will
serve as an example for small, terrestrial planets. Again, the parameters are taken
from|Cain et al.[(1995).

e As an example for larger planets, a 6 Earth-mass planet (composet/ph#tals
and 4 Mg silicates) is studied. A simple model for the internal structure of such
a planet was presented by Léger et [al. (2004), in which the silicates form a thick
mantle above the metallic core.

e Léger et al.|(2004) suggested the existence of so-called “Ocean planets”, i.e. large
terrestrial planets with a large mass fraction of wate(g, 1 Mg of which are
metals, 2V/g silicates, and 3/g ices). The internal structure consists of the metallic
core, the silicate mantle, a thick layer of ice, and a liquid water ocean (with a depth
of 40 to 133 km, depending, for example, on the surface temperature). Such a planet
would be especially interesting because of its larger radius, which makes detection
easier.

Table[2.3 lists the planetary parameters for these model planets. Since no terrestrial
exoplanets have been detected yet, the parameters cannot be taken from observations.
Instead, reasonable parameters have to be assumed. It is especially interesting to study
terrestrial exoplanets within the habitable zone (as defined in Sgctipn 2.3) of K and M
stars. For this reason, a stellar mass\fif = 0.5 M, is chosen, which corresponds to
the border between K and M stars. The radius of such a sfar is 0.46 R, (calculated
according tg Tout et al. 1996). The planetary magsand radiusR, are taken from
planetary models. They are given in units of the corresponding value of Earth (denoted
by subscript E), withRe = 6371 km (Cain et al| 1995) and/g = 6.0 - 10?4 kg (Raith
1997), respectively. An orbital distance @ 0.2 AU is chosen, so that the planets are
located within the habitable zone.

Planet R, [Ro] | M, [Mo] || Rp[Re] | Mp[Re] | d[AU]
Earth 0.46* 0.5¢ 1.0 1.0 0.2¢
Mercury 0.46* 0.5¢ 0.38° 0.055°¢ 0.2¢
Large Earth || 0.46° 0.5% 1.63¢ 6.07 0.2¢
Ocean Planef  0.46° 0.5% 2.0¢ 6.0% 0.2¢

Table 2.3: Parameters for different terrestrial planets. All values are given in units normalised to
Earth. Sources of the parametef®: see text?) Cain et al. (1995)(¢) Raith (1997),(9) |Léger
et al| (2004).
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3 Tidal interaction

As far as we can determine, peanut butter
has no effect on the rotation of the earth.
George August, Ph.D., et al., JIR 39, 22, 1994

Planets in an orbit around a central star are subject to tides. These tides arise because
of the finite extension of the planet in the inhomogeneous gravitational field of the central
body. In other words, tides are caused by the gravitational gradient across the planet. Sim-
ilarly, the planet induces tides on the central star, which act back on the planet. Because
of the strong dependence of the gravitational gradient on the orbital distance, planets in
close-in orbits experience a much stronger tidal interaction than the planets of the solar
system. This leads to a large variety of effects, most of which are of no importance for the
solar system planets. In this respect, at least the following effects should be mentioned:

e The continuous action of tides is known to reduce the planetary rotation rate. In the
solar system, the spin rates of Mercury and Venus are substantially retarded by the
Sun (Goldreich and Soléer 1966). This effect is also important for all of the closer
moons in the solar system (Table 4-3 in Hubljard 1984, Peale 1999, Table 1). It
is frequently referred to as “despin”, “spin-down”, or “tidal locking”, because it
eventually results in a synchronous rotation (i.e. the time for one rotation and one
orbit around the central body become identical). Shortly after the discovery of the
first extrasolar planets, the timescale for the despin of close-in plahgi$) (1 AU)
was studied (Guillot et al. 1996, Marcy et|al. 1997), finding that for such planets
the timescale for this effect is remarkably short. For example, for a hypothetical
Jupiter-like planet orbiting a solar twin at05 AU, the synchronisation timescale
Is approximately 2 Myr|(Seager and Hui 2002). This effect is discussed in detail in

Sectiof 3.11.

e Similarly to the evolution of the orbital eccentricity of satellites in the solar system
(MacDonald 1964, Goldreich and Sdter 1866, Peale[1999), the eccentricity of close-
in extrasolar planets is strongly affected by tidal interaction. This effect (sometimes
called “orbital circularisation” or “eccentricity damping”) will be discussed in Sec-
tion[3.2. The timescale for orbital circularisation is typically much longer than the
timescale for synchronous rotation defined a@d%arcy et al; 19977, and Section

B.2).

1 Also note that Mercury is tidally locked in a 3:2 spin-orbit resonance, but has a highly eccentric orbit
(e = 0.206, see Hubbaid 1984).
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3 Tidal interaction

e The planetary obliquity is defined as the angle between the planetary rotation axis
and the vector normal to the orbital plane. In the solar system, the Earth’s obliquity
(presently 23.49 is increasing at a very small rate because of the tides induced
by the Su (MacDonald 1964). For close-in planets, however, tidal interaction
decreases the obliquity. For planets in circular orbits, the timescale for obliquity
damping is identical to the timescale for synchronous rotation defined gbove (Peale
1999). This effect is described in more detail in Secfiioh 3.3.

¢ In analogy to the Earth-Moon system, where tidal interaction changes the inclina-
tion of the lunar orbit/(MacDonald 1964), the inclination of an exoplanetary orbit
around its star is influenced by tidal interaction. However, this is a slow process, and
the timescale for reaching coplanarity (i.e. the coincidence of the planetary orbital
plane with the stellar equatorial plane) is larger than the timescale for synchronous
rotation defined abové (Seager and|Hui 2002, and references therein).

e When tides are moving in the planetary rest frame, the periodic distortion of the
planet is accompanied by dissipation of energy (Hubbard|1984, Chapter 4). This
produces an additional term in the planetary energy balance. While this tidal heating
is negligibly small for the terrestrial planets of the solar system, it is the dominat-
ing contribution in the heat balance of Jupiter’s close-in moon lo (Hultbard 1984,
Chapter 8). At the same time, the dissipation of tidal energy is almost certainly
responsible for the active volcanism onlo (Peale 1999). Bodenheimer|et al| (2003)
examined the influence of tidal heating on the evolution of the radii of close-in ex-
trasolar planets. They found that, for this effect to be effective over long periods
of time, an additional planetary companion is required to continuously induce an
orbital eccentricity. Not only the energy gained by circularising an eccentric orbit,
but also the energy gain connected to the planetary spin-down can strongly heat
up a planet. However, this additional energy source is only active until the planet
achieves synchronous rotation. For HD 209458b, Showman and Guillot|(2002)
estimate that the thermal pulse associated with the initial spin-down of the planet
could affect the planetary radius for a limited period of time.

¢ In a similar way to the “tidal locking” of a planet (see above), tidal effects can
modify the stellar rotation (Marcy et &l. 1997). Through this effect, the stellar
rotation is increased in the case of a slowly rotating star (when compared to the
planetary orbital frequency). In the case of a rapidly rotating star, the stellar rotation
is spun down. Patzold et al. (2004) showed that the effect of tides on the stellar
rotation can be considerable, increasing the stellar rotation rate by a factor of a few
In some cases. For a correct treatment of the evolution of the stellar rotation rate,
magnetic braking of the star by its magnetised wind has to be taken into account
(Dobbs-Dixon et al. 2004).

e The change of the stellar rotation rate also has consequences for the planet: Because
of the conservation of angular momentum, a change of the stellar rotation by tidal

2 This situation is, of course, complicated by the Earth-Moon interaction (MacDpnald 1964). Close-in
extrasolar planetsd(< 0.05 AU), however, can only have satellites of very low massgsi(—* Earth
masses, i.e.< 1072 times the mass of the Moon, for a solar-mass star of 4.6 Gyr age, see Barnes and
O’Brien|2002), so that this effect is negligible here.
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3.1 Tidal locking

effects directly implies a change of the planetary orbital angular momentum. In
this way, the evolution of the stellar rotation and of the planetary semi-major axis
are coupled. Therefore, the planetary semi-major axis decreases, until the planet
finally reaches the Roche limit defined as the distance below which the tidal force
of the star becomes larger than the self-gravitation of the planet. According to
Murray and Dermott (1999)/roche = 2.46 R,. |[Patzold and Rauer (2002) showed
that for very small orbital distances.(0.05 AU), the Roche limit is reached within

a timescale of less than 1 Gyr (see, e.g. Figure 2 of that work). This result does
not change appreciably for planets with eccentric orbits (Jiang/et al} 2003). Patzold
et all (2004) studied the importance of this effect for the presently known transiting
planet, finding time scales for the spiralling of the planet into the central star of the
order of 1 Gyr.

e Finally, tidal interaction is also expected to locally heat the star close to the sub-
planetary point/(Cuntz et &l. 2000). Different searches were conducted to detect
this effect, but so far no local increase of stellar activity due to tidal interaction
could be identified. These searches (along with the search for a signature of mag-
netic interaction) are briefly described in Secfior 2.5.

In this work, the first three points of this list are carefully analysed for close-in exo-
planets. At this point it should be noted that a planet may escape the evolution to syn-
chronous rotation, to a circular orbit, or to zero obliquity in the presence of other nearby
planets (Laskar and Robutel 1993, Seager and Hui|2002, Atobe et al. 2004). As most
exoplanetary host stars have only one known planet, this work is restricted to the case of
a single planet in an orbit around a single star is treated.

The aim of this section is threefold: Sectionl3.1 discusses which close-in extrasolar
planets can be expected to be tidally locked. This is important with respect to the strength
of the planetary magnetic moment. Secfion 3.2 studies whether the planets are likely to
be in circular orbits, which is relevant, for example, to determine the stellar wind char-
acteristics at the planetary location. Secfior] 3.3 analyses the orientation of the planetary
rotation axis, which relates to the orientation of the planetary magnetic moment.

3.1 Tidal locking

In this Section, the despinning of the planetary rotation through tidal interaction is dis-
cussed. Figurg 3.1 schematically illustrates this effect for a planet on a close-in circular
orbit: First, the tidal force of the star (i.e. the gradient of the stellar gravitation across the
planetary diameter) creates two tidal bulges on the planet. For a rapidly rotating planet
(i.e. with short rotation period relative to the orbital period), the tidal bulges are displaced
from the line connecting the stellar and planetary centre. Hence, the stellar gravitation
exerts a torque upon the tidal bulges. Because the tidal bulges are coupled to the planet
by dissipative processes, this reduces the planetary rotation rate. After a certain time, an
equilibrium state is reached, in which the planetary rotation period equals the time for one
full orbit around the star. Then, it is always the same side of the planet which is facing the
star (similar to the Earth-Moon system). In this case, the tidal bulge is exactly on the line
connecting star and planet, and tidal interaction ceases to influence the planetary rotation.

25



3 Tidal interaction

S

Figure 3.1: Tidal interaction (schematic view). See text for description.

The equations required to calculate the timescale for this process are given in Section
[3.1.1. These are then applied to extrasolar gas giants (Seftions 3.1.3 ahd 3.1.4) and to
terrestrial exoplanets (Sectidns 3]1.5 and 3.1.6).

3.1.1 Tidal locking timescale

Because of tidal interaction, the planetary rotation gradually slows down from its initial
valuew; until it reaches the final valug after tidal locking is completed. In the following,

the tidal locking timescale for reaching is calculated under the following simplifying
assumptions: prograde orbit, spin parallel to orbit (i.e. zero obliquity), and zero eccentric-
ity (Murray and Dermott 1999, Chapter 4). In first order approximation, the frequency

is equal to the orbital frequency,i;, which is simply given by Kepler’s third law:

MG
Worbit = P (3.1)

where M, denotes the mass of the central siis the constant of gravitation, arnbis
the semi-major axis of the planetary orbit.

The rate of change of the planetary rotation velocitipr a planet with a mass af/,
and radius of?z, is given by (Goldreich and Soter 1966, Murray and Der/nott 1999):

1 Mp\ (M, \? ‘
a3 ChY (ALY () (3.2)
dt  4aQy \ RS M, d
where the constant depends on the internal mass distribution within the pfanitis
defined bya = I/(MyRy), wherel is the planetary moment of inertia. For a sphere of

homogeneous density, is equal to 2/5, so that for planets< 2/5. @, is the modified
(Q-value of the planet. It is defined by

) 19y
Qb= Qp (1 + Qngp) : (3.3)

3 Note that in many publications “factors of order unity” are omitted,gxe.is neglected.
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3.1 Tidal locking

where . denotes the planetary rigidity, is the planetary surface gravity, apds the
density within the tidal bulge (which can approximately be set equal to the mean density
of the planet, Goldreich and Soier 1966), is the planetary tidal dissipation factor (the
larger it is, the smaller is the tidal dissipation), defined|by (MacDdnald|1964, Goldreich

and Soter 19€6):
——dt. 3.4
&' =om b (3.4)

Here, £, is the maximum energy stored in the tidal distortion, and the integralddvedt,

the energy dissipation rate, is the energy lost during one complete cycle. For large planets,
in which self-gravitation far exceeds the rigidity, the contribution of the latter to the restor-
ing force against tidal deformation can be neglected, and one@fds @, (Goldreich

and Soter 1966). For much smaller bodies, the correction due to rigidity can reach very
high values (up to a factor of 1Gor the Martian satellite Phobos, see Hubbard 1984,
Chapter 4). An alternative notation is given by (Murray and Dermott 1999)

3Qp
2k2’p’

Q) -

(3.5)

wherek, ; is the Love number of the planet.
The time scale for tidal locking is obtained by a comparison of the planetary angular
velocity and its rate of change:

Wi — Wt

(3.6)

Tsync = o

A planet with angular velocity; att = 0 (i.e. after formation) will gradually lose angular

momentum, until the angular velocity reachgsatt = 7syne Insertion of eq.[(3]2) into
eq. [3.6) yields the following expression fag.

Rd 2 6
et ) (B ()]

The different dependencies in equatipn(3.7) are:

e Because of the more efficient dissipation of energy (i.e. lower valug/pftidal
locking occurs faster for a terrestrial planet than for a gaseous giant.

¢ A larger value ofu; (or smaller value of.s) indicates that more time is required to
lose the corresponding angular momentum.

e The larger the mass of the star, the stronger is the tidal bulge it can induce in the
planet. Also, the gravitational pull on the tidal bulge depends on the stellar mass.
A large planetary mass, on the other hand, reduces the height of the tidal bulge and
thus diminishes the tidal interaction.

e The importance of this effect strongly depends on the distangg & d°). Thus,
a planet in a close-in orbit/(< 0.1 AU) around its central star is subject to strong
tidal interaction, leading to gravitational locking on a very short timescale.
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3 Tidal interaction

Finally, it should be noted that for planets in eccentric orbits, tidal interaction does not
lead to the synchronisation of the planetary rotation with the orbital period. Instead, the
rotation period also depends on the orbital eccentricity. At the same time, the timescale
to reach this equilibrium rotation rate is reduced (Laskar and Correia 2004). In this work,
however, the focus lies on planets in circular orbits, see S¢ctipn 3.2.

3.1.2 Imperfect tidal locking

To be exact, the planets should not be expected fdmselytidally locked. The thermal
atmospheric tides resulting from stellar heating can drive planets away from synchronous
rotation (Showman and Guillot 2002, Correia ef al. 2003, Laskar and Cprreia 2004). This
mechanism works as follows (Correia and Laskar 2003a): The planetary atmosphere is
heated above the substellar point, leading to pressure gradients. A new equilibrium can
only be reached by a redistribution of the atmospheric mass (i.e. by a density increase
in the low-temperature regions). The pressure redistribution can be represented as a su-
perposition of a (weak) diurnal tide and a stronger semidiurnal ftide (Correia and Laskar
2003a, Figure 3). The gravitational torque on the atmosphere changes the atmospheric
rotation, which, depending on the coupling between the planetary interior and its atmo-
sphere, may or may not influence the planetary rotatioﬁ].réiech thermal atmospheric
tides are also the cause for the slight retrograde rotation of the planet Venus in the so-
lar system|(MacDonald 1964, Correia and Laskar 2001, Correid/et al. 2003, Correia and
Laskal 2003a), where the present state is characterised by an equilibrium between gravi-
tational and thermal atmospheric tidal torques (Correia et al. 2003).

Showman and Guillot (2002) estimated the deviation from synchronous rotation re-
sulting from atmospheric tides for a typical Hot Jupiter. As an upper limit, it was found
that the error introduced fas; by this effect could be of the same order of magnitude as
the value given by eq. (3.1). For this reasenshould be considered to be exact only up
to a factor of two.

A similar situation holds for terrestrial planets with dense atmospheres. The example
of Venus shows that for such a case, the effect is clearly important. Correia and|Laskar
(2001) and Correia et al. (2003) found that in the presence of planetary perturbations
synchronous rotation is not stable for a planet with a dense atmosphere, like Venus. On
the other hand, if Earth-like atmospheres are considered, the deviation should be much
smaller, and for terrestrial exoplanets without an atmosphere it vanishes. Because no
better estimation exists, the maximum (tidally locked) rotation rate is assumed to be twice
the value given by eq|. (3.1).

In this work, the importance of such asynchronous rotation is studied by comparing
results obtained usings = worbit, With werit from eq. [(3.1), and results found when using
twice that value (i.ews = 2wonit). For the tidal locking timescale, the opposite limit
(where thermal atmospheric tides slow down the planetary rotation instead of increasing
it) will also be considered, i.e. the rotation rateof a tidally locked planet is assumed
to lie in the range) < wi < 2womit With werir given by eq.[(3]1). The influence this

4 The picture is further complicated by the fact that the nonuniform distribution of atmospheric mass
deforms the planet and creates a “pressure bulge”, which in turn gravitationally interacts with the star and
with the atmospheric mass distribution. Also, the atmospheric mass interacts with the tidal bulge of the
planet|(Correia and Laskar 2003a).
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3.1 Tidal locking

has on the timescale for tidal locking,,. will be discussed in Secti.3 for gaseous
giant exoplanets, and in Sectipn 3]1.5 for terrestrial exoplanets. Similarly, the influence
of imperfect tidal locking on the expected magnetic moment of such planets is studied in
Sectiorf4.4 and Sectidn 4.6.

3.1.3 Parameters for gas giants

In this section, the parameters, (¢, wi andwy) required to calculate the timescale for
tidal locking of Hot Jupiters (as defined in Sectjon 2.2.4) are discussed. The calculation
itself will be presented in Sectign 3.1.4. The parameters used are listed irj Table 3.1.

3.1.3.1 Structure parametera

For large gaseous planets, the equation of state can be approximated by a polytrope of
indexx = 1 (see Section 4]3). In that case, the structure parameféefined bya =
I/MyRp) is found to be given by = 0.26 (Gu et al| 2003).

3.1.3.2 Tidal dissipation factor@;

As noted before, for planets with masses of the order of one Jupiter mass, one finds
Qp ~ Qp (Goldreich and Soter 1966). More precisély, has a value of,, ~ 0.5 for

Jupiter (Murray and Dermott 1999, Laskar and Correia 2004)kapdx 0.3 for Saturn

(Peal¢ 1999, Laskar and Correia 2004). Because the focus lies on Jupiter-like planets, a
value ofk, p = 0.5 will be used in this work. With eq[ (3.5), this resultsar ~ 3Qp.

In principle, the value of), is not only a function of the mass, structure and com-
position of the respective planet, but it can also depend both on the frequency and the
amplitude of the tidal forcing (MacDonald 1964, Ogilvie and|Lin 2004). While for solid
bodies the frequency dependency(gfis usually negligible (see Sectipn 3.1]5.2 for dis-
cussion), for gaseous giant planets, a correct treatment should include the atmospheric
response to the tidal potential (Peale 1999). In fact, the response of the planet to tidal
forcing should be separated into a frequency-independent “equilibrium tide” (i.e. the re-
action of a homogeneous and initially spherical body constantly adjusting its shape to
maintain quasi-hydrostatic equilibrium) and the additional, frequency dependent contri-
bution of the “dynamical tide”| (Ogilvie and Lin 2004). The dynamical tide constitutes
a correction due to the (resonant) excitation of wayes (Lubow ¢t al.| 1997, Ogilvie and
Lin|2004). In the following, only the contribution of the “equilibrium tide” is consid-
ered. It is the conventional procedure to use this simplification (Hubbard 1984, Gu et al.
2003, Dobbs-Dixon et &l. 2004), which is necessary for a fast calculation of the spindown
timescalergync

For Jupiter, the lower limit for the value of the tidal dissipation faafris much
better understood than the upper limit. The lower limit was obtained from the observed
orbits of the inner satellites. Through the action of tides, the orbits of the satellites expand.
From the current orbital distance and the assumed age of the planet-satellite system, an
upper limit can be placed on the strength of the planet-satellite interaction, leading to the
minimum allowed value(), min (Corresponding to maximum tidal interaction). For values
smaller than thig), min, the satellites would have been located at the planetary surface 4.6
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3 Tidal interaction

Gyr ago (Goldreich and Soter 1966, Hubbard 1984, Peale 1999). The uppe€limiks

can be determined, for example, from the eccentricity of lo, which is nearly the equilib-
rium value (Peale 1999). For Jupiter, this leads to the following range of allowed values:
6.6 -10* < Qp < 2.0-10° (Peale 1999). Several estimations of the turbulent dissipation
within Jupiter yieldQp-values larger than this upper limit, while other theories predict
values consistent with this upper limit (Marcy et/[al. 1997, Feale |1999, and references
therein). This demonstrates that the origin of the valu@pis not well understood even

for Jupiter (Marcy et d|. 1997).

Extrasolar giant planets are subject to strongly different conditions, and it is difficult
to constrain@,. Typically, Hot Jupiters are assumed to behave similarly to Jupiter, and
values in the range af;, ~ 1.0-10°...1.0 - 10° are useﬁ(GuiIIot et al|| 1996, Seager
and Hui 2002, Showman and Guilfot 2002, Gu €t al. 2003, Dobbs-Dixon|et al. 2004).

It should be noted that the value Q¥ is not necessarily constant with time, as the
size of the convective region within Jupiter may have changed during gradual cooling of
the planet/(Peale 1909). Similarly, the size of the convective region may be different for
strongly insulated Hot Jupiters. For a synchronised Hot Jupiter, Ogilvie and Lin|(2004)
find that@, is larger by a factor of 50 when compared to Jupiter (namefp) - 10°). This
results from the slow planetary rotation. In this section, however, the aim is to find the
time necessary to reach this state, so that this additional increase is not required. For the
effect of orbital circularisation (discussed in Secfiorj 3.2), the increased vaijyganfuld
increase the timescatg,. QI’O by the same factor.

In view of the uncertainties involved, in this work the value(@f will be taken to
be 10° when determining the area in parameter space where tidal locking occurs quickly
(Tsyne < 100 Myr), whereas), = 10° will be used when determining the region where
the tidal locking timescale is long{,,c > 10 Gyr). Thus, the area of “potentially locked”
planets (see below) is increased. As far as the orbital circularisation is concerned, this
procedure yields a value @, close to that of Ogilvie and Lin (2004) for the slowly
rotating regime.

3.1.3.3 Initial rotation rate w;

Unfortunately,w; is not well constrained by planetary formation theories. The relation
between the planetary angular momentum density and planetary mass observed in the
solar system (MacDoné|d 1964) suggests a primordial rotation period of the order of 10
hours (Hubbard 1984, Chapter 4). In the following, the initial rotation rate of a gaseous
giant planet is assumed to be equal to the current rotation rate of Jupiter,=eu; with

wy = 1.77-107* s~! (Raith1997).

3.1.3.4 Final rotation rate wy

For the systems discussed here, the synchronous rotatianfgtgiven by Kepler’s law,
eq. [3.1), is of the same order of magnitude as the initial rotationJat€he maximum

® In some of these publications, the notation is different, and the sy@pid used instead afp.

30



3.1 Tidal locking

value ofwqmit Used is estimated in the following way:

| MmaxG
Corbit = |~ (3.8)
min

For the giant planets discussed in this work, the extreme value®/@fé= 1.5), and
dmin = 0.02 AU, so thatwgt is limited by

worbit < Whtpy = 8.6 -107°s7", (3.9)

corresponding to a period of 20.2 hours. If one compares this to the typical initial rotation
rates of 10 hours, it is not clear whether the contribution:afan be neglected in ed|. (8.7).

For this reason, it will be included. According to Section 3.1.2, the valug bés in the
rangel < wi < 2 worpit, Wherewomit is given by eq.[(3]1). Herey = 2 womit is used when
calculating the outer boundary of the “potentially tidally locked” region (see below), and
ws = 0 is used for the inner boundary of this region. This procedure increases the size of
the “potentially tidally locked” region.

3.1.3.5 Overview of the parameters

All parameters used for the calculation of the tidal locking time scale for Hot Jupiters can
be found in Tabl¢ 3]1. Because several of the parameters are not known precisely, two
different sets of parameters are used to find the upper and lower boundary of the region
in parameter space for which tidal locking is possible, but not certain, see Sectign 3.1.4.
The planetary masé/, and radiugk, are given in units normalised to Jupiter (denoted by
subscript J), with?; = 71492 km (Cain et al. 1995) and/; = 1.9 - 10%” kg (Raith 1997).

Planet o Qp Ry [Ry] | Mp[My] | wi[wy] Wy

Jupiter 0.26% | 10°...106 1.0 1.0 1.0 0...2worbit
HD 209458b 0.26% | 10°...10° 1.42° 0.69° 1.0 0...2worbit
7 Bootes (heavy)| 0.26% | 10°...10° | 1.48¢ 10.0° 1.0 | 0...2wWormit

Table 3.1: Parameters for the calculation of the tidal locking timescale for Hot Jupiters. Planetary
masses and radii are given in units normalised to Jupiter. Sources of the paraffiedtset al.
(2003),® [Cody and Sasselbv (2002)) see Sectioh 2.6.2.

3.1.4 Results for gas giants

In this section, eq[ (3]7) is used to calculate the timescale for tidal locking for Hot Jupiters

(as defined in Sectidn 2.2.4). It will be shown that most of the observed Hot Jupiters can
safely be assumed to be tidally locked. To classify the planets, three different categories
are defined:

e Tidally locked planets: These are the planets for which the tidal locking timescale
is lower or equal to 100 Myrr{y,c < 100 Myr).
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Figure 3.2: Tidal locking regimes for a Hot Jupiter as a function of orbital radasd mass\/,

(or spectral type) of the host star. Solid line: boundary between tidally locked and potentially
tidally locked planets. Dashed line, circles: boundary between potentially tidally locked and
tidally unlocked planets, neglecting (dashed line) and including (circles) a nonzero value of

¢ Potentially tidally locked planets: For these planets, the tidal locking timescale lies
between 100 Myr and 10 Gyr (100 M@ 7sync < 10 Gyr).

e Unlocked planets: This class contains all planets wgjh. > 10 Gyr.

The upper and lower boundaries of the potentially locked region are determined by the
conditions7sync = 100 Myr and 7sync = 10 Gyr, respectively. To take into account addi-
tional uncertainties, the lower boundary is calculated \@yrz 10% andws = 0, whereas
the upper boundary is calculated Wiﬂj) = 10° andw; = 2 worbit, SEE Tabll. This
increases the area of the “potentially locked” region.

To visualise these different classes of planets, the planetary parafgtéts M, and
wj are held constant (i.e. the planet is kept unchanged), while the semi-majaet axis
the stellar masa/, are varied. In Fid. 3]2, the different regimes can be seen: The left part
of the diagram (from the left border of the diagram to the solid line) contains the points in
the d- M, -parameter space where tidal locking occurs very quicklyd < 0.1 Gyr). All
planets discovered at such orbital distances will be synchronously rotating. For all planets
to the right of the dashed line, the synchronisation timescale is very lepg & 10
Gyr). Any planet observed in this regime will not have lost much of its initial angular
momentum. The region between the solid and the dashed line corresponds to systems in
which an observed planet may or may not be tidally locketl Gyr < 7gync < 10 Gyr).

From Fig[3.2, it also becomes clear that the influence;ah eq. [(3.F) is negligible
as far as the upper boundary of the potentially locked regime is concerned (i.e. the circles
lie on the dashed line). The reason is that this boundary is located at distgpces).1
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Figure 3.3: Tidal locking regimes for a planet similar to HD 209458b as a function of orbital radius
d and mass\/, (or spectral type) of the host star.
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Figure 3.4: Tidal locking regimes for a planet similarit@ootes (heavy model) as a function of
orbital radiusd and mas3g\/, (or spectral type) of the host star.

AU, which is much larger than the value used in the simple estimation df eg. (3.9). In the
following, ws will be set to zero for gaseous giant planets.
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3 Tidal interaction

As can be seen from e(]. (8.7), the tidal locking timeseglgdepends on the planetary
parameters async o< M,/ Rg. To demonstrate this influence of the planetary parameters,
Figs[3.3 andl 3]4 show the same classification in parameter space[as]Fig. 3.2, but apply to
planets with masses and radii different from Jupiter’s values. All other values were kept
identical. Fig[ 3.B shows the case of the planet HD 209458b, which has the smallest value
Mp/ R} of all Hot Jupiters examined in this worR4, = 0.69 M;, andR, = 1.42 Ry). In
Fig. [3.4, the opposite limit is examined, which is the case Bbotes (1, = 10.0 M,,
and R, = 1.48 Ry in the “heavy” model of Sectioh 2.6.2). The comparison shows that,
although the differences are not large, the planet HD 209458b with the lower average
density is more prone to tidal locking than Jupiter, while for the heavy plamziotes,
the size of the “tidally locked” regime is considerably smaller.

Figureq 3.B anf 34 show clearly that all Hot Jupiters with orbital radif 608 AU
around solar-mass stars will be tidally locked. All Hot Jupiters treated in this work fall
into this distance range.

In the following, the calculation of the tidal locking timescale will be expanded to
terrestrial planets.

3.1.5 Parameters for terrestrial planets

In this section, the parameters, (0, wi andws) required for the calculation of the tidal

locking timescale of terrestrial exoplanets (as defined in Sectior] 2.2.5) are discussed. The
calculation itself will then be presented in Section 3.1.6. The different types of terrestrial
planets discussed here are the same as in S¢ctiof 2.6.4. The parameters are summarised
in Table[3.2.

3.1.5.1 Structure parametera

For the Earth, the structure parametds given bya = 1/3 (Goldreich and Soter 1966).
In the following, this value will be used for all terrestrial exoplanets.

3.1.5.2 Tidal dissipation factor@

As discussed in Secti.l, to have a reasonable estimation for the valjieoth@),
and the Love numbek; , have to be known. For solid bodi&g, is roughly independent
of the frequency| (MacDonald 1964, Goldreich and Soter 1966, Peale 1999), although at
very low frequencies (i.e. tides acting upon a very slowly rotating body) the assumption of
constanty), should be replaced, for example, by a constant time lag (Correid et al. 2003).
During despin, however, the approximation of a frequency independent “equilibrium tide”
value of ), seems reasonable, because the time spent in the slowly rotating regime is
much smaller than the total time to reach the final state.

For the tidal dissipation fact@p, and the Love numbers, j, the values given by Mur-
ray and Dermotlt (1999) are adopted. According to Murray and Dermott (1899 0.1
for Mercury, andk, , = 0.3 for Earth (MacDonald 1964, Murray and Dernjott 1999). The
latter value will also be used for the “Large Earth” and the “Ocean Planet” case.

For the Earth, a value aof), ~ 12 can be determined from the measured secular
acceleration of the moon (Goldreich and Soter 1966, Murray and Dermott 1999). This
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3.1 Tidal locking

value is relatively small when compared to other terrestrial planets, wijgisetypically
of the order of10%. This is probably due to the fact that, for the Earth, much energy
Is dissipated in the shallow seas (MacDofald 1964, Hubibard 1984, Kasting et al. 1993,
Murray and Dermolt 1999). In the past, when the continents were joined, the vallye of
was probably larger (Peale 1999, Murray and Dernott 1999). For this reason, and also
because an Earth-like planet without shallow seas is equally interesting to study, a second
case called “Ancient Earth” is included in the comparison. For this €@ses set to the
value usually assumed for Venus and Mercupy & 100,|Murray and Dermoft 1999), as
it was also done by Kasting etlal. (1993). The same value is assumed for the case of the
“Large Earth” and the “Ocean Planet”.

From k,, and @y, the required value o), can be obtained using e@.S). The
resulting values can be found in Taple|3.2.

3.1.5.3 Initial rotation rate w;

The initial rotation ratev; of a terrestrial planet is a poorly known quantity (see, e.g.
Correia and Laskar 2003a). It certainly depends on the details of the planetary formation
and can be strongly influenced by processes like migration or impacts. Therefore, two
limits for w; are considered:

e arelatively high initial rotation rate as suggested for the early Earth-Moon system,
with w; = 1.83 wg corresponding to a length of day of 13.1 h (MacDonald 1964)

¢ a lower rotation rate withy; = 0.80 wg corresponding to a day of 30 h.

Forwg, the value ofug = 7.27-107° s~ is used. Note that a primordial rotation period of
the order of 10 hours is consistent with the relation between the planetary angular momen-
tum density and planetary mass observed in the solar system (Hlibbard 1984, Chapter 4).

3.1.5.4 Final rotation rate wy

It turns out that, for the planets of interest in this Section, the final rotationsfatan be
safely neglected in ed. (3.7): The synchronous rotationwaig given by Kepler’s law,
ed. [3.1), is much smaller than the valuewf Similarly to Section 3.1]4, the maximum

value ofwyit is computed by:
| MM
min

For the terrestrial planets discussed in this waK!® = 1.0M, anddpyin = 0.1 AU, so
thatwoit IS limited by
Worbit < Wit = 6.3-107%s71 (3.11)

corresponding to a rotation period of 277 hours. A comparison to the initial rotation
periods of between 10 and 30 hours (see above) shows that this contribution is negligible
here. Becauser < 2 wqnit, the value ofus will be set to zero for the calculation of the
tidal locking timescale of terrestrial exoplanets.
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3.1.5.5 Overview of the parameters

Table[3.2 lists the planetary parameters required for the estimation of the tidal locking
timescale for terrestrial exoplanets. The planetary nddssind radiusk, are given in
units normalised to Earth (denoted by subscript E), Wigh= 6371 km (Cain et al. 1995)

and Mg = 6.0 - 10** kg (Raith 1997).

Planet o Qp | kap | Qp | BplRe] | My [Me] wi [we] Wy
Earth 0.332 | 12° | 0.3°| 60 1.0 1.0 0.80...1.83 | 0
Ancient Earth|| 0.33¢ | 100 | 0.3¢ | 500 1.0 1.0 0.80...1.83 | 0
Mercury 0.33¢ | 100° | 0.1° | 1500 | 0.38° | 0.0557 | 0.80...1.83| 0
Large Earth || 0.33° | 100¢ | 0.3¢ | 500 1.639 6.09 0.80...1.83 | 0
Ocean Planet|| 0.33¢ | 100¢ | 0.3¢ | 500 | 2.09 6.09 [0.80...1.83| 0

Table 3.2: Parameters for the calculation of the tidal locking timescale for different terrestrial
planets. Planetary masses and radii are given in units normalised to Earth. Sources of the param-
eters: (@ Goldreich and Sotel (1966, [Murray and Dermott (1999¥¢) assumed in analogy to
Earth, (Y assumed in analogy to Venu$) |Cain et al. (1995){/) Raith (1997),(9) Léger et al.

(2002).

3.1.6 Results for terrestrial planets

Here, the tidal locking timescale is calculated for terrestrial exoplanets (as defined in
Section 2.2.p). It is shown that terrestrial exoplanets within the habitable zone of low
mass (M type) stars are likely to be synchronously rotating.

Again, as it was done for Hot Jupiters in Section 3.1.4, the timescale for tidal lock-
ing of terrestrial planets is calculated using ¢q.](3.7). Subsequently, the planets can be
classified as either “tidally locked”, “potentially tidally locked” or “unlocked”. The upper
and lower boundaries of the potentially locked region are determined by the conditions
Tsyne = 100 Myr and 75ync = 10 Gyr, respectively. To account for the uncertainty of the
initial rotation ratew;, the lower boundary is calculated with = 1.83 wg (i.e. a rotation
period of 13.1 h), and the upper boundary is calculated wjith 0.80 wg (corresponding
to a rotation period of 30 h), see Table]3.2. This increases the area of the “potentially
locked” region.

The different classes are best examined indh¥d,-plane, keeping the planetary pa-
rameters)p, Rp, and M, fixed. This is done for an Earth-like planet in Fjg.|3.5. The
left part of the diagram (from the left border of the diagram to the solid line) contains the
points in thed- M, -parameter space where tidal locking occurs very quickyd < 0.1
Gyr). All planets that will be discovered at such orbital distances will be synchronously
rotating. For all planets right of the dashed line the synchronisation timescale is very long
(Tsync > 10 Gyr). Any planet observed in this regime will not have lost much of its initial
angular momentum. The region between the solid and the dashed line corresponds to sys-
tems in which an observed planet may or may not be tidally locBadRyr < 7gync < 10
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Figure 3.5: Tidal locking regimes for an Earth-like planet as a function of orbital ratiarsd
massM, (or spectral type) of the host star. The shaded area gives the location of the habitable
zone (see text).

Gyr).

In addition, the extension of the “habitable zone” as a function of stellar mass is shown
in Fig.[3.3 (shaded area). The habitable zone around a star is the region in which liquid
water can exist on the planetary surface (Kasting &t al.|1993). Strictly speaking, the size
and location of the habitable zone does not only depend on the size of the star, but also,
among other factors, on the planetary atmospheric composition, size, mass and radius.
Because the planetary parameters only have limited influence on the location and width
of the habitable zone, the “continuously habitable zone” (see Segctipn 2.3) as calculated
for the Earth by Kasting et al. (1993) will be used throughout this Section. With Fig. 3.5
it is thus possible to determine whether potentially habitable planets are tidally locked.

In addition to the current Earth, four additional configurations are examined:

¢ Asthe tidal dissipation factdp,, is believed to have been larger in the past, the case
of the Earth is studied for an increased valueyf see Sectiop 3.1.3.2. Fig. B.6
shows that this reduced efficiency of the tidal interaction slightly decreases the pa-
rameter range of the “tidally locked” regime. While the difference is not very large,
it seems possible to find such (modified) Earth-like planets which are not totally
locked around heavy M stars (i.e. widll, ~ 0.5M). This case is relevant for two
different scenarios: a) it probably applies to the early history of the Earth, and may
thus be relevant for Earth-like planets during the early stages of planetary evolu-
tion, and b) it is relevant for planets identical to the Earth only in mass and size, but
without Earth-like oceans.

e The case of a much smaller, Mercury-like planet is studied. Because the average
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Figure 3.6: Tidal locking regimes for an Earth-like planet with increased valtk afs a function
of orbital radiusd and massV, (or spectral type) of the host star. The shaded area gives the
location of the habitable zone (see text).

density of Mercury is similar to that of the Earth, the difference in the tidal locking
timescales mainly stems from the different valugf Figurel 3.7 shows that any
terrestrial planet with a value @, as large as that of Mercury around a K or M
star is tidally locked for any orbital distanege 0.1 AU. For orbital distances in the
range0.1 AU < d < 0.2 AU, the planet is tidally locked, if the stellar mass is large
enough. Partial tidal locking around a K star is possible up to distances of 0.5 AU.

e The opposite case of a large terrestial planet is depicted irf Fig. 3.8. Because the
average density is similar to the “Ancient Earth” case and the other parameters are
identical, the result is very similar to that case (see[Fid. 3.6, and above).

e The same is true for the case of an Ocean Planet, sef Hig. 3.9.

These results can be compared to the solar system: Mercury has a semi-major axis of
0.39 AU (Murray and Dermait 1999), which, according to 3.7, puts the planet into
the “potentially locked” regime. In fact, Mercury is in a 3:2 spin-orbit resonance, i.e. it
rotates three times about its axis during two full orbits around the [Sun (Hupbbard 1984,
Chapter 4). This is only possible for planets in eccentric orbits. Venus has a semi-major
axis of 0.72 AU, and the parameters are similar to those of the “Ancient Earth” case. In
Fig.[3.8, this corresponds to the unlocked case. As suggested by Hubbard (1984), this may
point towards stronger dissipation in the past or towards an overestimation of the current
value ofQp: A value of @, < 17 would be required to explain spin-down to the current
state, see Goldreich and Soter (1966). The situation of Venus is further complicated by
the presence of thermal atmospheric tides, as was discussed in $ectipn 3.1.2. All other
planets of the solar system are far from being tidally locked.
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Figure 3.7: Tidal locking regimes for a Mercury-like planet as a function of orbital ratlarsd
massM, (or spectral type) of the host star. The shaded area gives the location of the habitable
zone (see text).
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Figure 3.8: Tidal locking regimes for a large terrestrial planet as a function of orbital rédiud
massM, (or spectral type) of the host star. The shaded area gives the location of the habitable
zone (see text).

As a typical test case, a terrestrial exoplanet at an orbital distance of 0.2 AU around a
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Figure 3.9: Tidal locking regimes for an Ocean Planet as a function of orbital rddind mass
M, (or spectral type) of the host star. The shaded area gives the location of the habitable zone (see
text).

star of 0.5/, will be studied in this work. Fig$. 3.5 [o 3.9 clearly show that such a planet,
regardless of its precise mass, radius, and composition, is very likely to be tidally locked.
Although its orbital distance places such a planet inside the habitable zone, the reduced
rotation rate of tidally locked planets is supposed to have important consequences for the
planetary magnetic dipole moment, which in turn could have important implications on
the planetary habitability. These issues will be discussed in S¢gtion 4 and in $éction 7.

3.2 Orbital circularisation

Close-in giant planets are usually found in orbits with low eccentricities. Halbwachs et al.
(2005) found a clear separation between circularised and eccentric orbits with orbital
periods below and above the “cutoff” orbital periétl,« Of 5 days, respectively. Using
analytical estimations, Gu etlel. (2003) find that Jupiter-like planets are circularised within
the main sequence lifetime of solar type stars if the orbital period is less than one week.

As will be discussed in sectign 3.3, circular orbits are a necessary prerequisite for a
simple treatment of obliquity damping. This section will briefly discuss why and when
close-in giant planets and terrestrial exoplanets can be expected to be circularised by tides.
Note that circular orbits are possible also outside this regime (orbital circularisation is a
sufficient, but not a necessary condition for circular orbits).

As far as the eccentricity evolution is concerned, two effects have to be taken into
account|(Goldreich and Sofer 1966, Pgale 1999):

¢ Tidal dissipation of energy in the secondary body (in this case, the planet), tends
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to reduce the eccentricity. This effect can be understood by considering that the
energy is not conserved, while the angular momentum remains constant. For this
reason, the semi-major axis(which depends on the total energy) may change,
while the quantityd (1 — ¢?) (the “semilatus rectum”, which is a function of the
angular momentum) is conserved. Thus, when energy dissipation forces the semi-
major axisd to decrease, the eccentricityhas to be diminished, too. When the
primary star is a slow rotator, the radius of the final circular orbit becomes identical
to the semilatus rectum (Halbwachs ef al. 2005).

¢ Dissipation within the primary object (in this case, the star) tends to increase the
eccentricity of the secondary body. The greater tidal force on the secondary during
the close approach at the periapsis tends to send it to a greater apoapse distance,
which increases the eccentricity{Pealé 1999).

As will be seen in the following, the second effect can be neglected if the star is not
spinning too rapidly. For not too high eccentricity, the critical stellar rotation wéte
for which stellar tides become important, is given by (Gu €t al. 2003, Dobbs-Dixon et al.

2004):
e [& A (%) (i)
- 11 11Q, \ M) \R.
For stellar spin rates above this value, the influence of the stellar tides dominates, whereas
for w, < W™, this contribution can be neglecte@.. denotes the (modified) stellar tidal
dissipation factor defined in analogy to the planetary tidal dissip&gjprits value is not

known precisely; using), andk;,, from|Pétzold et al.[ (2004) and ef. (3.5), one obtains
values in the range of - 10° < Q' < 2-10%. The synchronous spin rate of the planet,

Worbit IS given by eq.[(3]1):

Worbit- (3.12)

G M,

Worbit = B

With the stellar parameters taken from the S, (= M, = 1.98911 - 10*° kg and
R, = R, = 6.96 - 10° m, see Murray and Dermdtt 1999), efj. (3.12) yields a value
of 7+ 10 worir < W™ < 2+ 10% weri for a Jupiter-like planet (using the parameters of
Sectior] 3.18) and - 10 womir < W™ < 2 - 10° wemy for an Earth-like planet (using the
parameters of Sectign 3.1.5). With orbital periods of the order of a few days, one finds
w, < W for all except very young stars, regardless of the planet involved. Thus, the
second contribution to the orbital evolution of extrasolar planets can be neglected.

In such a case the timescailg. for damping of the orbital eccentricity to zero is
given by (Goldreich and Soler 1966, Gu el al. 2003, Bodenheimer et al. 2003):

e (4 Qp \ (M ((d\> (4 [ @ My \ [d"3/?
vt () ) G2) (7) - (6) (G8) () ().
(3.13)
Here,Q;, is the (modified) planetary tidal dissipation fact6tjs the constant of gravity,
M, and M, denote the planetary and stellar mass, respectidal/the semi-major axis
of the orbit, andR,, is the planetary radius. Besides the vanishing contribution of stellar
tides (discussed above), the derivation of gq. (3.13) assumes that the eccenisicitt

too large ¢ < 0.2 for an error smaller than a factor of two ig,). Furthermore, both
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synchronous rotation (discussed in Secfion} 3.1) and the alignment of the planetary spin
axis with the orbit are assumed. The more general case of an arbitrary planetary rotation
rate and arbitrary orbital eccentricity, as well as the case of a rapidly spinning star are
discussed by Dobbs-Dixon etlal. (2004).

Figure[3.10 compares the timescale for orbital circularisatigr, (lines with sym-
bols) from eq.[(3.13) to the timescale for synchronous rotatigi( lines without sym-
bols) from eq.[(3]7). As in Sectidn 3.1, the solid lines denote a constant timescale of 0.1
Gyr. To the left of these lines, the timescale is even shorter, so that tidal locking and
circularised orbits may be assumed, respectively. For planets on a dashed line, the corre-
sponding timescale is equal to 10 Gyr. All planets detected with parameters which fall to
the right of such a curve are unaffected by the respective tidal effect. For Jupiter, the solid
lines were calculated witlp, = 108, and the dashed lines withy, = 105. See Sections
[3.1.3 and 3.1]5 for all other parameters.

The results are the following: For Hot Jupiters around Sun-like stars, circularised
orbits can be assumeddf < 0.03 AU, see Figur¢ 3.10(). For valué9)3AU < d <
0.1AU, partial circularisation can be expected. This approximately corresponds to the
cutoff orbital period of 5 days found by Halbwachs et al. (2005), which, for a Sun-like
star, corresponds to an orbital distance of 0.06 AU. Figure| 3.10 also shows that orbital
circularisation occurs on a much longer timescale than tidal locking, so that the critical
orbital distanced are much smaller.

For Earth-like exoplanets, Figure 3.10(b) shows that orbital circularisation occurs for
larger orbital distances than for Hot Jupiters. This is caused by the stronger tidal dis-
sipation in the solid bodies (i.e. smaller values(dlfj. However, for planets within the
habitable zone (defined in Sectijon]2.3), planets in eccentric orbits are likely to exist. As
for Hot Jupiters, the timescale for orbital circularisation is much larger than that for tidal
locking, so that the critical orbital distancésre much smaller.

These results can be compared to the solar system: With a semi-major axis of 0.39 AU,
Mercury is in the “not circularised” regime, see Hig. 3.11. Observationally, Mercury has
an eccentricity ok = 0.206 (Hubbard 1984). All other planets of the solar system are
even further away from orbital circularisation.

Figure[3.1D shows that both for a) Hot Jupiters and b) the terrestrial test planet at
0.2 AU around a 0.5 solar mass star, eccentric orbits cannot be ruled out. While for Hot
Jupiters some tidal influence on the orbital eccentricity can be expected and is consistent
with observations (Halbwachs et/al. 2005), no such conclusion is possible for the terres-
trial planets considered in this work. Nonetheless, the remainder of this work (with the
exception of Section 3.3) will concentrate on planets on circular orbits to avoid unneces-
sary complications.

3.3 Obliquity damping

In Sectiorf 5.3.]1, a model of the planetary magnetosphere will be constructed under the
assumption that the magnetic moment is perpendicular to the orbital plane of the planet.
The planetary magnetic moment is taken to be parallel to the planetary rotation axis, and
will be estimated in Section 4. Thus, the magnetospheric model implicitly relies on the

assumption that the planetary rotation axis is perpendicular to the orbital plane. For this
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Figure 3.10: Parameter regimes for orbital circularisation (lines with symbols) and for tidal locking
(lines without symbols) as a function of orbital radiiland mass\/,. (or spectral type) of the host
star. The shaded area gives the location of the habitable zone (see Segtion 2.3).

reason, it is important to check the inclination of the planetary rotation axis with respect
to the normal vector of the orbital plane. This important quantity is referred to as the
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Figure 3.11: Parameter regimes for a Mercury-like planet as a function of orbital r&dind
massM, (or spectral type) of the host star. The shaded area gives the location of the habitable

zone (see Sectign 2.3).

obliquity. If the obliquity is zero, the planetary magnetic field can be expected to be
a zonal dipole (similar to the magnetic topology of Jupiter and Saturn). For non-zero
obliquity, however, the rotation might give rise to different, more complicated magnetic
configurations like a pole-on dipole.

In the case of tidally locked planets in circular orbits, the assumption of zero obli-
quity is valid. It can be shown that planets on circular orbits have identical timescales for
tidal locking and obliquity damping. The following argumentation was taken from Peale
(1999): The planetary spin vector consists of two components, one parallel and one per-
pendicular to the orbit normal. While the parallel component is tidally damped throughout
the planetary orbit, the perpendicular component is not damped when it points towards (or
away from) the central body. Averaged over the planetary orbit, the perpendicular compo-
nent experiences less damping than the parallel component, so that the obliquity increases
until it reaches an equilibrium state. This equilibrium state is close tdd¥@apidly spin-
ning planets, but it decreases towardsahen the planetary rotation is reduced. When
the planetary rotation approaches synchronous rotation, the equilibrium obliquity is O
so that tidal locking and zero obliquity are reached simultaneously (Peale 1999). In other
words, the rotation axis of tidally locked planets in circular orbits will be parallel to the
orbit normal. If the orbit is not circular, but eccentric, the obliquity evolution is complex,
and coupled to other orbital evolution timescales (Seager arid Hui 2002).

In the following, the two cases of Hot Jupiters and terrestrial planets are treated sepa-

rately:

e For Hot Jupiters with small orbital distances<{ 0.05 AU), it was shown in section
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3.3 Obliquity damping

[3.9 that circular orbits are confirmed both by theory and observation. In these cases,
zero obliquity can be expec@d

For close-in terrestrial planets at orbital distanées 0.1 AU, however, eccentric
orbits cannot be ruled out (Sectipn]3.2). Thus, large values for the planetary obli-
quity cannot be excluded from the viewpoint of tidal interaction. On the timescale
of a few Gyr, however, not only tidal dissipation, but also core-mantle friction has
to be taken into account (Correia et al. 2003). This eventually drives the planet into
one of the two stable states: either the obliquity’isr 180°. This is true regardless
whether a planetary atmosphere is present or/not (Correid|/et al. 2003). However,
the time required to reach this final state depends on many parameters. For exam-
ple, a very strong dependence on the initial rotation rate is found in the numerical
simulations of Venus by Correia and Laskar (2003b). For high initial rotation rates
(corresponding to rotation periods of one day or less), Correia and Laskar (2003b)
find obliquity damping times of the order of 10 Gyr, which suggests that either
the initial rotation period of Venus was not that high, or that the valu@pWvas
overestimated by Correia and Laskar (2003b).

Thus, for terrestrial exoplanets at orbital distances of approximat2hiu, nei-

ther tidal interaction nor core-mantle friction are strong enough to damp away the
planetary obliquity on a short enough timescale to allow the assumption of zero ob-
liquity for all planets. Nonetheless, the discussion in this work will focus on those
planets that have zero obliquity, postponing the treatment of other configurations to
future studies.

6 The obliquity of a Jupiter-like planet may even be accessible to measurements: The light curve of
a transiting planet can be asymmetric with respect to the ingress/egress, i.e. the phases when only part
of the planet is blocking stellar light. However, such an asymmetry requires that the planet has nonzero
oblateness and nonzero obliquity (Seager and|Hui|2002). For oblate planets, this provides a method to
measure the planetary obliquity together with the rotation rate. Unfortunately, Hot Jupiters are not expected
to be significantly oblate because of their the low rotation (due to tidal locking, see Jecfion 3.1). Also, Hot
Jupiters are not expected to be oblique, see above. For this reason, this technique is more useful for planets
further away from their host star.
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4 Planetary magnetic moments

Magnus magnes ipse est globus terrestris.
William Gilbert, 1544-1603

Planetary magnetic fields are generated by a highly complex combination of different
hydromagnetic processes. The source of the internal magnetic field is the motion of a
highly conductive fluid within the planet (i.e. the liquid outer core for terrestrial planets,
or a layer of electrically conducting hydrogen for gas giants).

For the Earth, the motion of the liquid outer core is believed to be caused by a combi-
nation of thermal and chemical convection. While thermal convection due to temperature
gradients may have dominated in the early stages of the Earth’s evolution (Stevenson
1983, Stevenson et jal. 1983), at the present stage the growth of the solid inner core is
believed to be the dominating driving force for the dynamo prodess (Stevenson 2003).
Due to the gradual cooling of the Earth, material is freezing out at the boundary between
the solid inner and the liquid outer core, and chemical fractionation occurs. Chemically
driven convection is then caused by the release of latent heat during the growth of the
inner core as well as by the release of buoyant light material which remains after the so-
lidification of heavier components, thus setting free gravitational energy (Steyenson 1983,
Stevenson et &l. 1983).

For Jupiter, a continuous transition between a layer of fluid monoatomic metallic
hydrogen and a less conductive layer of fluid diatomic molecular hydrogen is expected
(Guillot 1999, Nellig 2000). Because of the gradual change in conductivity, the Jovian
magnetic field can be generated within a sphere larger than the phase of pure metallic
hydrogen|(Smoluchowski 19775, Stevenson 1982). Thermal convection is caused by the
gradual cooling of the planetary interior (Stevenson 1983).

The case of the “ice giants” Uranus and Neptune is less well understood. These planets
are supposed to have an “ionic ocean”tBfO"OH~, which is likely to be convective
(Stevenson 1983). It seems probable that the conductivity of water at high pressure is
large enough in this region to allow a dynamo to opefate (Stevénson 2003). As far as the
large tilt of the dipole axis (Connerney 1993) is concerned, it is known that axial flows
can sustain non-axial magnetic fields (Holme 1997). The results of Holme|(1997) seem
to indicate that the magnetic fields of Uranus and Neptune are generated by flows with
weaker differential rotation than the fields of the planets Earth, Jupiter and Saturn.

In addition to the internal magnetic field, current systems within the planetary mag-
netosphere create additional (external) contributions to the total magnetic field. At some
locations, these external contributions can be comparable to the internal ones.

Understanding the planetary dynamo in general, the “geodynamo” in particular and
the exact nature of the external contributions is a major scientific goal (combining the-
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4 Planetary magnetic moments

oretical, numerical and experimental efforts). Because this is not the central topic of
this dissertation, a highly simplified approach will be taken. In this section, the planet-
ary dipole moment is estimated from planetary quantities. Higher multipoles, as well as
secular variations of magnetic moments, are beyond the scope of this treatment.

For more detailed information on dynamo processes, the reader is referred to the works
of [Stevenson (1983) and Roberts and Glatzmaier (2000). Stevenson (1983) also reviews
different non-dynamo sources for the planetary magnetic moment and shows that none of
those can be responsible for the observed fields. Information on the magnetic fields of
terrestrial planets is given by Stevenson et|al. (1983) and Russell| (1993). Observations
of the magnetic fields of the outer planets are analysed by Connerney (1993). External
contributions to the total magnetic field are discussed by Jordan|(1994) and Kertz (1995,
Chapter 19), while the influence of some of these contributions on the magnetospheric
structure is discussed from the observational and theoretical point of view by Wolf (1995)
and Voigt (1995, Section 4), respectively.

This chapter is organised as follows: Secfior) 4.1 introduces and compares the different
scaling laws for planetary magnetic dipole moments. The validity and limitations of this
approach are reviewed in Sectipn]4.2. In Sectjonk 4.3 and 4.4, the magnetic moment
scaling is applied to gas giants: first the different parameters required for the magnetic
moment scaling are evaluated (Secfior 4.3), and in Section 4.4 the results are presented
and discussed. The same is then repeated for terrestrial planets in $edtion 4.5 (required
parameters) and Sectipn 4.6 (discussion of results). The external contributions to the total
magnetic field created by the magnetosphere are modelled in Sectign 5.3.1.

4.1 Magnetic moment scaling laws

Although the exact mechanism responsible for planetary magnetic fields is not fully un-
derstood, different attempts were made to find reasonable estimations for the intensity
of planetary magnetic dipole momdﬂtsSome of these approaches use empirical rela-
tions, others are based on theoretical considerations. They all share the common goal to
obtain a scaling law (frequently called “magnetic Bode law”) relating the planetary mag-
netic moment to known planetary parameters. Before the various scaling laws obtained
by different authors are presented and compared below, some basic and frequently used
concepts of magnetohydrodynamics are introduced.

First it has to be noted that the existence of a dynamo seems to be plausible for most
planets. One prerequisite for dynamo action to take place is convection of a conducting
fluid (Stevensoh 1983, 2003). In addition, it is required that the Coriolis force has a large
effect on the flow. This condition, however, is easily satisfied, even for the case of the
slow rotator Venus (Stevenspn 1983, 2003). Thus the question is not whether the planets
can sustain a dynamo, but how strong the resulting field will be.

The behaviour of a fluid particle inside a planetary core rotating with angular fre-

! Note that in the following “planetary magnetic moment” and “planetary (magnetic) dipole moment”
are used as synonyms.
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4.1 Magnetic moment scaling laws

guencyw is governed by the following equation of motidon (Mizutani ef al. 1992):

ov 1
— oVivl = 2puX wHpw X (r X w)— Vv —(Vx B)x B
p| 5+ V0] = muxubpex(sxy- T (VX BIxE
Coriolis force centrifugal force pressure gradient ~~ d
Lorentz force
—pV®+nAv+ (n+ 30V (Vo). (4.1)
\/-./ ~ /
gravity viscous forces

This is the Navier-Stokes equation in a rotating coordinate system. In eq.{4ldnotes
the density of the fluid element, is its velocity andr its position,p denotes the pressure,
1 is the permeability,B is the magnetic fieldp is the gravitational potential, angand(
are the constants of viscosity.

Most, but not all scaling laws are based on the comparison of two different contribu-
tions to the equation of motion (while neglecting all other contributions). For example, if
the Coriolis force is set equal to the contribution of the pressure gradient, one speaks of a
“geostrophic balance”. If the Coriolis force is balanced by the Lorentz force, the balance
is “magnetostrophic”.

For themagnetostrophic balanc¢¢he first and the fourth term on the right hand side
of eq. [4.1) are set equal:

1
(VX B)x B=2pux w. (4.2)

~~ ~ Coriolis force
Lorentz force

The simple comparison of the relevant scales infeq] (4.2) then yields:

EQ = 2/40PcT cWVconvs (4-3)

where now, is the density within the dynamo regian,is the size of the dynamo reg@n
veonv IS the velocity of the convective motion and = |w| is the absolute value of the
rotation rate.

For thegeostrophic balancehe scaling law for the size of the magnetic field can be
obtained in the following way (GlaBmeier and Viogt 2001). In £q.](4.1), the first term is
assumed to be balanced by the third one. Eq] (4.1) then reduces to

1
p {%HQV)Q} = pwx(rxw)+—(Vx B)x B

N———

centrifugal force ~~ o

Lorentz force
1

—pVe+nAv+(n+2QV(Vu). (4.4)

—~— 3 5

gravity v

viscous forces
The fluid is assumed to be incompressible (he= const andV v = 0). Furthermore,
stationarity is assumed (i.8.v/0t = 0), and the contributions of gravitational and cen-
trifugal force are supposed to be negligible. This further simplified eq. (4.4):

p(0V) 0 = +%<v x B)x B, (4.5)

N J/

Vv
Lorentz force

2 In the following “radius of the dynamo region”, “core radius” and “radius of the convection region”
are all used as synonyms. For gas giants, this “core” is not to be confused with a potential solid core at the
planetary centre.
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4 Planetary magnetic moments

so that now the Lorentz force is balanced by the inertial force. Again, scale analysis yields
the scaling law for the magnetic field intensity:

EQ = Nopcvgonv (4-6)

In both the magnetostrophic and the geostrophic case, a dipole field is assumed. Since
this implies that the magnetic moment is obtainedvdsx BrZ, eq. [4.3) and (4]6) lead
to the following scaling relations:
magnetostrophic: M o p/2rT/ 22y 12 (4.7)

conv

geostrophic: M o« pt/*r2veon. (4.8)

It can be seen that besides the choice of the force balance, the assumption made about
the unknown convection velocity is an important ingredient to any scaling law for the
planetary magnetic moment.

The scaling relations for the planetary magnetic fiBlds obtained by various authors
are presented from Sectipn 4]1.1 to Secfion #.1.8. These different approaches are com-
pared in Sectioh 4.1].9, where it will also be discussed which scaling laws are used within
this work.

4.1.1 Blackett's law

The probably oldest scaling law is known as “Blackett’s law”. Taking up previous ideas,
Blackett (1947) suggested that any rotating mass should produce a magnetic field (“modi-
fied Schuster-Wilson hypothesis”). The following scaling law resulted:

B o pewr?. (4.9)

This theory successfully reproduced the magnetic moments of the Earth, the Sun and
of the star 78 Virginis. However, experimental verification of the theory fajled. Blackett
(1952) showed that magnetic fields of the required intensities could not be generated by
rotating masses and withdrew his theory.

Unfortunately, Blackett's scaling law is still regularly cited and applied to predict
planetary dipole moments (see the references given by Cainet al. 1995). Because this
scaling law has a higher exponentriinthan all other scaling relations, this is especially
problematic for large and heavy planets, see also S€ctipn 4.4.

4.1.2 Busse’s geostrophic scaling law

Bussé [(1976) discussed a theory based on convection to describe planetary magnetism.
In this theory, the toroidal and poloidal components of the field are of comparable size
(Stix[1977,) Cain et &al. 1995). Busse (1976) predicted the magnetic field of Saturn to be
19% of that of Jupiter, which was too high by a factor of approximately four (Cain| et al.
1995).| Stix [(197]7) compared the then known planetary magnetic moments on the basis
of Busse’s work and found reasonable agreement. Neubauer (1978) showed that from the
work of[Busse[(1976), the scaling law

B pé/Qwrc (4.10)
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4.1 Magnetic moment scaling laws

can be directly obtained for the magnetic field. Neubaluer (1978) also estimated the
strength of the magnetic moments of the Galilean moons and of Titan on the basis of
ed. [4.10). Using this scaling law, Russell (1979) calculated the magnetic field of Saturn,
with a result too high by a factor ef 2.5 (Russell 1979, note added in proof).

The scaling of Bussé (1976) is based on a geostrophic balance, and implicitly assumes
that the convection velocity,,,, Scales as the core rotation velocity:

Vconv = Wre. (4.11)

However, it is possible to obtain the same scaling law for a magnetostrophic balance,
provided that assumptiop (4]11) is used for the convection velocity (Curtis anfl Ness 1986,
Mizutani et al] 1992). The reason is that both the geostrophic and the magnetostrophic
balance simply rely on a dimensional analysis of the equation of motion. Although in
both cases different terms are retained, all terms have the same physical dimension. As
long as only one length scale is used, the result cannot depend on the chosen balance.

4.1.3 Scale analysis by Jacobs

Without making any assumptions on the driving force for the planetary dynamo, Jacobs
(1979) derives a scaling law from a dimensional analysis. The scaling law contains the
critical Reynolds number; if, however, the critical Reynolds number can be assumed to
be identical for all planets, Jacobs (1979) obtains the same scaling law as used by Busse
(1976):

B x pé/zwrc . (4.12)

4.1.4 Stevenson’s scaling based on heat flow

Stevenson| (1979) assumes that convection is dominated by the linear Boussinesq con-
vective modes which transport the most heat. The “optimal (magnetic) field” is that for
which the heat flux is maximised for a given temperature gradient and rotation rate. Alter-
natively, one can interprete it as the field for which the temperature gradient is minimised
for a given heat flux (Stevenson 1979, 1983). For a given dynamo, the field is unstable
until it reaches a stable state at or close to this optimal field, provided that enough energy
is available to reach that stable state (Stevenson|1983). According to the size of the mag-
netic Reynolds numbeRag = veonv'c/A (Wherel = 1/p40 is the magnetic diffusivity,
ando is the electrical conductivity), two different cases can be distinguished.

In the “dissipative limit” (Rmag < 1), the field is given by

B x pé/2a_1/2w1/2. (4.13)

Note that for a dynamo to operate, the necessary conditipg > O(1) has to be fulfilled
(see, for example, Stevenson 1983, Roberts and Glatzmaier|2000, Stévenson 2003, and
references therein). For this reason, the dissipative limit will not be used in this work.
In the “dissipationless limit" Rnag > 1) the “optimum field” is given by (Stevenson
1979/198B):
B x pé/203/4w1/47’é/4, (4.14)
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4 Planetary magnetic moments

whereu is the convection velocity that would be found within the core in the case where
both rotation and magnetic field are zero (Stevefison|1979). Irj eq] (4.14) the Rossby
numberR,, which appears ih Stevensan (1979) and Steverison |(1983), was replaced by
vo/(wre) (Stevenson 197.) To be able to compare this to the other scaling laws, a
further assumption o, is required. Whilé Stevenspn (1979, eq. (38)) presents a detailed
result foruv, it contains several planetary parameters which are not well constrained for
extrasolar planets. For this reason, an estimatiorvfds required. In the case of no
magnetic field and rotation, the convection velocity is determined by the heafflux

of the planet|(Stevenspn 1979), so that the [eq. [4.16) of Curtis and [Ness (1986) can be

adopted (see Sectipn 4.]1.5 below). Insertinge (E£/pc)'/? into eq. (4.14), one obtains:

B pé/4E1/4w1/47‘é/4. (4.15)

The advantages and disadvantages of a scaling law depending on the héatdiax
discussed in Sectidn 4.1.5.

The interior magnetic field of the Earth can be decomposed into a toroidal and a
poloidal contribution. Then, the resulfs (4.13) apd (4.15) are valid for the largest field
components, which probably is the toroidal field (Stevejison|1983). It is also found that
the latter is probably less than a factor of three larger than the poloidal(field (Stevenson
1979).

At the same time, however, Stevenson (1983) voices scepticism concerning the appli-
cability of scaling laws. This point is taken up in Section|4.2.

4.1.5 Scaling law of Curtis & Ness

Using the magnetostrophic balance previously studied by Eltayeb and Roberts (1970),
Curtis and Ness (1986) derived a scaling law which only contains externally observable
parameters of the planet. Because information on the planetary core are difficult to ob-
tain, they are replaced by more accessible parameters. The convection velggity
expressed in terms of the observed heat filthrough the planet:

£\ /3

Vconv X (_) . (4.16)
Pc

Together with eq[(4]3), ed. (4]16) results in

B o pdSwl/2rd P EVS, (4.17)

Eq. (4.16) relies on the assumption that the heat flux through the planetary surface origi-
nates deep within the planet and is able to drive convection. This is not the case, for
example, for heat generated by radioactive elements in outer layers of the planet. For
Jupiter, however, energy from radioactive decay can only account for a tiny fraction of
the observed heat flux (a fraction of abdut 10~°, see Smoluchowski 1967). In fact,
Jupiter emits almost twice as much energy as it receives from the Sun (Stevenspn 1982,

3|Cain et al. (1995) us®, o veony/(wre). However, Cain et al| (1995) base their magnetic moment
scaling on the work gf Sanb (1993), which contains a typographical error.
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4.1 Magnetic moment scaling laws

1983). The energy source is believed to be the gradual cooling of the planetary interior
(Stevenson 1983), so that this energy is accessible for thermal convection. Similarly,
the Earth loses more energy than can be created by radioactive decay in the crust and in
the mantle|(Roberts and Glatzmaier 2000). Still, the strong contribution of radiogenic
heat to the overall heat flux lead Mizutani et al. (1992) to criticise the scalihg of Curtis
and Ness|(1986) at least as far as terrestrial planets are concerned. Also note that the
apparent advantage of using the observed heat flux through the planetary surface turns
into a disadvantage when extrasolar planets are considered, for which this quantity is not
as easily accessible.

Curtis and Ness (1986) also introduced estimations for the size of the planetary core
r. and for the core density.. These estimations are presented and discussed in Section

[4.3.2 and in Section 4.3.3, respectively.

4.1.6 Mizutani’s scaling law

Mizutani et al.|(1992) examine how different assumptions for the convection velgity
affect the scaling law resulting from the magnetostrophic balgncg (4.3). The convection
velocity is assumed to be somewhere in the range of

1

HoOTc

< Veony < TeW. (4.18)

The rotation velocity-«w of the core surface, corresponding to €q. (#.11), is taken as the
upper limit forveon, Whereas the lower limit is obtained from the condition that the mag-
netic Reynolds numbeR,.g Should be larger than unity (Mizutani et|al. 1992, Roberts
and Glatzmaiér 2000, Stevenson 2003). Since in a dynggpdas to be within the range
defined by eq[(4.18), Mizutani etldl. (1992) argue that the geometric mean

W \ 12
Uconv = <_) (4-19)
oo

between the two extreme values presents a reasonable choice. Together With| eq. (4.3),
this yields the scaling relation

B x pé/2r2/2w3/40_1/4 (4.20)

for the magnetic field strength in the core. This scaling law was called ISAS-1 scaling by
Mizutani et al. [(1992).
Alternatively, if the lower limit foruveon, is inserted into eq[ (4]3), i.e. when one as-

sumes 1

)
Ho0Tc

(4.21)

Vconv =

one obtains

B x péﬂwl/za_l/z. (4.22)

This scaling is identical to that obtained by Stevenson (1983) for the dissipative case (see
Section 4.1.4). This is just a coincidence. Later works sometimes call this scaling the
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ISAS-2 scaling. Note, however, that it is reproduced with typographical errors in several
publications.

As noted above (Sectipn 4.1.2), the assumption that the convection velocity is identical
to the upper limit of eq/(4.18) leads to the same scaling law as the geostrophic approach
of Busse|(1976).

According to| Mizutani et al.[ (1992), these scaling laws describe the toroidal field
within the core rather than the poloidal field (which is the observable component); how-
ever, the ratio between poloidal and toroidal field is assumed to be similar for all planets.

4.1.7 Sano’s scaling law

Most scaling relations have in common that the toroidal field within the planetis modelled,
whereas only the poloidal component is accessible to measurements. To overcome this
problem, Sano (1993) decomposes the vector fidddand v into toroidal and poloidal
components (i.eB; and Bp, and vy and vp, respectively). A magnetostrophic balance

is used both for the toroidal and the poloidal components of the equation of motion. Ac-
cording to Sang (1993) the ratio of toroidal and poloidal field needs not be invariant for
all planets, but depends on various parameters. Using the likely condigieh B, Sano

(1993) obtains:

Bp x pé/zré/gw (4.23)

for the poloidal magnetic field. Note that (as in all other scaling laws) in/fashould
be replaced byrouer — Tinner) When the planet has a central core not participating in the
dynamo process (solid inner core of the Earth, rocky core of giant planets).

Although this ansatz is only strictly valid for axisymmetric systems and thus should
not be applicable for the strongly tilted dipoles of Uranus and Neptune (seg, e.g. Conner-
ney 1993), the predicted values are still in good agreement with the observations.

4.1.8 Scaling law based on the Elsasser Number

In the dynamo regime, the Elsasser number inside the region of field generation is known
to be of the order of unity (Roberts and Glatzmaier 2000, Stevénson 2003). The Elsasser
number is a measure for the relative strength of Lorentz and Coriolis force. Is is defined
as ,
A~ oB ’
2pcw

(4.24)

whereo is the electrical conductivity in the cor® is the magnetic field intensity is

the fluid density in the core and is the rotation rate. From the conditigh ~ 1 one

can deduce the magnetic fidltsidethe field generation region. For Earth and Jupiter,

A = 0.3 (Stevenson 2003, Table 2). Note that the condition 1 corresponds to the case
where Lorentz and Coriolis force are of similar magnitude (Roberts and Glatzmaier 2000)
and where the convection velocity is given by €q. (#.21). For this reason the scaling law
resulting from eq.[(4.24) is identical to the second scaling law of Mizutani|€t al. (1992):

B pé/2w1/20*1/2. (4.25)
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4.1 Magnetic moment scaling laws

This scaling was used by Sanchez-Lavéga (2004) to estimate the magnetic fields inside
giant extrasolar planets (i.e. at the top of the conducting layer). By assuming that the
magnetic field intensity decreases with the distance agi.e. the field is assumed to be
dipolar in nature), the magnetic field at the planetary surface is obtained.

Sanchez-Lavega (2004) also introduced a different way of estimating the size of the
dynamo region. This will be discussed in Sectipn 4.3.2.

4.1.9 Overview over the scaling laws

For ease of reference, the different scaling laws described from Setions 4.1.1}o 4.1.8
are compared in this section. Scaling laws for the magnetic moment are also compared,
e.g., in Cain et al| (1995) and Farrell et al. (1999). Note however, that these publications
contain typographical errors and present a less complete overview. The scalir|g Taws (4.9),
(4.10), [(4.12),[(4.73),[ (4.15)[ (4.n7), (4]20), (4.22), (4.23) d4nd [4.25) were multiplied
with r2 to obtain the magnetic momentt from the magnetic field (i.e. a dipole field is
assumed):

M por Blackett (1947} 1952) (4.26)
M x pe*wr Busse[(1976) (4.27)
M x pe*wr Jacobs[(1979) (4.28)
M p?w'?r35-1/2  [Stevensor (1983, dissipative case) (4.29)
M pltwlBt YA [Stevensor (1983, dissipationless case)  (4.30)
Mo p*wV/2pI?EVS  [Curtis and Ness (1986) (4.31)

M | pd 2w/ ?o=1/4 | Mizutani et al. (1992, moderate convectioly.32)

Mo | pe?wl/2p35=1/2 | Mizutani et al. (1992, slow convection)  (4.33)

M x pe!Puwrd!? Sano (1993) (4.34)
Mo pd w3512 [Sanchez-Lavega (2004) (4.35)

Here, M denotes the planetary magnetic dipole momernsg the angular velocity of the
planet around its spin axig, is the density in the dynamo region, is the radius of the
dynamo regio|ﬂ ando is the electrical conductivity in the dynamo regiaf.is the heat
flux caused by heat sources within the planet.

In this work, the following scaling laws will be ignored:

e Eq. (4.26) is not used because it was based on a hypothesis which was later experi-
mentally disproven. As a result, the theory was withdrawn by the adthor (Blackett

1952), see Sectign 4.1.1.

e As was discussed in Sectipn 4]1.4, the “dissipative limit” is not relevant for planet-
ary dynamos. For this reason, the scaling law (4.29) is discarded.

4 In some casesyouter — Tinner) Should be preferred, see Saho (1993). However, considering the uncer-
tainties involved in scaling laws, the difference is negligible.
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e Egs. [4.3D) and (4.31) are not used because they require knowledge of the heat flux
arising from internal sources within the planet. This is an observable quantity in
the case of planets in the solar system, but not for extrasolar planets. Because the
conditions are highly different for close-in extrasolar giant planets, it is difficult to
extrapolate the heat flux arising from sources in the dynamo-region of these planets
from solar system d&ta

e Eq. (4.28), is not further discussed because it is identical tg eq] (4.27).

e Likewise, [4.38) and[(4.35) are identical, and it is sufficient to treat one of these.
Also note that these scalings are identical to feq. (4.29).

The remaining four scaling relations, i.e. €q. (4.27), (4.32), {4.33)/and (4.34) will be taken
into account when evaluating the magnetic moment of extrasolar planets in Sgctions 4.4
and4.6.

4.2 Limits of the scaling law concept

The concept of scaling laws which try to predict the amplitude of the planetary magnetic
moment from simple equations using only a few planetary parameters has often been met
with scepticism. If one considers the fact that the magnetic field generation by a dynamo
is a highly complex, non-linear and chaotic process, (Steveénson 2003), this scepticism
is understandable. This section deals with problems and limitations of the scaling law
concept.

The validity of magnetic moment scaling laws is usually tested in a double-logarithmic
plot of the planetary magnetic moment as a function of some planetary parameter. The
first planetary parameter related to the magnetic moment in such a way was the planetary
angular momentun]. Russell (1978) raises the question whether the fact that the planets
lie on a straight line in this diagram really represented a valid test of the physics behind
the scaling relation. After all, both variables (magnetic moment and angular momentum)
depend on different powers of the planetary radius, so that a certain correlation automati-
cally results.

Using statistical methods, Cain et al. (1995) study the question whether the correlation
of planetary magnetic moments and various planetary parameters (e.g. planetary angular
momentum, angular momentum of the conducting region and volume of the conducting
region) are statistically significant. In this study, Cain et/al. (1995) compare the observed
correlation between magnetic moment and planetary angular momentum with the scaling
which automatically results from geometrical effects. They find that the observed corre-
lation deviates from the expected scaling if only the geometrical effects are considered,
but the difference is within the statistical uncertainty. The smallness of the deviation of
single data points from the empirical fit, however, can be interpreted as statistically signif-
icant. This, however, is true only if one assumes that the observed correlations between

5 The effective temperatures of the planets HD 209458k & 1130 + 150 K, Deming et al. 2005) and
TrES-1b (e = 1060 + 50 K, [Charbonneau et @l. 2005) have recently been estimatedSmtrer Space
Telescopadata at24 um, and at4.5 um and8.0 um, respectively. However, at present it is not possible
to separate the contribution of internal heat flux from the strong stellar irradiation. Until more data are
available, egs[ (4.30) and (4]31) cannot be used to estimate the planetary magnetic moment of Hot Jupiters.
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4.2 Limits of the scaling law concept

planetary radius, density, inertial coefficient and rotation period do not have a physical
origin. If these correlations were the result of some physical mechanism (for example
during the planetary generation), then the observed dependence of the magnetic moment
Is not statistically significant. In this case, no conclusion about the origin of the magnetic
field is possible.

In a similar way, Arge et al| (1995) and Baliunas et/al. (1996) examine the connection
between angular momentum and magnetic momestasté The study of Baliunas et al.
(1996), for example, includes 112 main sequence stars. In contrast to the résult|of Cain
et al| (1995) for planets, the studies of Arge etlal. (1995) and Baliunas et al/ (1996) find
a significant correlation for stellar magnetic fields with stellar rotation. The results of
Baliunas et al.[(1996) show good agreement with the magnetostrophic scaling of Curtis
and Ness (1986). Note, however, that the results for main sequence stars given |by Arge
et al| (1995) and Baliunas etldl. (1996) are consistent with a scaling solely based on the
geometric effect discussed by Cain et al. (1995).

One should also be aware of the fact that in a double-logarithmic plot points “close” to
a certain line can have considerable deviations from points on that line when the numbers
are compared. Thus, seemingly small errors can easily reach values of a factor of a few
(Cain et all 1995).

Another problem arising when comparing the results of scaling laws to measured
values is the variability of planetary magnetic fields. For the Earth, usually a deviation
of a factor of two from the presently observed numbers is attributed to secular variation
(Russell 1978, Siscoe 1979). Thus, one must assume the scaling laws to be imperfectly
calibrated.

For the reasons presented above, a comparison of different scaling laws is not easily
achieved. For all planets of the solar system (except Mercury), Curtis and/Nes$s (1986)
find that their magnetostrophic scaling (see Sedtion }4.1.5 for details) yields results very
similar to those obtained by the scaling relation of Blackett (1947) described in Section
4.1.1.

Stevenson| (1983) explicitely warns against the use of scaling laws. He argues that
the planets probably are not similar enough for a single, universal scaling law to fit. It is
obvious that a scaling law can only work if all planetary dynamos considered follow the
same physical mechanisin (Russell 1979). At least, a reasonable scaling law has to fulfil
the following requirements (Stevengon 1983):

e The range of validity has to be given. For example, typically used scaling laws do
not include the case of no dynamo.

e To any predicted magnetic field strength, it has to be checked whether enough en-
ergy is available.

e The connection between toroidal and poloidal magnetic field has to be made clear.

Unfortunately, most of the scaling laws presented in Seftign 4.1 do not fulfil these require-
ments. Only one scaling lay (4]34) relates toroidal and poloidal magnetic fields; however,
it does not consider the available energy. Thus, the condition of sufficient energy has to
be checked separatedyter the application of the scaling law. Another way would be to
construct scaling relations based on the available power and not on a force balance. As
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4 Planetary magnetic moments

was noted in Sectidn 4.1.9, this approach is problematic for close-in exoplanets which are
strongly heated by their host star.

Recently, a numerical approach to derive a magnetic moment scaling relation was
taken by Christensen and Aubert (2006). The authors use a considerable set of dynamo
simulations, from which an empirical scaling relation is derived. First results seem to
indicate that the magnetic field strength is independent of both the electrical conductivity
and the rotation rate. However, for numerical reasons, these results were obtained for a
parameter range strongly different from planetary values. Therefore, more precise studies
are required before any final conclusion can be drawn.

The following limitations apply to the magnetic moment scaling relations presented
in Sectiof4.1.0:

e Magnetic moment scaling relations do not present a precise prediction of the plan-
etary magnetic moment. One should expect the results to be precise only up to a
factor of a few|(Russell 1979).

e At the same time, scaling laws do not predict the amplitude of magnetic fields
generated by a dynamo process, but only present an upper limit. Lower values of
the magnetic field are possible, e.g. when not enough energy is available, or if (for
some reason) a dynamo is not present.

Within these limitations, magnetic moment scaling relations, whether or not they can be
derived from dynamo theory or are solely based on geometrical effects, present a useful
tool for the estimation of otherwise unknown and unaccessible quantities (Russell 1978).
Only future observations can provide additional insight into the validity of this approach.
Until then, scaling laws present the only realistic way to obtain such quantities.

4.3 Input parameters for gas giants

While the study of exoplanetary magnetospheres requires the planetary magnetic dipole
moment as an important input parameter, no information on exoplanetary magnetic mo-
ments is available at present. The existence of a planetary magnetosphere was tentatively
deduced from the observation of chromospheric emission from the planet-hosting stars
HD 179949 [(Shkolnik et al. 2003) andAnd (Shkolnik et al| 2005). However, models
without a planetary magnetic field are equally able to describe the observations (Preusse
2006), so that presently, still no observational proof for the existence of exomagneto-
spheres is available (see Secfior] 2.5).

Because of this lack of observational data, the magnetic moment scaling laws dis-
cussed in section 4.1 will be applied to estimate the planetary magnetic dipole moment
parallel to the rotation axis. For ease of reference, the scaling Jaws (4.27), (¢.32), (4.33)
and [4.3%) remaining after the discussion of Sedtion 4.1.9 are repeated here:

M pePwr (Bussé 1976) (4.36)
Mo pt*w¥ 010 (Mizutani et al] 1992) (4.37)
Mo pdw P12 (Mizutani et al 1992) (4.38)
M x pe! 2wrd!? (Sand 1993) (4.39)
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4.3 Input parameters for gas giants

M is the planetary magnetic dipole momentthe radius of the dynamo-region anndhe
angular velocity of the planetary rotatiom, ando are the mass density and the electrical
conductivity in the dynamo region, respectively.

It is clear from eq.[(4.36) td (4.B9) that the magnetic monyehts determined by the
internal properties of a planet (i.e. the properties of the dynamo region:likg) and not
so much by the external parameters which are much easier to measure (e.g. the planetary
mass or radius). For this reason, Secfion 4.3.1 presents a simple model for the interior
of gaseous giant planets. In Sectipns 4.3.2[and]4.3.3 the unknown pararpeteds.
are deduced from this model. Finally, the rotation ratand the conductivityr will be
evaluated in Sections 4.3.4 dnd 413.5.

4.3.1 The hydrostatic model

The following derivation of the density profilgr) is based on the work of Chandrasekhar
(1957). Within a spherically symmetric gas giant, at any distanitcem the centre, the
gradient of the gas pressusée-) is balanced by the gravitational acceleratign):

dp(r)
dr

Here, p(r) is the density at the height Eq. (4.40) is called the equation of hydrostatic
equilibrium (Hubbarfl 1984, Scheffler 1997). Measurements of the gravitational moments
of Jupiter and Saturn show that the hydrostatic assumption is valid for both Jupiter and
Saturn |(Stevenson 1982). Note that for sake of simplicity, the planetary rotation is ne-
glected. Also, the planetis assumed to have no rocky core. Stevénson (1982) and Hubbard
and Marley|(1989) describe how more complex models can be constructed.

The gravitational acceleration is given by the magscontained within the sphere of
radiusr:

= —g(r)p(r). (4.40)

g(r) = Gﬂf;(r), (4.41)

where(G denotes the constant of gravity/. is defined by

r

M, (r) = /47rp(r’)r’2dr’. (4.42)
0

Differentiating eq.|[(4.42) with respect tdeads to
dM,.(r)
dr

Now eq. [4.41) is inserted into eq. (4]40), which is subsequently multiplied x%jth.
This results in
r?dp(r)

= —GM,. (4.44)
p dr
After differentiation with respect to and insertion of eq[ (4.43), one obtains

1 d (r*dp(r)
r2dr \ p dr

= dnp(r)r?. (4.43)

) = —4nGp(r). (4.45)

59



4 Planetary magnetic moments

At this point, one has to make an assumption for the equation of state (i.e. the pressure-
density relation). A polytropic relation with

p= Kpt/m (4.46)

is assumed (Chandrasekhar 1957, Hubpard|1984), wtésehe polytropic constant and
r is the polytropic index. As will be shown with eq. (4]53) below= 1 is a plausible
value for Jupiter. With eq[ (4.46) and= 1, eq. [4.45) becomes

1 d (2K ,dp(r)\ _

Now, the dimensionless variabfds introduced with

| 2K

¢ = 1 (4.49)
a

so that eq.[(4.47) can be written in dimensionless form:
1 d 2dp(§) _

Equation[(4.5D) is the Lane-Emden equation of ind¢€handrasekhfr 1957). The solu-
tion is given by |(Chandrasekfiar 1957, Hubljard 1984)

p(§) = pcemersmT@, (4.51)

as can be easily verified by insertion of €g. (4.51) into (4.50). Hekgeris the density
at the centre of the planet, i.Beenter = p(r = 0). With eq. [4.51), the density is
monotonically decreasing with increasing valug gdnd it becomes zero fgr= «. This
defines the radius of the planet.

Coming back to dimensional variables, and introducing the planetary r&gigsra,

eq. [4.51) becomes

SiH(WRLp)

p(r) = ﬂcenterOT—RLp)-

(4.52)

Fig.[4.1 shows the dependence of the dension the distance to the planetary centre

according to eq[(4.52).
With eq. [4.48), the planetary radiu® is given by

[mK
Rp =T7mTa = ﬁ (453)

Apparently, for a polytropic index of = 1, the radius of a planet does not depend on

the central densityenter Or On the total mass. It is obvious that this regime will not
include all gas spheres. For very light gas spheres, the radius should increase with in-
creasing mass, whereas for very heavy gas spheres, the object shrinks when more mass is

60



4.3 Input parameters for gas giants

10

LY LBLBLALI
)
L1 IIIIII

—
—_—
——
[—
-—
===
-
-
-
-
-
-
-
-
=

P/ Peenter

0.1

L | L | L | L |
0.015 0.2 0.4 0.6 03 1

r/R,

Figure 4.1: Solid line: Internal density within a gas giant according to[eq.](4.52). The density,
normalised to the central densjtyentes iS Shown as a function of distance to the planetary centre.
The planet is assumed to be in hydrostatic equilibrium, and a polytropic index-of was used.
Dashed line: The density profile according to the more complex model of Hubbard and |[Marley
(1989, Figure 10), normalised to the density just outside the inner core. See text for discussion.

added. This is the case for white dW@(Hubbard 1984). Thus, the polytropic index

Is a function of the mass of the object, and the maximum possible radius is given by the
x = 1 polytrope. In other words, the polytropic index should be close to 1 near the maxi-
mum allowed radius. By examining the theoretical mass versus radius relation, Hubbard
(1984) finds the maximum radius for a sphere of pure hydrogen tBhax = 82600

km. For heavier elements, the value 8§ maxis always lower than for hydrogen. For
example,Rp max = 35000 km for helium (Hubbard 1984), and even less for all other ele-
ments. The observed radii of Jupiter, Saturn and of the known transiting extrasolar planets
HD 209458b, OGLE-TR-56b, OGLE-TR-111b, OGLE-TR-113b, OGLE-TR-132b and
TrES-1 are much larger than the limit for a sphere consisting of helium. For this rea-
son, it immediately follows that these planets are predominantly composed of hyfirogen
Additionally, the radius of JupiteR; = 71492 km is close to the maximum allowed
value, so that a polytropic index close to one can be assumed for Jupiter and Jupiter-sized
extrasolar planets. For Jupiter, the validity of this assumption is also confirmed by the
measurements of the gravitational moments (Steveénson 1982, Hlibbard 1984). For Sat-

61t has to be kept in mind that e40) does not include radiation pressure or heating by nuclear
processes. For this reason, stars cannot be described within this framework.

7 Itis interesting to note that low-mass stars close to the hydrogen burning limit can have radii similar to
those of giant gaseous planets (Pont ét al. 2005). For this reason, in addition to the radius of the object, the
mass has to be determined to ensure that the object is a planet and not a star. For the transiting exoplanets
discussed here, the masses were found to be close to that of Jupiter, so that they can safely be assumed to
be giant planets rather than stars.
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4 Planetary magnetic moments

urn, the gravitational moments do not confirm the approximatien1. This is explained
by the presence of a massive central core.

With the density profile given by ed. (4)52), one can calculate the average dgnsity
and compare its value to the central dengii¥ter

Rp
[ 4mp(r)ridr
__ 0
p= (4.54)
w7

After insertion of eq.[(4.52) and integration, one obtains

3
p = 2 Peenter 0.30 peenter (4.55)

which is also the result obtained by Hubberd (1984).

From eq.[(4.5p) it can be seen that the average depsifythe planet is proportional
to the central density.nier Because the average density of a planet can be inferred from
its observed mass/, and radiusR,, it is helpful to replacecenterin the density profile

@.52):

0= (Gt SIES:S) (4.56)

This result will be used in the following sections.

Eq. (4.52) and[(4.56) only present a rough estimation for the density profile within a
giant planet. For example, the phase transition between molecular and metallic hydrogen
was not taken into account. For this reason, it is important to compare the results obtained
in this section with more realistic calculations. Figlire]4.1 compares the density profile
obtained from eq/[ (4.56) with that of the more complex modél of Hubbard and Marley
(1989). It can be seen that, except for the rocky core, which is not included in the current
estimation, both models agree remarkably well. For this reason, this model is a valid
approximation for the estimation of andp..

4.3.2 Size of the dynamo regiom,

One of the most important unknown parameters in[eg. [4.36) to](4.39) is the size of the
dynamo regiomr.. It has a large exponent, but even in the solar system, it is not easily
accessible to measurements. To overcome this problem, Curtis and Ness (1986) use an
empirical scaling law to determine the core raditsis a function of the planetary mass

M,. The best fit to our solar system (using the planets Mercury, Earth, Jupiter and Saturn)
was found to be given by:

re o¢ Mg, (4.57)

wherel, is the mass of the planet.

In this approach the core radius only depends on the mass of the planet. This seems
reasonable for planets which have evolved to some equilibrium state, i.e. for which the
radiusR, is well determined by the magdg,,. For young planets, where for a given mass
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the radius is a function of the age (Guillot et/al. 1996, Burrows &t al.|1997 2000, Guillot
and Showman 2002, Burrows et|al. 2003, 2004a), it is better to consider both the mass
M, and the radiugz, in a scaling law of the form (Griel3meier et/al. 2004)

re o< M Rp. (4.58)

This situation is also typical for “Hot Jupiters”, where strong stellar irradiation is sup-
posed to delay the planetary contraction (Burrows &t al. 2000, 2003,|2004a), thus leading
to an increased planetary radius. At first, the measured radius of HD 209458b |(Henry
et al|| 2000/ Charbonneau et/lal. 2000, Mazeh &t al.|2000, Jhal et al. 2000) seemed to be
too large even for a strongly irradiated gas giant. Different explanations were suggested,
like the downward transport of kinetic energy generated by the intense stellar irradia-
tion (Guillot and Showmah 2002, Showman and Guillot 2002, Bodenheime] et al. 2003),
viscous dissipation heating by shear flows in the atmosphere (Burkeit et al. 2005), the dis-
sipation of energy arising from tidal circularisat[ﬂ)QBodenheimer et al. 2003), or tidal
heating by gradual coplanarisation (Sato et al. 2005). Other works, however, suggest that
an additional source of energy may not be required. Because the observed “transit radius”
is not identical to the standard 1 bar radius, and considering the observational errors, the
measured radius of HD 209458b is just consistent with a model excluding additional heat
sources|(Burrows et al. 2003). Similarly, for the planet OGLE-TR-56b, no additional heat
source is required (Burrows et|al. 2004a). It is found that the stellar irradiation increases
the planetary radius by approximatély — 0.3 R; (Burrows et al. 2003, 2004a). For this
reason, it seems appropriate to include the planetary radius in the estimatiandfuse
eq. (4.58).

Normalisingrc, M, and R, to the respective values of Jupiter and using the best fit for
the planets Saturn, Uranus and Neptune to[eq.|(4.58), one obtains

re oc MO RS0.%, (4.59)

For this fit, the following values were adopted; = 0.9 R, for Jupiter (Nelli§ 2000),

re = 0.5 R, for Saturn [(Nelli§ 2000);. = 18000 km (i.e.rc = 0.7 Rp) for Uranus
(Hubbard 1984), and. = 19000 km (i.e.r. = 0.75 R,) for Neptune [(Hubbaitd 1984).

Note that for Jupiter and Saturn, the transition between metallic and molecular phase
probably is continuous (Guillbt 1999, Nellis 2000). For this reason, the values given above
correspond to the size of the highly conducting region responsible for the magnetic field
generation. The values were obtained by laboratory experiments (Nellis 2000). Because
of the gradual change in conductivity, this region is larger than the region of the pure
metallic phase (Smoluchowgki 1975, Steverison 1982).

Relation [[4.5P) yields a more realistic behaviour than[eg. [4.57). On the one hand, if
the radius is kept constant, an increase in mass will lead to a larger core. On the other
hand, keeping the mass constant and increasing the radius will decrease the average den-
sity, and the volume of high enough density for the dynamo will also decrease. Similarly,

for a fixed average density (i.&8, M$/3), increasing the mass increases the core radius.

8 Recent infrared observations of the secondary eclipse of HD 209458b Bypitzer Space Telescope
indicate that a dynamically significant eccentricity is unlikely. Therefore, it seems improbable that this
effect is relevant for HD 209458b.
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(a) Test of the condition. < R, for eq. [4.57). (b) Test of the conditiom. < R, for eq. [4.59).

Figure 4.2: Test of the condition < R, in the Mp — Ry parameter space for eff. (457) in Figure

[4.2(a), and for eq[ (4.59) in Figure 4.2(b). The shaded area denotes regions within the parameter
space where the condition is not satisfied, and the scaling lawy é@nnot be applied. Also shown

as numbered black dots: The planets Jupiter (1), Saturn (2), HD 209458b (3), OGLE-TR 56b (4)
andr Bootes (5,6,7). For Bootes, three different models are studied, see Sdctior] 2.6.2.

Of course, relations (4.57) arld (4159) only have a physical meaning if the condition
(4.60)

re < Ry

is fulfilled® Fig.[4.2 explores for which values @, and M, this condition is satisfied.
One can clearly see that this is not the case for all the planets of interest. Especially the
large and heavy planets (numbers 5, 6 and 7 in the figure) which are interesting for the
study of nonthermal radio emission (see Sedfion 6) are affected. In these cases, the core
radiusr is set equal to the planetary radiffg for all subsequent calculations (. =
R,). This approach may seem arbitrary, but it is reasonable to assume a monotonous
increase inv¢/ R, with planetary masd/,. Thus, the real value fof. will fall into the
range0.9 < r./R, < 1.0, and the error made by assuming= R, is tolerable.
Sanchez-Lavega (2004) introduces a different way of estimating the size of the dy-
namo region-.. Assuming that the density at which the transition from the molecular
phase to the liquid metallic ph@eakes place is given by

p = pransition= 1.0 - 103 kg/m?, (4.61)

the density distributiom(r) described by eq[ (4.56) can be inverted to find the distance
for which p(r) = puansiion  The resulting distance is then identified with the radius of

9 Several publications exist where this condition was not evaluated, thus overestimating the size of the
dynamo region; and the magnetic momentt (Farrell et alf 1999, Lazio et @l. 2004, Farrell ef al. 2004).

10 A continuous transition is more likely, but in order to obtain simple estimations of the magnetic field,
a noncontinuous model is preferred.
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the dynamo regiom.. This estimation can be used for planets in the mass résge

M,/M; < 10, i.e. for planets with masses between that of Saturn and ten times the mass of
Jupiter (obtained frorm Sanchez-Lavgga 2004). Because the transition is expected to take
place in the density range &f0 - 10> kg/m* < pyansition < 1.6 - 103 kg/m® (obtained from
Sanchez-Lavega 2004), an upper limit for the magnetic moment is obtained by calculating
re With

0 = pransiion= 7.0 - 10% kg/m’ (4.62)

instead of eq[(4.61). This approach has the advantage that conflitioh (4.60) is automati-
cally satisfied. However, for planets with low enough mass or large enough radius, another
limitation comes into play. When the mean density of the planet is low enough, the cen-
tral density cannot reach the value@fnsiionrequired by eq/(4.61) or eq. (4]62). In that
case, the transition to liquid metallic hydrogen does not occur for the given planet. As
this approach is based on the existence of liquid metallic hydrogen, it yigldsO and
thus M = 0 for such planets. Figufe 4.3 shows for which values/&fand Rz, this would

be the case for the two different values @fnsiion given by eq. [(4.61) and ed. (4]62),
respectively.
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(a) Test of the condition. > 0 for eq. [4.61). (b) Test of the conditiom. > 0 for eq. [4.6).

Figure 4.3: Shaded area: Region of the parameter space in which planets do not have liquid
metallic hydrogen cores. Number dots: Jupiter (1), Saturn (2), HD 209458b (3), OGLE-TR 56b
(4) and different models far Bootes (5,6,7). Figua;)gransition: 1000 kg/m?. For this value

of puansition the planet HD 209458b does not have a liquid metallic hydrogen core. 4.3(b):
pransition = 700 kg/m?. In this case, all of the studied planets have a liquid metallic hydrogen core.

Finally, the sizes of the dynamo regiep resulting from the different models pre-
sented in this section are compared. Both[eq. {4/57) (Curtis and Ness 1986) and ¢q. (4.59)
(Grielmeier et al. 2004) result from an empirical fit to the solar system, whereps ef. (4.56)
(Sanchez-Laveda 2004) with eith@fansiion = 1000 kKg/m? or pyansition = 700 kg/m? was
derived from the hydrostatic model presented in Se¢tion}4.3.1. While the simple model of

65



4 Planetary magnetic moments

Curtis and Ness (1986) has the disadvantage of not including the planetary Faditis
can directly be applied to a larger number of exopl@efﬁhe different values obtained
are shown in Tablg 4.1. Both the limitation of the empirical models for large planets
(when one has to set = 1.0) and the limitation of the hydrostatic model for planets
of low density (when. = 0) can be seen (see also Hig.|4.2 and Fig| 4.3). Apart from
that, the precise value of does not strongly depend on the precise valug,&fsiton (Cf.
Models 3 and 4).

TC/RD
Planet B[R] | My [M] 755461 T [ Model 2 | Model 3 | Model 4
Jupiter 1.0 1.0 0.9 0.9 0.79 0.85
Saturn 0.84 0.3 0.63 0.51 0.62 0.72
HD 209458b 1.42 0.69 0.54 0.34 0.0 0.44
OGLE-TR-56b 1.23 1.45 0.77 0.66 0.67 0.76
T Bootes (light) 1.2 4.4 1.0 1.0 0.91 0.94
7 Bootes (medium)| 1.58 7.0 1.0 1.0 0.88 0.91
7 Bootes (heavy) 1.48 10.0 1.0 1.0 0.93 0.95

Table 4.1: Relative size of the dynamo region according to different models. Model [: eq. (4.57)

according tg Curtis and Negs (1986). Model 2: ¢q. (4.59) according to Grielmeier et al. (2004).
Model 3: eq.[(4.56) and eq. (4)61) according to Sanchez-Layega|(2004). Model : efy. (4.56) and
eq. [4.62). See text for details.

None of the presented models includes the effect of strong stellar irradiation. For “Hot
Jupiters”, the high temperatures may lead to additional ionisation, thus slightly increasing
the core radiug. and the magnetic momeunit1. Also, Hot Jupiters probably have a
larger radiusR, than comparable planets without strong stellar irradiation. Depending
on whether the increased radius of extrasolar planets affects the structure of the whole
planet or only alters the outer layers, the equations of hydrostatic equilibrium with an
x = 1 polytrope may not be a good approximation for the outer layers, or even for the
planet as a whole. More detailed models for insulated extrasolar giant planets can be
found, for example, in Seager and Sasselov (1998), Goukenleuqug| et al. (2000); Guillot
and Showmdr (2002), Showman and Guiillot (2002), and in Burrows ét al.|(2003).

Because a theory-based model should be preferred to an empirical scaling, the hydro-
static Model 4 will be employed in the following. To obtain an upper limit for the size
of the dynamo regiom, and thus for the planetary magnetic moment, [eq. {4.62) will be
used for the critical density where the transition to the metallic state occurs (i.e. Model
4 in Table[4.11). The value of; obtained from equation (4.52) will also be used for the
calculation of the average density within the dynamo region (Selction 4.3.3). In the cases
where no information on the planetary radius is available,[eq.](4.57) togethef with (4.60)

11 For all known extrasolar planets, at least a lower limit for the mass is known, while the radius could
be determined only for very few planets (see Segtion P.6.1).
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4.3 Input parameters for gas giants

can be used.

4.3.3 Density of the dynamo regiomn.

The second parameter that is required for the estimation of a planetary magnetic dipole
moment is the density within the dynamo regian [Hubbard [(1984) shows that for a
planet like Jupiter the mean density of the plapet 3M,/(47R}) can be assumed to

be proportional to the central densjty.n (i.€. the density at the centre of the planet).

For the estimation of planetary magnetic moments, it is sometimes assumed that a similar
proportionality also holds for the core denspy, i.e. the density which is found by
averaging from the centre i@ (Curtis and Ness 1986, GrielBmeier ef al. 2004):

_ 3M,
N 47TR53'

Pc X p

(4.63)

In this section, it will be shown that such a proportionality is valid only approximately;
for a better estimation of the core density, the size of the goenters as an additional
parameter. While the more simplified estimatipn (4.63) can be applied for planets of the
size of Saturn and larger, it should be avoided for smaller gas giants (see below).

In Section| 4.3]1 the density variatiqrir) within the planet was determined. From
ed. [4.56) one can calculate the average density within a certain volume and compare its
value to the central densifyenier Or to the mean density of the plangt In contrast to
Sectior] 4.3]1, the volume over which the average is taken will be kept variable. For this
reasonp, is defined as the average density in the sphere betveen < AR, (i.e. A is
the fractional radius over which the average is taken):

ARp
[ Amp(r)ridr
— 0
=" (4.64)
T (ARy)?
Inserting eq.[(4.56) and integrating, one obtains
P OINR | a "R) T\ "Ry,
3M, [sin (A7)
- TV { —— A cos (/\77')} : (4.65)
If the averaging is performed over the whole planet,i.e: 1, one obtains
_ 3M,
P = a1 = Ry (4.66)
as expected. Thus, ef]. (465) can be simplified to
5 Tsin (\
oy = % ST ) cos ()| (4.67)
m

For the magnetic moment scaling law, the core denaitis required. If)\ is taken
to berc/Rp, where the size of the corg was discussed in detail in Sectipn 4]3.2, then
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O 1 | 1 | 1 | 1 | 1
0 0.2 0.4 0.6 0.8 1
re/Rp

Figure 4.4: Average density of the planetary core (relative to the average density of the planet) as
a function of the fractional size of the corg/ R, according to eq[ (4.68).

eq. [4.67) can be used to obtaii.e. pr—(/r,) = pc). For transiting planets, the average
densityp = 3M,/(4wR}) can be inferred from observations. Thus, the core density is

given by
RS
Pc=p (r_g) [% sin (;—;ﬂ') — %Cp cos (2—;71’)] . (4.68)
The relation betweep, and p as a function of relative core sizg/R, is depicted in
Fig.[4.4.

In Table[4.2 the core densities resulting from the different models are compared.
“Model 0” corresponds to the simplified approximatipp o« p. In all other models
the core density depends on the core size as given by eq] (4.68). The models differ only
in the approaches chosen for the size of the cgrevhich are taken from Secti¢on 4.8.2.
Note that in one case (Model 3), for HD 209458b the density in the planet is not high
enough to allow a transition to the metallic phase. No magnetic field will be generated in
this case. Apart from that, the precise valuep@f;siion do€s not have a strong influence
on the result (cf. Models 3 and 4). For the estimation of the planetary magnetic dipole
moments (Section 4.4), the values of Model 4 will be used, as discussed above.

With eq. [4.55), it was already shown that the average depsityhe planet is propor-
tional to the central densityenter EQ. [4.68) shows that the same is true for the average
core densityp, of the planet only if the relative size of the corg/ R, is kept fixed.
However, in Sectio.2 it was shown thaf R, is a function of the planetary mass
M, and radiusR,. If this dependence of the density on the core size. is not taken
into account (i.e. if in the evaluation @f the parametek is assumed to be the same for
all planets), an additional error is introduced. Especially for planets smaller then Saturn
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Ry | My pe/ Pe,s
Planet [Ry] | [M;] | Model 0] Model 1| Model 2 | Model 3 | Model 4
Jupiter 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Saturn 0.84| 03 || 051 0.84 097 | 068 0.65
HD 209458b || 1.42 | 0.69 || 0.24 0.45 0.54 - 0.44
OGLE-TR-56b | 1.23 | 1.45 || 0.78 0.79 0.96 0.74 | 072
7 Bootes (light) | 1.2 | 4.4 | 255 1.95 1.95 1.96 2.07
7 Bootes (med.) || 1.58 | 7.0 1.77 1.36 1.36 1.48 1.54
7 Bootes (heavy)| 1.48 | 10.0 3.08 2.36 2.36 2.29 2.43

Table 4.2: Relative density in the dynamo region according to different models. Model O:
eq. [4.6B). Model 1: eq[ (4.68) combined with €q. (4.57) from Curtis and Ness|(1986). Model 2:
eq. [4.68) combined with eq. (4]59) fram GrieBmeier et al. (2004). Model 3f eq] (4.68) combined
with eq. [4.56) and eq[ (4.51) from Sanchez-Lavéga (2004). Model 4} eq] (4.68) combined with

eq. [4.56) and eq (4.52). See text for details.

(M, < 0.3 M), large errors are expected because in this case, the loeatifip where

the transition densitygansiion IS reached strongly depends on the average density and thus
on the planetary mass and radius. This can be seen when Fig. 4.1 is inverted, or from the
relative difference between Model 3 and Model 4 for various planetary masses in Table
. Withr./ R, strongly depending on the planetary parameters for light planets, the fac-
tor betweerp, andp will also be variable, see eq. (4]168). For larger planets, however, the
differences are much smaller, and the error introduced does not exceed a factor of 2 (com-
pare Model 0 and Model 4 in Table 4.2). For this reason, the more simplified approach
pe o p of eq. [4.6B)|(Curtis and Ness 1986, GrieBmeier &t al. 2004) can be used as a first
approximation. For a better estimation, however, the additional correction introduced by
eq. [4.68) will be taken into account, usingas obtained from ed. (4.62) in Sect[on 4]3.2.

4.3.4 Planetary rotation ratew

Another important parameter required for the evaluation of the magnetic moment scaling
laws (4.36) to[(4.39) is the planetary rotation rateDepending on the orbital distance

of the planet and the timescale for synchronous rotation (as presented in $ectipn 3.1.1),
three cases are discussed.

1. For planets at small enough distances for which the timescale for tidal locking is
small (i.e.7sync < 100 Myr), the rotation period is taken to be synchronised with the
orbital period { = wr = wornit). FOr gas giants, the orbital frequency;; is known
very accurately from measurements (see Seftion|2.6.2). As was already mentioned
in Sectior] 3.1, perfect tidal locking should not be expected. Strong stellar heating
creates thermal atmospheric tides, leading to a deviation from synchronous rotation
(Showman and Guillgt 2002, Laskar and Corireia 2004). According to the rsults of
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Showman and Guillot (2002), the corresponding errorfaould be as large as a
factor of two. For this reason, both the casgs= womit andws = 2 werpir Will be
considered.

2. Planets with distances resulting 100 Myr < 75, < 10 Gyr may or may not
be subject to tidal locking. This will, for example, depend on the exact age of the
planetary system, which is typically in the order of a few Gyr. For this reason, the
upper limit for the magnetic moment of such a planet is calculateithout tidal
locking (i.e.w = wj;, see below), and thiewer limit for the magnetic moment is
calculatedwith tidal locking (i.e.w = wt, See above).

3. For planets far away from the central star, the timescale given by ef. (3.7) is very
large. For planets withsy,c > 10 Gyr, the effect of tidal interaction can be ne-
glected, and the planetary rotation rate can be assumed to be equal to the initial ro-
tation ratev;. Unfortunately.; is not well constrained by planetary formation theo-
ries, but a primordial rotation period of the order of 10 hours is consistent with solar
system data (Hubbard 1984, Chapter 4). In the following, the initial rotation rate
will be assumed to be equal to the current rotation rate of Jupitetw(kew; = wy).

Typically, this results in smaller rotation rates for tidally locked planets than for freely
rotating planets. The implications this has for the estimated magnetic moments of tidally
locked Hot Jupiters will be discussed in Secfion 4.4.

4.3.5 Conductivity within the dynamo regiono

Finally, the conductivity in the dynamo region of extrasolar planets remains to be eva-
luated. According to Nellis (2000), the electrical conductivity remains constant through-
out the metallic region. For this reason, it is not necessary to average over the volume of
the conducting region.

Because the magnetic moment scaling is applied relative to Jupiter, only the relative
value of the conductivity, i.er /o is required. In this work, the conductivity is assumed
to be the same for extrasolar gas giants as for Jupites; ;.= 1.

4.3.6 Known planetary parameters

For the estimation of the planetary magnetic moment with the scaling (4.36) to
(4.39), the size of the dynamo regiog) the density within the dynamo regigg and the
planetary rotation rate are required. In Sectiofis 4.B.2[to 4]3.4 it was shown that these
values can be constructed from the planetary midssthe planetary radiug, and the
orbital frequencywohit Of the planet. These values were already presented and discussed
in Sectior Z.6.P.

Table[4.3 lists the values of the observed and deduced planetary parameters. Most of
the quantities in Table 4.3 are given in units normalised to Jupiter (denoted by subscript
J), with Ry = 71492 km (Cain et al| 1995)M; = 1.9 - 10*” kg (Raith| 1997), and); =
1.77 - 10~* s7! (Raith|1997). The planetary radiug, and mass\/, are directly taken
from measurements (see Section 3.6.2). Assuming tidal locking, the rotation iste
set equal to the orbital periad, i, which is also known from observations (see Section
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[2.6.2). For Jupiter and Saturn, the measured planetary rotation rates are used instead. The
fractional sizer/ R, of the dynamo region is obtained using €q. (4.56) and [4.62) from
Sectior] 4.3.2. This corresponds to Model 4 of Tablé 4.1. This value is then used together
with eq. [4.68) to determine the core dengity Again, in Tablg 4.2 of Sectidn 4.3.3, this
corresponds to Model 4.

For each of the planets in Talle 4.3, the upper and lower limit for the magnetic moment
M will be calculated in Section4.4.

Planet Ry [Ry] | Mp [My] || wlwi] | 7e¢/Rp | pelpe,
Jupiter 1.0 1.0 1.0 0.85 1.0
Saturn 0.84 0.3 0.93 | 0.72 0.65
HD 209458b 1.42¢ 0.69¢ 0.12* | 0.44 0.44
OGLE-TR-10b 1.24° 0.57° 0.13* | 0.55 0.49
OGLE-TR-56b 1.25¢ 1.18¢ 0.34¢ | 0.76 0.72
OGLE-TR-111b 1.04 0.53¢ 0.10¢ | 0.73 0.66
OGLE-TR-113b 1.09° 1.29° 0.29¢ | 0.85 1.0
OGLE-TR-132b 1.13/ 1.19/ 0.247 | 0.82 0.88
TrES-1b 1.049 0.769 0.14" | 0.78 0.77
7 Bootes b (light) 1.2¢ 4.4 0.127 | 0.94 | 2.07
7 Bootes b (medium)| 1.58 7.0 0.127 | 0.91 1.54
7 Bootes b (heavy) 1.48° 10.0° 0.127 | 0.95 | 243

Table 4.3: Parameters for different “Hot Jupiters” (Jupiter and Saturn are shown for comparison).
The values used for the calculation of the magnetic moments are given in units normalised to
Jupiter, except for the radius of the dynamo region, which is given in terms of the respective plan-
etary radius. Sources of the exoplanetary paramet@r€ody and Sasselov (20023) [Konack|
et al| (2005)(¢) Bouchy et a|./(2005)") |Pont et al.|(2004)¢) [Konacki et al.|(2004)/) Moutoy
et al| (2004)(9) |Sozzetti et al. (2004)" |Alonso et al.|(2004)") see text?) Leigh et al. [(2003).

4.4 Scaling results for gas giants

Combining the magnetic moment scaling relatigns (4.36), [4.87),](4.38) andl (4.39) with
the estimates for the planetary parameters given in Tabje 4.3, the magnetic moments of
different Hot Jupiters are evaluated and given in units of Jupiter’s current magnetic mo-
ment, M; = 1.56 - 10*” Am? (Cain et al. 1995). A similar approach was already taken
by [Farrell et al.[(1999) and Griel3meier et al. (2004). In the present work, however, the
planetary parameters are evaluated more precisely.

For each set of parameters in Tablg 4.3, the four scaling relafions (4.36), (¢.37), (4.38)
and [4.39) are evaluated. Of the four results, the smallest and the largest magnetic mo-
ments are given in the left column of Talple]4.4. Obviously, the results of the different
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scaling laws are not identical, but they are approximately of the same order of magnitude.
In no case, the lower and the upper limit differ by more than a factor of 4. The middle and
right column of Tabl¢ 4]4 give the magnetic moment of a Hot Jupiter with doubled rota-
tion ratew (i.e. Mg and for the hypothetical case where the planet is not tidally locked,
but rapidly rotating (i.e.M,,), respectively. See the discussion below for these cases.

Planet M [My] M [My] My [M]
(doubled rotation) (rapidly rotating)

Jupiter 1.0 - 1.0
Saturn 0.19...0.28 - 0.21...0.29
HD 209458b 0.024...0.092 0.047...0.13 0.19...0.26
OGLE-TR-10b 0.038...0.13 0.077...0.19 0.29...0.36
OGLE-TR-56b 0.45...0.71 0.90...1.0 1.2...1.3
OGLE-TR-111b 0.045...0.17 0.090...0.23 0.45...0.52
OGLE-TR-113b 0.39...0.69 0.77...0.98 1.3...14
OGLE-TR-132b 0.31...0.60 0.62...0.85 1.2...1.3
TrES-1b 0.10...0.29 0.20...0.41 0.75...0.78
7 Bootes b (light) 0.48...1.2 0.95...1.7 3.3...44
7 Bootes b (medium), 0.98...2.1 2.0...3.0 6.0...10
T Bootes b (heavy) 1.1...25 22...35 7.0...12

Table 4.4: Results for different “Hot Jupiters” (Jupiter and Saturn are shown for comparison).
Left column: Expected planetary magnetic momat Middle column: magnetic momeuit

for planets with twice the rotation rate of Talple]4.3 (“doubled rotation”, imperfect tidal locking
case). Right column: magnetic momemt,, for a hypothetical planet not subject to tidal locking
(“rapidly rotating”, i.e. withw = wj).

In Table[4.4 (left column), different “classes” of planets can be distinguished:

e Jupiter: The result for Jupiter is correct by construction. Nothing can be inferred
from this result.

e Saturn: For Saturn, the scaling laws yield a magnetic moment in the range of
0.19 M; < Ms < 0.28 Mj;. This has to be compared to the observed value of
Ms = 0.03 M, (calculated from Cain et al. 19@) This large discrepancy should
not, however, be attributed to the scaling laws. In fact, for Saturn, the assumption
of hydrostatic equilibrium is justified, but the approximation of a polytropic index
of k = 1 is not valid. This is explained by the existence of a large rocky core,
see Sectioh 4.3.1. For this reason, the parametesisd p. are overestimated in
this simple calculation, and the scaling relations result in a magnetic moment larger

12 Recent measurements by the Cassini spacecraft are consistent with this value (Doughgrty et al. 2005).
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than the real value. Note that even in this case, where one of the approximations is
not fulfilled, the error inM does not exceed one order of magnitude.

e “Hot Jupiters”: The planets HD 209458b, OGLE-TR-10b, OGLE-TR-111b and
TrES-1b, with orbital distances of abdud4 AU, have low rotation rates, resulting
in very weak magnetic moments.

e “Very Hot Jupiters”: The planets OGLE-TR-56b, OGLE-TR-113b and OGLE-TR-
132b orbit their host stars at even closer distanee$.(2 AU). According to Ke-
pler’s law, eq.[(3.]L), this results in an increased orbital revolution rate. Because the
planets are synchronously rotating (see Se¢tion 3.1), this implies a higher planetary
rotation rate, which leads to a higher planetary magnetic dipole moment.

e “Heavy Hot Jupiters”: The planet Bootes b, although it is a Hot Jupiter, differs
from the other planets considered here insofar as its higher mass leads to an in-
creased magnetic moment. Only a lower limit is known for the planetary mass,
leading to a lower limit for the magnetic moment. In any case, the magnetic mo-
ment is expected to be larger than that of Jupiter. Some publications give larger
numbers for the magnetic moment ofBootes (e.g. up t&.8M,;, [Farrell et al.
1999). For heavier planets, the difference to the numbers given here is even more
pronounced, with magnetic moments of up3t® M, for the 10 M; planet HD
114762b|(Farrell et al. 1999) or, for example 66fM; for the 12.7M; planet HD
38529c|(Lazio et &|. 2004). These large values, however, are reached only because
Blackett's scaling law (see Sectipn 4]1.1) is used, and because confditioh (4.60) is
violated. Using other scaling laws and a realistic value for the size of the dynamo
regionrc, the magnetic moment of Bootes b is found to be not more than a few
times the value of Jupiter, even for the case where the planetary mass is equal to 10
MJ.

It is important to note that “Hot Jupiters” (like, for example, HD 209458b) have very
low planetary magnetic dipole moments. The smallness of these values is caused by the
slow rotation of the planet. Itis instructive to compare the planetary magnetic mowent
to the magnetic moment of a totally identical, but rapidly rotating planet (i.e. not subject to
tidal locking, withw = w;). These values (denoted ;) are given in the right column
of Table[4.4. Note that these numbers do not necessarily represent realistic situations.
They are given to illustrate the effect of tidal locking on the magnetic moment. It can be
seen that for Hot Jupiters, tidal locking reduces the upper limit of the magnetic moment
by a factor of abous, while the lower limit is reduced by a factor of abqutThe fact that
the reduced rotation of tidally locked planets leads to smaller magnetic moments can also
be seen from the scaling relatiofs (4.36)[to (4.39). It is clear that the magnetic moment
reduction by tidal locking should be less than or equal to the tatie from Table 4.B.

The difference in the magnetic moments of “Very Hot Jupiters” and “Hot Jupiters” is
a result of the different distances to the star. The dependency of minimum and maximum
magnetic moment on the orbital distance is shown in Figurie 4.5 for a Jupiter-like planet
orbiting a Sun-like star. The area between minimum and maximum moment is shaded
in grey. For large orbital distances, where the tidal locking timescale is very long (i.e.
Tsync > 10 Gyr), the planetary rotation rate is taken to be constant and identical to Jupiter’s
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Figure 4.5: Estimated magnetic moment for a planet identical to Jupiter in an orbit around a Sun-
like star as a function of orbital distance. The magnetic moment is given in units of Jupiter’s
current magnetic moment.

rotation rate (i.ew = wj). Because all parameters are equal to those of Jupiter in this case,
all magnetic moment scaling laws yield the same result-€ M) in this case. For small
orbital distances (corresponding tg,. < 0.1 Gyr) tidal locking sets in and is given
by equation[(3]1), leading to a dependency on the semi-major axis of the orbit. Also,
ed. [3.1) shows that the mass of the star is an important parameter in the tidally locked
regime. For intermediate distances, it is not certain whether an observed planet will be
subject to tidal locking or not (0.1 Gy 75ync < 10 Gyr), and both cases have to be
considered. For this reason, in the “potentially locked” regime, the lower limijMor
is calculated with the rotation rate of a tidally locked planet, and the upper limittor
with the rotation rate of Jupiter. It can be seen that a tidally locked planet has a strongly
reduced magnetic moment when compared to a freely rotating planet (i.e. a planet with
a large orbital distance). One can also note the influence of the orbital distance on the
magnetic moment of tidally locked planets.

Similarly to Figure[4.p, Figurels 4.6 apd #.7 show the dependence of the magnetic
momentM on the orbital distancé for planets identical to HD 209458b andBootes
b, respectively. For Figufe 4.6, a stellar mass.66 M, is assumed (Cody and Sassélov
2002), and for Figurg 47 a stellar mass of 1M2 (Fuhrmann et g[. 1998) is taken. In
the unlocked regime (i.e. for large orbital distances), the magnetic moment corresponds to
M, of Tablg 4.4. The comparison of the results for the different planets clearly shows that
for exoplanets with a large mass and radius, a larger magnetic moment can be expected.
The stellar mass influences the planetary magnetic moment via the rotation rate of a tidally
locked planet, see eq. (3.1).

As discussed in Sectign 3.1.2, “Hot Jupiters” should not be expected to be exactly
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Figure 4.6: Estimated magnetic moment for a typical “Hot Jupiter” (HD 209458b) orbiting a star
with massM, = 1.06 M, as a function of orbital distance. The magnetic moment is given in
units of Jupiter’s current magnetic moment.

102 E T T T T T T il I T T T T T T T T I E

; locked poltg(r:llgieaély unlocked ;

101 E_ _E

2 ! | é :
= 100 7 Bootes (heavy):

107 E M, = 1.42 M, E

: 1 1 1 1 1 1 EI I 1 1 1 1 1 1 1 1 I :

0.1 d[AU]

Figure 4.7: Estimated magnetic moment for a “Heavy Hot JupiteBgotes, heavy model) or-
biting a star with mas8/, = 1.42 M, as a function of orbital distance. The magnetic moment is
given in units of Jupiter’s current magnetic moment.
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tidally locked. The reason is that thermal atmospheric tides caused by the strong stel-
lar irradiation can drive planets away from synchronous rotation (Showman and Guillot
2002,/ Laskar and Correia 2004). Showman and Guillot (2002) estimate that this effect
introduces an additional uncertainty of a factor of 2 for the planetary rotatiowrafes

shown in the middle column of TabJe 4.4, this doubles the lower limit for the magnetic
moment, but the influence on the upper limitf is weak.

The smallness of the planetary magnetic field due to tidal locking has important conse-
quences for the planetary magnetosphere. This will be discussed in $ectipn 5.3.3. Before
turning to other subjects, however, the magnetic moment analysis is repeated for terres-
trial planets.

4.5 Input parameters for terrestrial planets

While currently over 150 giant exoplanets are known, Earth-like planets outside the solar

system are not yet accessible to current detection techniques (see Section 2.6.3). With no
detected Earth-sized rocky (“terrestrial”) planets, planetary models have to be used, and
the size of the corresponding magnetic moment has to be estimated from the scaling laws

(4.27), [4.3R),[(4.33) andl (4.B4) given in Section 4.1.9. This section presents the input

parameters required for this estimation.

4.5.1 Planetary models

For terrestrial planets, structural models are more complicated than for gaseous giants.
Usually, three-layered models are used. Within this work, only terrestrial planets for
which structure models exist will be studied. However, the orbital distance of the planet
and the mass of its host star will be treated as a free parameter. As described in Section
[2.6.4, the following model planets will be studied:

e exact analogues to the Earth,
e Mercury-like planets,

e large terrestrial planets,

e large ocean planets.

The radii and masses of these model planets are given in [Table 4.6. For these four
cases, the planetary magnetic moment will be estimated using the parameters collected in
the following sections.

4.5.2 Size of the dynamo regiom.

In contrast tg Curtis and Ness (1986) or GrieBmeier ef al. (2004), where the size of the
dynamo regionr. is estimated from the planetary mass (and radius), or the discussion
of Section] 4.8, where it is deduced from a given model for the planetary structure, the
values forr, of terrestrial planets are taken from existing planetary models (Cain et al.
1995, Léger et al. 2004). The values used for the different cases are given i Table 4.6.
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4.5 Input parameters for terrestrial planets

For Earth and Mercury, the size of the dynamo region is taken to be the outer limit of the
metallic core as given by Cain et|al. (1995). For the case of the “Large Earth” and for the
“Ocean Planet”, the size of the core is taken ffom Léger et al. (2004).

4.5.3 Density of the dynamo regiomn.

Similarly, the density within the dynamo region, is taken from published models. For

the cases treated in the following, the valuegoére given in Tablé 4]6. For Earth and
Mercury, the average core density is taken from Cain et al. (1995). For the “Large Earth”
and the “Ocean Planet” case, the density at the outer boundary of the metallic core is
taken from Léger et all (2004).

4.5.4 Planetary rotation ratew

As currently no Earth-like terrestial planets are known, different hypothetical planets will

be examined. Both the orbital distance of the planet as well as the mass of the host star
will be treated as free parameters. The timescale for tidal locking (as discussed in Section
[3.1.1) and thus the planetary rotation ratdepend on these parameters. The same three
cases as in Sectign 4.B.4 have to be considered. The approach for the cases, however,
differs slightly:

1. For planets at small enough distances such that the timescale for tidal locking is
small (i.e.7sync < 100 Myr), the rotation period is taken to be synchronised with the
orbital period ¢ = wr ~ womit). FOr terrestrial planets, the orbital frequengyy;
is calculated from the Keplerian orbit, see €q.](3.1). For this reason, the rotation
rate depends on the orbital distantas well as on the stellar mas4,. One has to
keep in mind that, because of thermal atmospheric tides, tidal interaction will not
lead to perfectly synchronous rotation (see Seg¢tion[3.1.2). For this reason, both the
casesvs = worit aNdws = 2 werit Will be studied.

2. Planets with distances resulting i00 Myr < 75,c < 10 Gyr may or may not be
tidally locked. This will, for example, depend on the exact age of the planetary
system, which is typically in the order of a few Gyr. For this reason,ujnger
limit for the magnetic moment of such a planet is calculatéthout tidal locking
(see below), and thiewer limit for the magnetic moment is calculatedth tidal
locking (i.e.w = wf). Note that this area is maximised by taking the upper limit
for the initial rotation ratev; to calculate the border to the tidally locked regime,
while the lower limit forw; is assumed to determine the border to the freely rotating
regime (see below).

3. For planets far away from the central star, the timescale given by ef). (3.7) is very
large. For planets withsy,c > 10 Gyr, the effect of tidal interaction can be ne-
glected, and the planetary rotation rate can be assumed to be equal to the initial ro-
tation ratew;. However, The initial rotation rate; of a terrestrial planet is a poorly
known quantity (see, e.g. Correia and Lagkar 2003a). It will certainly depend on
the details of planetary formation and can be strongly influenced by processes like
migration or impacts. Therefore, two limits are considered.for
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4 Planetary magnetic moments

e a relatively high initial rotation rate as suggested for the early Earth-Moon
system, corresponding to a length of day of 13.1 h (MacDdnald|1964) and

e alower rotation rate corresponding to a day of 30 h.

Note that a primordial rotation period of the order of 10 hours is consistent with
the relation between the planetary angular momentum density and planetary mass
observed in the solar system (Hubbard 1984, Chapter 4).

Table[4.5 gives the rotation rate for tidally locked extrasolar planets in different
orbits around stars of different masses relative to the rotation rate of the Eargijth
wg = 7.27-107° s7!). The values were calculated according to Kepler’s law,[eg} (3.1).
The effect of (imperfect) tidal locking on the expected magnetic moment of terrestrial
extrasolar planets will be studied in Sectjon|4.6.

M,=01Mg | M, =02Mg | M, =05My | M, =1.0M,;
0.05 AU 0.08% 0.11 0.17 0.24
0.1 AU 0.03 0.04* 0.06 0.09
0.2 AU 0.010° 0.014 0.02* 0.03
0.5 AU 0.002¢ 0.003° 0.005° 0.008°

Table 4.5: Planetary rotation rates of tidally locked planets relative to the Earth’s current rotation
rate (v/wg). Notes: () located within the habitable zone (see Secfior} 2!3)tidal locking
possible, but not certain for an Earth-like plariéttidal locking unlikely for an Earth-like planet.

4.5.5 Conductivity within the dynamo regiono

Because the magnetic moment scaling is applied relative to Earth, only the relative value
of the conductivity, i.ec /og is required. In the following, the conductivity is assumed to
be similar for all terrestrial planets, i.e/og = 1.

4.5.6 Planetary structure

Table[4.6 lists the planetary parameters required for the estimation of the planetary mag-
netic dipole moment. The planetary mag% and radiusRk, (which were already pre-
sented in Sectiop 2.6.4) as well as the core densitgre given in units normalised to
Earth (denoted by subscript E), wiffe = 6371 km (Cain et all 1995)Mg = 6.0 - 10**

kg (Raith 1997), ang. g = 10.615 - 10® kg/m~3 (calculated from Cain et &l. 1995). The
size of the corey, is given in fractions of the planetary radi.

4.6 Scaling results for terrestrial planets

Similarly to Sectiorj 44, the different magnetic moment scaling relatjons](4[36)] (4.37),
(4.38) and[(4.39) are used together with the planetary parameters fronj Table 4.6 to obtain
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4.6 Scaling results for terrestrial planets

Planet Ry [Re] | My [Me] || 7¢/Rp | pelpeel
Earth 1.0 1.0 0.55¢ 1.0
Mercury 0.382 0.055° || 0.72¢ | 0.72¢
Large Earth 1.63° 6.0° 0.52¢ | 1.46°
Ocean Planet  2.0° 6.0° 0.35¢ | 1.47°

Table 4.6: Parameters for different terrestrial planets. The values used for the calculation of the
magnetic moments are given in units normalised to Earth, except for the radius of the dynamo
region, which is represented in terms of the respective planetary radius. Sources of the parameters:
(@) |Cain et al.|(1995)?) |Raith (1997),°) |Léger et al.|(2004).

an estimation for the planetary magnetic dipole moment. For terrestrial planets, however,
all values in the scaling relations are normalised to Earth. Accordingly, the resulting
magnetic moments are given in units of Earth’s current magnetic monv¢at= 7.91 -

10?22 Am? (Cain et al| 1995).

The minimum and maximum value obtained from the four scaling laws are shown
in the left column of Tabl¢ 4]7. Similarly to Sectipn |4.4, the results obtained from the
different scaling laws are not identical. Because some of the parameters (mpohdy
viate considerably from the value of the current Earth (see, e.g. Table 4.5), the resulting
magnetic moments are more dissimilar than the values found for gas giants in $egtion 4.4.
With the largest differences reaching a factor of 7, it is still possible to give the order of
magnitude of the resulting magnetic moments. The middle and right column of[Taple 4.7
give the magnetic moments of planets with doubled rotationwdtee. Mg,) and for the
hypothetical case where the planet is not tidally locked, but rapidly rotating\d,e.
respectively. See the discussion below for these cases.

The left column of Tablg 4]7 shows the magnetic moments one can expect for terres-
trial planets which are tidally locked at 0.2 AU around an M type star of 0.5 solar masses.
The results for the different cases are as follows:

e Earth-like: The magnetic moment of a tidally locked twin of the planet Earth is
strongly reduced. Besides the rotation rate, all parameters were kept constant, thus
demonstrating the influence of tidal locking on the planetary magnetic dipole mo-
ment.

e Mercury-like: The calculated value for the magnetic moment shaotde com-
pared to the value observed for Mercury. The reason is that in [Table 4.7, the planet
is assumed to orbit a star with 0.5 solar masses at a distance of 0.2 AU. If the cal-
culation is repeated for a star with solar mass and setting the orbital distance to 0.4
AU, the magnetic moment is found to be in the range 10~*...1.1-1072. Thisis
in agreement with the observed valuesdf - 10~* Mg (calculated from Cain et al.
1995).

If one compares the result for Earth-like and Mercury-like tidally locked planets,
Table[4.T demonstrates the importance of a large planetary size for the generation
of a substantial magnetic moment.
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4 Planetary magnetic moments

Planet M [Mg] Mar [ME] M [Me]
(doubled rotation) (rapidly rotating)
Earth-like 0.022...0.15 0.043...0.21 0.8...1.8
Mercury-like* || 0.0011...0.14 | 0.0022...0.14 0.041...0.14
(lockedy 0.0011...0.015 | 0.0022...0.022 0.041...0.14
Large Earth 0.12...12.5 0.24...12.5 4.0...12.5
(lockedY 0.12...0.65 0.24...0.92 4.0...125
Ocean Planet|| 0.061...0.37 0.12...0.52 2.2...58

Table 4.7: Results for different terrestrial planet0& AU around a star witl).5 M. Left
column: Expected planetary magnetic momgrtt Middle column: Magnetic moment g,

for planets with twice the rotation rate of Talple]4.5 (“doubled rotation”, imperfect tidal locking
case). Right column: Magnetic momeM,, for a hypothetical planet not subject to tidal locking
(“rapidly rotating”, i.e. withw = wg). Notes:(®) For distances > 0.17 AU, Mercury falls into

the “potentially locked” regime. Thus, the upper limit f& is identical to that ofM,,. Values

for a Mercury-like planet still tidally locked @2 AU are given for comparisori?) For distances

d > 0.197 AU, a Large Earth falls into the “potentially locked” regime. Thus, the upper limit for
M is identical to that ofM,,. Values for a Large Earth still tidally locked @2 AU are given for
comparison.

e “Large Earth”: Because of its relatively large metallic core, a larger planet is still
able to sustain a considerable magnetic moment, even when its rotation rate is
strongly reduced. Because of the larger planetary radius, however, this implies a
surface magnetic field very similar in strength to that of the “Earth” case.

e “Ocean Planet”: Although being identical in mass to the “Large Earth” case, the
“Ocean Planet” has a slightly smaller core (see Tabl¢ 4.6), leading to a smaller
magnetic moment. Also, the average density is lower, and the planetary radius is
larger, such that the surface magnetic field is considerably lower than in the “Earth”
and “Large Earth” case.

As in Sectior] 4.4, the influence of tidal locking on the planetary magnetic moment is
examined. In Table 4]7, the right column contains the magnetic moment of a (hypothet-
ical) rapidly rotating planetM,,. Note that this case is not realistic (unless the planet
was brought to this position only recently and the time it has spent at this position is short
compared to the tidal locking timescale of Secfion 3.1.1), but it is instructive to compare
the influence of tidal locking on the planetary magnetic moment. Similarly to S¢ctipn 4.4,
thelower limit for the magnetic moment is reduced by approximately the same factor as
the rotation rate (see Taljle #.5), while tgperlimit is less affected. Also note that for
an unlocked planet, both limits fax given in Tablg 3.2 were considered.

Eq. (3.1) shows that for tidally locked planets both the semi-major axis of the planets
and the mass of the host star will influencand thus the resulting magnetic momgrit
The dependency of maximum and minimum magnetic moment on the orbital distance is
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101 E L L L L I L El L L L |E L L I E
é locked poltg(t:llgieégly unlocked é
10° 000000 E
: ]
-1 .
s 107 Earth-like
1072 F E
b M, = 0.5M, | . ]

10—3 1 I | 1 | 1 1 1 1 L

0.1 1

d [AU]

Figure 4.8: Estimated magnetic moment for an Earth-like planet in orbit around a star with mass
M, = 0.5 M, as a function of orbital distance. The magnetic moment is given in units of Earth’s
current magnetic moment.

shown in Fig[ 4.B. The area between maximum and minimum moment is shaded in grey.
For large orbital distances, where the tidal locking timescale is very longdjsg> 10
Gyr), the planetary rotation rate is taken to be constant. In this case, both limits for
given in Tablg 32 were considered. The magnetic moment is then givad hy.e. the
right column of Tablg 4]7. For low rotation rates (correspondingsje < 0.1 Gyr),
tidal locking sets in and is given by equation (3]1), leading to a dependency on the
semi-major axis. For an orbital distancedt= 0.2 AU, the value of M corresponds to
the value given in the left column of Taljle #.7. For intermediate distances, it is not sure
whether an observed planet will be subject to tidal locking (i.e. 0.1Gygync < 10 Gyr)
and both cases have to be considered. In[Fig. 4.8, the lower limit of the initial rotation
ratew; defines the upper boundary of the “potentially locked” regime as well as the lower
limit for the magnetic moment in the “unlocked” regime. Note that the magnetic moment
of the Earth is close to the lower limit of the expected magnetic moment range. This is the
case because a considerable portion of the angular momentum of the Earth-Moon system
resides in the Moon'’s orbital motion rather than in the Earth’s rotation.

Similarly to Figure[ 4.8, Figures 4.9, 4]10 and 4.11 show the magnetic mament
as a function of the orbital distaneefor the cases of a Mercury-like planet, a “Large
Earth” and an “Ocean Planet”, respectively. In all three cases, a stellar ma$sidf,
is assumed. The comparison confirms the results already contained i Table 4.7, e.g. the
very small magnetic moment of a Mercury-like planet, or the relatively large magnetic
moment of a large terrestrial planet (the “Large Earth” case).

As was discussed in Sectipn 3]1.2, not all close-in terrestrial exoplanets should be ex-
pected to be exactly tidally locked. The reason is that thermal atmospheric tides generated
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Figure 4.9: Estimated magnetic moment for a Mercury-like planet orbiting a star with mass
M, = 0.5 M, as a function of orbital distance. The magnetic moment is given in units of Earth’s

current magnetic moment.
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Figure 4.10: Estimated magnetic moment for a “Large Earth” orbiting a star with mass
M, = 0.5 Mg, as a function of orbital distance. The magnetic moment is given in units of Earth’s

current magnetic moment.

82



4.6 Scaling results for terrestrial planets

102 E T T T T I T E T T T i T T T T I E
E locked P(ﬁtgggcaély unlocked E
101 E_ _E
= ! :
E 100 A i 3
= : ]
i Ocean Planet ]
10_1 E_ _E
- M, =05M, | | ]

-2 1 a1 1 1 1 1 1 1 |

10 0.1 T

d [AU]

Figure 4.11: Estimated magnetic moment for an “Ocean Planet” orbiting a star with mass
M, = 0.5 M, as a function of orbital distance. The magnetic moment is given in units of Earth’s
current magnetic moment.

from the solar heating of the atmosphere can drive planets away from synchronous rota-

tion (Correia et al. 2003). This is especially true for planets with a dense atmosphere (like

Venus). For this reason, the effect of doubling the planetary rotatiowreststudied. As

shown in the middle column of Takle 4.%1y), the lower limit for the magnetic moment

is doubled, but the influence on the upper limit/of is weak. When applying the mag-

netic moment calculations in Chapiéer 7, only the upper limit for the magnetic moment

will be considered. For this reason, this effect can be neglected in a first approximation.
The smallness of the planetary magnetic moments has important consequences for the

sizes of the planetary magnetospheres. This issue will be discussed in ectipn 5.3.4.
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5 Formation of magnetospheres by
stellar winds

Huil-Wie saust der Wind!-Johohe! Hojohe!
Richard Wagner, Der fliegende Hollander (1841)

Knowing the magnetic moment, one can proceed to examine the interaction between
the planetary magnetic field and the stellar wind. For this purpose, it is necessary to
obtain information on the stellar wind properties. The stellar wind model employed in
this work is presented in Sectipn b.1. For close-in planets, stellar CMEs constitute an
important component of the planetary environment. This is discussed in Secfion 5.2. The
magnetosphere, which is shaped by the interaction of stellar wind and stellar CMEs with
the planetary magnetic field, is described in Sedtioh 5.3.

5.1 Stellar winds

Not only the planetary rotation rate (as discussed in Setign 3.1) and therefore the size of
the magnetic moment (as discussed in Se¢tjon 4) are very different for a planet in close
orbit when compared to a planet at a larger orbital distance, but also the stellar wind is
much denser because of the close proximity of the star. In Se¢ction 5.3.2 it will be shown
how this contributes to a further reduction of the size of the planetary magnetosphere.

The solar wind is variable on short timescales. For example, the solar wind is known
to exist in two main “states”, namely the slow solar wind and high-speed streams. The
situation is further complicated by the existence of regions where these two types of solar
wind interact, and by a high variability of the slow solar wind. To get a simple model of the
interaction of the stellar wind with a planetary magnetosphere, the short-time variations
of the stellar wind are neglected, and a stationary stellar wind model is used to obtain the
average stellar wind conditions.

As far as the radial dependence of the stellar wind density and velocity is concerned,
the isothermal stellar wind model bf Parker (1958) will be used throughout this work.
This stellar wind model is described in Section 5.1.1.1. The differences of the stellar wind
model byl Weber and Davis (1967) will be briefly discussed in Se¢tion 5/1.1.2, showing
the Parker model to be sufficient as a first approximation. When planets around stars
of different ages are discussed, it is necessary to take into account the evolution of the
average stellar wind parameters on long time-scales. This subject is presented in Section
[5.1.2. The influence of the planetary orbital velocity on the effective velocity of the stellar
wind is studied in Section 5.1.3. Finally, in Sectjon 5,1.4 the procedure is explained with
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5 Formation of magnetospheres by stellar winds

which the stellar wind parameters velocity and density are estimated for exoplanetary host
stars. Numerical values for these parameters are given for different situations.

5.1.1 Radial dependence

It is important to note that close to the central star, the stellar wind density does not
simply quadratically decrease with distance (héd) o d=2). The reason is that, at

these distances, the stellar wind has not yet reached the quasi-asymptotic velocity regime
(Preusse et &l. 2005, Preusse 2006). Due to the conservation of mass, the integrated mass
flux through a sphere with radidsaround the staf/, = 4rd*nvm, wherem is the mass

of the stellar wind protons, has to be constant. Thus, at distances where the stellar wind
velocity is increasing with distance, the density decrease has to be enhanced accordingly.
For these reasons, a model with a radially dependent stellar wind velocity is required to
correctly describe the interaction of close-in exoplanets with their surroundings.

5.1.1.1 Stellar wind model of Parker

Throughout this work, the stellar wind will be described by the solution of the hydrody-
namic, isothermal model of Parker (1958). In accordance with the observations, this
model describes a solar wind with low velocity and large acceleration near the Sun,
whereas at larger distances the velocity is large and the acceleration strongly decreases,
as can be seen in Fig. 5.Jfajn the Parker model, the interplay between stellar gravita-
tion and pressure gradients leads to a supersonic gas flow for sufficiently large substellar
distancesgl (i.e. beyond theritical radius defined below).

From the Parker model, the radial dependence of the stellar wind density and velocity
can be determined, for example, for planet-hosting stars. The derivatiearkdr’'s wind
equation eq. [5.1), can be found in the original work by Parker (1958), in more recent
research work (e.g. Mann etfal. 1999, Strécke 2004, Preusse 2006) or in various textbooks
(e.g/Brandt 1970, Prolss 2001). It is usually written in the form

d)\ 2 d d -
(ﬂ) —2In (ﬂ) —4ln 2 gl g, (5.1)
Ucrit Uerit Tcrit d

The velocityv(d) at the distance from the star is determined by the solution of ¢q.](5.1)
which passes throughy; for reie (i.e. with v(d = reit) = verr). Here,vgir denotes the
critical velocity defined by

kgT
Ucrit = B_’ (5-2)
m
andr; is the critical radius given by
mG M,
Terit = —4/€BT . (5.3)

Furthermorefg denotes Boltzmann’s constarit,is the temperature of the stellar wind
(which is constant and supposed to be identical to the corona temperfatidrein this

!Note that for large distances the assumption of an isothermal heating of the wind is not realistic, and
an adiabatic treatment would be more appropriate. However, for the planetary distances discussed in this
work, the error introduced by assuming isothermal conditions is small enough to justify this treatment.
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5.1 Stellar winds

isothermal model)m is the mass of the stellar wind protons, a@ds the constant of
gravitation.
For a given stellar mass, the velocity profile is determined by the choice of the coronal
temperaturd .oona Because the stellar mass loss tafe= 4rd?nvm is a free parameter,
the density profile:(d) can be obtained from the conservation of mass once the velocity
profile v(d) is known:
M*
n(r) = drd?v(d)m’
The only unknown quantity in this stellar wind model (besides the stellar mass loss
rate M,, for which the solar value can be taken for the moment) is therefore the tem-
perature of the corond,ona FOr the solar system, it can be found by requiring the
solution to reproduce the solar wind velocity and density near Earth. ¥thi25 km/s
andn = 6.59 - 105 m™3 atd = 1AU (Schwenn 1990, Mann et gl. 1999), one finds
Teorona= 0.81 MK and M, = m - 7.88 - 10% s~!, which allow the determination af(d)
andn(d). Both profiles are show in Fig. 8.1. In F[g. 5.1(a), the strong acceleration of the
stellar wind for small distances (including typical orbital distances of extrasolar planets)
is visible. Fig.[5.1(8) shows that, correspondingly, the density deviates from a simple
d~2 power law for small distances. Similarly (but taking into account contributions from
heavier constituents in the solar wind), Mann et/al. (1999) found that for a coronal tem-
perature ofl MK, a heliospheric density model follows which is consistent with particle
densities measured by the spacedrhdtios 1, Helios 2andUlysses
This stellar wind model will be applied to exoplanet host stars in Sefction 5.1.4. Before
this can be done, however, the influence of the stellar age on the stellar wind velocity and
density has to be analysed. This is done in Se¢tion|5.1.2.

(5.4)

5.1.1.2 Stellar wind model of Weber and Davis

Weber and Davis (1967) extended the purely hydrodynamic solar wind model of |Parker
(1958) to a magneto-hydrodynamic model by including the Lorentz force caused by the
solar magnetic field. Also, in the Weber and Davis (1967) model, the rotation of the star
Is taken into account, causing the velocity and the magnetic field to have both azimuthal
and radial components.

The|Parker (1958) model represents the limit of vanishing stellar rotation and vanish-
ing stellar magnetic field of the Weber and Davis (1967) model. The Sun, for example,
Is rotating slowly enough so that the solar wind model of Parker (1958) is sufficient to
describe the solar wind. For stars with higher rotation rates, however, the influence of
rotation and stellar magnetic field leads to a higher stellar wind velocity than the stellar
wind model of Parker, Preusse et al. (2005, Fig. 2) show that for a star with a rotation
period of 30 days, the results of the two stellar wind models are indistinguishable. On
the other hand, for rotation periods of 3 days, the difference in stellar wind velocan
reach a factor of two in certain cases. For a fixed stellar wind flux, the Weber and Davis
(1967) solution will also yield a higher stellar wind ram pressuré, and thus smaller
planetary magnetospheres.

As will be discussed in Secti¢pn 5.1.2, the stellar rotation rate monotonically decreases
with increasing stellar age. For this reason, the Parker stellar wind model is sufficient
for old stars (like the Sun), and the Weber and Davis stellar wind model is more accurate
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Figure 5.1: Solar wind velocity and solar wind density according to the Parker model. The corona
temperature and total flux are chosen such thatst, v = 425 km/s andn = 6.59 - 105 m=3,

for young stars. The difference between the models also depends on the stellar mass and
radius. The largest and heaviest star considered in this warlBigotes. For this star,
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5.1 Stellar winds

Griel3meier et &dl| (2006c) found that the difference between the stellar wind solutions of
Parker|(1958) and Weber and Davis (1967) is negligible (i.e. below 5%) for stellar rotation
periodsF,,; > 5 days. This result was obtained for the case of a strong stellar magnetic
field. For a weaker field, the difference is even less. Taking the solar valugs-a4.6
Gyr andFq . = 25.5 days, one can obtain the stellar age corresponding to such a rotation
period from eq.[(5]9). It is found that stellar rotation periods are larger than 5 days for
stellar ages of > 0.45 Gyr. Current estimations of the stellar wind properties, however,
are only valid for stellar ages 0.7 Gyr (Wood et al. 2005a). For this reason, only stellar
ages of at leadd.7 Gyr are considered within this work, which corresponds to rotation
periods> 7.0 days. Thus, the stellar wind model|of Paiker (1958) is sufficient, and the
model of Weber and Dayis (1967) is not required.

Much more information on the Weber and Davis stellar wind model and its appli-
cation to exoplanet host stars can be found in Preussg ét al.| (2005) and [Freusse (2006).
Alternative stellar wind models are discussed, for example, in Brandt|(1970).

5.1.2 Long term time dependence

As already mentioned in Sectipn p.1, the goal of this section is not to discuss the short-
term variability of stellar wind parameters, but their evolution on astronomical timescales.
The evolution of the stellar wind velocity and densityn of solar-like stars is estimated
using the scaling for stellar mass loss provided by Wood &t al. {(2002) as well as the
scaling for the velocity obtained by Newkirk (1980). The discussion of this section closely
follows the work of GrielBmeier et al. (2004) and Lammer et|al. (2004), including some
more recent results.

For a long time, stellar winds of solar-like stars were not accessible to observations.
On the other hand, the existence of such winds was expected for stars having a hot corona
like the Sun. Observations with X-ray satellites liEensteinand ROSATmade it clear
that hot coronae are a typical property of cool main sequence stars. For this reason,
solar-like winds can be expected for all Sun-like stars. The detection of such winds,
however, turned out to be difficult. Different attempts to detect such winds directly were
unsuccessful (Wood 2004). Finally, they were detected indirectly through their interac-
tion with the partially ionised local interstellar medium (LISM). In the region between the
astropause and the astrospheric bow shock, the LISM is heated and compressed. Through
charge exchange, a population of neutral hydrogen atoms with high temperature is cre-
ated. The characteristic byabsorption (at 1216 A) of this population \@a@tectable
with the high-resolution observations of the GHRS and STIS spectrometers of the Hubble
Space Telescope (HST). The amount of absorption depends on the size of the astrosphere,
which is a function of the properties of the LISM and of the stellar wind ram pressure
(nv?). Comparing the measured absorption to that calculated by hydrodynamic codes,
these measurements allowed the first empirical estimation of stellar mass loss rates. By
using data obtained for stars with different X-ray fluxes (used as a proxy for the stellar
age), it was possible to determine the evolution of the stellar mass loss rate as a function
of stellar age| (Wood et @l. 2002, Wood 2004, Wood €t al. 2005a). The original derivation
of this dependency was based on the observation of only a few G and K stars, plus one

2 The breakdown of the STIS instrument on board HST in 2004 means that no furthepkgtra will
be available in the forseeable future (Wood et al. 2005b).
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5 Formation of magnetospheres by stellar winds

M star (Wood et al. 2002). By analysing additional data of the HST archives (Wood et al.
2005D), it was later possible to confirm this relation, however with two restrictions: (a) it
appears not to be applicable to evolved stars, but only to main sequence stars, and (b) it
seems not to be valid for stellar ages below 0.7 Gyr (Wood|get al. 2005a). In the following,
this relation will be used to obtain an estimation for the time evolution of the stellar wind
parameters velocity and density.

Wood et al. (2002) found that the stellar mass loss ldteestimated from the astro-
spheric absorption is related to the observed X-ray flof solar-like stars. When the
coronal activity is at its maximum, this relation can be written as a power law (Wood et al.
2002, Wood 2004):

M, o ¢, (5.5)

The X-ray flux of a cool main sequence Sun-like star depends on the stellar rotation period
Prot, Which is in turn correlated with the stellar age. According to Wood et al. (2002), these
relations can be expressed as

dx o< Pg? (5.6)

and
Prot O( t067 (57)

respectively. In these relationslenotes the time elapsed since the formation of the stellar
system. For the present day solar systers; 4.6 Gyr. From egs.[(5]5) andl (5.6), one
obtains a power law relationship for the mass loss rate as a function of rotation period,
M, (Pot). At this point, a complication occurs. E‘ (p.5) does look like a scaling law
for the mass loss, but what is really measured by Wood et al. (2002, 2005a) is the total
ram pressure, i.e. theroductof mass loss and solar wind velocity. The mass loss given
by Wood et al.|(2002) was obtained by assuming a constant velocityl00 km/s. As
scaling relations for both andv are sought, one has to correct for this problem by writing

M,v rather thanV/, in eq. .) Thus:
M,v x P3>3, (5.8)

rot

To obtain the time dependence, a relationffRy(t) is substituted into ed. (5.8). In princi-
ple, eq.[(5.]F) could be used, but for consistency with the velocity scaling law given below,
the scaling relation derived by Newkirk (1980) is taken:

" 0.7
Prot o< (1 + ;) ) (5.9)

with the time constant = 2.56 - 107yr calculated according to Newkirk (1980). Com-
bining egs. [(5.8) and (5.9), it is possible to derive a power law for the stellar mass loss:
) " —-2.3
M,v (1 + —) . (5.10)
T
On the other hand, the stellar mass loss depends lineatlyaodn:
M, = 47R?n(d = R,)v(d = R,)m = 4wd> num, (5.11)

whereR, is the stellar radiusg] is the substellar distance, andis the mass of the solar
wind protons. Hence, by finding an independent scaling relation for the stellar wind
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5.1 Stellar winds

velocity v, the stellar wind density directly follows from eq.[(5.10). The time-dependent
behaviour of the solar wind velocity can be taken/as (Newkirk 1980, Zhang et al. 1993)

¢ —0.4

Note that the argumentation bf Newkirk (1980) would lead to a different stellar wind
velocity v(¢) if a different relation forP«(¢), such as eq| (5.7), was used. Using the mass
loss relation, eq[ (5.10), and combining it with efs. (b.11) &nd|5.12), the particle density
can be determined to be

n(t) = no (1 + ;) - (5.13)

The proportionality constants are determined by the present-day conditions. In accor-
dance with Mann et al| (1999) and Preusse (2006), the current stellar wind parame-
ters are taken from the long-term averages of Schwenn (1990),0with425 km/s and

n = 6.59-10° m=3 for t = 4.6 Gyr and atd = 1 AU. This results inv, = 3397 km/s and

no = 1.6 - 10'° 1/m? for a distance ofl = 1 AU. The time constant is = 2.56 - 107yr
(calculated from Newkirk 1980). As noted before, efjs. (5.12) [and](5.13) are probably not
applicable for stellar agesS 0.7 Gyr. For distances other than 1 Abld) andn(d) have

to be calculated according to Sectm 1.1, chooﬁla,gnaandM such that at 1 AU
bothv andn are consistent with the results from egs. (5.12) and [5.13).

The time variation ob andn at a distance of 1 AU from the Sun are shown in 5.2.
One can clearly see, that the stellar wind velocity of a young star (1 Gyr after reaching
the main sequence) is about twice as high as the velocity of the present day solar wind (at
4.6 Gyr). Likewise, the density of the stellar wind of a young star is increased by more
than one order of magnitude.

Obviously, for young stellar systems, the stellar wind ram presstitdés therefore
much larger than for a star of the age of our solar system. In the following, three typical
cases will be treated: (a) the stellar wind of a very young star of 0.7 Gyr age, which is the
lowest age for which eqd. (5]12) and (5.13) are valid, (b) the stellar wind of a young star
of 1.0 Gyr age, which corresponds to the estimated ageBiotes (see Table 2.2), and
(c) the stellar wind of a star with the age of the Sun (4.6 Gyr). For these cases, the stellar
wind parameters will be given in Sectipn 5]1.4. The resulting compression of planetary
magnetospheres will be discussed in Sections|5.3.8 and 5.3.4.

5.1.3 Influence of the orbital velocity

For effects concerning the interaction between the stellar wind and a planetary magne-
topause, the relevant quantity is not the stellar wind velocity relative to its star (as used
in the previous sections), but the stellar wind velocity relative to the planet. Especially
for close-in planets the orbital velocity may be of the order of the stellar wind velocity, or
even larger|(Stracke 2004, Fig. 3.7).

For small orbital distances, where this effect becomes important, tidal circularisation
of the planetary orbit sets in (see Secfior] 3.2). For circular orbits, the orbital velggity
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(b) Time dependence of solar wind density.

Figure 5.2: Time evolution of the stellar wind velocity and density at a distantedofaround a
Sun-like star.

is perpendicular to the stellar wind velocityand is given by

MG

e (5.14)

Vorbit = Worbitd =
92



5.1 Stellar winds

where eq.[(3]1) was inserted fogi;. Then the pressure equilibrium is determined by the

effective velocityves defined as:

At the same time, this effect introduces an angle between the apparent flow direction of
the stellar wind and the line connecting the star and the planet.

The difference between andver iS given in Tableg 5]1 and 3.2 for some typical
cases. In Sectidn 5.3.2, the size of the magnetosphere will be calculated with this effective
velocity ve rather than the stellar wind velocity

5.1.4 Resulting stellar wind parameters

In this section, the procedure for the evaluation of the stellar wind parameters for different
configurations is described. Also, some typical values are given.

The procedure (first applied in Grielmeier ef al. 2005b) to obtain the stellar wind ve-
locity vert(d, ¢, M,, R,) and densityu(d, t, M,, R,) at the location of an exoplanet (i.e. at
distancel) for a host star of given agemass\/,, and radiusk, consists of the following:

1. For a prescribed stellar age, the corresponding values da$dtae wind velocity
v(t,1 AU, My, Rs) andsolar wind densityn(¢,1 AU, M., R;) at 1 AU are ob-

tained from egs[(5.12) anf (5]13), respectively. The details of this calculation are
given in Section 5.1/2. From these quantities, the solar massJpss calculated

according to eq[(5.11):
Mo (t) = dmd? n(do)v(do)m, (5.16)
whered, = 1 AU.

2. Eq. (5.11) shows that the stellar mass loss rate (and thus the stellar wind density) are
proportional to the stellar surface. Thus, 8tellar mass loss has to be calculated
from thesolar mass loss obtained in step 1 by

. . R.\?2
M,(t) = My(t) (—*) : (5.17)
Ro
If the mass of the star is given, but its radius is unknown (e.g. for the typical test case
of a star of 0.5 solar masses), then the stellar radius has to be obtained first. In such
a case, the stellar radius is taken to be the Zero-Age Main-Sequence (ZAMS) radius
for a star of solar metallicity, calculated with the equations provided by Tout et al.
(1996). In the case of K and M stars, where the temporal evolution of the stellar
radius is negligible for stellar ages of the orderloGyr (Chabrier and Baraffe
1997, Figure 7), the ZAMS radius of the star yields an excellent estimation for its
true radius. In the case of G stars, observed radii of planetary host stars will be
taken instead. OncA, is known, M, (t) is calculated with eq[ (5.17).

3. Rather than assume a stellar wind velocitindependent of/, and a stellar wind
densityn that quadratically decreases with distance (i{@) « d—2), as was done

93
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planet around a G star 4.6 Gyr 1.0 Gyr 0.7 Gyr
v(t) (velocity at0.05 AU) [km/s] 164 421 509
vert(t) (effective velocity at).05 AU) [km/s] 212 442 526
n(t) (density a).05 AU) [m—3] 6.82-10° | 4.65 - 1019 | 7.43 - 1019
v(t) (velocity at0.2 AU) [km/s] 303 607 709
vert(t) (effective velocity at).2 AU) [km/s] 310 611 712
n(t) (density a.2 AU) [m~3] 2.31-10% | 2.02-10° | 3.34-10°
v(t) (velocity at1.0 AU) [km/s] 425 776 891
ver(t) (effective velocity atl.0 AU) [km/s] 426 777 892
n(t) (density atl.0 AU) [m~3] 6.59 - 10° | 6.31-107 | 1.06 - 108
Teorona(COrona temperature) [MK] 0.81 2.09 2.61

Table 5.1: Stellar wind parameters for distance8.0% AU, 0.2 AU and1.0 AU around a Sun-like
G type star {1, = Mg, and radiusR, = Rp).

before (e.g. Grielmeier et/al. 2004, 2005a), a Parker-like stellar wind model is used
to findn(d) andv(d) as a function of the distance to the star. As described in Section
5.1.1.1, the corona temperatfg,onais adjusted until the stellar wind velodit

1 AU corresponds to the value which was obtained in step 1. With this value of
Torona v €an be determined for any value®by solving eq.[(5.]1). Thus;(d, t) is
obtained.

4. The densityn(d, t) is then obtained by dividing the stellar mass 184¢) obtained
in step 2 bydrd? v(d)m, wherev(d, t) was obtained in step 3.

5. Finally, the stellar wind velocity(d, t) (obtained in step 3) is replaced by the ef-
fective velocityver given by eq.[(5.1]5), as described in Secfion 5.1.3.

Unfortunately, there is no closed analytical form for the resulting functiga$ and
v(d). Tabled5.]L anfl 5.2 give the stellar wind parameters resulting from this procedure
for a few typical cases. Two different stellar types are considered: [Talle 5.1 shows stellar
wind parameters typical for a Sun-like G star with mags= M., and radiusk, = R.
Results for a smaller K/M type star of maés. = 0.5 M, and radiusk, = 0.46 R, are
given in Tabl¢ 5.p. Note that for the G star, some change in stellar radius is expected dur-
ing the stellar evolutionl (Guinan and Ribas 2002, Figure 1). This effect was neglected in
the calculations. For the K/M star, the temporal evolution of the stellar radius is negligible
for stellar ages of the order of 1 Gyr (Chabrier and Bajiaffe 1997, Figure 7).

In Table§ 5.]1 and 512, one can see that in this model, the increased stellar wind velo-
city of young stars is reflected by an elevated corona temperaug. The difference

3 Note that eq.l) has more than one solution, of which only one is physically meaningful. At this
point, care must be taken to ensure the correct solution is found, i.e. the solution inugdijée monoton-
ically increasing.
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planet around a K/M star 4.6 Gyr | 1.0 Gyr 0.7 Gyr
v(t) (velocity at0.05 AU) [km/s] 206 472 562
veit(t) (effective velocity at).05 AU) [km/s] 226 481 569
n(t) (density a).05 AU) [m—3] 1.15-10° | 8.74-10° | 1.42- 100
v(t) (velocity at0.2 AU) [km/s] 321 630 732
vert(t) (effective velocity at).2 AU) [km/s] 325 631 733
n(t) (density a).2 AU) [m—3] 4.58 -107 | 4.09-10% | 6.80- 108
v(t) (velocity at1.0 AU) [km/s] 425 776 891
vert(t) (effective velocity atl.0 AU) [km/s] 425 77 892
n(t) (density atl.0 AU) [m—3] 1.39-10°% | 1.33-107 | 2.23-107
Teorona(COrona temperature) [MK] 0.69 1.84 2.31

Table 5.2: Stellar wind parameters for distance8.65 AU, 0.2 AU and1.0 AU around a star of
massM, = 0.5 M and radiusRk, = 0.46 R,.

betweerv andue Is important for the smallest distance (0.05 AU), but is less significant
for larger orbital distances. Because of its smaller surface area, the stellar wind density
iIs much smaller for the K than for the G star, whereas the stellar wind velodibges not
strongly depend on the stellar type.

5.2 Stellar coronal mass ejections

Recently, stellar coronal mass ejections similar to solar coronal mass ejections (CMES)
were suggested to have a strong influence on close-in extrasolar planets. Two different
effects are currently being discussed: (a) the possible increase of atmospheric loss caused
by CMEs (Khodachenko et al. 2006), and (b) the enhancement of planetary radio emission
from Hot Jupiters| (GrielBmeier etlal. 2006b).

This section provides the parameters necessary to discuss the effect of a stellar CME
on an exoplanetary magnetosphere, and extends the discussion of Segtion 5.1, which deals
with average stellar wind conditions. Parameters typical for CMEs, i.e. enhanced parti-
cle velocity and density, will be presented in Secfion $.2.1. In Seftion|5.2.2 the rate of
occurrence of CME collisions will be estimated for close-in exoplanets, showing that fre-
quent CME-planet collisions have to be expected. Finally, in Section 5.2.3 the parameters
(velocity and density) for a CME situation are compared to the stellar wind parameters
obtained in Section 5.1.4.

5.2.1 Density, velocity and temperature

In this section, typical properties for coronal mass ejections are presented. Not all CMEs
have the same properties. Combining a large set of observations, Khodachenko et al.
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5 Formation of magnetospheres by stellar winds

(2006) derive the dependence of etneerageCME densityncve and of theaverageCME
velocity vcume on the substellar distancke

The current knowledge on CMEs was obtained by studying the Sun. Different obser-
vational data on CMEs are available for two distinct spatial domains: (a) the near-Sun
region (withd < 0.14 AU), where remote observations were obtained by coronagraphs
(i.e. the Large Angle and Spectrometric Coronagraph LASCO on board of ESAs Solar
and Heliospheric Observatory SoHO), and (b) a region further out @vith 0.3 AU),
where data were obtained by in-situ observations from various spacecraft (e.g. Helios).
With a large database of observations, statistical studies of solar CMEs have been made
possible. Connecting the results of remote estimations of the CME parameters near the
Sun with those measured in-situ at larger distarices, Khodachenkb|et al. (2006) give two
interpolated limiting cases, denotedwsakandstrong CMEs, respectively. These two
classes have a different dependence of the (average) density on the distance todhe Sun
In the following, these quantities will be labelle,,-(d) andng:(d), respectively.

For weak CMEs, the density},,=(d) behaves as

neme(d) = néveo (d/d0>—2.31 (5.18)

where the density af, = 1 AU is given byngye o = néye(d = do) = 4.88 - 10° m=2,
For strong CMESs, Khodachenko et al. (2006) find

neve(d) = neveo (d/d0>_2_99 (5.19)
with ngye o = ngue(d = do) = 7.1-10° m=3, andd, = 1 AU.
As far as the CME velocity is concerned, one has to note that individual CMEs have

very different velocities. However, theverageCME velocity v is approximately inde-
pendent of the subsolar distance, and is similar for both types of CMEs:

VEME = Vome = Veme = 5.26 - 10° m/s (5.20)

Similarly to sectionj 5.1]3, the CME velocity given by €g. (5.20) has to be corrected for
the orbital motion of the planet:

MG
Veff, CME = 7 + 02 (5.21)

In addition to the density and the velocity, the temperature of the plasma in a coronal
mass ejection will be required in later sections. According to Khodachenko et all (2006),
the front region of a CME consists of hot, coronal material£ 2 MK). This region
may either be followed by relatively cool prominence materiak¢ 8000 K), or by hot
flare material T ~ 10 MK). In the following, the temperature of the leading region of the
CME will be used, i.eTcpye = 2 MK.

The values obtained using eff. (5.19) and (b.20) for the plasma density and velocity
during a CME and the values for the case of a steady state stellar wind are compared in
Sectior 5.2.B.
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5.2 Stellar coronal mass ejections

5.2.2 Occurrence rate

In the solar system, impacts of CMEs on a planet occur only very rarely. For close-in
extrasolar planets, however, Khodachenko ét al. (2006) find that CME-planet collisions
can be expected to happen much more frequently. In some cases, planets may even be
under the continuous influence of CMEs.

The argumentation is as follows (Khodachenko et al. 2006): A CME of angular size
Acwe IS assumed to propagate strictly radially from its star. The range of latitudes where
CMEs occur is restriced th© around the equatorial plane of the star. Then, the frequency
Jimpact at which CMEs impact on a planet of an angular sigean be estimated to be
(Khodachenko et dl. 2006):

(Acme + dp) sin (—ACM2E+5P>
fimpact = o sin © fCMEa (5-22)

where fcyve Is the frequency with which CMEs are ejected by the star, and the coefficient
in front of fcue describes the probability for an ejected CME to collide with the planet.

A planet can be assumed to be under the permanent influence of CMEs when the time
between two successive CMEs is shorter than the duration of a GMf, In other
words, the CME impact rate has to exceed a critical level given by

1
fimpact > . (5.23)
TCME
From egs.[(5.22) andl (5.23), one can estimate the critical CME productiofigate
If the stellar CME production rate exceed§,c, then the discrete character of CME-
planet encounters is replaced by a continuous influence:

27 sin ©
(Acwme + 6p) sin <m> TCME

féME = (5.24)

To obtain an estimation for the value fff,,c, extrasolar CMEs are assumed to be sim-
ilar to solar CMEs, i.e% < Acme < %’r and7rcyve =~ 8 hours (obtained from brightness
measurements at heliocentric distances of 6-10 solar radii, see Lara et al. 2004). Further-
more, the angular size of the planet is neglectgd-+ 0), and CMEs are assumed to be
isotropically distributed on the stellar surf@c(é) = 3). Thus, for a CME production rate
exceedingf&,e with
10day ! < f&e < 36 day* (5.25)

one obtains continuous action of CMEs. Note that these values for the critical CME
production rate are not much higher than the CME production rate of the present-day
Sun at its activity maximumfeue ~ 6...8 day!). For this reason, the assumption of a
permanent influence of stellar CMEs on a close-in planet appears to be realistic.

The numbers given so far strongly differ from the number of CMEs recorded at the
Earth’s orbit at 1 AU. The reason for this apparent discrepancy is the fact that only a small
fraction of the CMEs reach such large orbital distances. Many solar CMEs could not be

4 For the Sun, most CMEs originate in the region around the equator giveénbyr/3 (Khodachenko
et al| 2006). However, the larger value@fis chosen to obtain an upper limit fgg,,z.
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5 Formation of magnetospheres by stellar winds

tracked by the LASCO instrument on board of SoHO beyond orbital distances)df5

AU (Khodachenko et al. 2006). Only about 20% (possibly even less) of all CMEs are
strong enough to reach orbital distances of 1 AU and more. Thus, for planets at larger
orbital distances, the critical CME production rate given by|eg. {5.24) has to be corrected
by a distance-dependent factor. However, for close-in extrasolar planets (de<forl

AU), all CMEs have to be taken into account, thus strongly increasing the number of CME
collisions when compared to the planets of the solar system. Also, note that stars which
are different from the Sun (especially younger stars) may exhibit a stronger CME activity
than the Sun does.

For close-in planets around stars where the CME occurrence rate exceeds the critical
value (i.e.focme > fEue), the planet can be considered to be under continuous influence of
CMEs. In this case the speed and density of the stellar wind around the planet have to be
replaced by the CME speed and density. This is based on the assumption that the duration
of each CME is long enough, so that its action on a planet can be regarded as the action
of a stellar wind which has the density and velocity of the CME. The typical duration of a
CME is several hours, and the typical reaction time of the magnetosphere is of the order
of several minutes. For this reason, this assumption appears to be reasonablgy@and
anducme obtained in Sectiop 5.7.1 can be used analogous to the stellar wind parameters
n andv.

5.2.3 Comparison to stellar wind parameters

In this section, the parameter§,,: andvucve obtained in Section 5.2.1 for strong coronal
mass ejections are compared to the corresponding stellar wind vadunek), which were
derived in Section 5.11.4.

In Fig.[5.3, the distance-dependent parametggg andng,e for strong CMEs are
compared to the typical solar wind parameters obtained by the Parker model (already pre-
sented in Figurg 5|1 of Sectipn 5.1]1.1). One can see that close-in planets are subject to
considerably faster and denser plasma environments during a strong coronal mass ejec-
tion than during quiet times. The effective plasma velocity is increased by a factor of
approximately two to three, while the density differs by almost one order of magnitude
for close-in planets.

Similarly to Table[5.]L, Tablg 5.3 compares the velocities and densities for different
substellar distances. Again, it becomes obvious that strong CMEs present a parameter
regime totally different from the steady stellar wind. For stars with frequent CMEs, this
dense and fast environment completely replaces the stellar wind (see $ectipn 5.2.2). The
resulting compression of the planetary magnetosphere is discussed in §ectipon 5.3.2.

5.3 Planetary magnetospheres

The magnetosphere of a planet results from the interaction of the stellar wind with the

planetary magnetic field. This section describes the magnetospheric model used within
this work. The shape of the model magnetosphere as well as its magnetic field are de-
scribed in Section 5.3.1. The size of the magnetosphere is determined by the pressure
equilibrium at the magnetopause (the boundary layer separating the magnetosphere from
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Figure 5.3: Velocityveme and densityng,,e of a strong coronal mass ejection (dotted lines) as
compared to the solar wind velocityand density: (solid lines, taken from Sectign 5.1.1..1).

the stellar wind plasma) in Sectipn 5.3.2. In Secfion $.3.3 and|5.3.4, the sizes of sample
magnetospheres are calculated for gas giants and for terrestrial exoplanets, respectively.
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planet around a G star stellar wind | stellar CME
v(t) (velocity at0.05 AU) [km/s] 164 526
ver(t) (effective velocity at).05 AU) [km/s] 212 543
n(t) (density a).05 AU) [m—3] 6.82 - 10° 5.5-101°
v(t) (velocity at0.2 AU) [km/s] 303 526
vert(t) (effective velocity at).2 AU) [km/s] 310 530
n(t) (density an).2 AU) [m 3] 2.31-10% 8.7-10%
v(t) (velocity at1.0 AU) [km/s] 425 526
ver(t) (effective velocity atl.0 AU) [km/s] 426 527
n(t) (density atl.0 AU) [m—3] 6.59 - 10° 7.1-10°
T (plasma temperature) [MK] 0.81 2.0

Table 5.3: Parameters typical for a strong stellar CME at distances of 0.05 AU, 0.2 AU and 1.0
AU around a Sun-like G type stat, = 1.0 My, radiusR, = 1.0 Ry, and age, = 4.6 Gyr),
compared to quiet stellar wind parameters.

5.3.1 Magnetospheric model

Since the magnetospheric topology of exoplanets is unknown, one has to use magneto-
spheric models to estimate the size and shape of the magnetosphere of such a planet. The
magnetospheric model employed in this work relies on the potential field model which
was developed by Voigt (1981) and extended by Stadelmann (2005a). Its first application
to extrasolar planets was described| by GrielBmeier jet al. (2005b). This section gives a
brief summary of the most important properties of this model.

In the magnetospheric model/of Stadelmeann (2005a), the shape of the magnetosphere
is not self-consistent, but given by a semi-infinite cylinder on the nightside and a hemi-
sphere on the dayside. Such a magnetosphere is schematically shown[in|Fig. 5.4. Both
the cylinder and the hemisphere have the same raétiyswhich will be determined in
Sectior] 5.3.2. The planet is not located exactly at the boundary between the cylinder and
the hemisphere, but is shifted into the hemisphere. Thus, its distance to the magnetopause
(the standoff distanc&s) is smaller than the radiuBy, of the hemisphereRs < Ry.
According to observations and modelg, ~ 0.5 Ry for Jupiter (e.g. Joy et &l. 2002). As
a first-order approximation, self-similarity is satisfied (Vogt and Glassineier 2001, Glass-
meier et al. 2004), so that this ratio will be assumed for all planets:

Rs = @ (5.26)
2
The coordinate axes are chosen as follows: the orbital plane of the planetis-{blane,
where the star and the planet are aligned onrthgis. The origin of the coordinate system
is centred on the plane connecting the cylinder and the hemisphere. This corresponds to
the M-coordinate system pf Stadelmahn (2005a, Figure 3.1).
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Z

Figure 5.4: Geometry of the magnetospheric model (schematic view).

The magnetospheric magnetic field of the planet is the result of a superposition of
an internal and an external part. The internal part of the magnetic field is generated by
magnetohydromagnetic processes in the planetary core. As described in ections 3.3 and
[, it will be assumed that the internal contribution to the magnetic field can be described
by a zonal dipole moment centred within the planet. This dipole is oriented parallel to the
xz-axis. In the case of the Earth, the external magnetic field is caused by current systems,
mainly consisting of the equatorial ring current, the tail currents and the magnetopause
currents, i.e. the Chapman-Ferraro currents (Jordan| 1994). Many models with different
advantages and disadvantages have been developed to describe the resulting planetary
magnetic field configuration. A model using a potential field ansatz for the description of
the external magnetic field was developed by Voigt (1981) and later extended by |Stadel-
mann [(2005a). The advantage of this model is that it can easily be adopted to study the
magnetic field geometry of planets differing in magnetic moment and magnetic topology,
which is necessary for the purpose of this work.

Within this magnetic field model, most of the external magnetic field contributions
can be considered: In the far field the magnetic field of the ring current can be mod-
elled like a dipole field|[(Stern 1985). Thus, no additional term for this field contribution
is required. The magnetic fiel®; generated by the tail currents can be modelled by
stretching the magnetic field lines into the deep tail. Since the tail currents have no effect
on the dayside part of the magnetosphere and have only little influence on the trajecto-
ries of high energetic particles (Stadelmann 2005a, Figure 5.12), the contributiBp of
is neglected in this work. Additional field contributions are generated by currents on
the magnetopause. For this work, the magnetospheric current system is reduced to the
Chapman-Ferraro currents. The magnetic figld caused by the Chapman-Ferraro cur-
rents shields the planetary magnetic field against the interplanetary magnetigfigld
Thus, the total magnetic field is constructed by superposing the internalBjg&hd the
field of the magnetopause curren;:

B= B,+ By (5.27)

In the following, a closed magnetosphere is assumed, so that field lines are not allowed
to pass through the magnetopause. In mathematical terms, this means that the normal
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5 Formation of magnetospheres by stellar winds

component of the total magnetic field has to vanish on the magnetopause.

The model magnetosphere is taken to be static, so that all time-derivatives vanish.
With V x B = 0 inside the magnetosphere, the magnetic fiBldan be derived from a
scalar potentiak:

B = —uoVu. (5.28)

Together with Maxwell’s equatioR - B = 0, this results in the Laplace equation for the
scalar potential
Au = 0. (5.29)

To determine the potential and then, using ed. (5.28), the magnetic fiédwithin the
magnetopause, equation (5.29) has to be solved under the following boundary conditions:

1. As described above, the normal component of the total magnetic field has to vanish
on the magnetopause:

A-B= 0. (5.30)

=8
=8
Il

: Ep + ' ch
2. Furthermore, the magnetic field has to vanish at infinity, i.e. at the open end of the

cylinder.
B(z — o0) = 0. (5.31)

3. Finally, continuity of the potential is required at the connecting plane between the
hemisphere and the cylinder.

Uhemispheréfpa Y,z = O) = ucylinder(xa Y,z = 0)- (5-32)

The solution of the Laplace equation (5.29) under the given boundary conditions
(5.30), [5.31) and (5.32) is obtained as follows: The internal magnetic field is described
by a zonal magnetic dipole, which is taken from Secfion 4.4 or Seftign 4.6 (depending
on the type of the planet). The normal component of this internal magnetic figld
calculated for the magnetopause in the hemisphere. In order to satisfy the first boundary
condition eq.[(5.30), the additional magnetic fighy; is constructed such that the normal
component of the total magnetic fiel@ = B, + B vanishes on the magnetopause.
Since currents outside the magnetopause are not considered, th&fiajdnerated by
the Chapman-Ferraro currents can be derived from a scalar potential using spherical har-
monics. For the total magnetic fiel@ in the cylinder, a potential field ansatz using Bessel
functions is made such that the boundary conditiong eq.|(5.30) ar|d eq. (5.31) are fulfilled.
The coefficients of the Bessel functions are determined by satisfying the last boundary
condition, eq.[(5.32). The interested reader is referred to Stadelrmann (2005a) for more
details. An example for the resulting magnetic field configuration is shown in Higdre 5.5.

5.3.2 Pressure equilibrium

With the shape of the magnetopause described in Section 5.3.1, only its size remains to
be determined. For this purpose, the size of the magnetosphere is assumed to be con-
stant on large timescales (i.e. Myr). In reality, short-term fluctuations of the stellar wind
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Figure 5.5: Magnetospheric magnetic field for a tidally locked extrasolar planet.

parameters (velocity and density) will lead to rapid changes in the size of the magneto-
sphere. Here, however, average stellar wind conditions are used, so that the average size
of a magnetosphere is calculated.

The magnetosphere of a planet results from the interaction of the stellar wind with
the planetary magnetic field. The size of the magnetopause is determined by the pres-
sure equilibrium between the pressure exerted by the stellar wind and the magnetic field
pressure on the magnetopause (to which both the planetary magnetic field and the field
generated by Chapman-Ferraro currents contribute). More precisely, the standoff dis-
tanceRs, i.e. the planetocentric distance of the magnetopause along the line connecting
the planet and the star is defined as the point along the directiog;pivhere a pressure
equilibrium is satisfied. The following contributions to the pressure balance have to be
carefully analysed:

¢ the stellar wind ram pressugg,, (i.e. the pressure introduced by the bulk velocity
of the stellar wind particles).

¢ the magnetic field pressugg,; caused by the interplanetary magnetic field origi-
nating from the star.

e the thermal plasma pressure in the stellar wipd

¢ the magnetic field pressurg, caused by the planetary magnetic field, including
both the planetary dipole field and the magnetic field generated by the Chapman-
Ferraro currents.

e the thermal pressure of the magnetospheric plasma

103



5 Formation of magnetospheres by stellar winds

Thus, the full pressure balance is given by

Psw + Pimt + Pth = Pm + DPth,m- (5.33)

In the following, each contribution to ed. (5]33) will be briefly discussed in a separate
section. Then, the overall pressure balance is given in S¢ction 5.3.2.6.

5.3.2.1 Stellar wind kinetic pressure

The stellar wind ram pressure (also called “dynamic pressure” or “kinetic pressure”) can
be expressed as
Psw = mnv?, (5.34)

wherem denotes the mass of the stellar wind protonss their number density, andis

their velocity. To be exact, at the magnetopause the velocity normal to the magnetopause
is zero, and the pressure equilibrium is maintained by magnetic and thermal contributions.

However, this pressure is approximately identical to the stellar wind ram pressure further

upstream| (Walker and Russell 1995, Prolss 2001).

The stellar wind quantities andv were already discussed in Sectjon|5.1. For stellar
coronal mass ejections,cve and veve can be used analogously, see Secfioh 5.2. To
correctly take into account the relative velocity between the planetary magnetosphere and
the stellar wind plasma; has to be replaced by in eq. [5.3#). Thusys, is given by

Psw = MNUg;. (5.35)

In the solar system, the location of the magnetopause is controlled by the dynamic
pressure of the solar wind. For the Earth, the contributiong.gfand py, to the total
external pressure are negligible (Walker and Russell /1995, Baumjohann and Treumann
1999). For close-in planets, however, these additional pressure contributions are relevant
and have to be evaluated. This will be done in the following sections.

5.3.2.2 Stellar wind magnetic pressure

At 1 AU, the average field strength of the interplanetary magnetic fielgljs~ 3.5nT
(Mariani and Neubaugr 1990, Prdlss 2001). The corresponding magnetic pressure is two
orders of magnitude smaller than the kinetic pressure of the stellar protons. Thus, for
Earth, the contribution of the interplanetary magnetic field is not the dominating effect,
andpims can be neglected in the pressure equilibriim (5.33).

The same is not necessarily true for smaller substellar distahc&scording to the
Parker stellar wind model (ParKer 1958), the radial component of the interplanetary mag-
netic field decreases as

Bt (d) = Bro (i)_ | (5.36)
do

This was later confirmed by Helios measurements. One fihds~ 2.6 nT andd, = 1
AU (Mariani and Neubauer 1990, Prd|ss 2001). At the same time, the azimuthal compo-
nentBiyt,, behaves as

d -1
Bimt (d) = By (d—0> : (5.37)
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with B, o ~ 2.4 nT (Mariani and Neubauger 1990, Prdlss 2001). Also, the average value of
Bims ¢ Vanishes Bins ¢ ~ 0), so that for small distancesthe quantityB2 /210, which is
usually associated with the magnetic pressure, varié®as2., oc d—*. Comparing this

to the stellar wind ram pressure, which roughly scalessasx d—2, the stellar magnetic
pressure appears to be dominating for locations closer than a certain critical distance. This
critical distance is located at approximately 0.1 AU (Striacke 2004, Figure 3.9).

However, one has to take into account the orientation of the interplanetary magnetic
field. Obviously, withBin,(d) and Bins-(d) given by eqgs.[(5.36) andl (5]37), the angle
between the stellar wind flow and the interplanetary magnetic fielsl,; is a function
of substellar distance. At small orbital distancBg , < Bims,» SO thatv and B, are
approximately parallel. The angjebetweenB,,; and the radial direction is given by

y(d) = arctan [%} . (5.38)

Thus, ford = 0.2 AU, x ~ 10°, and ford = 0.05 AU, x ~ 3°. In other words,v and
B¢ are approximately parallel for close-in planets.

Petrinec and Russgll (1997) describe the position of the magnetopause for specific
orientations of the upstream interplanetary magnetic field.#gy || v, they find that the
substellar standoff distance is not influenced by the magnetic field. For the general case,
where the interplanetary magnetic field and the stellar wind flow are neither parallel nor
perpendicular, no analytical solution is presently known. Because for close-in exoplanets
v and B, are approximately parallel, one finds

Pimt = 0. (5.39)

The strong radial component of the interplanetary magnetic field poses a problem for
the magnetospheric model presented in Se¢tion]5.3.1. In fact,Byith > Bin, the
approximations on which this model relies are no longer satisfied (Moigt 1979| 1995) and
the closed magnetosphere will be opened by magnetic reconnection (i.e. the merging of
magnetic field lines) at the substellar point. There is no analytical model which describes
such a situation satisfactorily, so that the only way seems to be to resort to MHD simu-
lations. First MHD simulations of close-in exomagnetospheres were recently performed,
and indeed exhibit a modified magnetospheric topology because of magnetic reconnec-
tion (Ip et alll 2004, Zuchowski 2005, Preusse 2006). The current work aims at providing
simple analytical estimations. Preusse (2006, Section 5.3.2) shows that the location of
the magnetopause found by MHD simulations deviates from that derived using a pressure
balance (as done in the present work). This is especially true for orbital distances below
0.04 AU, where the error inks may exceed one planetary radius. Keeping this limitation
in mind, the results given in this work should be regarded as a first order approximation.

5.3.2.3 Stellar wind thermal pressure

Another contribution to the total external pressure is given by the stellar wind thermal
pressure. The pressure of the stellar wind ions can be written as:

DPth,ion = nkgT, (5.40)
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5 Formation of magnetospheres by stellar winds

wherekg is Boltzmann’s constant, andand? are the stellar wind density and tempera-

ture at the location of the planet, respectively. Because of the quasineutrality of the stellar
wind plasma, and assuming that protons and electrons have the same temperature, the
total thermal pressure is given by:

pth = 2nkgT. (5.41)

In the solar system, this contribution is negligible. For close-in planets, however, the
stellar wind velocity is much lower, see Sectjon|5.1, which reduces the relative contribu-
tion of the kinetic pressurg,,,. Moreover, for large distances the stellar wind temperature
iIs much smaller than the corona temperature (Marsch|1991). Stracke (2004, Figure 3.9)
shows thapy, exceeds the contribution of the dynamic pressugefor orbital distances
< 0.04 AU.

For the calculation opy, the stellar wind density(d) is taken from SectioES].l. In
the isothermal Parker stellar wind model used here, the plasma tempérasuctenstant
and identical to the stellar corona temperature, which is also obtained in Section 5.1. For
a planet under the influence of CMEs, batke andZ¢yve are taken from Sectidn 5.2.

5.3.2.4 Planetary magnetic pressure

The magnetic pressure of the magnetic field parallel to the surface of the magnetopause
is given by

BQ

240
where B is the total magnetic field at the magnetopause. According to[ eq] (5.27) in
Section 5.3]1,B is obtained as a superposition of the planetary magnetic field with an
external magnetic field driven by the magnetopause currédits: B, + B.

As described in Sections 3.3 4, it is assumed that the internal contribution to the
magnetic fieldB,, can be described by a zonal magnetic dipole momértentred within
the planet. The value oM will be taken from Sectioh 4|4 or Sectipn 4.6 (depending on
the type of planet). Then, the absolute value3gfat the substellar point of the magne-
topause is given by:

DPm (5.42)

o M
P I R (5.43)
Here, R is the standoff distance (i.e. the distance of the magnetopause to the planetary
centre along the direction af).

As described in Section 5.3.1, the magnetopause currents are present only on the
boundary, so that their magnetic field can be deduced from a scalar potential. This po-
tential meets the boundary condition that the normal component of the magnetospheric
magnetic field vanishes at the magnetopause. For a spherical magnetopause this potential
can be described by spherical harmonics. At the substellar point the expression for the
magnetic field is similar to the planetary magnetic field of €q. (5.43), so that the total
magnetic field can be written as

By+ By =:2fy B, (5.44)
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The form factorf, introduced in eq.[(5.44) ig, = 1.5 for a spherical magnetosphere
(Voigt/[1995). For a more realistic magnetopause shape, a fécter 1.16 is given by
Voigt| (1995). This value will be used in the following. Inserting efs. (5.43), {5.27) and
(5.44) into eq.[(5.42), one finds for the magnetic pressure of the magnetopause:

. 2f023|c2> _ Mong2
Pm Mo 87T2R2 )

(5.45)

5.3.2.5 Planetary plasma thermal pressure

For the magnetised planets of the solar system (with the only exception of Jupiter), the

plasma pressure inside the magnetosphgrgis less than the magnetic presspreof

the planetary magnetic field (Walker and Russell 1995). While the same can be expected
for extrasolar terrestrial planets, the question remains whether this still holds for close-in

giant planets.

For the Hot Jupiter HD 209458b, an expanded upper atmosphere with a size of up to
three planetary radii was both observed (Vidal-Madjar ét al. 2003,/2004) and predicted
from theory (Lammer et al. 2003). Besides the strong stellar XUV flux, which heats the
upper atmosphere and leads to hydrodynamic conditions (Lammel et al. 2003), the small
size of the magnetosphere allows for an increased loss through ion pick-up (Grieldmeier
et all| 2004, Erkaev et &l. 2005). Also, for extremely small orbital distances, the planet-
ary Roche lobe (the zone dominated by the planetary rather than the stellar gravitation)
becomes comparable in size to the expanded planetary atmosphere. This leads to geomet-
rical blow-off rather than hydrodynamical blow-off (Lecavelier des Etangs et al.| 2004,
Jaritz et all 2005), which is likely to reduce the total mass loss (JaritZ| et al. 2005).

With a mass flux of more that0” kg/s from the planet, a contribution of the mag-
netospheric plasma to the total pressure balance](5.33) cannot be definitely excluded.
However, the atmospheric loss is dominated by neutral hydrogen, which does not directly
contribute to the plasma pressure. The ionic contribution is at least one order of magni-
tude below the loss rate of neutral hydrogen (Erkaev gt al.|2005). For this reasen,
will be neglected in the pressure balance:

DPthm ~ 0. (5.46)

5.3.2.6 Pressure balance

With egs. [(5-3p)[(5.39)[ (541, (5145) and (3.46), the pressure equilibfiunj (5.33) can be

rewritten as: )t
MOfoM

8RS

For a given planetary orbital distanéeonly the magnetospheric magnetic pressure is

a function of the distance to the planet, while the other factors are constant. Thus, from
the pressure equilibrium eq. (5]47) the standoff distaigis found to be

mnugg + 2nkeT = (5.47)

pofgM? ]V

R =
* 872 (mnvZs 4+ 2nksT)

(5.48)
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Note that in a few cases, especially for planets with very weak magnetic moments and/or
subject to dense and fast stellar winds of young stars| eq] (5.48) yields standoff distances
Rs < Rp. In those casesis is set equal taR,, because the magnetosphere cannot be
compressed to sizes smaller than the planetary radius.

Usually, for solar system problems, only equatigns (5.35) and](5.45) are inserted into
the pressure equilibrium of eq. (5/33), and all other contributions are neglected. In ad-
dition, v is taken to be independent of orbital distance, so that d~2. Thus, the well
known, simplified scaling for the planetocentric magnetopause distance is obtained:

Rs ox MY3d/3, (5.49)

5.3.3 Size of the magnetosphere of gas giants

In this section, the sizes of the magnetospheres of Hot Jupiters are estimated for different
stellar system ages. This expands and updates the treatment of Griel3meiér et al. (2004).

Of the variables appearing in e@l. (5.48),v andT are taken to be functions of the
stellar age (see Sectipn p.1), while all other parameters are kept constant. The stellar
parameters (mass and radius) and the orbital distance of the planet which are required for
the calculation of the stellar wind are taken from Tablé 2.2, whereas the magnetic moment
M is taken from Section 4,.4. The standoff distance during a CME encounter is computed
with the numbers fonge, veme andZcme given in Sectio@Z.

Table[5.4 summarises and compares the standoff distances resulting from €q. (5.47).
Instead of using the true age of the planetary system (which is not always known, see Table
[2.9), results for three different stellar ages are compared, namely 4.6 Gyr, 1.0 Gyr, and 0.7
Gyr. The corresponding standoff distances are labligt] RL° and R27, respectively.

The standoff distance arising from a planet-CME interaction is denotét¥y. Because
the CME model of Sectign 5.2 was constructed for close-in orbital distances, it cannot be
applied to Jupiter.

From Tablg 5.4, the following statements can be obtained:

e The size of the magnetosphere predicted for Jupiter is much smaller than the value
obtained from measurements, which, depending on the solar wind conditions, lies
in the rangelzs = 45 ... 100 R, (Lanzerotti and Krimigis 1985, Russell and Walker
1995). This apparent discrepancy is caused by Jupiter’s satellite 1o, which con-
tinuously injects material into the Jovian magnetosphere. Together with the rapid
rotation of the planet, this leads to a considerable deviation from the simple pressure
balance used here.

e The dense and fast stellar winds of young stars lead to a considerable compression
of the planetary magnetospheres.

e For weakly magnetised planets (like HD 209458b, if the lower limit of the magnetic
moment estimation is used), the standoff distance can be compressed down to the
planetary surface. In this case, a totally different type of interaction will occur.

e For all planets in this list (except far Bootes), young stellar winds compress the
magnetosphere down to levels §f3 Ry, which is the size of the expanded upper
atmosphere of HD 209458b, see Secfion 5.8.2.5. For HD 209458b, this is even the
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Planet Rg° [Ry] Rg° [Ry] Ry [Ry] RSVE[Ry]

Jupiter 40.1 22.7 19.9 -

HD 209458b 1.67...263 | 1.0...1.54 | 1.0...1.35 1.0...1.46
OGLE-TR-10b 2.31...348 1 1.36...2.05 | 1.19...1.79 || 1.20...1.81
OGLE-TR-56b 3.52...4.11 | 2.39...2.79 | 2.12...247 || 1.97...2.30
OGLE-TR-111b 3.41...5.2511.95...3.01 | 1.71...2.63 || 1.68...2.59

OGLE-TR-113b 4.76...5.78 1 2.99...3.63 | 2.63...3.19 || 2.19...2.65
OGLE-TR-132b 3.68...4.59 | 2.38...2.97 | 2.10...2.62 || 2.25...2.81
TrES-1b 4.01...5.66 | 2.35...3.32 | 2.06...2.90 || 1.93...2.73
T Bootes b (light) 5.02...6.79 | 3.00...4.05 | 2.63...3.55 || 3.11...4.20
7 Bootes b (medium)| 4.85...6.29 | 2.89...3.75 | 2.53...3.29 || 3.00...3.89
7 Bootes b (heavy) || 5.42...7.06 | 3.23...4.21 | 2.83...3.69 || 3.35...4.37

Table 5.4: Magnetospheric standoff distances for different Hot Jupiters (Jupiter is shown for com-
parison), given in planetary radii. Second to fourth column: Standoff distances for Hot Jupiters
subject to stellar winds of stars with different ages (Gyr, 1.0 Gyr, 0.7 Gyr). Fifth column:
Standoff distance®SME for Hot Jupiters subject to stellar coronal mass ejections. Note that the
CME model of Sectiofi 5]2 is not applicable for large orbital distances (e.g. for Jupiter).

case for a stellar age of 7.0 Gyr (see Figuré 5.7 below), which corresponds to the
upper limit for the estimated stellar age (Mazeh €t al. 2000, Cody and Sasselov
2002). This results in an increased atmospheric mass loss through ion pick-up
(GrieBmeier et gl. 2004, Erkaev et|al. 2005).

e For magnetospheres under the influence of CMEs, the reduction of the standoff dis-
tance is comparable to the case of the stellar wind of a youngtstar (.0 Gyr).
Because frequent CME collisions are expected at small orbital distances (see Sec-
tion[5.2.2), it is possible thakSVE effectively replaces?i®, the standoff distance
for the interaction with a solar-like stellar wind.

The dependence of the standoff distance on the solar system age is also shown in
Figure5.6 for the planet Jupiter. Because of the large orbital radius, the standoff distance
is much larger than the planet itself, even for the much stronger stellar wind emanating
from the young Sun.

Similarly to Figurg 5.5, Figurds 5.7 ahd b.8 give the standoff distdh@es a function
of the stellar system agefor the two extreme cases of Table]5.4, namely the planets HD
209458b and- Bootes b (using the heavy model for the latter, see Seftion| 2.6.2). The
area between the minimum and maximum value Rgris shaded in grey. The dotted
line represents the location of the planetary surfdoéR,). The additional dotted line
in Fig.[5.7 represents the size of the observed atmosphere of HD 209388k, (see
Section 5.3.2]5). For standoff distances smaller than this limit, enhanced mass loss due
to stellar wind ion pick-up can be expected. While the atmosphereBufotes b seems
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Figure 5.6: Estimated magnetospheric standoff distance for Jupiter as a function of stellar age,
given in planetary radii.
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Figure 5.7: Shaded area: Estimated magnetospheric standoff distance for the planet HD 209458b
as a function of stellar age, given in planetary radii. Dotted lines: size of the planet, and size of
the expanded upper atmosphere (see text).

well protected against such an increased atmospheric mass loss, the planet HD 209458b
is likely to have experienced this effect during its complete lifetime.
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Figure 5.8: Shaded area: Estimated magnetospheric standoff distance for the- [danéds b as
a function of stellar age, given in planetary radii. Dotted line: size of the planet.

5.3.4 Size of the magnetosphere of terrestrial planets

In this section, the analysis of Sectjon 5|3.3 is repeated for different classes of terrestrial
exoplanets. For an Earth-like planet, values were already presented in GrielBmejer et al.
(2005b). The other cases are presented here for the first time.

As in Sectior] 5.3]3, the variables v andT" appearing in eq/[ (5.48) are taken to be
functions of the stellar age (see Secfion 5.1). All other parameters are kept constant. The
stellar parameters (mass and radius) and the orbital distance of the planet are chosen such
that the planets are located within the habitable zone (see Séction 2.3) of a K/IM type
star of 0.5 solar massed/, = 0.5 M., R, = 0.46 R, andd = 0.2 AU. The magnetic
momentM of the planet is taken from Sectipn 4.6. The standoff distance during a CME
encounter is computed with the numbers@f,z, vcve andZcyve given in Sectiof 5]2.

Table[5.5 compares the standoff distances resulting from[ eq. (5.47) for the differ-
ent configurations. As in Sectipn 5.38.3, results are given for three different stellar ages,
namely 4.6 Gyr, 1.0 Gyr, and 0.7 Gyr. The corresponding standoff distances are labelled
RS, R19and R27, respectively. The standoff distance arising from a planet-CME inter-
action is denoted byrSME,

From Tablg 5.5, the following results can be obtained:

e The sizes of the magnetospheres for Earth-like and for Mercury-like planets are
very different from the values measured for Earth and Mercury in the solar system.
This has two reasons: (a) because of tidal locking at 0.2 AU, the magnetic moments
of the planets shown in Table 5.5 do not correspond to those of Earth and Mercury,
and (b) the stellar wind environment at 0.2 AU around a much smaller K or M type
star is very different from the solar wind environment at Earth and Mercury.
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Planet RO [Ry] RSO [Ry] RST[Ry] RSME [Ry)
Earth-like 2.18...4.12 | 1.22...2.31 | 1.07...2.02 || 1.13...2.14
Mercury-like* || 2.14...10.7 | 1.19...5.98 | 1.04...5.23 || 1.11...5.56
(lockedy | 2.14...5.11|1.19...2.85|1.04...2.50 || 1.11...2.65
Large Earth || 2.36...11.1 | 1.32...6.21 | 1.15...5.44 || 1.22...5.77
(lockedy || 2.36...4.15 | 1.32...2.32 | 1.15...2.03 || 1.22...2.16
Ocean Planet| 1.54...2.80 | 1.0...1.56 | 1.0...1.37 || 1.0...1.45

Table 5.5: Magnetospheric standoff distances for terrestrial exoplan@ts At around a K/M

star of mass\/, = 0.5 M, and radiusk, = 0.46 R, given in planetary radii. Second to fourth
column: Standoff distances for terrestrial exoplanets subject to stellar winds of stars with different
ages 4.6 Gyr, 1.0 Gyr, 0.7 Gyr). Fifth column: Standoff distanced?SE for terrestrial exoplanets
subject to stellar coronal mass ejections. Not&sFor distanceg > 0.17 AU, Mercury falls into

the “potentially locked” regime. Thus, the upper limit {d is identical to that of the freely rotat-

ing case. Values for a Mercury-like planet still tidally locked)at AU are given for comparison.

(%) For distancesl > 0.197 AU, a Large Earth falls into the “potentially locked” regime. Thus,
the upper limit forM is identical to that of the freely rotating case. Values for a Large Earth still
tidally locked at0.2 AU are given for comparison.

e The dense and fast stellar winds of young stars lead to a considerable compression
of the planetary magnetospheres.

e For weakly magnetised planets (like the Ocean Planet, if the lower limit of the mag-
netic moment estimation is used), the standoff distance can be compressed down to
the planetary surface. In this case, a totally different type of interaction will take
place.

e For the case of the Large Earth, the larger magnetic momémthen compared to
the Earth-like planet leads to a larger absolute valuB0fThis effect is partially
compensated by the larger planetary radius, so that whee given in units of
planetary radii?, the results of both planets are similar.

e For all planets in this list, young stellar winds can compress the magnetosphere
down to levels of approximately.15 R,, at least if the planet is weakly magnetised
(i.e. if the lower limit for M applies). For the Earth, this corresponds to an altitude
of 1000 km above the planetary surface. For such small magnetospheres, strongly
enhanced atmospheric mass loss is expetted (Khodachenko et al. 2006).

e For planets under the influence of stellar coronal mass ejections the compression
of the magnetosphere is comparable to the case of the stellar wind of a young star
(t, = 1.0 Gyr).

For stellar ages different from those given in Tablg 5.5, the standoff distance of an
Earth-like planet can be obtained from Figire] 5.9. The area between the minimum and
maximum value forRs is shaded in grey. The dotted lines represent the location of the
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Figure 5.9: Estimated magnetospheric standoff distance for an Earth-like pléeitat around
a star with masd/, = 0.5 M, as a function of stellar age, given in planetary radii. Dotted lines:
planetary surface, and distance relevant for atmospheric mass loss (see text).

planetary surfacel(0 R,) and the height below which the stellar wind starts to directly
act on the planetary atmosphetelf R,). For stellar ages 0.7 Gyr, the atmosphere of
an Earth-like exoplanet is not strongly affected by the stellar wind.

Similarly to Figurg 5.p, Figurds 5.110, 5]11 gnd 5.12 give the standoff distanas a
function of the stellar system ageThe cases analysed are those of a Mercury-like planet,
a “Large Earth” and an “Ocean Planet”, respectively. In all three cases, the planet is in
an orbit with a semi-major axis of 0.2 AU around a star with a stellar mags>a¥/.. .
Furthermore, tidal locking is assumed. Because for a Mercury-like planet and for a Large
Earth this is not certain at the given distance, the standoff distance may be somewhat
larger, see Table §.5. While the atmospheres of a Mercury-like planet and a Large Earth
are protected from the stellar wind in a similar way to the Earth-like case of Higdre 5.9, a
young Ocean Planet experiences strong interaction, and a strongly enhanced atmospheric
mass loss rate has to be expected.
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5 Formation of magnetospheres by stellar winds
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Figure 5.10: Estimated magnetospheric standoff distance for a Mercury-like pladét At
around a star with mas¥, = 0.5 M, as a function of stellar age, given in planetary radii. Dotted
line: planetary surface.
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Figure 5.11: Estimated magnetospheric standoff distance for a Large E@arthAl around a
star with massV/, = 0.5 M, as a function of stellar age, given in planetary radii. Dotted line:
planetary surface.
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Figure 5.12: Estimated magnetospheric standoff distance for an Ocean Plar®ef\bt around
a star with mass/, = 0.5 M, as a function of stellar age, given in planetary radii. Dotted line:
planetary surface.
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6 Nonthermal radio emission from the
magnetospheres of Hot Jupiters

Se non e vero, € molto ben trovato.
Giordano Bruno, italian poet and philosopher (1548-1600),
Degli Eroici Furori

The magnetospheres of magnetised solar system planets are known to be sources of
intense nonthermal radio emission. Although the exact process is not yet entirely under-
stood, it is widely believed that the nonthermal radio emission is generated by the so-
called cyclotron-maser-instability (CMI). See Carr et al. (1983), Zdrka (1992) and|Zarka
(1998) for reviews on planetary radio emission in the solar system. The CMI is described,
for example, by Wu and Lee (1979), Zarka (1998), land Ergun|et al. (2000).

Similar radio emission is expected for giant exoplanets, especially for Hot Jupiters,
where the interaction of the planet with the stellar wind is much stronger than for planets
at larger orbital distances (Zarka et|al. 1997, Farrell ét al. [1999, Zarkal et a].[2001, Lazio
et al|[2004, Farrell et &l. 2004, Stevens 2005, Grieldmeier|et al. 2005a, 2006b). For this
reason, it is interesting to study whether such extrasolar planetary radio emission could be
detected on Earth. Radio detection could yield a wealth of additional information about
the emitting planet, including the following:

e The maximum frequency of the radio emission (“cutoff frequency”) contains infor-
mation on the planetary magnetic field. With measurements at different frequencies,
the planetary magnetic field (and thus its magnetic moment) could be derived.

e As was suggested, for example|by Burke (1992), the radio signal should contain a
periodic modulation with the period of the planetary rotation. In first order approxi-
mation, Hot Jupiters can be assumed to be tidally locked, so that the rotation period
is equal to the orbital period. Thermal atmospheric tides, however, are expected to
lead to a deviation from perfect tidal locking (Showman and Gluillot 2002). The
influence of this effect could be estimated using the periodicity of a planetary radio
signal.

e With high-quality observations it could also be possible to obtain information on
the existence of satellites around the planet (Stevens, 2005). Hot Jupifeis @5
AU), however, can only have satellites of very low massgsi(—* Earth masses
for a solar-mass star of 4.6 Gyr age, 'see Barnes and O|Brien 2002), so that satellites
should not be expected in this case.
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6 Nonthermal radio emission from the magnetospheres of Hot Jupiters

e The orbital inclination of the planet could be constrained by studying planetary
radio emission (Stevens 2005).

¢ Finally, with sensitive enough instruments, the measurement of planetary radio
emission could be used as an additional method for the detection and confirmation
of new exoplanets.

For these reasons, radio emission from Hot Jupiters constitute an active field of research,
including both observational efforts and theoretical work aiming at reasonable predictions
for different target planets.

It is the aim of Sectiof 6]1 to study how much radio flux can be expected from Hot
Jupiters and which parameters are the most important ones (i.e. for which planetary sys-
tem the expected emission is largest). The second step, after the detection of a signal,
would be to identify whether the observed radiation emanates from the star of from the
planet. This question is addressed in Sedtioh 6.2. Finally, the expected radio flux is com-
pared to the sensitivities of past and future observation campaigns in §ecfion 6.3.

6.1 Planetary radio emission

In this section, the results obtained in previous sections on planetary magnetic moments
(Sectiorj 4.14), on the stellar wind (Sectjon|5.1), on stellar coronal mass ejections (Section
[5.7), and on planetary magnetospheres (Seftion|5.3.3) are put together to obtain an esti-
mation for the radio flux that can be expected from Hot Jupiters. Because the radio flux
estimation is based on the knowledge obtained in the solar system, Section 6.1.1 briefly
describes the flux density spectrum of Jupiter and discusses the observed solar wind con-
trol of planetary radio emission. In Sectipn 6]1.2 the radio flux expected from different
extrasolar planets under present-day stellar wind conditions is calculated. $ectipn 6.1.3
expands this discussion by taking into account the stellar wind evolution with time. It will

be shown how this affects the planetary radio emission. This is compared to the radio flux
expected from a planet colliding with a stellar CME in Secfion 6.1.4.

6.1.1 Planetary radio emission in the solar system

The first measurement of Jupiter’s radio emission (the strongest known planetary radio
emission) was made by Burke and Frank|in (1955) at a frequency of 22 MHz. Due to
the Earth’s ionosphere, frequencies below 5 to 10 MHz (Zarka|ét al.| 1997) are not ac-
cessible for ground-based observations. This is also the reason why radio emission from
other planets of the solar system (including the radio emission from the Earth’s magne-
tosphere) were unknown at that time. The full radio spectrum of Jupiter (including the
low-frequency component) could only be determined years later by the PRA experiment
on both Voyager spacecraft (Zajka 1992). About two days of Voyager data (obtained from
a distance of 100-500 planetary radii) were used to compute the spectrum, which was first
published in 1992. More recently, the spectrum was recalculated with much more accu-
racy using six months of Cassini-RPWS data (Zarka gt al.[2004)[ Fig. 6.1 is based on that
spectrum. Unfortunately, Cassini-RPWS data are only availablg for16.1 MHz. For
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Figure 6.1: Jupiter’s radio spectrum as observed at a distaric&ldfSolid line: rotation averaged
emission. Dashed lines: rotation averaged emission at times of intense activity. Dotted line: peak
intensities during active periods. F6r< 16.1 MHz, the data were obtained by the Cassini RPWS
instrument|(Zarka et &l. 2004). The high-frequency data are takeri from Zarkd et al. (1995).

higher frequencies, spectral data from Zarka ét al. (1995) are shown, corresponding to pe-
riods of intense activity (Zarka et al. 2004). It can be seen that the peak flux densities can
be up to 100 times the averaged values. The observed spectrum is highly time-dependent,
e.g. through solar wind variability (see below), and also depends on the observer’'s posi-
tion (due to beaming effects). To facilitate the comparison with exoplanetary and solar
radio emission, the flux densities shown in Figure 6.1 are taken at a distance of 1 AU.

The high frequency cutoff in the spectrum shown in 6.1 (dashed line) can be
explained as follows. The radio emission is produced close to the local electron gyrofre-
quency along auroral fieldlines. Thus, the highest frequency emission will be generated
at the location with the strongest magnetic field, i.e. closest to the planetary surface. This
yields the “high-frequency cutoff” of about 40 MHz in Fig. 5.1. A more complete dis-
cussion of the different components of Jupiter’s radiation can be found in|Zarka (1998),
updated in Zarka et al. (2004). Note that planetary radio emission is strongly circularly
polarised|(Zarka 1992, 19098).

In the solar system, it is known that planetary radio emission is driven by the stel-
lar wind. The power emitted in the Earth’s auroral kilometric radiation (AKR), Sat-
urn’s kilometric radiation (SKR) and Jupiter’s hectometric emission (HOM) were shown
to be strongly correlated with solar wind parameters, e.gl, by Gallagher and D’Angelo
(1981)/ Desch and Rucker (1983) and Desch and Bairow (1984), respectively. Later, var-
ious publications extended these studies, finding, for example, a similar, albeit somewhat
weaker correlation for other components of Jupiter’s radiation and for some components
of Uranus’ and Neptune’s radiation. An overview is given in the review papeérs of Rucker
(1987) and ZarKa (1998). Of special interest to this work is the good correlation of the
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6 Nonthermal radio emission from the magnetospheres of Hot Jupiters

radio power with the solar wind dynamic pressur€ and with the solar wind kinetic
energy fluxnv®. Such a correlation was found, for example, by Desch and Rucker|(1983)
and by Barrow and Desch (1989), for SKR and HOM, respectively, and will be the starting
point for the radio flux model in Sectign 6.1.2.

At the same time it is interesting to note that interplanetary shocks created by CMEs
are known to trigger strong decametric (DAM) and hectometric (HOM) emission on
Jupiter. For example, Prangeé et al. (1993) found indications that an event of very strong
DAM-emission (at a level observed only a few times every year) was triggered by a solar
wind disturbance created by a CME. Similafly, Gurnett et/al. (2002) found strong HOM
radiation triggered by an interplanetary shock observed by the spacecraft Cassini and
Galileo. The peak of emitted intensity occurred at the time when the solar wind density
reached its maximum. The question of increased planetary radio emission triggered by
CMEs is taken up in Sectign 6.1.4.

6.1.2 Model of exoplanetary radio emission

The radio emission of a Hot Jupiter is expected to differ considerably from Jupiter’s radio
emission for several reasons. First, because of tidal locking (Séction 3.1.4), its magnetic
moment is strongly reduced (Section]4.4). Second, the proximity to the star leads to a
totally different stellar wind environment with sub-Alfvénic stellar wind velocities and
strongly enhanced stellar wind densities. Both these effects lead to a strong compression
of the magnetosphere (Sectjon 5]3.3), but at the same time the increased stellar wind flux
Is also responsible for a higher energy flux into the magnetosphere. All these effects have
an influence on the radio power emitted from a Hot Jupiter planet, as will be shown in
the following. The discussion in this section is based on the works of Griel3meier et al.
(2005a) and Griel3meier etlal. (2006c). Both the stellar wind model of Séction 5.1 and the
improved pressure equilibrium of Sectipn 5]3.2 are taken into account. The importance
of a distance-dependent stellar wind model for the calculation of planetary radio emission
was first shown by Griel3meier et/ al. (2006c).

A simple way to estimate the total emitted radio power of planets in the solar system
was originally suggested by Desch and Kaiser (1984). This model was used to estimate
the radio flux of the planets Uranus (Desch and Kaiser 1984) and Neptune (Desch 1988).
Later, it was applied to predict the radio emission from extrasolar planets (Farre|l et al.
1999). The argumentation is as follows: The total power emitted in the radio fapge
assumed to be roughly proportional to the total power incid&pt: on the magnetosphere
(Zarka et all 2001):

Prag o Pinput (6-1)

with a very small constant of proportionality (of the order6f® to 10~°, see e.g. Desch

and Kaisef 1984, Zarka 1998, Rucker 2002). The power saobfgg is believed to be
either the kinetic energy flux of the solar wind protons (Desch and Kaiser 1984, Zarka
et all[1997| Farrell et &l. 1999, Zarka el|al. 2001, Farrell &t al. 2004, Lazig et al. 2004,
Stevens 2005, Grielmeier et/al. 2005a) or the magnetic energy flux of the interplanetary
magnetic field|(Zarka et al. 2001, Farrell et|al. 2004). The magnetic energy model de-
pends on the component of the magnetic field perpendicular to the flow velocity (Zarka
2004). As discussed in Sectipn 5.3]2.2 the interplanetary magnetic field and the stellar
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6.1 Planetary radio emission

wind velocity are almost parallel. For this reason, in this work the kinetic energy flux is
assumed to be responsible for planetary radio emission.

The energy input into the magnetosphere is proportional to the cross-section of the
magnetosphere as seen by the stellar wind, which is determined by the magnetospheric
radiusRy:

T
Brput = e§mR,%,| nvg’ﬁ, (6.2)

wherem is the mass of the stellar wind protonsgg is their effective bulk velocity deter-
mined by eq.[(5.15), and is their number density at a distanédrom the central star.
As most of the protons are deflected around the magnetosphere and only a certain portion
of the total solar wind kinetic energy is transferred to the magnetosphere, an additional
proportionality constant is introduced. If magnetic reconnection is considered to be the
dominant energy input mechanism, then one finds 1/5 for Earth (Hill|1979). In the
following estimation¢ will be considered to be the same for all planets, and the planetary
radio power will be calculated relative to that of Jupiter. For this reason, the vahie of
not required.

The magnetospheric radius is estimated from the magnetopause standoff distance. As
described in Sectidn 5.3.1,

Ry ~ 2 Rs. (6.3)

In Sectior{ 5.3 .2 it was shown that the standoff distance is determined from the pressure
balance at the substellar point, and that it is given by:

2 A2 1/6
Ro= |5 oo | 6.4)
72 (mnvgg + 2nkgT)

In those cases where ef]. (6.4) yields standoff distaites R, (i.e. for planets with
very weak magnetic moments and/or subject to extremely dense and fast stellar winds of
young stars)Rs is set equal tdg,.

Inserting equation$ (§.3) and (.2) into €q. [6.1), one obtains
Prad o< R2nvlg. (6.5)

This total emitted power is normalised to the radio power emitted by the planet Jupiter,
Prag,3 SO that relation| (6]5) becomes

Rs/Ro\> (Ro\> [\ [ verr \°
Prad - (RS’J/RJ) (RJ) (m) (Ueﬁ,3> Prad,J (66)
Ineq. ),RS was replaced byrs/ R, Ry, because standoff distances are frequently given
in planetary radii s/ Rp). The emitted power, however, depends on the absolute standoff
distanceRs, see eq|(615)Rs has to be either taken from Sectjon 5]3.3 or calculated using
eq. [6.4). The values used for Jupiter alg;;/ By = 40.1 (see Sectiop 5.3.3R, = 71492
km (Cain et al! 1995, note however that usually is already given in Jupiter radii),
ny = 1.98 - 10° m=3, ver 3 = 523 km/s. The total radio flux emitted by Jupité¥.q ;is

calculated from Zarka et al. (2004). As suggested by Zarka|et al. (2004), the measured
value for the decametric contribution was doubled to account for the fact that only part of
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6 Nonthermal radio emission from the magnetospheres of Hot Jupiters

conditions Prad,a[W]

power duringaverageconditions 0.31- 10
average power during periodsluifyh activity | 2.1 - 10!
peakpower 11- 10"

Table 6.1: Total emitted radio power for Jupiter.

that frequency band was measured. As can be seenin[Taple 6.1, three different values can
be defined. To determine which extrasolar planets are potentially detectable by means of
their radio emission, the average radio power during periotisgdf activitywill be used.

The radio power calculated for different Hot Jupiters is given in Table 6.2. Two values
are given; the lower radio power corresponds to the small magnetic moment limit, and the
higher value is determined by the upper limit for the magnetic moment.

From the total emitted radio power, the radio flux at a given distance can be calculated.
Similarly to/Farrell et al. (1999), the radio flux is calculated as

(6.7)

Here () is the solid angle of the beam. The distance of the given stellar system from Earth
is denoted by, andA f is the emission bandwidth. According|to Zarka et al. (2004),
one can usé€) = 1.6 for the dominating contributions of Jupiter’s radio emission. This
value will be adopted in the following. It corresponds to a hollow cone with a half-angle
aperture of approximately5° and with a cone mantle thickness 0f°. The emission
bandwidthA f is approximated by

Af = fI¥ (6.8)

where the maximum cyclotron frequen¢§®* is determined by the maximum magnetic
field strengthB" close to the polar cloud tops (Farrell et al. 1@9)

max
max __ eBP

¢ 2mme

(6.9)

wheree is the elementary charge, and, is the mass of the electron. A planet with a
strong magnetic field is a more powerful radio emitter than a planet with a weak field, but
it emits in a much broader frequency band. Similarly to gq. {5.43), the polar magnetic
field strength can be expressed by

e _ 110 2M

e (6.10)

! FrequentlyAf = 0.5 f"* s used for the emission bandwidth. The radio spectra shown ig. 6.1
indicate that emission is taking place also for frequencies bélow"®, so that eq.[(6]8) seems more
appropriate.
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6.1 Planetary radio emission

The difference between eq. (5]43) and €q. (6.10) is due to the fact that for a dipole, the
polar field strength is twice the equatorial field strength. Insertind ed. (6.8}, ef. (6.9) and

eq. [6.10) into eq[ (6]7) yields

o 47T2 meRS Prad

= 6.11
epo2s2 M ( )

According to eq.[(6.1]1), a planet with a small magnetic moment (at fixed emitted power
Prag) and large radius (at fixed magnetic momgwt) will lead to the highest detectable

radio flux at a given distance In addition, P54 is large for a planet close to a star with

a dense and fast stellar wind. Apparently, planets for which a strong magnetic moment is
expected are not automatically the best candidates concerning the search for radio emis-
sion. On the other hand, for a weakly magnetised plafft; will be small, making
ground-based detection impossible by placing the emission below the ionospheric cutoff
frequencf

Table6.2 presents some relevant planetary parameters and the results frgmjegs. (6.6),
(6.9) and[(6.1]1). Some of these quantities are given in units normalised to Jupiter (denoted
by subscript J), with?; = 71492 km (Cain et al. 1995) andM; = 1.56 - 10*" Am?

(Cain et al. 1995). The flux density is given in Jansky1(Jy =10-26 W m~2 Hz™1).

For 7 Bootes, the planetary radius is not accessible to measurements. Because of this
uncertainty, the three different cases discussed in Se€ction 2.6.1 are compared. The values
for the magnetic dipole moment are taken from Tablé 4.4. As results, [Table 6.2 shows the
total emitted radio powepP,,4, the maximum frequency of the radio emissigiif*, and

two values for the radio flux, namely the radio fldx, which is taken at 1 AU, and the

radio flux®, which is expected at Earth (at the distasgeThe former is a measure for

the strength of a planetary radio emission, which will be compared to the expected stellar
emission in Sectiop 6.2, while the latter value will be opposed to the detection limits of
different telescopes in Sectipn B.3. Because it is important to have frequencies above
the ionospheric cutoff limit (5-10 MHz) for ground-based detection, Table 6.2 also gives
the maximum emission frequencies. Note thatupperlimit for the flux and maximum
frequency are given by tHewer limit for the magnetic moment and vice versa.

From Tablg 6.p it can be seen that for the planets HD 209458b, OGLE-TR-10b, and
possibly also for OGLE-TR-111b and TrES-1b, the radio emission takes place at frequen-
cies below the ionospheric cutoff frequency. The reason for this is the weak magnetic
field due to synchronous rotation (see Sedfion 4). For the planets OGLE-TR-56b, OGLE-
TR-113b, OGLE-TR-132b, and Bootes, radio emission at frequencies above the cutoff
frequency can be expected. The question whether the emitted radio flux is high enough to
allow for detection on Earth (i.e. at at the distargevill be studied in Sectiop 6] 3.

Comparing the results far Bootes from Tablé 6]2 with the values given in previous
publications, one finds the following:

e The emitted radio poweP,,4 is smaller by one order of magnitude than that given
by/Farrell etal. (1999, see Model 2 in their Table 1). This difference is caused by the
different magnetic moments used, and by the different treatment of the stellar wind

2 Of course, a space-based radio observatory would avoid the restriction of the frequency range caused
by the ionospheric cutoff.
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6 Nonthermal radio emission from the magnetospheres of Hot Jupiters

S Ry d M mw.@ Prag Doy b, nax
Planet [pcl” || [R® | [AU]® [My] [Ryl° [10M W] [10' Jy] [mdy] [MHz]
Jupiter 1.0 5.2 1.0 40.1 2.1-1073 2.5.1073 - 24
HD 209458b 47.3 1.42 0.045 0.024...0.092 | 1.67...2.63 || 0.030...0.074 2.7...4.2 0.28...0.45 1 0.20...0.77
OGLE-TR-10b 1.24 1 0.0416 || 0.038...0.13 | 2.31...3.48 || 0.037...0.083 14...2.1 048...1.6
OGLE-TR-56b 1500 1.25 | 0.0225 0.45...0.71 3.52...4.11 0.99...1.3 4.3...5.0 Gﬁo&v 5.5...8.7
OGLE-TR-111Db 1.0 0.0470 0.038...0.13 | 3.41...5.25 1] 0.027...0.064 | 0.45...0.70 1.1...4.0

OGLE-TR-113b 370 1.09 | 0.0230 || 0.39...0.69 | 4.76...5.78 || 0.33...0.49 1.1...1.3 0(1073) 7.1...13
OGLE-TR-132b 2500 || 1.13 | 0.0306 || 0.31...0.60 | 3.68...4.59 | 0.57...0.89 25...31 0(107%) 50.2...10
TrES-1b 150 1.04 | 0.0393 || 0.10...0.29 | 4.01...5.66 || 0.058...0.11 | 0.52...0.74 0(1072) 22...6.1
7 Bootes b (light) || 15.6 1.2 | 0.0489 0.48...1.2 5.02...6.79 | 0.29...0.54 093...1.3 | 0.89...1.2 6.6...16
7 Bootes b (med.) || 15.6 || 1.58 | 0.0489 0.98...2.1 4.85...6.29 | 0.48...0.80 1.7...2.2 1.7...2.2 5.9...13
7 Bootes b (heavy)| 15.6 || 1.48 | 0.0489 1.1...2.5 5.42...7.06 || 0.52...0.89 14...18 1.3...1.7 8.3...18

Table 6.2: Some relevant planetary parameters for “Hot Jupiters” and corresponding results for the planetary radio emission for a stellat.8ystem of
Gyr age: planetary dipole momem, total emitted radio poweP;,q, radio flux atl AU from the planet®ay, radio flux at Earth (distance &, and
maximum frequency of the emissigi"®. Values calculated for Jupiter are given for comparison. The radio fluxes are given in units of Jadgky (
=10-26 W m~2 Hz'). Sources for the different values? taken from Table 2.2% taken from Table 4.4¢) taken from Table 5.4.
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6.1 Planetary radio emission

(i.e. Parker model vs. constant stellar wind velocity). When comparing the results
of Tableg[6.2 to those of Lazio et al. (2004), one has to note that Table | of that work
gives thepeak powerwhile the results in Table 6.2 were obtained using the average
power during periods dfigh activity. Similarly to/Farrell et al.[(1999), Lazio et al.
(2004) assume that the peak power caused by variations of the stellar wind velocity
is two orders of magnitude higher than the average power. However, with the values
givenin Tabl¢ 6.1 (obtained from the more recent radio spectra of Zarka et al. 2004),
the values Farrell et al. (1999) use for average conditions correspond to periods of
high activity, which are less than one order of magnitude below the peak power.
During periods of peak emission, the value given in Tablgé 6.2 would be increased
by the same factor (i.e. by less than one order of magnitude). For this reason, the
peak radio power and the peak radio flux are considerably overestimated in these
studies. The radio power given in Taple|6.2 is lower than the estimate of GrieRmeier
et all (2005a). Three main reasons are responsible for this difference. First, as was
explained in Sectiop 4.3, the estimation for the planetary magnetic dipole moment
was improved, e.g. by obtaining the size of the dynamo region from the Lane-
Emden equatiorj (4.50). Second, as was first dorje by GrieBmeiefr et al.|(2006c), a
stellar wind model was used which includes the low stellar wind velocities at close-
in distances (Sectidn §.1). Third, the pressure equilibrium, from which the size of
the magnetosphere is determined, was improved by adding the contributions of the
planetary orbital velocity and of the thermal plasma pressure. While for the change
in the magnetic moment there is no systematical trend, the distance-dependence of
the stellar wind velocity systematically decreases the expected radio phwand

thus also the radio flusb.

For the anticipated radio fluk, [Farrell et al.|(1999, Table 1, Model 2) give values
similar to those of the current study. The difference in radio power is not directly
reflected here, because different values are used for the magnetic mdene

solid angle of the emissiof, and the emission bandwidihf. These differences
compensate each other, so that for average conditions the values for the radio flux
are approximately comparable. The radio flux given by Lazio et al. (2004) is based
on the very high value of the peak power. If it is reduced by a factor 100 to ob-
tain the value for the average emission, the remaining differendeftom Table

[6.9 is due to the higher maximum emission frequency (see next item). The dif-
ferences in radio flux when comparing/to GrielBmeier ét/ al. (2005a) is caused by
the increased emission bandwidllty and by the improved estimation of the radio
power (explained above). Note that the use of a stellar wind model without distance
dependence leads to an overestimation of the radio flux by a factor of approx. 2
(GrieBmeier et dl. 2006c¢).

As far as the maximum emission frequen@y?* is concerned, the frequency given
by/Lazio et al.|(2004) is higher by a factor of three because the maximum frequency
is calculated usindz, = R, in that work. For planets heavier thanBootes, the
magnetic moments are strongly overestimated by Farrell et al. |(1999) and by Lazio
et al| (2004). This is due to the fact that these works rely on the magnetic moment
scaling law of Blackett (1947), which has a large exponent.in addition, these
works make use of the mass-radius relatityrx M,’*. Especially for planets with
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6 Nonthermal radio emission from the magnetospheres of Hot Jupiters

large masses like Bootes, this yields unrealistically large planetary radii, mag-
netic moments (for which a few values are compared in Setign 4.4), and emission
frequencies. Note that a good estimation of the emission frequency is particularly
important, because a difference of a factor of a few can make the difference between
radiosignals above and below the ionospheric cutoff frequency.

In order to find more simplified expressions for efis.|(6.6) pnd(6.11), the figlits<
mvZs andver &~ v are taken. Then, one findgs oc M/3n~1/6y=1/3 which can be
inserted into eq[ (6]5). This results in

Prag < R2n v oc M?/3 0?37/ (6.12)

Frequently, the stellar wind velocityis assumed to be independent of the orbital distance,
so that the density falls off quadratically: = ny(dy/d)?, whereny = n(d = dy). This
assumption (which is not well satisfied for close-in planets, see Sgctipn 5.1) leads to a
further simplification of eq[(6.12):

Prag x M3 ng/?’ V7B A3 (6.13)
For the radio flux given by eq. (6.111), this means that
b RSM’US n§/3 VB dE g2 (6.14)

While both eqs.[(6.13) and (6]14) are not as precise as[eqs. (6.6) and (6.7), they are useful
to discuss the influence of the different parameters. The emitted radio phweicreases
with increasing magnetic moment, stellar mass loss (which determiy)esnd stellar
wind velocity, and with decreasing orbital distance (which is responsible for the stellar
wind density at the location of the planet). As described in Se¢fjon 4, the size of the
magnetic moment depends on the rotation state of the planet, which, in turn, is limited by
tidal locking (Sectiof 3]1). The reason wh)q increases with increasing, andv is that
the higher kinetic energy flux dominates over the magnetospheric compression (i.e. the
smaller cross-section of the magnetosphere). The radiolfluncreases with increasing
planetary size, stellar mass loss and stellar wind velocity. It also increases with decreasing
magnetic moment, orbital distance and distance to the detector. The decreasing value of
® with increasingM is due to the fact that whil&),4 increases, the emission bandwidth
A f increases with a higher exponent. Hence, a not too high valié «f favourable for
detection. On the other hand, for a planet with a very small valubtothe maximum
emission frequency™ is small, making ground-based detection impossible by placing
the emission frequency below the ionospheric cutoff frequency.

So far, stellar wind conditions corresponding to a stellar system age of 4.6 Gyr were
compared. The real stellar age will be taken into account in the following section.

6.1.3 Influence of the stellar system age

As was shown in Section 5.1.2, the stellar wind velocity of a young star (1 Gyr after
reaching the main sequence) is about twice as high as the velocity of today’s solar wind (at
4.6 Gyr). Likewise, the density of the stellar wind of a young G or K star is about one order
of magnitude higher. This has two effects: first of all, it compresses the magnetosphere,
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6 Nonthermal radio emission from the magnetospheres of Hot Jupiters
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Figure 6.2: Comparison of the radio flux measured from Jupiter (seg Fjg. 6.1) according to Zarka
et all (1995, 2004) at periods of intense activity (dashed lines) and the lower limit for the radio flux
emission from a planet like Bootes b at different ages (dash-dotted lines). All values are taken
at a distance of AU.

as can be seen from ef]. (§.48). On the other hand, the increased stellar wind parameters
also increase the energy input into the magnetosphere, s¢e éq. (6.2). Hqg. (6.12) suggests
that a denser and faster stellar wind will lead to a stronger planetary radio emission. This
effect is important, because the age of extrasolar planet host stars vary, sep Table 2.2.
To demonstrate this effect, Bootes is chosen as an example, because of all planets in
Table[6.2 it is the one with the strongest radio flux at Earth. The stellar wind parameters
v(d,t, M,, R,) andn(d,t, M,, R,) are obtained according to Sectjon 5]1.4 and inserted
into egs. [(6.6) and (6.11). In this way, the total emitted radio power and the expected
flux density are calculated for three different stellar system ages (4.6 Gyr, 1.0 Gyr and
0.7 Gyr). The resulting values are compared in Tabl¢ 6.3. The stellar mass and radius
as well as the planetary radius, magnetic moment and semi-major axis are assumed to be
constant, so that the time evolution is caused exclusively by the variatiomeofandT'.
Table[6.8 shows clearly that the radio power and the flux density can be much higher for a
planet in a young stellar system (one order of magnitude difference and more). Note that
the age ofr Bootes was estimated to be approximately 0.6 Gyr by/Fuhrmann et al.
(1998). For this reason, the radio flux to be expected from that planet is considerably
higher than the value obtained when using solar system values for the stellar wind.

Figure[6.2 compares the lower limits for the planetary radio @4y (which corre-
spond to the upper limit for the planetary magnetic momefit obtained for different
stellar system ages. The upper limit is higher by a factor of two. The dashed line shows
the radio spectrum of Jupiter. One can see that the radio flux emitted by the planet
Bootes b (with an age of 1.0 Gyr) exceeds Jupiter’s radio flux by approximately four or-
ders of magnitude. For a planet likeBootes b, but with a stellar system age of 4.6 Gyr,

128



6.1 Planetary radio emission

the expected radio flux is less by over one order of magnitude.

6.1.4 Influence of stellar CMEs

So far, the discussion of planetary radio emission has focused on emission caused by
the steady state stellar wind, which can be held responsible faviirageradio flux. In
Sectior} 5.P it was shown that perturbations of the stellar wind by CMEs are likely to occur
very frequently for Hot Jupiters. At the same time, it is known from observations in the
solar system that CMEs can trigger very strong radio emission (see references in Section
[6.1.1). Such events will change theakflux of a close-in planet as well as the frequency

of its occurrence. For active stars, the CME-dominated peak radio flux may even replace
the average radio flux. For this reason, the radio flux expected from extrasolar planets
under the influence of CMEs is calculated in this section. This is done by repeating the
calculation of Sectiof 6.1.2 with the stellar wind parametersnd v replaced by the
values appropriate for a strong CME, namedy,: andvcye. These values were derived

in Sectiof 5.2.]1. The estimation of the parameters relevant for CMEs is based on the work
of [Khodachenko et all (2006). The corresponding radio flux was calculated for the first
time in the work of Grielmeier et al. (2006b), upon which this section is based.

As in Sectior] 6.1]2 the power of the radio emission is taken to be proportional to
the power input by the kinetic energy of the stellar wind particles. The kinetic energy
model is modified for the situation where the energy input is determined by strong CMEs
rather than the steady stellar wind. In that case, the total emitted radio ptyand the
resulting flux densityb, are given by:

Rs CME/Rp ? Rp ? HEME Veff, CME ’
B = = — : P 6.15
rad,CME ( RS’J/RJ RJ n3 Vet rad,J ( )
and
Am?meR3 P,
_ T Me p2rad,CME (6.16)
epofls: M

Here,Rs/ R, is the standoff distance given in planetary radii. This value was determined

in Section. The values used for Jupiter are the followiRgy R; = 40.1 (see
Sectiorj 5.3 B)RR; = 71492 km (Cain et a|. 1995, note, however, that usudtjyis already

given in Jupiter radii)yy = 1.98 - 10° m™3, vegry = 523 km/s. For the total radio flux
emitted by Jupite g 5 the average radio power during periodshagh activitywill be

used Gagg= 2.1-10'' W, see Tablé 6]1). The values fog,, (the density of a strong

CME) andvcve (the CME velocity) are obtained according to Secfion $.2.1. Because
these values are larger than the stellar wind parameters (Sectign 5.2.3), more intense radio
emission can be expected.

The radio power and flux density are calculated for one typical example, namely the
planet around the starBootes. In Tablé 6|4 these results are compared to the values that
were derived for a similar planet around a non-flaring star in Seftion|6.1.3. As before,
the lower limit for the radio flux corresponds to the larger magnetic moment, and the
upper limit is determined by the smaller magnetic moment. For the radio power, it is
the other way round, so that the upper limit for the radio power corresponds to the lower
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6 Nonthermal radio emission from the magnetospheres of Hot Jupiters

t Prad Pau D, A
Planet Gyl | [0W] | [10°%] | [mdy] | [MHZ]
T Bootes b (light) 0.29...0.54 1093...1.3]089...1.2 | 6.6...16
7 Bootes b (medium) 4.6* || 0.48...0.80 | 1.7...2.2 | 1.7...2.2 | 5.9...13
7 Bootes b (heavy) 052...089| 14...1.8 | 1.3...1.7 | 83...18
7 Bootes b (light) 51...93 | 16...22 | 15...21 |6.6...16
T Bootes b (medium) 1.0% 8.2...13.8 30...39 29...37 |59...13
7 Bootes b (heavy) 9.0...153 | 23...30 23...29 |83...18
7 Bootes b (light) 105...19.1 | 33...44 | 32...43 |6.6...16
7 Bootes b (medium) 0.7* | 16.9...28.4 | 61...80 59...77 |5.9...13
7 Bootes b (heavy) 185...314 | 48...63 46...60 | 8.3...18
7 Bootes b (light) 6.3...11.5 | 20...27 | 19...26 |6.6...16
7 Bootes b (medium) CME || 10.1...17.1 | 37...48 36...46 | 5.9...13
7 Bootes b (heavy) 11.1...189 | 29...38 28...36 |83...18

Table 6.4: Comparison of radio emission triggered by the stellar wind and by stellar coronal mass
ejection. The following values are listed: total emitted radio poRgg, radio flux atl AU from

the planetbay, radio flux at Earth (distance ®,, and the maximum frequency of the emission
fnax’ The radio fluxes are given in units of JanskyJdy =10~2¢ W m—2 Hz~!). Sources for the
different values{® taken from Tablé 6]3.

limit for the radio flux. One finds that the expected radio flux for radio emission driven
by CMEs is comparable to planetary radio emission driven by the stellar wind of a young
star ¢, ~ 1.0 Gyr). The radio flux connected to a solar-like stellar wind is lower by more
than one order of magnitude.

It is instructive to compare the radio flux caused by stellar coronal mass ejections to
the simplified stellar wind case withsT' < mvZ;, ver ~ v andn = ny(dy/d)?. In that
case,Pogand® are given by eqs|. (6.13) arjd (6114) for stellar wind driven radio emission.
This corresponds to a distance dependence according to

P ¢ Pagox d~¥3. (6.17)

For radio emission driven by strong CMEs, the distance dependengg@anduvcye is
given by egs.[(5.19) andl (5]20), respectively. With gq. (6.12), this leads to the following
dependence:

Deme x Pagemeox d . (6.18)

For this reason, the difference between radio emission triggered by the stellar wind and
by CMEs is largest for planets at close orbital distances.

In Figure[6.3, the lower limits for the expected planetary radio flux (corresponding to
the upper limit for the planetary magnetic moment) are compared for: a) radio emission
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Figure 6.3: Radio flux expected for a planet similartBootes b around &6 Gyr old star. Both

the radio flux energised by the steady stellar wind and that triggered by CME-like stellar coronal
mass ejections are compared to the radio flux observed from Jupiter as gjven by Zarka et al. (1995,
2004). All values are taken at a distancel fU.

driven by the stellar wind of a star of 4.6 Gyr age, and b) radio emission driven by strong
CMEs. One can clearly see that for Hot Jupiters around a star of 4.6 dﬁ,rraxgﬁn
emission driven by a CME is much stronger than solar wind driven emission. In the case
presented here, both types of emission differ by a factor of 20. The CME-driven radio
flux is still considerably higher than the stellar wind-driven flux wi&n ;is set equal to
1.1-10'? W instead of2.1 - 10* W (i.e. using thepeakflux instead of the average value

for periods ofhigh activity, see Tablg 6]1). This comparison shows that CMEs have to be
taken into account when discussing exoplanetary radio emission.

Together with Sectiop 6.1.3, these results show that when expected radio fluxes are
calculated for different planets, not only the planetary parameters have to be considered.
Stellar parameters like the age of the stellar system (S€ction 6.1.3) or the measured stellar
coronal activity [(Steverjs 2005) can be used to deduce the stellar mass loss rate, which in
turn has a strong influence on the expected radio flux. In addition to these parameters,
the CME activity of the star is also an important parameter and should be considered
when establishing target lists for observations of extrasolar planets in the radio frequency
domain.

% This does not correspond to the ageroBootes, see Sectign 6.1.3. Thus, this section compares
different radio fluxes of a 4.6 Gyr old Bootes-blike planet.
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6 Nonthermal radio emission from the magnetospheres of Hot Jupiters

6.2 Solar and stellar radio emission

Besides the intensity of the planetary radio emission discussed in the previous section,
the intensity of the emission by the planetary host star is an equally important criterion
for the observation of planets by means of their radio emission. Similarly to measure-
ments in the optical range, an observer will always see the combined signal of the star
and its planet(s). This is true for observations of close-in p@riletall spectral ranges,

but the intensity ratio of stellar to planetary emission varies. From the calculation of the-
oretical spectra for wide-separation (0.2 AU) extrasolar giant planets, Burrows et al.
(2004b) deduce a flux ratio of 10® in the visible range angt 10* for infrared emission.

For smaller separations, they find a flux ratiol6f in the mid-infrared. This is con-
firmed by infrared observations using tBpitzer Space Telescqpehich found a drop of
7-10*to 3 - 1073 in the measured intensity during secondary transits of HD 209458b
and TrES-1b[(Deming et @l. 2005, Charbonneau gt al.|2005). The situation is different for
the low-frequency radio range, because planetary radio emission is dominated by pow-
erful nonthermal emission generated by the cyclotron-maser-instability (CMI). The solar
radio emission — which will serve as the main example for stellar radio emission in this
section — consists of a quiet background (produced by thermal bremsstrahlung) plus a
rich spectrum of radio bursts (caused by nonthermal electrons). The difference of the
generation mechanisms is responsible for a much more favourable intensity ratio in the
radio frequency range, thus making it easier to separate the stellar and the planetary radio
emission, as will be shown below.

The following sections closely follow the discussion of Grielmeier et al. (2005a), in
which the different contributions were systematically compared for the first time. The
different types of solar radio emission are discussed in Section 6.2.1. In Sectign 6.2.2
a type of stellar radio emission is presented which does not occur on the Sun. These
contributions to the stellar radio flux are compared to the planetary radio flux density in
Sectior 6.2.8.

6.2.1 Solar radio emission

The solar radio flux is composed of different components, not all of which are always
present. The components differ in intensity and rate of occurrence, and are caused by
different emission mechanisms. According to Warmuth and Mann (2005), three different
emission mechanisms are important:

e thermal bremsstrahlungenerated by free electrons accelerated by the Coulomb
fields of ions;

e gyro emissiorcaused by electrons spiralling around magnetic field lines;

e coherentplasma emissioglose to the local electron plasma frequency or its har-
monic excited by fast electrons.

In the following, the different components contributing to the solar radio flux are dis-
cussed in terms of their emission mechanism, commonness, peak intensity and relevance

4 For planets with a large separation direct observation has recently become possible in the infrared, see

Sectio@.
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Figure 6.4: Components of the solar radio spectrum accordihg to Boischot and Déenisse (1964)
(dotted line) and Nelson et @ll. (1985) (solid lines). The quiescent stellar emission of the dGOe star
HD 129333 (EK Draconis) measuredsat GHz (Gudel et al. 1995) as well as that of the dM5.5e
star UV Ceti (short dashed line, frgm Gudel and Benz 1996) are described in Section 6.2.2. All
values are taken at a distanceloAU.

HD 1293337
[

Solar Noise Storms

®,, [Jy=10"2°Wm >Hz

concerning the radio detection of extrasolar planets. [Fig. 6.4 shows the intensity of the
quiet sunand the observed maximum intensity swlar radio burstsas well as that of
solar noise storms

The quiet sunemission is caused by thermal bremsstrahlung due to electron-ion col-
lisions in the ionised plasma. Observations at different frequencies typically yield in-
formation about different layers in the star. The higher the frequéndlye denser (and
lower) the generating layer may have been. Most of the observed quiet sun radio emission
originates from the solar atmosphere (and not from deep inside the Sun).

The slowly varying componeninot shown in Fig[ 6}4) is mainly due to gyrosyn-
chrotron emission from regions of hot and dense plasma in the corona, e.g. over sunspots
(Warmuth and Manhn 2005). This leads to a flux density variation by a factor of about 2
at centimetre and decimetre wavelengths (Sheridan and McLeah 1985). It has a periodic-
ity of 27 days due to the solar rotatign (Boischot and Defjisse|1964) and varies with the
sunspot cycle. While the quiet sun emission is randomly polarised (Sheridan and McLean
1985), the emission in the centimetric range is often circularly polarised, which can only
be explained by the high magnetic fields of the sunspots (Boischot and Denisse 1964).

Solar radio burstsare generated by high-frequency plasma oscillations excited by
suprathermal electrons. These plasma oscillations have to be converted into electromag-
netic radiation. Solar radio bursts typically have much higher flux densities when com-
pared to the quiet sun emission. They are observed in the whole frequency range, but they
are more intense in the low frequency domain (see[Fig. 6.4). The emission takes place
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6 Nonthermal radio emission from the magnetospheres of Hot Jupiters

close to the electron plasma frequency or its harmopics (Mélrose 1985). Solar radio bursts
are usually partially circularly polarised. Some types of solar radio bursts are briefly pre-
sented in the following; a more complete review is given by Warmuth and Mann|(2005).
Type Ibursts only occur in large groups. These so-called “Noise Storms” are described
below. Type Il bursts are generated by magnetohydrodynamic shock waves caused by a
disturbance moving with super-Alfvénic velocity. Suprathermal electrons in the shock-
front region excite Langmuir waves which are converted to electromagnetic radiation.
Type Il bursts display a detailed fine structure (see/e.g. Mel'nik fet al.|2004). The polar-
isation is similar to that of type Il bursts (see belowype Il bursts, characteristic for

the impulsive phase of solar flares, are the most common flare-associated bursts. They
are generated by relativistic electrons (typicaily 0.3 ¢, see Warmuth and Mafin 2005).
Because of the high particle velocity, a large frequency dfiftit is characteristic for

type Ill-bursts. For this type of emission, radio waves are emitted not only at the fun-
damental frequency of plasma waves, but also at their second harmonic (Bougeret et al.
1984). The polarisation degree ranges from weal)(15) to moderately high~ 0.5).
Non-flare related type Il bursts are found in type Il storms (see below). The broadband
emission of aype IV burst is caused by energetic electrons trapped in a closed magnetic
structure. Some of these structures are stationary, others move slowly upward, leading
to a slow frequency driftType Vbursts are continuum emissions over a wide frequency
range. They follow type Il bursts and typically have the opposite circular polarisation
with respect to the preceding type Il burst.

Solar noise stormare frequently the dominating component of solar radio emission
for wavelengths between 1 and 10 m. Both flare and non-flare related noise storms exist.
Two types of storms are distinguished, which are named type | storms and type Ill storms
according to the type of associated radio bursts. Although the radio flux density associated
with atype | noise storm is far below that of a radio burst, it can be 1000 times that of
the quiet sun. Due to their occurrence rate and their duration, noise storms significantly
contribute to the signal detected: Near solar maximum, noise storms occur about 10%
of the time (Hjellming 1988). The typical duration of a noise storm is between a few
hours and several days (Boischot and Denisse |1964, Warmuth and/Marin 2005). Type
| noise storms consist of a slowly varying broadband continuum plus short-lived bursts.
The emission of type | storms is highly circularly polarised (Boischot and Denissé 1964,
Kai et al|| 1985).Type Ill storms are not associated with flares; they are connected to type
[l bursts (see above). Type Ill storms can also include continuum emission in addition
to bursts, but these continua only have a low intensity (Kai €t al.|1985). Often, there
is a temporal relationship between type | storms and type Il storms, which is possibly
due to a common exciting agent (Kai et/al. 1985). Type Ill storms always have the same
polarisation as type | storms, but their degree of polarisation is usually much lower.

6.2.2 Stellar radio emission

Some stars are continuously emitting much more energy at radio frequencies than the
Sun. These radio luminosities can be 2-3 orders of magnitudes higher than the quiet sun
(Benz/ 1993). This kind of emission is probably due to nonthermal processes (possibly
gyrosynchrotron emission of energetic electrons); to emphasise the different generation
mechanism of this emission with respect to the quiet sun emission, thegteascent
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radio emissiornwas introduced. There is no corresponding type of radiation on the Sun.
The typical variation of the quiescent emission is about 50% on a time scale of hours,
and it has a low degree of polarisation (Benz 1993). Unfortunately, measurements of
stellar radio spectra are limited to only few frequencies. Also, no data are available for
frequencies below 1 GHz. Fig. 6.4 shows a spectrum for the quiescent stellar emission of
the dM5.5e star UV Cet| (Gudel and Bénz 1996, dataset 4), calculated for a distance of
1 AU. The stellar distance was taken to be 2.627 pc (calculated from Gliese and Jahreifl3
1991).| Gudel and Zucker (2000) fitted four-point radio spectra observed by the VLA to
the gyrosynchrotron model of White et|dl. (1989). This fit indicates that for UV Ceti,
the maximum in the emission spectrum probably lies above 1 GHz, so that lower flux
densities can be expected for lower frequencies. For frequencies below this maximum,
optically thick emission with an intensity proportional 13- is expected. In reality,
exponents between 0 and 10 can be found (Benz|1993).

Moreover, stars with even higher quiescent radio flux exist. The quiescent radio flux
decreases with increasing stellar age (Gudel gt al.|1998). For this reason, the emission
of a young star can serve as an upper limit for quiescent emission| Fjg. 6.4 shows the
quiescent stellar emission of the young (approx. 70 Myr,| see Dorren and Guinan 1994)
dGOe star HD 129333 (EK Draconis) measured at the frequency of 8.4|GHz (Guidel et al.
1995). The emission of HD 129333 will be used as the upper limit for the contribution of
the quiescent emission.

It is known thatstellar flarescan be much more energetic than solar flares; stellar
flares with10* times the radio flux of the largest solar radio burst have been observed.
These flares are often completely circularly polarised (Gudel et al.| 1989]/Benz 1993).
The influence of both stellar flares and quiescent radio emission on the detectability of
planets is discussed in sectjon 6]2.3.

Some very large flares (up 1®” times more energetic than the largest solar flare) on
solar-like stars could possibly be caused by the interaction of a normal F or G dwarf star
and a magnetised close-in extrasolar planet (Rubenstein and Sthaefer 2000). However,
so far only nine of these transient extreme events were detected (Schaefér et lal. 2000).
For this reason, these so-called “super-flares” do not present a systematic problem for the
discrimination of stellar and planetary radio emission. Note also that none of these stars
have known close-in exoplanets.

6.2.3 Comparison of solar, stellar and exoplanetary radio fluxes

In this section, the flux densities of different radio sources are compared. Fig. 6.5 shows
the flux densities of all contributions discussed in the previous section. To facilitate the
comparison, all flux densities are given for a distance of 1 AU.

First, the contribution of thgalactic backgrounds considered. It is known that the
galactic background depends on the viewing direction. It can be measured by a second
measurement of the sky close to the extrasolar system and then be subtracted from the
signal received from the system. For example, the UTR-2 radio telescope in Kharkov can
be used in a two-beam mode with one of the beams directly on the radio source and the
second beam pointingf away from the first beam (Zarka et/al. 1997). Another option
would be to remove the sky background by means of interferometry, sée e.g. Nelspn et al.
(1985).
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6 Nonthermal radio emission from the magnetospheres of Hot Jupiters

Comparing Jupiter’s radio emission to the Sun’s emission, one can clearly see that the
planetary emission is far more powerful than theet sunemission. Thus, during quiet
conditions, it would be difficult to detect radio emission emanating from a Sun-like star,
but planetary radio emission would be detectable without confusion by stellar emission.
The slowly varying componer(not shown in Fig[ 6]5) does not contribute much to the
solar flux in the spectral range where planetary emission is expected.

The quiescent emissioaxhibited by some stars could in principle be problematic.
Although no measurements are available for low frequencgies GHz), it seems likely
that the flux levels are much lower at frequencies relevant for planetary detegtiah (

MHz, see Tabl¢ 6]2). Also, the quiescent radio emission seems to be connected to stellar
X-ray emission|(Gudel et &l. 1995). Thus, the comparison of the radio emission and the
X-ray emission might serve as an indicator whether the source of the radio emission is
likely to be the star or not. Furthermore, the low degree of polarisation of the quiescent
emission (see Sectipn 6.P.2) as opposed to the planetary radio emission will prove to be
an important diagnostic tool.

Due to their relatively low occurrence-rate (about 10% of the time near solar maxi-
mum, see sectidn 6.2.I)pise stormsire not very important for the case where a Jupiter-
like planet is to be detected around a Sun-like star. They may have an influence for
systems where either the planetary radio emission is weaker than Jupiter’s, or in cases of
a star showing more activity than the Sun. In these cases, statistical considerations would
be required, and the quiet star level would have to be evaluated carefully. In $ectipn 6.1.2,
it was shown that for close-in extrasolar planets much stronger emission is expected than
for Jupiter. Thus the contribution of noise storms is probably negligible.

Stellar radio burstsare another matter. In the solar system, they are far more powerful
than any planetary radio emission. The question arises as to whether the latter could be
separated from such a bursty background. Fortunately, these radio bursts do not occur all
the time. Although type IV emission can last for several days, they only occur with a rate
of approximately 3 per month during sunspot maximum. Type Il emission take place
much more frequently (up to 1400 per month at sunspot maximum), but their duration is
limited to a few seconds (Boischot and Denisse 1964). Thus it can be hoped that using
statistical arguments the stellar bursts can be separated from planetary emission. If one
admits the possibility that the beaming direction of extrasolar planetary radio emission
could be very different from that observed in the solar system, it could be worthwhile to
look at secondary eclipses of transiting planets. This technique is successfully employed
in the infrared (see Secti¢pn 2.4). Similarly, for radio frequencies, different spectra may be
obtained during secondary transit (“star only”-spectra when the planet passes behind the
star) and off-eclipse (“star plus planet’-spectra). The noisy background of the stellar radio
bursts could then be reduced by statistics, i.e. by observing not one but many secondary
transits of an appropriate planet. Of course, a star with little activity in the radio spectrum
(like the Sun at solar minimum) is preferable.

The planetary radio emission of some extrasolar planets may be much stronger than
Jupiter's emission. For example, for a system similar tBootes, the radio emission
will be several orders of magnitude stronger than Jupiter's emission (s¢e Fig. 6.2). It can
be seen that detection is more likely for young stellar systems, where the stellar wind is
denser and faster than for the present day Sun. The radio emission Bowtes b at its
present age (1.0 Gyr) is much stronger than the contributions of the galactic background,
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Figure 6.5: Solar radio data according to Boischot and Denisse |(1964) (dotted line) and Nelson
et all (1985) (solid lines). Jupiter radio flux during periods of intense activity (cf.[Fi¢. 6.1) ac-
cording tg Zarka et &l (2004) (dashed line). Also shown are the quiescent stellar emission from
UV Ceti (short-dashed line) and HD 129333 (see Se¢tion|6.2.2) as well as the lower limit for the
radio flux expected from Bootes (dash-dotted lines, see Secfion 6.1.3). All values are given for
a distance of AU.
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the quiet sun emission, solar noise storms, and also the assumed maximum quiescent radio
emission. Some stellar radio bursts will still be more intense than the planetary emission;
depending on the occurrence rate of radio bursts on the star, this might be more or less
problematic. This is especially true if the planets host star exhibits very strong stellar
flares.

Even in cases where the combined stellar/planetary radio signal contains major contri-
butions from the planet, one also requires some means to separate the two contributions.
There are several ways how this can be achieved:

e Itis known that planetary radio emission is highly polarised (Zarka 1998). This is
not the case for the quiet sun radio emission (see Sectionj 6.2.1) or the quiescent
radio emission (see Sectipn 6]2.2).

e The bursty component could possibly be discriminated by occultation during sec-
ondary eclipses.

e It is known from the solar system that planetary radio emission is modulated with
the planetary rotation period, which is considerably shorter than the stellar rotation
period. For this reason, rotational modulation of the observed radio emission could
help to distinguish the stellar and the planetary contribution. Of course, this would
work best for planets not subjected to tidal locking (i.e. far enough from their star,
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6 Nonthermal radio emission from the magnetospheres of Hot Jupiters

see Section 3]1). For tidally locked Hot Jupiters, the planetary rotation period is
of the order of a few days, so that this method may still be applicable. It will fail

in the few cases where the stellar and the planetary rotation are synchronised. As
discussed by Patzold and Rduer (2002), some measurements of the stellar rotation
period ofr Bootes seem to indicate that this is the case (this is also suggested by
Leigh et all 2003), while other values suggest that the star is rotating more slowly.
Even if the method is not applicable toBootes, the modulation with the rotation
period may be very useful for other stellar systems.

6.3 Observation of exoplanetary radio emission

Over the last decades, several attempts were undertaken to detect radio emission from
extrasolar planets. So far, however, these efforts have been unsuccessful. The different
attempts to observe exoplanetary radio emission are presented in $ectipn 6.3.1. In Section
[6.3.2, the observed frequencies and achieved radio flux sensitivities of these observations
are compared to the predicted radio fluxes from Segtion 6.1. It will be shown that the
reason for the current non-detection is the lack of sensitivity in the appropriate frequency
range. At the same time, the prospects for future observations are analysed. It will be
shown that the radio flux anticipated for certain planets is strong enough to allow ground-
based detection in the near future.

6.3.1 Observational attempts

The first attempts to discover the radio emission of extrasolar planets date back to long
before the announcement of the first extrasolar planet. In recent years, when targeted
radio observations became possible due to the knowledge of the position of extrasolar
planets, new efforts were undertaken to search for such radio emission. So far, however,
all such efforts have been unsuccessful. This includes:

e Early observations by Yantis etlal. (1977), where 22 nearby stars (i.e. within 5
parsec) were observed using the Clark Lake radio telescope at a frequency of 26.3
MHz.

e The observation of 6 nearby stars (i.e. within 5 parsed) by Winglee|et al.|(1986)
using the Very Large Array (VLA). Frequencies of 330 MHz and 1460 MHz were
used, and the typical observation time was 3.5 h. One star was additionally observed
for 1 hour at 4.9 GHz.

e Observations made between 1994 and 1996 by the Ukrainian radio array UTR-2
in the decametric wavelength range (Zarka et al. 1997). 4 stars were observed for
approximatelyl5 minutes each.

e VLA observations of 10 stars made between 1996 and 1998. The planet-hosting
target stars had distances between 2.5 and 41 pc (Bastiah et al. 2000). Observations
were performed at 74 MHz, 333 MHz and 1465 MHz, with an observation time of
< 6 hours per star.
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6.3 Observation of exoplanetary radio emission

Targeted observations efBootes (1999 and 2002), using the VLA (Farrell el al.
2003). The time per measurement wa$ hours.

The analysis of the VLA Low-frequency Sky Survey (VLSS), an ongoing effort to
survey the northern sky at 74 MHz (Lazio et|al. 2004). While not as sensitive as
targeted observations, a much larger number of stars will be observed eventually.

A search for decametric radio bursts using the UTR-2 radio afrray (Ryabov et al.
2004). Between 1999 and 2002, 19 stars were observed, with an observation time
of typically several hours per star. FoBootes, the sensitivity reached 160 mJy.

An observation of HD 209458 using the Effelsberg 100 m radio telescope. On
March 31, 2004, the system was observed for 1 hour out of transit (E. Guenther,
personal communication, 2005).

Observations made with the 10 m Mizusawa telescope and 11 m Tokai university
telescope since 1996 (Y. Shiratori, personal communication, 2005). 4 stars were
observed at a frequency of 8.6 GHz with a sensitivity of approximately 1 Jy. More
than 100 hours of observational data were collected per target.

The observation of two targets with the Giant Metrewave Radiotelescope (GMRT)
in India (Majid et al/ 2006). The data of these observations are still under examina-

tion.
Telescope | Frequency \ Sensitivity | Reference
Clark Lake | 26.3 MHz 1Jy Yantis et al.|(1977)
VLA 330 MHz 30 mJy Winglee et al.|(1986)
1460 MHz 0.3 mJy
4900 MHz 0.15 mJy
UTR-2 7-35 MHz 2-4 Jy Zarka et al.|(1997)
VLA 74 MHz 50 mJy Bastian et al.[(2000)
333 MHz 1-10 mJy
1465 MHz | 0.02-0.07 mJy
VLA 74 MHz 120 mJy Farrell et al.|(2003)
VLA 74 MHz 300 mJy Lazio et al. |(2004)
UTR-2 18-32 MHz | 100-1600 mJy | Ryabov et al. (2004)
Effelsberg | 4850 MHz 0.8 mJy E. Guenther, pers. communication, 2005
Mizusawa | 8600 MHz 1Jy Y. Shiratori, pers. communication, 2005
GMRT 153 MHz 2 mJy Majid et al, (2006)

Table 6.5: Past attempts to detect radio emission from extrasolar planets (taken from Grie3meier

et all[2006a).

Many reasons were suggested to explain why these searches for radio emission from
Hot Jupiters have not yet proven successful (see/ e.g. Bastiarlj et all 2000, Ryabov et al.
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6 Nonthermal radio emission from the magnetospheres of Hot Jupiters

2004). The most fundamental problem of these observations probably is the lack of sen-
sitivity in the appropriate frequency range. This becomes clear when the frequencies
and sensitivities of the observation attempts (compiled in Table 6.5) are compared to the
values expected for exoplanetary radio emission, which is done in the next section.

6.3.2 Estimated radio flux

If one compares the different Hot Jupiters of Talple$ 6.2[and 6.3 with the frequency con-
straints imposed by the Earth’s ionospheric cuteffy(. . . 10 MHz, see Zarka et &l. 1997)
and with the observation campaigns of Tgblg 6.5, one finds the following:

e Due to the Earth’s ionosphere, radio emission from the planets HD 209458b and
OGLE-TR-10b is not accessible for ground-based observations. The reason for this
is the weak planetary magnetic field, which is caused by tidal locking (Séctipn 3.1).

e The maximum emission frequency for the planets OGLE-TR-111b and TrES-1b
Is close to the ionospheric cutoff frequency, rendering observations very difficult.
None of the past observation attempts included frequencies low enough to include
the emission frequencies of these planets.

e For OGLE-TR-56b, OGLE-TR-113b, and OGLE-TR-132b, the ionospheric cut-
off is not a problem, and observations at low enough frequencies were performed.
The planets are expected to be powerful radio emitters. This is especially true for
OGLE-TR-56b, which has the largest emitted radio powg. However, because
of the extremely large distance of these planets, the flux density at Earth is much
too low to allow detection. Although these planets are no good candidates for radio
observations, they can serve as representatives of a certain class of planets. Other
planets very similar to these could exist at much closer distances to the stellar sys-
tem. For such planets, radio detection would be possible.

e The planet around the starBootes clearly is the most promising candidate of all
planets included in this study. It has both the highest emission frequencies and
the largest expected radio flux. The radio flbx of 7 Bootes is compared to the
sensitivities reached by different observation campaigns in Fjgufe 6.6. Radio flux
densities up tal0 mJy are expected. In the worst case (i.e. the “light” model), the
flux density is lower by a factor of three (see Taple] 6.3). Concerning the current
non-detection of radio emission fromBootes b, the main problem is the relatively
low maximum frequency of 19 MHz of the emission as compared to the majority
of measurements which took place at frequengies 74 MHz (see Tablé¢ 6]5 and
Figure[6.6). The observations |of Zarka et al. (1997)/and Ryabovj ét al.|(2004) are
in a more promising frequency range (between 7 and 35 MHz), but the sensitivity
reached is not yet sufficient. The observations by Ryabov|ét al. (2004) come close
to the parameter range where the detection of radio emission fr@uotes is
possible. For this reason, future UTR-2 observations will either lead to a positive
detection or impose important constraints on the planetary magnetic moment.

The radio flux®, from Table[ 6.8 can also be compared to the detection limit of the
planned LOw Frequency ARray (LOFAR, described by Kassim &t al.|2004), which will
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Figure 6.6: Comparison of the radio flux measured from Jupiter (cf[ Fip. 6.1) according to Zarka
et al| (1995] 2004) at periods of intense activity (dashed lines) and the lower limit for the radio
flux emission fromr Bootes b (shaded area). Also shown: previous observations (dotted lines and
points, see Table §.5) and the planned LOFAR detector (dash-dotted line).

go into operation in 2007-2008. It will consist of an array of phased dipoles with sep-
arations of up to 400 km between different station, and is currently under construction
in the Netherlands, which allows for an extremely low sensitivity. However, according
to the modified instrument design plans, LOFAR will only include frequencies above
30 MHz (instead of the previously planned 10 MHz) with a sensitivity of approximately
2 mJy (Zaroubi and Silk 2005, and see algtp://www.lofar.org ). Because of
the modified frequency range, the detection of planetary radio emission by this instrument
IS uncertain.

Ongoing efforts at the VLA and at the GMRT are limited to higher frequencies (i.e. to
74 MHz and 153 MHz, respectively). At the GMRT, observations at 50 MHz will be made
possible by the installation of a new feed. While this frequency is still higher than those
of Table[6.2, other planets may exist which emit at this frequency. At the UTR-2 radio
array, the sensitivity of the observations will be improved using a new digital receiver in
the near future. With the capability of that array to observe at low frequencies, it seems
possible that this instrument will achieve the first detection of extrasolar planetary radio
emission.
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/7 Protection of terrestrial exoplanets
against galactic cosmic rays

C’est une bien faible lumiere qui nous vient du ciel étoilé.
Que serait pourtant la pensée humaine si nous ne pouvions
pas percevoir ces étoiles...

Jean Perrin, french physicist (1870-1942)

One of the most fascinating questions in astrobiology is the search for habitable
worlds. Current studies on the surface habitability of extrasolar Earth-like planets mostly
focus on the existence of liquid water on the planetary surface. While this is a necessary
condition for life as we know it, this condition is far from being sufficient. Especially for
weakly magnetised planets, additional aspects have to be studied, see|[Seftion 2.3. One of
these aspects is the impact of galactic cosmic rays. Because of their relatively small mass,
low luminosity and large abundance, M dwarfs are considered prime targets for searches
for terrestrial habitable planets, like ESA's DARWIN or NASAs TPF-C mission. How-
ever, extrasolar planets in the habitable zone of M stars are in synchronous rotation around
their host star because of tidal locking (Secfion 3.1.6). This leads to strongly reduced ro-
tation rates, which in turn are responsible for relatively small magnetic moments (Section
[4.6). For example, an Earth-like extrasolar planet which is tidally locked in an orbit of
0.2 AU around a star of 0.5/, (i.e. within the liquid water habitable zone described in
Section 2.B) has a magnetic moment of less than 15% of the Earth’s current magnetic
moment. Correspondingly, a much smaller magnetosphere is to be expected (Section
[5.3.4). Therefore, such a close-in extrasolar planet is not well protected by an extended
magnetosphere, and cosmic rays can reach almost the whole surface area of the upper
atmosphere.

In this chapter, the resulting flux of galactic cosmic rays to extrasolar planets is dis-
cussed. A short introduction on cosmic rays is given in Se€tign 7.1. Séction 7.2 describes
how the cosmic ray trajectories are calculated and defines the impact area and the energy
spectrum of the particles, which are used to quantify the cosmic ray particle flux. The
cosmic ray flux is analysed for different exoplanetary situations in Sejction 7.3. Poten-
tial biological effects and the influence on habitability are discussed in Séction 7.4. This
chapter is based on Grieldmeier et/al. (2005b) and Grieldmeielr et al. (2006d), but includes
some more recent results.
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7 Protection of terrestrial exoplanets against galactic cosmic rays

7.1 Galactic cosmic rays

Generally, the term “cosmic rays” denotes all energetic ionised particles originating from
space. Usually, different classes of cosmic rays are distinguished:

e Galactic cosmic rays (GCR) are particles accelerated to high energies at distant
astrophysical sources such as quasars, supernovae, neutron stars, star-forming re-
gions,vy-ray bursts, and jets from black holes. At Earth, they present an approxi-
mately homogeneous background and reach the Earth with the same intensity from
all directions |(Meyer et al. 1974). Of all different types of cosmic rays, they have
the highest energies. During the solar cycle the flux of GCR with energies around
100 MeV varies by a factor of approximately two (Seo €f al. 1994). While GCR
comprise all nuclei of the periodic table of elements, protons are by far the most
abundant species of GCR.

e Anomalous cosmic rays (ACR) are particles accelerated at the heliospheric shock.
Close to the Sun, ACR do not contribute much to the total particle flux (Scherer
et all[2002).

e Short phases with large fluxes of solar (or, by analogy, stellar) cosmic rays are
associated to interplanetary shocks, e.g. those created by fast CMEs. However, not
all interplanetary shocks lead to an enhancement of the solar cosmic ray flux/ (Smart
and Shea 2002). At low energies (i.e. below 130 MeV), the yearly average of the
flux of solar protons is larger than that of GCR protdns (Kuznetsov and Nymmik
2002).

e Planetary particles which originate from planetary magnetospheres (mostly from
Jupiter’s magnetosphere in the case of the solar system). Concerning the total par-
ticle flux, these particles only play a minor role.

General introductions to galactic cosmic rays are provided by Meyer| et al.|(1974),
Kallenrodé [(2000), and McKibbéen (2001). The cosmic ray calculations of this chapter
deal exclusively with GCR protons.

7.2 Cosmic ray calculation

In order to quantify the shielding effect of the planetary magnetosphere, the motion of
galactic cosmic protons in the model magnetosphere described in Jectign 5.3.1 is inves-
tigated. The calculations were performed with the software pack&§@MStadelmann
2005D). In this section, these calculations are briefly described. It goes beyond the scope
of this work to explain all the details of the numerical calculation. The interested reader
is referred to the descriptions|of Stadelmann (2005a).

7.2.1 Calculation of particle trajectories

In order to determine the impact of GCR protons in the energy range 64 dMe&¥ <
8 GeV on the planetary atmosphere, particle trajectories in the magnetosphere are anal-
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Figure 7.1: Distribution of the starting positions and velocity vectors for cosmic ray trajectories
(schematic view).

ysed. Because no solution in closed form exists, this is only possible through the nu-
merical integration of many individual trajectories (Smart et al. 2000). For each patrticle
energy (64 MeV, 128 MeV, 256 MeV, 512 MeV, 1024 MeV, 2048 MeV, 4096 MeV and
8192 MeV) and for each magnetospheric configuration, over 7 million trajectories are cal-
culated, which correspond to protons with different starting positions and starting velocity
directions. The particles are launched from the surface of a sphere centred on the planet.
The radius of this sphere satisfies the condittor Rs, so that the particles (except for
those arriving from the tailward direction) are launched outside the magnetosphere, see
Fig.[7.1.

Once the particles enter the magnetosphere, their motion is influenced by the magne-
tospheric magnetic field. This magnetic field is calculated with the closed magnetospheric
model from Sectiof 5.3]1, using the magnetic moment from Sefctign 4.6 and the size of
the magnetosphere from Sectjon 5,3.4 as input. Note that the maximum magnetic mo-
ments from Tablé 4]7 are used. For this reason, the results represent the lower limit for
the cosmic ray flux to the atmosphere. For a smaller magnetic moment, a larger cosmic
ray flux is possible. The trajectories are calculated using the numerical Leapfrog method
(Stadelmanin 2005a). For each energy, all particles are counted which reach the atmo-
sphere described by a spherical shell one hundred kilometres above the planetary surface,
l.e. Ra = Ry + 100 km. The impact of particles on the planetary atmosphere can be
quantified by the impact area and the energy spectrum. These quantities are defined in the
following section.
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7.2.2 Cosmic ray impact area

Because the strength and direction of the planetary magnetic field varies with latitude, the
number of cosmic ray particles reaching the planetary atmosphere varies, too. The longi-
tude, however, does not influence the influx of cosmic ray particles. In Higyre 7.2, cosmic
ray penetration through the magnetosphere is shown for the case of an Earth-like planet
which is tidally locked at 0.2 AU around a star witld, = 0.5 M. This corresponds to

the magnetic field configuration of Fig. 5.5. Obviously, the cosmic ray flux depends on
the energy of the particles. High energy particles can penetrate the magnetosphere at any
location, see Figure 7.2(c) apd](d), while for lower energies, shown in Higure|7.2(a) and
[7.2(b), less particles (or even no particles at all) reach the equatorial region. In the vicinity
of the poles the magnetic field is almost radial, and particles of any energy can reach the
top of the planetary atmosphere.

N/NO N/NO

N/NO N/NO

(c) Impact region for particles dfo24 MeV. (d) Impact region for particles af096 MeV.

Figure 7.2: Particle impact for cosmic ray protons with an energg4ofeV, 256 MeV, 1024

MeV and4096 MeV for an Earth-like planet which is tidally locked @2 AU around a star of

0.5 M, (i.e. “locked case”, see below). Colour-coded: Particle flux relative to a planet without
magnetic field. In the hatched area, no particles reach the atmosphere.

For a given energy, thismpact areais defined as the area where cosmic ray particles
reach the planetary atmosphere, normalised to the planetary surface area. I Figure 7.2,
for example, the impact area is equal to unity for energies above 1024 MeV. Protons with
an energy of 256 MeV can reach about a quarter of the atmospheric surface.

7.2.3 Cosmic ray energy spectrum

The cosmic rayenergy spectruns determined in the following way: for a given particle
energy, the fraction of particles reaching the planetary atmosphere is registered. This
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value is compared to the fraction of particles reaching the atmosphere of an identical,
but unmagnetised planet. The resulting magnetospheric filter function is multiplied with
the cosmic ray energy spectrum outside the magnetosphere. This reference spectrum was
taken from Seo et al. (1994).

7.3 Cosmic rays in exomagnetospheres

In the following, the flux of cosmic rays will be compared for different planets. The
impact area and energy spectrum are determined for the following cases:

e “Earth case”: Magnetosphere of the Earth. Here, the Earth’s magnetic field is rep-
resented by a zonal dipole with a magnetic dipole momeritfof= 8 - 1022 Am?2,

e “Locked case”: Magnetosphere of an extrasolar planet which is tidally locked in an
orbit of 0.2 AU around a 0.3/, K/M star of 4.6 Gyr age.

e “Unlocked case”: Similar to the “locked case”, huithouttidal locking. Instead,
the planet is assumed to have the magnetic moment of the Earth. Note that this case
IS not realistic (unless the planet was brought to this position only recently), but it
is used to demonstrate the influence of tidal locking.

e “Unmagnetised case”. For the cosmic ray energy spectrum, the case of a totally
unmagnetised planet is shown for comparison. This corresponds to the cosmic ray
energy spectrum outside a planetary magnetosphere.

e “Young star case”: Similar to the “locked case”, but for stellar wind conditions
found around a star of 0.7 Gyr age.

e “Large Earth case”: Similar to the “locked case”, but for a large terrestrial planet
(see Sectioh 2.6.3). For distancesdof 0.197 AU this type of planet should be
considered as “potentially locked” rather than “tidally locked” (cf. T4ble 5.5). In
this Chapter, however, a tidally locked planet at 0.2 AU is assumed.

e “Ocean Planet case”: Similar to the “locked case”, but for an Ocean Planet (see
Sectior] 2.6.3).

For the above cases, the magnetic moments and standoff distances are given in Table
[7.1. Most of these values already appeared in Table 5.5. As noted before, the magnetic
moments (and thus also the standoff distances) are assumed to have the maximum allowed
value. Thus the values obtained in this chapter represent a lower limit for the flux of
cosmic ray protons to the planetary atmosphere. Table 7.1 also includes the magnetic
field strength at the magnetopause, which was obtained from eq| (5.43) anld (5.44). This
value is determined by the stellar wind pressure.

7.3.1 Impact of cosmic rays on Earth-like exoplanets

For the “locked case”, the magnetosphere is much smaller than for the “Earth case”, see
Tablg[7.1. For this reason, a much higher flux of cosmic ray protons through the planetary
magnetosphere can be expected.
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Planet M [Mg] | Rs[Ry] | B(Rs) [nT]
Earth case 1.0 9.91 73
Locked case 0.15 4.12 150
Unlocked case 1.0 7.81 150
Unmagnetised case 0 - -
Young star case 0.15 2.31 1280
Large Earth case (locked) 0.65 4.15 150
Ocean Planet 0.37 2.80 150

Table 7.1: Magnetospheric parameters assumed for the calculation of the cosmic ray flux.

Fig.[7.3 compares the impact area obtained for the “locked case” (dashed line) with
the corresponding result for the “Earth case” (solid line). Note that the dashed curve
corresponds to the situation of F[g. [7.2. The following statements can be made: The
impact area is much larger for the “locked case” than for the “Earth case”. Also, the
minimum energy required to have cosmic ray particles at any latitude (corresponding to
an impact area equal to unity) is strongly reduced in the “locked case”.

Fig.[7.4 shows the cosmic ray energy spectrum calculated for the two planets. It can
be seen that for all energies, the cosmic ray flux to the atmosphere of a tidally locked
planet (dashed line) is higher than that at Earth (solid line) by at least a factor of two. At
lower energies the difference is even more pronounced, and reaches values of one order of
magnitude and more for energies below 200 MeV. Comparison with the energy spectrum
outside the magnetosphere (dash-dotted line) shows that the magnetospheric protection is
much weaker for the tidally locked planet than it is at Earth. For energies above 2 GeV
magnetospheric shielding is negligible for the “locked case” planets. At the same time,
the dash-dotted curve can be regarded as the energy spectrum at the top of the atmosphere
of a totally unmagnetised planet.

7.3.2 Influence of tidal locking

Both the reduced planetary magnetic dipole moment due to tidal locking (Section 4.6) and
the enhanced stellar wind ram pressure at small orbital distances (Section 5.1) contribute
to the magnetospheric compression. This, in turn, determines the flux of high energy
cosmic ray particles into the planetary atmosphere. Here, the relative importance of these
two effects is compared.

The dependence of the impact area on the particle energy is shown in FFig. 7.5. When
comparing the “unlocked case” (triangles) and the “Earth case” (solid line), no significant
difference can be found between the two datasets. This indicates that the compression
of the magnetosphere by the increased stellar wind ram pressure does not influence the
influx of galactic cosmic rays. Rather, the reduced magnetic moment seems to be the
decisive factor.

To further verify this result, the cosmic ray energy spectra have to be compared. This is
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7.3 Cosmic rays in exomagnetospheres

done in Fig[ 7.5. As for the impact area, the comparison of the “unlocked case” (triangles)
with the “Earth case” (solid line) shows that the reduced magnetic moment (and not the
stronger stellar wind) is the decisive factor for the increased influx of cosmic ray patrticles.

This behaviour can be partially explained by the magnetospheric compression. Table
[7.1 shows thatks is much smaller for the “locked case” than for the “unlocked case”.
When this is compared to the corresponding result for the “Earth case”, it becomes clear
that relatively similar results for the cosmic ray flux can be expected for the two latter
cases. Figurgs 7.5 apd 7.6 show that the results are not only similar, but virtually undis-
tinguishable. The reason is that in addition to the size of the magnetosphere, also the
magnetic field at the magnetopause is different for the respective cases, s¢e Table 7.1. For
the “unlocked case” the smaller size of the magnetosphere is compensated by a larger
magnetic field at the magnetopause, which enhances the cosmic ray shielding.

7.3.3 Influence of the stellar system age

In Sectior] 5.]1, the dependence of the stellar wind parameters (density and velocity) on the
age of the stellar system was discussed. The resulting compression of the magnetospheres
of terrestrial exoplanets was described in Sedtion 5.3.4. In this section, the influence this
has on the cosmic ray distribution at the top of the planetary atmosphere will be studied.

First it should be noted that only time variations of the stellar wind are considered.
Parameters that are kept constant include the planetary magnetic moeéné orbital
distanced, the stellar masd/,, and the stellar radiug,. Also, the effect of the time-
dependent stellar wind on the size and shape of the astrosphere is not included. Especially
at energies below 1 GeV (Scherer et al. 2002), the cosmic ray flux is influenced by the
astrosphere, so that the results given in this section represent only a first step towards a
more complete and precise description.

Similarly to Fig.[7.3, Figuré 7|7 shows the impact area, comparing the results for
Earth (solid line), a tidally locked planet at 0.2 AU around a K/M star of an age of 4.6 Gyr
(dashed line), and the same planet but for a much younger star of 0.7 Gyr (dashed line
with symbols). Note that the first two cases were already presented in sectign 7.3.1. It
can be seen that the magnetospheric compression resulting from the fast and dense stellar
wind emanating from a young star leads to much higher impact areas for particle energies
around 250 MeV.

Fig.[7.8 again shows the cosmic ray spectrum. Here, the influence of the stellar system
age can be seen, especially for energies below 1 GeV, where the number of particles
reaching the atmosphere is doubled with respect to the 4.6 Gyr old stellar system. For a
stellar system of 0.7 Gyr age, the comparison of the energy spectra outside (dash-dotted
line) and inside (dashed line with symbols) the magnetosphere shows that magnetospheric
shielding is virtually absent for tidally locked planets in the habitable zone of a young
K/M star of 0.5 M.

7.3.4 Influence of the type of planet

For non Earth-like planets, it was shown that the planetary magnetic dipole moment and
the size of the magnetosphere differ from the Earth-like case (see[Table 7.1). For the
“Large Earth case” the expected magnetic moment is larger than for an Earth-like planet.
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Because the planetary radius is larger, however, the standoff distance measured in plan-
etary radii is comparable, so that the protection from galactic cosmic rays should not be
expected to be much larger than for an Earth-like planet. For the “Ocean Planet case”,
the standoff distance measured in planetary radii is much smaller than for the Earth like
“locked case”, so that the cosmic ray flux through the magnetosphere can be expected to
be considerably larger.

Both these expectations are confirmed. The impact area (shown in Figpre 7.9) and
the cosmic ray energy spectrum (Figure 7.10) demonstrate that more cosmic ray particles
reach the atmosphere for the “Ocean Planet case” (dotted lines) than for the “locked case”
(dashed lines), and more particles impact for the “locked case” than for the “Large Earth
case” (double-dashed line). However, the differences are relatively small. At least for the
planets chosen for this comparison the planetary type does not have a large influence on
the efficiency of magnetospheric cosmic ray protection.

7.4 Implications for habitability

The results obtained in Sectipn [7.3 indicate that a major part of the atmospheric surface
area of a tidally locked extrasolar planet with an orbit inside the close-in habitable zone
of a low mass star will be strongly affected by secondary cosmic rays. Both the surface
fraction affected by galactic cosmic rays and the flux of energetic protons are much higher
than those found at Earth. This result appears to be independent of the stellar system age
(Sectior] 7.33) and of the planetary composition (Se¢tion|7.3.4).

While a quantitative treatment is not yet available, it is clear that the increased flux
of galactic cosmic rays at the top of the planetary atmosphere has implications for the
flux of cosmic rays at the planetary surface. When galactic cosmic rays of sufficiently
high energy reach the planetary atmosphere, they generate showers of secondary cosmic
rays. Of the different components of these cosmic ray showers, slow neutrons have the
strongest influence on biological systems. For Earth, the minimum energy which a proton
must have to initiate a nuclear interaction that may be detectable at sea level is approxi-
mately 450 MeV|(Reeves etlal. 1992, Shea and Smart/|2000). For the planetary situations
of Sectior] 7.B, the large increase of secondary cosmic rays at the planetary surface cor-
responding to the increase of primary cosmic ray flux is expected to produce multiple
distortions in living systems.

Biological effects, namely an increase of cell fusion indices in different cell-lines,
were found to be significantly correlated with the neutron count rate at the Earth’s surface
(Belisheva et al. 2005). Because these experiments were undertaken during quiet solar
conditions (August 1990), the change in the neutron count rate is either caused by a varia-
tion of the atmospheric pressure (which changes the efficiency of atmospheric shielding)
or by a variation in the galactic cosmic ray flux outside the Earth’s magnetosphere. Simi-
lar, but much stronger and more diverse effects were observed during large solar particle
events, where solar cosmic rays dominate over galactic cosmic rays (see discussion in
GrielBmeier et al. 2005p, 2006d).

Because tidally locked Earth-like exoplanets inside the habitable zone of K and M
stars are only weakly protected against high energetic primary and secondary cosmic rays,
they can be expected to experience a higher surface neutron flux and stronger biological
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effects than Earth-like planets at orbital distances of about 1 AU. For this reason, it may
be more difficult for life to develop on the surface of planets around K and M stars than
frequently assumed.

Of course, the effect of high energy cosmic ray particles on biological systems also
depends on the composition and density of the planetary atmosphere. Terrestrial planets
with dense atmospheres like Venus (100 bar surface pressure) would be shielded by the
planetary atmosphere, so that no secondary radiation can reach the surface. On the other
hand, for planets with thin atmospheres like Mars (7 mbar surface pressure), the surface
would probably be totally sterilised.
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8 Conclusions

So eine Arbeit wird eigentlich nie fertig,

man muf3 sie fur fertig erklaren, wenn man

nach Zeit und Umstanden das mdoglichste

getan hat.

Johann Wolfgang von Goethe,

Italienische Reise. Caserta, den 16. Marz (1787)

In the last ten years, 170 extrasolar planets were detected. Many of them have orbital
distances much smaller than any of the planets in our solar system. This results in a dif-
ferent stellar flux at the location of the planet, in a denser stellar wind environment, and
leads to strong tidal interaction. This remarkable environment gives rise to several ques-
tions concerning, for example, the influence of tidal locking on the planetary magnetic
moment, the interaction between the dense stellar wind and the planetary magnetic field,
the magnitude of atmospheric escape, the intensity of magnetospheric radio emission, and
the shielding of the planet against cosmic rays.

In this work, some of these questions are addressed, showing that small orbital dis-
tances have important consequences for the planets and for their magnetosphéres. Fig. 1.1
schematically shows the interrelation between the most relevant effects.

At small enough orbital distances, tidal interaction leads to tidal locking. For ex-
ample, all Hot Jupiters with orbital radii @f < 0.08 AU around solar-mass stars can be
considered as tidally locked. Tidal locking is also important for most terrestrial exoplanets
orbiting within the habitable zone of M stars. The critical distance for orbital circulari-
sation is considerably smaller: For Hot Jupiters around Sun-like stars, circularised orbits
can be assumed onlydf< 0.03 AU. Hot Jupiters in circularised orbits also have zero ob-
liquity. For Earth-like exoplanets, the critical distance for orbital circularisation is slightly
larger than for Hot Jupiters, but planets within the habitable zone of M stars can still have
eccentric orbits and nonzero obliquity.

Using different analytical scaling laws it is shown that, both for gaseous giant planets
and for terrestrial planets, the planetary magnetic moment is strongly reduced by tidal
locking. Even for planets considerably larger than Jupiter, magnetic moments are not
likely to be much larger than that of Jupiter. For more Jupiter-like planets, the planetary
magnetic moment can be much smaller (betw@é24 and0.71 times the magnetic mo-
ment of Jupiter). Similarly, tidally locked terrestrial exoplanets in the habitable zone of
M stars have much smaller magnetic moments than Earth. For example, for an Earth-like
exoplanet at 0.2 AU around an M star, the maximum magnetic moment is 15% of the
magnetic moment of the Earth.

To evaluate the influence of the stellar wind, the stellar wind conditions at close orbital
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distances have to be calculated. For stars with ages of at least 0.7 Gyr, the stellar wind
model of/ Parker| (1958) can be used to determine the distance dependence of the stellar
wind. Also, the temporal evolution of the stellar wind density, velocity and temperature

Is taken into account, so that stellar winds of stars with different ages{ Gyr) can be
modelled. For young stars, one finds that the stellar wind velocity is higher by a factor of
two, and the stellar wind density is higher by one order of magnitude when compared to a
star having the same age as the Sun. In addition, the role of stellar CMEs (as analogues to
solar coronal mass ejections) is considered. For stars with high CME activity, the stellar
wind is effectively replaced by a stream of CMEs, for which the density and velocity are
approximately comparable to the stellar wind of a young star.

Because of the denser stellar wind and the reduction of the planetary magnetic moment
by tidal locking, the magnetospheres of close-in exoplanets are much smaller than the
magnetospheres of more distant planets. Depending on the planetary magnetic moment
and the stellar wind parameters, magnetospheric standoff distances can be as large as
7 planetary radii, but in some cases, standoff distances comparable to the size of the
planetary radius are found.

With the magnetosphere thus determined, two different applications are discussed.
First, the increased stellar wind density is responsible for a high energy flux to planetary
magnetospheres. This results in an enhancement of planetary radio emission from gaseous
giant exoplanets. Compared to Jupiter, which is the strongest planetary radio emitter
presently known, the radio power of the pland@ootes b is expected to be larger by four
orders of magnitude. At the same time, such planetary emission is likely to be stronger
than the radio emission of the host star, which will facilitate detectionsBwotes b, the
maximum emission frequency is 18 MHz, and the radio flux expected at Earth is of the
order of 40 mJy (1 JyH)—2 W m~2 Hz!). The frequency range and the sensitivity of
current radio detectors are not sufficient to detect such emission, which is the reason for
the current non-detections. With planned modifications of the existing instrumentation
and with the construction of new radio arrays, however, it seems likely that the detection
of exoplanetary radio emission can be used as an additional observation method in the
near future.

While so far no Earth-sized exoplanets have been detected, such a detection is likely
to occur in the near future. The Earth’s magnetosphere is known to play an important role
in the protection of the planetary surface against the impact of high-energy cosmic ray
particles. Because all extrasolar planets with orbits inside the habitable zone of M stars are
subject to tidal locking, the question arises as to whether the same degree of protection can
be expected for terrestrial extrasolar planets. This question is studied for different types of
terrestrial planets. It is shown that a strong magnetic moment and a large magnetosphere
are important for the protection of the planet against galactic cosmic rays. Planets within
the habitable zone of M stars do not fulfil these requirements. For this reason, it may be
more difficult for life to develop on the surface of planets around M stars than previously
assumed. More work is required to better evaluate whether M stars are good targets in the
search for habitable planets. This is important, for example, when selecting targets for
the DARWIN mission|(Fridlund 2004), which will search for biosignatures in the spectra
of terrestrial exoplanets. The weak protection of planets around M stars against galactic
cosmic rays implies that it has to be assured that enough non-M stars are in the sample to
maximise the likelihood of a positive detection.
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