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Introduction

Introduction

Spin related phenomena have acquired renewed interest during the last few
years, mostly due to the possibility of using the spin degree of freedom of
electrons, nuclei, or artificial molecules for creating novel solid state devices that
may lead to entirely new technologies.

Most of these future applications require a precise control of the different
spin states. This implies a good understanding of the fundamental physics
related to the spin properties, in particular, the properties of interacting spins of
a different nature, such as for example, localized nuclear spins and delocalized
carrier spins in metals or magnetic moments and delocalized carrier spins in
magnetic semiconductors. The description of the exchange interaction in such
hybrid systems involves a very large number of particles. The problem can be
described by averaging the exchange effects and considering the interaction as
an effective mean field induced by the ensemble of one type of spins on the
second type of spin.

An example of an extensively studied system is the ‘Ayperfine’-coupled
spins of nuclei and of electrons in metals [Abragam]. The spin exchange
interaction significantly modifies the intrinsic properties of both electronic and
nuclear subsystems. The nuclear spin polarization produces the so-called
“Overhauser shift”' first observed for the electron spin resonance of lithium
[Guérdon-1959|. The nuclear spins induce an effective field felt by the electron
spin, which increases the energy separation of the electron spin levels. The
inverse effect” induced by the effective magnetic field due to spin polarization of
the electrons leads to the so-called Knight shift of the nuclear spin resonance
[Knight-1949]. The Knight shift represents a correction of 0.1% to the position
of the nuclear magnetic resonance.

" Albert Overhauser was the first who theoretically predicted the influence of the nuclear polarization on
electron spin excitations in 1953 [Overhauser-1953].
> W.D.Knight observed for first time in a shift of the nuclear magnetic resonance of divers metals.

13



Introduction

A second example of a contact interaction between delocalized and
localized spins, is the coupling between the free carriers and the localized
magnetic moment of ions, e.g. transition metals (Fe, Mn, Cr). Both electronic
and magnetic subsytems coexist in hybrid materials where a semiconductor
lattice hosts a dilute number of ions with a large magnetic moment, such as
Mn?*. These compounds form a branch of the semiconductor materials often
referred as diluted magnetic semiconductors (DMS) from which, CdMnTe is a
representative example.

In DMS materials, the exchange interaction occurs between the conduction
and valence s-p band electrons and the electrons from the J3d shell of the
magnetic ions. The polarization of the localized magnetic spins is already large
at low fields which consequently amplifies the effective magnetic field that the
spins of band electrons “fee/”. The modified energy separation of the electronic
spin states analogous to the “Overhauser” shift, is referred to as the giant
Zeeman splitting. In semiconductor nanostructures, the effective Zeeman
splitting can be tuned by varying the Mn concentration, the sample
dimensionality, the Mn temperature or the magnetic field [Furdyna-2000], and
can reach values up to 100 meV for conduction band electrons in CdMnTe. The
modification of the electronic spectrum by the sp-d exchange interaction is
strongly reflected in the magneto-optical and the magneto-transport properties
of DMS material [Furdyna-1988b].

The reciprocal effect of carriers on the Mn properties is much subtler than
for the case of hyperfine coupling with nuclei. The effective magnetic field felt
by a single Mn spin depends not only on the number of the carriers but also on
whether the free carriers are electrons or holes [Story-1996]. In the case of holes
the interaction effects are strong enough to induce a carrier-mediated magnetic
ordering of the paramagnetic Mn spins [Haury-1997]. The role of the hole spin
in the long distance interaction of Mn spins opens up prospects not only for
tailoring the magnetic properties of Mn spins but also addressing the issue of
the origin of the ferromagnetism [Dietl-2000]. In the case of electrons, these
effects are less pronounced and their influence only slightly affects the magnetic
properties of the Mn.

However, both the giant Zeeman splitting and the Knight shift, can
successfully be described within a mean-field approach [Gaj-1978, Ferrand-2001]
based on an average of the exchange interaction between the delocalized
electrons and the randomly distributed localized magnetic moments. Within this
approach, there are two consequent cases, which merit especial attention.

One case corresponds to the particular situation where the energy of the
electronic and the magnetic excitations coincide £°, = FE", Since both
electronic and Mn spin excitations are excitation modes of the crystal, one
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Introduction

should expect a resonant appearance of perturbation effects, which may imply a
description beyond the mean-field theory.

The second case corresponds to the cancellation of the Mn effective
magnetic field by an external magnetic field. Since both, exchange and external,
magnetic fields have opposite signs, they can compensate each other leading to a
total effective magnetic field fe/t by the electron spin equal to zero. Therefore,
this implies a vanishing of the energy separation between two electronic spin
levels, i.e. E°,=0. A resonant perturbation may also be expected when the
energy of both electronic spin states is equal.

So far, there has been no systematic investigations of these effects,
although they represent an important test for understanding the spin properties
in DMS. The aim of this thesis is to verify the possible appearance of resonant
perturbative effects at £-,= E", and at E°,=0, in order to investigate possible
discrepancies of the mean-field theory at these extreme limits. For such reasons,
an exhaustive experimental study of the magnetic, transport and optical
properties of doped CdMnTe quantum well structures have been performed. The
results are presented in this thesis which is organized as follow.

In chapter 1, we briefly review the fundamental magnetic and electronic
properties of CdMnTe, the material employed for the sample fabrication. The
basis of the transport (quantum Hall effect) and optical properties (infrared,
interband and Raman scattering spectroscopy) of 2D systems in a magnetic field
is presented in a general form.

In chapter 2, a description of the different Cd(Mn)Te quantum well
structures studied in this thesis is presented. In chapter 3, a preliminary
characterization of doped magnetic (CdMnTe) and non-magnetic (CdTe)
quantum well structures has been performed by means of cyclotron resonance
measurements. The magnetic field dependence of cyclotron resonance allows us
to determine the value of the effective electron mass for our samples.

In chapter 4, the magneto-transport properties of a 2DEG confined in a
CdMnTe quantum well are investigated. In the low magnetic field region a
strong influence of the giant Zeeman splitting is observed. A characteristic-
beating pattern in the amplitude of the Shubnikov-de Haas oscillations in the
magneto-resistance allows us to establish a model for describing the effective
Zeeman energy. This model qualitatively describes the transport properties at
low fields. The transport properties in the high magnetic field region where the
effective Zeeman splitting is expected to vanish are then presented. An
extensive study of the resistance minima evolution associated with filling factors
v=1,3,5 indicates the existence of different regions in magnetic field where a
opening of the spin gap is observed. Notably, we present evidence for Landau
level anticrossing.

15



Introduction

In chapter 5, the magnetic subsystem of Mn®" ions is probed. We study
the influence of free carriers in the quantum Hall regime on the magnetic
properties of the Mn®" ions by means of resistively detected electron
paramagnetic resonance (EPR) in magnetic fields up to [B T. This study reveals
a different influence of the carrier presence in low and high magnetic field
regions. Whereas the mean-field theory reasonably describes the observed carrier
effects on the Mn properties at low magnetic fields, it is not sufficient to
account for the observations around 8T, where the electronic and magnetic
excitation energies are comparable. A model based on the anticrossing of
electronic and magnetic spin excitations is proposed in order to describe our
experimental findings.

In chapter 6, spin flip processes in CdMnTe quantum well structures
associated with the electronic and magnetic spins are investigated using inelastic
light scattering. The magnetic field dependence of the electronic spin flip Raman
shift complements our transport results related to the modeling of the electronic
spin splitting, in particular under conditions of vanishing Zeeman energy where
a non-zero spin gap is clearly observed. At the same time, the Raman
spectroscopy supports the model of spin excitation anticrossing suggested by the
EPR studies in chapter 5.

In chapter 7, two distinct optical spectroscopy studies are presented. In
the first part, we use optical spectroscopy to probe the magnetic properties of
our structures. The determination of the magnetic susceptibility at finite
magnetic fields from luminescence studies of doped CdMnTe quantum wells at
very low temperatures (down up to 75 mK) and very low magnetic fields (B<
0.135 T) is presented. The method allows us to probe the Mn*' ions located in
the quantum well but is however not very accurate due to the large broadening
of the emission lines. In the second part, we present a more detailed
investigation of the optical properties, in particular, the evolution of the
emission (PL) and absorption (PLE) with the electron density at zero field and
under magnetic fields. The excitonic effects are found to persist for electron
densities up to [(bx10"cm? when free particle-like transitions are also observed
in our samples. Finally, the general conclusions of this thesis are presented.

16



1.- Fundamentals

Chapter 1

Fundamentals

Introduction

This introductory chapter reviews several topics which are necessary to
facilitate the presentation and understanding of the original results discussed in
the following chapters. We begin with a presentation of the basic information
concerning the materials used during the investigations, summarizing their
electronic and magnetic properties. We introduce the effect of spatial
confinement and discuss the electronic states in "quasi-two-dimensional”
semiconductor structures. The essential physics of a two-dimensional electron
gas (2DEG) in a quantizing magnetic field is also presented. Finally, we discuss
how the unique properties of a 2DEG in a quantizing magnetic field are
reflected in the typical electrical transport and optical experiments.

1.1 Diluted magnetic semiconductors

Diluted Magnetic Semiconductors (DMS) are a branch of semiconducting
compounds in which part of the constituent cations are replaced by ions with
large magnetic moments such as Fe, Eu or Mn. Most of the DMS studied
involve Mn ions incorporated in II-VI compounds [Furdyna-1988a| where the
Mn is a neutral impurity. DMS are of great interest because they offer the
interesting opportunity of integrating magnetic properties in semiconductor
structures. These hybrid materials, such as, for example, CdMnTe which is our
material of interest, can be considered as being composed of two subsystems: the
localized magnetic ions with large spins and electronic states of the semiconductor
host. Coupling between these subsystems have made DMS the focus of intense
research activity providing many examples of interesting and exciting new effects.
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1.- Fundamentals

1.1.1 Band structure of CdMnTe

Cadmium Telluride is a wide gap semiconductor (E, = 1.606 eV at T=4.2
K [Furdyna-1988b]) which crystallizes in a zinc-blend structure (see Figure
1.1). Cd and Te ions are each located on one of the two face centered cubic (fcc)
sub-lattices, shifted with respect to each other by a quarter of the cell diagonal.
The crystallization is due to the tetrahedral (s-p’) bonding which involves two
valence s electrons of the group II element and six valence p electrons of the
group VI element in order to form the conduction and valence band,
respectively. The band extremes are located at the first Brillouin zone, ' point
(see insert of Fig.1.1). The conduction band Iy is doubly degenerate (J=1/2). In
the valence band, the spin-orbit coupling splits the quadruple 'y (J=3/2) from
the doublet ', (J=1/2) (Ar.rg= 0.93¢V). In CdMnTe, the Mn*' ions randomly
substitute the Cd ions. The zinc-blend structure is maintained for Mn
concentration smaller than 77%. Beyond this point, the crystal phase is a
mixture between zinc-blend and wurzite [Galazka-1980]. The gap of Cd, Mn Te
in zinc blend structure changes approximately linearly with manganese
composition [Lee-1984], from 1.606 to 2.73 eV at T=4.2 K (see Figure 1.2),
which permits band structure engineering for the fabrication of good quality
heterostructures [Datta-1985].

Figure 1.1.Zinc-blend crystal structure of Cd,Mn,Te. Conduction and valence band scheme
indicating the band symmetry and the spin-orbit splitting.
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1.- Fundamentals

1.1.2 Magnetic properties of CdMnTe

In a II-VI host lattice, the Mn®" ions substitute group II cations and the
isolated Mn®" ion has a 3d° configuration with the spins of the 3d electrons
aligned in the ground state according to Hund’s rules. Therefore, Mn*" spin has,
as a ground state, the six fold degenerate spin-multiplet (°S; /2) with S=5/2 and
L=0. At finite manganese concentrations, the interaction between Mn*' ions
plays an important role. Studies of Cd; ,Mn,Te mono-crystals have shown that
many phases can be induced by tuning the Mn?' concentration or the
temperature: isolated ions (paramagnetic phase), clustering (pairs, triplets)
[Shapira-1990] or magnetic ordering (spin glass or anti-ferromagnetic phase)
[Galazka-1980] (see inset of Fig.1.2). Different Mn®" concentrations imply
distinct magnetic properties and distinct spin-spin interactions: the dipole-dipole
interactions at long range and an anti-ferromagnetic super-exchange interaction
at short range [Larson-1990]. The clustering of spins due to this anti-
ferromagnetic interaction is responsible for the magnetic phases and for many
interesting magnetic phenomena.

30 T T T T T 50 T T T
- — G'j|_:.: MHKTE‘ {':l':l

- 300 4 I vl
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Figure 1.2. Left) Dependence of the
energy gap on the Mn molar fraction
[Lee-1984]. Above : Magnetic phase
diagram for Cd,..Mn,Te.

Legend: A: Anti-ferromagnetic, S:
Spin-glass and P: Paramagnetic.
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g o2 o gb [Galazka-1980].
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1.- Fundamentals

In II-VI DMS, free carriers can be incorporated independently of the
manganese doping. This provides the possibility of studying magnetic properties
of the Mn®" spin in a controlled free carrier environment. The reciprocal sp-d
exchange interaction between the electronic spins and the magnetic spin makes
it possible to consider the carrier presence (concentration) as a new axis of the
magnetic phase diagram.

Electronic subsystem ' O¢

P

Coupling
sp-d Interaction R.

5

_ _ A X
Magnetic Subsystem (Localised Mn?* lons) ' SMn

v

y

Figure 1.3. Left) Schematic diagram of the sp-d coupling between the electronic (conduction
states) and the magnetic subsystem. Right) Schematic representation of the spatial distribution
of carrier(0;j) and magnetic (S;)spins.

1.1.3 sp-d exchange interaction

When considering DMS it is convenient to distinguish two different
subsystems. The first subsystem referred to as electronic includes the
semiconductor band states (s-type conduction band and p-type valence band
states). The second subsystem referred to as magnetic includes the localized d-
states of Mn®' ions. Both subsystems are coupled via an sp-d exchange
interaction, as shown schematically in Figure 1.3. Such a coupling modifies the
“intrinsic” properties that each system would have separately. Modifications of
the electronic subsystem induced by the presence of the magnetic subsystem
lead to very prominent effects which are relatively easy to observe. However,
the changes of the properties of the magnetic system induced by the presence of
band carriers (electron or holes) are subtler effects. This "asymmetry" is
essentially due to the fact that typical DMS materials contain many more Mn*"
ions than free carriers. In a realistic CdMnTe sample it is probably difficult to
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1.- Fundamentals

exceed the concentration of 10 c¢m™ of electrons (or holes) whereas a 1%
concentration of manganese (5x10% cm™ of Mn** ions) is easily achievable.

The investigations of the mutual interaction between band electrons and
the 3d electrons of the substitution magnetic ions is responsible for many unique
properties observed in DMS and have been rekindled by the interesting
possibility of tuning the sp-d interaction by nano-structure engineering
[Furdyna-2000, Crooker-1995, Haury-1997, Prechtl-2000, Mackh—1996].

There exist a large number of studies devoted to the sp-d interaction that
probe the electronic systems but investigations focused on magnetic subsystems are
much less common. For example it has been known for decades that the
introduction of few percent of manganese in II/VI semiconductor dramatically
changes their optical [Gaj-1978] as well as their transport properties [Jaczynski-
1978]. Studies of magnetic subsystems affected by the presence of free carriers in
semiconductor materials have been invoked only recently [Story-1986, Haury-1997].

The sp-d exchange interaction is described by the Kondo Hamiltonian:

i,j

where S; is the spin operator for a Mn*' site at the position R; (see Fig.1.3) and

1

g J is the spin operator of a carrier ;jin the position 7. The sum is over all electrons

and Mn*" ions. J; (¥-R;) is the Kondo operator describing the exchange interaction.
In the case of localized Mn spins and delocalized electrons such an operator can be
approached by Jj; (r-R;) = J, A8; (r-R;) where J, , is the carrier-Mn exchange
coupling constant and J, (7-R;) is the Dirac delta function at the Mn site R,
However, the exchange coupling between a carrier j and a Mn 7 spin is
usually described by a spin Hamiltonian A, in which the orbital part is averaged
by the evaluation of the matrix elements between the orbital functions. Since

the total wavefunction of the carrier is described by ® =y(r)y, i.e the product
of orbital y(r) and spin terms, the spin Hamiltionian Hj takes the form:
HU:<WJ‘HSp—d‘WJ>=_]l,jSl H?j Eq12

where the exchange is now parameterized by the integral j; ; expressed by:
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1.- Fundamentals

2—

ji,j :Jsp—d<\l’j ‘S(Fj _Ri)\Vj>: Jsp—dqlvj(Ri)

5 Eq.1.3
= ‘WJ (Rz) {Jsp—d DVO} [Q

where N=1/Q is the number of the elementary cells of volume Q [volume
units]. The value of the exchange integral j;; is proportional to the amplitude of
the electronic wave function which strongly depends on whether carriers are
delocalized (j;; reduced) or localized (j;; increased). Positive (negative) values of
J;; corresponds to ferromagnetic (antiferromagnetic) coupling for the case of
conduction electrons (valence holes). The dimension of the exchange integral j;;

is [energy], whereas J,, ;is [energyldm’]. The product {.J,, ,/V,} is usually defined,
in order to describe the exchange value for a given material. In the case of
CdMnTe, the values of the s-d and p-d exchange coupling constant are J;,; Ny=
aNy=220 meV and J,; Ny=P Ny = —880 meV [Gaj-1978|.

Finally, the spin Hamiltonian of the whole system can be expressed in the
Heisenberg form as:

HSp—d:_zji,jgi W] Eq14
i,J

1.1.3.1 Effects of sp-d interaction on the sp electronic states: "Giant
Zeeman splitting"

In order to investigate how the electronic states can be modified by the
presence of Mn?" ions we consider a single s(p) free electron(hole) with spin
interacting with an ensemble of Mn*" ions. Within this single electron approach,
the corresponding spin Hamiltonian expressed by Eq.1.4 is now reduced to the
sum over all lattice sites occupied by Mn*" spins:

allp
Hogpoa=— D JiS; & Eq.1.5

1

For a free carrier interacting with a large number of Mn®" spins, the exact
location of each Mn’" ion is unknown and calculating all exchange integrals j; is
impossible. However, the fact that the electronic wave function is very

extended, so that the carrier sees a large number of Mn?" ions at any one time

22



1.- Fundamentals

allows us to introduce a mean field approximation. We can therefore replace S
by a thermal average < S > taken over all Mn?" sites. For a paramagnetic

system, applying a magnetic field B in the z-direction, <§ > = <S P > 7 where Zis

the unit vector along z. With this assumption we have that the single electron
spin Hamiltonian can be written as:

Hesp—d:_azzji<sz> Eq16
i

A second approach is possible, again because the electronic wave function
spans a large number of lattice sites. We can replace the sum over all Mn sites
R, by a sum over every site of the lattice R in which a fraction of the Mn spin
X,z is attributed, where x4 is the effective Mn concentration which interacts
with the single carrier. Thus, Eql.3 simplifies to give the sum over all the
exchange integrals j; to:

<Zji>={']sp—d D\]O}Bceﬁ [Q Eq.1.7

Using, Eq.1.7, we can rewrite the effective sp-d Hamiltonian for a single carrier
as:

H sp-d= —{Jsp_dNo}xeﬁf 07(Sz) Eq.1.8

where (S7) is proportional to the magnetization but has the opposite sign and
can be well described by a (modified) Brillouin function Bs/(B,T) [Gaj-1978]:

(Sz) = - Sy Bs; (2" B / kp(T+T))) Eq.1.9

where Sy = 5/2, Yy is the Bohr magneton and 7, an effective temperature
reflecting a long range residual anti-ferromagnetic interaction. Thus, the
enhancement of the spin splitting for conduction band electrons due to the s-d
exchange interaction is expressed by:

Ees_d: {O'NofxeﬁfSoByg (gMn,UBB /kB(T+T0)) Eq.1.10
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This term when added to the standard Zeeman term results in the total spin
splitting for conduction band electrons:

E;=g B + E'q=g* 1 B Eq.1.11
with

g% = (g + Syxy ONoBs> (" sB / ks(T+Ty)) / lisB) Eq.1.12
where the last term is responsible for the so-called "giant Zeeman splitting". The
exchange term E°; can reach a maximum value of 100meV for Xep =17% in

bulk CdMnTe materials. Beyond this value, the anti-ferromagnetic d-d
interaction effectively reduces the magnetization.

L E,= g.HgBey (free of Mn2+,CdTe)

Total Zeeman splitting

External magnetic field (T)

Figure 1.4. Magnetic field dependence of the total electronic Zeeman splitting in Cd, Mn,Te
for two temperatures. Electronic Zeeman splitting for CdTe (dash line).

The characteristic magnetic field dependence of the spin splitting for the
conduction band electrons in CdMnTe is plotted in Figure 1.4. Due to the s-d
term, the total Zeeman splitting is non-linear and strongly temperature
dependent in contrast to the case of non-magnetic semiconductors. The total
Zeeman energy results from the competition between two terms: the s-d term,
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which is positive, and the standard Zeeman term, which has the opposite sign
(negative g-factor in CdTe [Sirenko-1997]). At low fields, the spin splitting is
mostly determined by the s-d term. The conventional Zeeman term becomes
important at higher fields. The fact that the standard and the s-d contributions
to the Zeeman term have opposite signs for the conduction band electrons in
CdMnTe, creates the unique opportunity to investigate various phenomena under
the specific condition of a vanishing g-factor (see, for example, chapter 4 and 6).

1.1.3.2 Effects s-d interaction on 3d electronic states: "Knight shift"

In order to investigate the effect of free carriers on the magnetic subsystem,
we consider a single Mn®*"ion, which interacts with free conduction electrons

with spin g;- As in the previous section, the corresponding spin Hamiltonian is

now reduced to the sum over all lattice sites occupied by electron spins:

all e
Hp-a==2,J;SF, Eq.1.13
j

The mean field approach can also be used in order to simplify the
treatment of Eq.1.13. Similarly to the procedure described before, within the

mean field approach, the effect of the s-d interaction on a single Mn*" ion can
therefore be expressed by:

Hs_d=_52<0'z>2jj Eq.1.14
J

The last term in Eq.1.14 implies an integration of the electronic wave

function of all electrons on the Mn site at the R position. This term can be
averaged as follows:

ZJ] :aE<‘\Vj(R)‘2>Ne Eq.1.15
J

where NV, is the number of electrons and W;(X) is the orbital part of the
electronic wavefunction and a = J_,/N,.
When the electrons are confined in a quantum well of width L;, populating
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only the first electric subband, the evaluation of Eq.1.13 proceeds as follow. The

wavefunction W;(2) of an electron distribution in a sample of the area a, is
described by:

LIJ(r)= i(kxx+kyJ/)¢(Z) Eq.1.16

1
—(€
Ja
where ¢(z) is a normalized wavefunction in the confinement (z) direction of the
first electric subband. Now, the total s-d exchange coupling is proportional to:

2. =%W(Z)\2Ne Eq.1.17
J

This expression can be rewritten in terms of the sheet electron density n,,

considering N = n, / a. Finally, the s-d energy of the single Mn®" ion due to the
exchange interaction with the 2D electrons is expressed by:

EMns—d = —mS<0'Z>CY‘¢(Z)‘2ne =

Eq.1.18
= —mg(o, fa NoYp(=)f = !

Ny

where NV, is again the number of cells per unit volume and mg is the projection
of the magnetic quantum number corresponding to the projection of the z-
component of the magnetic moment of the Mn spin S=5/2.

The energy term given by Eq.1.17 has to be added to the Zeeman energy
corresponding to the energy separation distance between the split levels of the
3d electrons under magnetic field in absence of free carriers. The presence of a
magnetic field in the z-direction lifts the degeneracy of the 3d state of Mn*'.
This state splits into six components with different magnetic moment
projections mg The energies of each split level given by Ey, = ms g 1zB; are
schematically shown in Figure 1.5. The total spin splitting of Mn*" ion
interacting with free carriers can now be expressed as follows:
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QunHsB M,

-5/2

Magnetic field

Figure 1.5. Magnetic field dependence of the electronic 3d-shell states of the isolated Mn®" ion.
The different levels represent distinct spin states mg for the paramagnetic Mn** ion.

EMn = mg gMn/uBBZ + EMns—d

= ¢""ug (Bz +By ) ms Eq.1.19
with
2
By (z)=- Lz >{GAZO}‘¢(Z)‘ D Eq.1.20

g8 Hp Ny

where By is the so-called "Knight shift" by analogy to the well known carrier

effect on the position of nuclear magnetic resonance in metals [Knight-1949]. Bg
is a function of the position in the z-direction, but for a given subband it is
common for each electronic state k,, k,. Experimentally, the Knight shift of
paramagnetic spins was first observed in Mn doped bulk lead compounds by
Story [Story-1996]. The Knight shift in DMS quantum well structures will be
discussed in Chapter 5.

The mean value of the "Knight shift" induced by 2D electrons can be
estimated by assuming | ¢z) |> =1/ L*,, where L*, is the effective width of the
well. Thus:
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{an,} n
B =- g € g Eq.1.21

To estimate the order of magnitude of the expected shifts we have calculated
that for n, = 5.9x10"cm™ electrons occupying a single electric subband in a
CdMnTe (g°= -1.6, aNy=+220 meV), L', = L,/2 = 5 nm, and the lattice
parameter of CdTe 6.48A, we obtain By = 746 G for the case of a complete spin

polarization of electrons in the lowest spin level mg=-1/2. The expected values
of By are small but nevertheless accessible by, for example, EPR experiments.

1.2 Confinement effects on the electronic states

With the development of sophisticated growth techniques such as molecular
beam epitaxy (MBE), it is now possible to fabricate semiconducting structures
whose size is comparable to the atomic scale. The properties of such structures
become size and shape dependent. The ability of modern technologies to make
solid-state systems in which such conditions are realized opens up opportunities to
investigate systems with reduced dimensionalities [Chemla-1993]. With a suitable
combination of ultrathin layers of different semiconducting materials it is possible
to realize nano-structures with quantum well energy profiles. In such structures
the carrier motion is constrained in a plane and its energy spectrum is governed
by quantum mechanics. The improvements resulting from modulation doping
techniques [Dingle-1978] enabled structures to be made containing high mobility
carriers that form a 2-D metallic system [Stormer-1979]. In the following, we
briefly review the effects of the spatial confinement on the energy bands and the
corresponding density of states in thin semiconductor layers. Finally, the
quantization of the motion of two-dimensional electrons in a magnetic field will be
described.

1.2.1 Quantum confinement and density of states

Electrons forming a 2DEG move freely along a plane (x,y) while their
perpendicular motion (z) is restricted. Such a situation is achieved for carriers
subjected to a potential barrier V(z). New states arise due to the spatial
confinement associated with the quantization in the z-direction forming
subbands E; (H;) for the conduction (valence) band (see Figure 1.6). For low
electron concentrations, at low temperatures and/or for deep potential wells the
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Figurel.6: Left) Representative schema of the energy levels in type I quantum well structures.
A is the difference of CdTe and CdMgTe gap values. Right) Energy dependence of the density
of states for the conduction band.

electrons occupy the lowest subband and their wave function tends to zero in
the confinement direction. Thus, the motion of a electron with an effective mass

m*_ confined in a V(z) well potential is determined by the Hamiltonian:

=2

H, = 2p — Ve Eq.1.22
m~e

As the potential well only acts in the z-direction, the electron is free to move in the
x-y plane. The eigen-values resulting from the solution of the Hamiltonian are:

2 2 2
E(k v ky,i) = h (kx *+ S E, Eq.1.22
m e

where E; are the size quantized states, the electric subbands of the well
potential. For a symmetric, infinite quantum well of width L, they are given by:

29



1.- Fundamentals

hln?
E =————(i+1)’ Eq.1.23
2m*,L,

The conduction and valence bands are structured in electric subbands with
index i=0,1,2,..where i=0 is the ground state.

The density of states (DOS) for each subband does not depend on the
energy E, contrary to the 3D case [Ando-1982]. In the ideal 2D case, each
subband equally contributes to the total DOS, which can be written as a sum of
the respective subband DOS:

%k
p*P(E) = %ZQ(E ~E,) Eq.1.24
T i

where 6(x) is the Heavyside function. The energy dependence of the DOS is
shown in Fig.1.6.

1.2.2 Landau quantization

The laws of electrodynamics establish that a charged particle under a
magnetic field B =[xA, experiences a Lorentz force. Classically, the charged
particle executes an orbital motion. The quantum mechanical description of this
motion implies that the energy of the orbit of radius {5 is quantized.

The momentum of a charged particle under a magnetic field is given by:

—

. - .- ed
P = Diin t P fiela =Tk _7 Eq.1.25

where P is the momentum operator p = —ifil] = hk , eis the electron charge and
c is the speed of light.
Considering an electron, with mass m*_, moving with a momentum 4 in a

plane x-y under the presence of a magnetic field perpendicular to the plane B,,
the Hamiltonian which describes the motion is given by:

-\2
H=_ ! (hl?—ﬁJ +V(z)+H, Eq.1.26
C

*
Me
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where H, denotes the carrier spin interaction term. Within the Landau gauge,
the potential vector is A=(0,B,x,0) and Eq.1.26 is separable into electric and
magnetic field parts which simplifies the calculation of the eigen-values :

N _
E"" =Ey+ E, +E, Eq.1.27

where E; is the Zeeman energy, E; are the electric subband position Eq.1.23 and
Ey comes from the orbital motion in the x-y plane.

Ey =(N +1/2)hw, Eq.1.28

where w-=eB,/m* is the cyclotron energy and N is the quantizing index which
takes integer values 0,1,2,...where N=0 corresponds to the lowest energy state.

A

> N=3

—————="N=2
Zhjﬁf N=1

Wc

% N=0

» DOS __
2¢B/h Magnetic field

Energy

Figure 1.7. Left) Occupation of Landau Levels at a given magnetic field B. Right) Magnetic
field dependence of the Landau levels. Spin splitting is neglected in the figures.

Whereas at zero field, the motion is only quantized in the z-direction of
the confinement potential: &4, —m(i+1)?/L, , on applying a magnetic field, the
motion in the plane x-y is also quantized: (k’+47)/2m*, - (N+1/2)hcx.
Consequently, the zero field 2D density of states condenses for each electrical
subband E; into a series of equally spaced d-functions centered at the Landau
energy Ey and separated by 7wy, as schematized in Figure 1.7. The degeneracy
D of each Landau level is the same and varies with the magnetic field as:
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D =eB,/h Eq.1.29

assuming that the spin degeneracy is lifted. In real systems, impurities and
disorder lead to a broadening of the otherwise discrete Landau levels. The exact
shape of broadened Landau levels is difficult to establish. It is commonly
assumed that Landau level broadening is proportional to the square root of the
magnetic field. This assumption is strictly correct for the case of broadening
caused by short range potential fluctuations due to randomly distributed
impurities [Ando-1974al].

An important concept in the physics of 2DEGs in quantizing magnetic
fields is the distinction between localized and delocalized states, introduced for
the first time by Aoki et al. [Aoki-1977]. This concept is crucial for
understanding quantum Hall phenomena. Delocalized states are those which
contribute to electronic transport and are located in the center of the broadened
Landau levels. The localized states which are in the tails of Landau levels do
not contribute to the longitudinal conductivity but are responsible for the
appearance of quantum Hall plateaus in the Hall resistance.

At low temperatures, the single particle states are populated by electrons
up to the Fermi level E; respecting the Pauli exclusion principle. In the 2D case,
E; is proportional to the carrier density n, as Ep=n_1i?/m*_.

Under a magnetic field, it is convenient to define a filling factor given by:

hng

Eq.1.30
CBZ 4

The filling factor v corresponds to the number of occupied spin Landau levels.
Landau quantization is the origin of various phenomena with an oscillatory
behaviour which is periodic in the inverse magnetic field. The induced
oscillations in the position of the Fermi energy are essential for many interesting
effects (see Figure 1.8). Since the degeneracy of each Landau level increases with
the magnetic field, more and more electrons occupy states in the lower Landau
levels resulting in a depopulation of the upper, partially occupied level. If the
latter is completely empty the Fermi energy drops down by an amount 7w
(neglecting broadening and spin splitting), into the subsequent Landau level
which now starts to be partially empty. At integer filling factors, the Fermi
energy lies in the middle of a gap separating the highest occupied level from the
level just above, recovering its zero field value (the dash line).
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Figure 1.8. Illustration of the magnetic field dependence of Fermi energy position for
different temperatures.

1.2.3 Spin polarization of 2D electrons

Once the Landau levels are spin resolved, i.e. the Zeeman energy is much
larger than the level broadening, the spin polarization is given by the
normalized difference of the number of electrons in spin up and down Landau
levels:

1‘1T —1’1i
P=—- Eq.1.31
nT +Ili

Since the occupation of spin-up and spin-down levels changes with magnetic
field, the spin polarization will change as well. At odd filling factors, P will be
non zero and its value is 1/v in the ideal case. At even filling factors there are
the same number of occupied spin-up and -down levels, and therefore P =0 (see
Figure 1.9). Within this simple picture, » =1 at any fields above the filling

factor one. It should be noted that the physics of spins of 2D electrons in the

regime of the quantum Hall effect has recently become of a renewed interest.
These investigations have been stimulated by the possibility of the

formation of complex spin-texture like ground states and the existence of

33



1.- Fundamentals

specific charged excitations known as "Skyrmions"[Barret-1995, Sondhli-1993,
Fertig-1994]. The electron-electron exchange interaction is essential for QHE
spin physics. This interaction is responsible for the fact that the
thermodynamical spin gaps at odd filling factors are usually bigger that the
"bare Zeeman gap" [Nicholas-1988]. This interaction is also responsible for the
quantum Hall ferromagnetism. Ferromagnetism can occur since at odd filling
factors any small perturbation of the system may lead to the opening of the spin
gap (spontaneous spin polarization). Thus, even if the bare Zeeman splitting,

2“UsB, is zero one expects, at odd filling factors the spin gap to be opened by

2
e” |enB
electron-electron interactions. The expected "exchange gaps" (A=—,|—— for
€

v=1 [Bychkov-1981, Kallin-1984]) can be huge compared to the bare Zeeman
splitting. The experimental values are known to be very sensitive to the disorder
present in the sample. The effects of electron-electron interactions are therefore
difficult to observe in low mobility samples.
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Figure 1.9. Left) Schematic representation of the Landau level occupation at odd and even filling
factors. Right) Filling factor dependence of the degree of polarization P.

1.3 Electrical transport properties of 2D electrons under
magnetic field

The most conventional probe of the properties of a 2DEG is the
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measurement of its resistivity. The physics of the quantum Hall effect, merited
the Nobel Prize for K. von Klitzing in 1985 and for H. Stormer, D. Tsui and R.
Laughlin in 1998. In spite of the fact the Quantum Hall Effect has been
extensively investigated for more than 20 years, it still remains as one of the
most fertile and active topics in solid state physics. In this section we will
shortly review the electrical transport properties of a 2DEG in magnetic fields.

1.3.1 Electrical transport

The behavior of 2DEG electrons in an electric field are similar to those in a
metal, where electrons are free particles subjected to the Pauli principle. The
momentum of an electron is related to the wave-vector by m* v=r/ik In an electric
field E, the force on an electron of charge e is given by Newton’s second law:

av m*,_ -
m*, d_+ cv=ekE Eq.1.32
t T

where T is a phenomenological average scattering time introduced to account for
the scattering of electron by impurities and phonons. These elastic collisions lead to
a stationary regime. In such steady state under electric field, the Fermi surface is
displaced at a uniform rate in k space by a constant applied electric field given by:

k(1)-k(0) = eEt/h Eq.1.33

If the field is applied at time t=0, the center of the Fermi circle originally at
k=0 will be displaced in the steady regime to a new center at:

—

ok =eET/h Eq.1.34

This implies a drift velocity:
v, =eET/m*, Eq.1.35

and a current density for a carrier density n, given by j=n.evy. In fact, this is
nothing more than Ohm’s law from which we can extract the expression for
conductivity or resistivity:
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o,=ne’r/m*, oo p,=1/c,=m*, /ne’r Eq.1.36

This result within the Drude model [Ashcroft] seems logical since the charge
transport is favored by the number of charges (n,) but diminished by their

mass. At low temperatures, T describes the time during which the electric field
acts on the carriers before a collision. This time is related to the electron

mobility p=et/m*..
1.3.2 Magneto-transport
Applying an external magnetic field B, the Lorentz force introduces

additional changes to the electron motion. From Eq.1.32 we are led to the
equation of motion for electrons at the Fermi surface:

dv +m*e

; V= —e[E + (¥ % E/c)] Eq.1.38
dt 7

m*

For a static magnetic field lying along the z-direction, in a steady state in a
static electric field, the drift velocity is given by:

er
Vy=T— EiTo.,
m e
er
V, =T E, fo.1v, Eq.1.39
m e
er
V, =~ EZ
m*

where 0y is the cyclotron frequency defined in Eq.1.28. Similarly to Eq.1.36, it is
possible to extract the corresponding conductivity (or resistivity) tensor

g 1 -0~T
1+((,)Cr) OcT 1

36



1.- Fundamentals

1 1 OcT
p=— Eq.1.40

From such a classical model, we can conclude:
-Pxx=Pyv=1/0,= P, are independent of magnetic field.
-Pxy=-Pyx = B/n,e are proportional to the magnetic field as Hall
determined in 1879 [Ashcroft].
Experimentally, both components of the resistivity can be independently
measured using the Hall bar geometry (see insert Figure 1.10).

1.3.2.1 Quantum Hall effect

According to the classical model, the magnetic field dependence of the
transversal resistance is linear Ry;=B/n.e, exactly as Edwin Hall observed on
applying a longitudinal current through a metal bar under a perpendicular
magnetic field. This has traditionally been used as a convenient method to
determine the density n, and nature (sign) of the carriers.

However, the quantum Hall effect surprisingly breaks the linearity (see
Fig.1.10), with broad resistance regions (plateaus) of constant conductivity with
quantized values 4/Vé€ in the vicinity of filling factors v. The QHE manifests
similar features (plateaus and resistance minima) for integer [Von Klizting-1980]
and fractional filling factors [Tsui-1982]. Whereas the Integer regime is easily
described as a consequence of a quantized energy spectrum due to the 2D
confinement plus the Landau/spin quantization, the fractional QHE requires a
more sophisticated explanation. Laughlin proposed that electron-electron
interactions lead to a gap in the DOS at high magnetic fields for high mobility
systems [Laughlin-1983].

In the integer regime, the associated QHE features appear at specific
magnetic fields B, (see Fig.1.10), when the filling factor v is an integer and the
Fermi level lies in the gap between two Landau levels. Under this condition
there are no states available in the vicinity of the Fermi energy. Therefore, at
these singular positions in the magnetic field, the electron system is rendered
incompressible and its transport parameters (Rxx, Rxy) assume quantized values
[Laughlin-1981]. Localized states in the tails of each Landau levels, extend the
range of quantized transport from a set of precise points in B, to finite range of
B, leading to observed plateaus in the Hall resistance and a wide regions of
vanishing magneto-resistance [Prange-1990).
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Figure 1.10. Longitudinal (Rxx) and transversal (Rxy) resistance of a 2DEG confined in GaAs

quantum well structure as a function of magnetic field at low temperature. Insert:
measurement conditions for a Hall bar.

The remarkable feature of the plateau quantization is the fundamental
nature of the parameters involved. The particular semiconductor material does
not play any role neither do the dimensions of the Hall bar. The accuracy of the
experimental plateau value agrees with a manifestly simplistic theory to the
quite incredible accuracy of a few parts in 10* which allows one to determine the
fine structure constant O or to use the quantum resistance h/¢ as the
metrological standard of electrical resistance.

1.3.2.2 Shubnikov de Haas oscillations

Another phenomena linked to the quantization of the electronic motion in
2D under strong magnetic field is the oscillatory behavior of the longitudinal
component of the resistivity (see Fig.1.10). Similar magneto-oscillatory behavior
was first observed in the magneto-resistance of Bismuth metal by de Haas and
Shubnikov [Shubnikov-1930].

The classical model expressed in Eq.1.40 does not imply any magnetic field
dependence for the longitudinal resistivity, since it assumes T constant what is
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only true in the low field regime. At high fields 1/1 O DOS(E;) [Abrikosov-1988]
which implies pwx0 DOS(E;) [Van der Burgt-1995]. Therefore, the oscillatory
behavior of the longitudinal resistance of a 2DEG is simply a macroscopic
consequence of the Fermi energy oscillations: maxima are observed when the
Fermi energy lies in the middle of the extended states of a Landau level
(maximum of DOS) and minima are observed when E; resides in the middle of
a gap, i.e. when there is an exact integer number of occupied Landau levels.
Under such condition, no quasi-elastic scattering can occur at low temperatures;
all states below Fermi energy are occupied and electrons require an energy
equivalent to the gap in the DOS (neglecting broadening) to be scattered to the
next unoccupied Landau level. In this case, pyx=0 and pyy is given by the
classical collision value (Eql.40). Considering Eq.1.30, we can therefore write
that at integer filling factors v:

_, B _
Pxy —Ve_zép)a( =0

The oscillatory behavior has a frequency directly related to the carrier density
n, which may be expressed by:

A(1/B)=1/B,~-1/B,  =elhn, Eq.1.41

where B, is the magnetic field position of the resistance minima associated with
filling factor v. For an ideal 2D system, the plot of the inverse of the minima
magnetic field positions as a function of their associated integer filling factors is
a straight line whose slope gives the carrier density n,. This may be used as
complementary method other than the slope of the low field Hall resistance as a
way to experimentally determine the carrier density.

In summary, the transport features are the results of transitions between
alternating metallic and insulator behavior; i.e. the Fermi level alternates from
being within a Landau / spin band to being in a cyclotron or spin gap. These
integer quantum Hall effect (IQHE) states occur at integer filling factors v and
display the quantization of the Hall resistance to #/Vé’, as indicated in Fig.1.10.
The IQHE is the result of the quantization conditions for non-interacting 2D
electrons in magnetic field *.

* In the case of high mobility systems or special conditions [Daneshvar-1997, Koch-1993], the gaps may
be enhanced by electron —electron interaction, as outlined in the 1.2.3 section.
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1.4 Optical properties of 2D electrons under magnetic fields

A powerful method to investigate the response of a 2DEG in the Quantum
Hall regime is magneto-optics. The modern arsenal of optical spectroscopy
enables one to study 2D electron systems without contacts to the material, in a
way that complements the transport experiments. The interband spectroscopy
allows one to probe the density of states below as well as above the Fermi
energy (see Figure 1.11) giving access to a wider range of electronic states than
transport experiments. Far infrared transmission reflects the single particle DOS
around the Fermi energy [Nurmiko and Pinczuk-1993]. The electronic
transitions between the highest occupied and the adjacent Landau levels (intra-

band transitions) require an energy equal to the cyclotron energy (hy).
Although infrared absorption gives precise values of the cyclotron energy, it is
hardly applied to measure the spin gap whose excitations are associated with
spin-flip processes. In the electric dipole approximation valid for infrared
absorption, such spin-flip processes are forbidden, a restriction not applicable to
inelastic light scattering. In an electronic system these spin-flip transitions occur
across an excitation gap which corresponds to a total spin separation energy
(Zeeman energy). The inelastic light scattering can also probe crystal
excitations related to magnetic impurities present in the crystal.

In this section, we review the basis of the inter and intra-band spectroscopy
and a general theoretical background of Raman spectroscopy.

1.4.1 Far infrared spectroscopy

Since Abstreiter and coworkers [Abstreiter-1974] measured the cyclotron
resonance of a 2DEG confined in a MOSFET for first time, the far infrared
spectroscopy has become a standard technique to characterize 2D electron
systems. The principle information available from the cyclotron resonance
spectrum at a given magnetic field is the effective electron mass. The resonance
position is proportional to the magnetic field strength and according to Kohn’s
theorem [Kohn-1961] is not affected by the electron-electron interactions in
translationally invariant systems. Within the single particle picture, the
cyclotron resonance of a 2DEG appears as an ensemble of electronic transitions
between the Landau levels in the vicinity of the Fermi energy in the conduction
band as shown in Fig.1.11.
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Figure 1.11. Possible optical processes include inter-band (emission and absorption) and intra-
band (cyclotron resonance) Landau level transitions. Spin splitting is neglected in the figure.

As results of the broadening of the Landau level, the cyclotron resonance
has a width described by electron scattering processes. One possibility of
interpreting the dynamic mechanism implied in the description of the line-width
lies within the Drude model described in the section 1.3. This model assumes all
electrons participate in the cyclotron resonance (not only those in the vicinity of
the Fermi energy) and each electron individually obeys Eq. 1.38 with E as the
electric field of the light. This model implies that cyclotron resonance is clearly
observed when T << 1, where wy is the cyclotron frequency [Koch-1976].
Assuming a vanishing extension of the 2D electron layer along the confinement
direction, Chiu et al. [Chiu-1976] demonstrated that the transmission line given
by the Drude model results:

T(B) _ T,(B)+T.(B)

Eql.42
7(0) 27(0)
with
2 2.2
+(w=
T+(B):( 2 j ! (f)‘wc) L oo Eq.1.43
: 1+/e) (1+T 1)’ +(w+w)*T

where 7%(B) is the transmission of cyclotron-resonance-active (-) and inactive
(4+) polarized light, € is the dielectric constant, ) is the resonance energy and
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is a parameter containing the electron concentration n, and the effective

electron mass m*,. Within this approach, we notice that for a given carrier
concentration, the integrated intensity of the absorption is constant and
proportional to the carrier concentration.

1.4.2 Inter-band spectroscopy

The inter-band magneto-optical technique on quantum wells structures is an
important spectroscopic tool for investigating either occupied states or empty states
looking at the emission or absorption of photons. Both phenomena are related to
electronic transitions involving conduction and valence states (inter-band).

1.4.2.1 Emission Spectroscopy

1.4.2.1.1 Photoluminescence

In an ideal semiconductor, the principle of photoluminescence (PL) is the
excitation by optical illumination of electrons from the valence (leaving a hole) to
the conduction band. Since the system tends to equilibrium, both particles relax
towards the lowest empty states in A-space by non-radiative processes. They then
recombine across the gap emitting a photon (see Figure 1.12) at =0 preserving the
momentum conservation. The photon energy corresponds to the energy separation
between the electron (initial) and hole (final) states involved in the transition.

1.4.2.1.2 Photoluminescence excitation

With the availability of continuously tunable lasers, a new kind of emission
spectroscopy becomes possible which consists of measuring the evolution of the
PL as a function of the excitation energy (see Fig.1.12). The luminescence
intensity increases resonantly when the excitation energy coincides with the
absorption level. Actually, the photo-luminescence excitation (PLE) is accepted
as a pseudo-absorption technique.
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Figure 1.12. Schematic representation of the principles of PL and PLE.

1.4.2.2 Character of the inter-band transitions

The inter-band optical emission and absorption spectra are strongly
influenced by the presence of the carriers. Many theoretical [Hawrylak-1991,
Brown-1996] and experimental [Huard-2001, Eytan-1998,] works have considered
how the optical properties of a semiconductor quantum well structure evolve
with the density of carriers.

1.4.2.2.1 Excitonic transitions: neutral and charged excitons

The optical properties of undoped semiconductor quantum well structures
are dominated by excitons. The absorption of a photon in a semiconductor
creates an electron in the conduction band and a hole in the valence band. They
attract each other due to the Coulomb force forming an ‘atomic’ exciton i.e.
bound electron-hole pair X = e+h. The excitonic states are described by
hydrogen-like levels [MacDonald-1986] with a ground state energy shifted by the
exciton binding energy E, with respect to the gap energy. The emission and
absorption lines are narrow (few meV). Under a magnetic field, the excitonic
states show a typical diamagnetic behaviour at low fields (see Figure 1.13)
accounted by the hydrogenic model [MacDonald-1986].

In the case of a low excess density of electrons (or holes), an exciton can
capture an additional electron (or hole) to form a charge exciton or trions,
X M=X+e(h). In spite of the fact that Lampert predicted [Lampert-1958] the
existence of such a three particle complex over 40 years ago, the first
observation in CdTe quantum wells was only made recently [Kheng-1993].
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Figure 1.13. Illustrative representation of the magnetic field dependence of excitonic states.
Insert: Conduction band (solid line) and exciton (dotted) dispersion relations E-k.

The binding energy of the third particle increases with spatial confinement

[Thilagam-1997] and is about 2meV for a 10nm thick quantum well. The
formation of negatively charged trions implies electrons with different spins:

X o et +el +hN

where t and | represent electron spins *1/2 and 1 hole spin+3/2. The

recombination and formation processes therefore obey the selection rules
represented in Figure 1.14. From these selection rules, it is evident that the

creation (absorption) process of X~ depends on the polarization of the electron
gas. In contrast, the emission polarization of X depends on the hole
polarization. An external magnetic field or temperature can modify the hole and

2DEG polarization and consequently trion formation [Jeukens-2001].
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Figure 1.14. Schema of the allowed optical transitions, absorption (left) and emission (right)
fore+hv o X . The spin of is the hole spin, the two electron being spin-paired.
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Figure 1.15. Schematic illustration of the expected emission and absorption spectra of an ideal
and non-interacting 2DEG.

1.4.2.2.2 Inter-band transitions

Coulomb effects are screened when adding carriers. In the case of a non-
interacting 2DEG (free carriers), the emission occurs from the bottom of the
conduction band in the kspace whereas the absorption starts above the Fermi
energy, as shown in Fig.1.15. The shift between the emission and absorption
edges is the Moss-Burstein shift and it is a standard method for the
determination of the Fermi energy:

- M*e N
EF _(Eonset _EGap) 1+ *
m

Ec.1.45

In a magnetic field, the zero-field DOS condenses into Landau levels labeled by
N. Inter-band Landau level transitions occur from there obeying selection rules

for momentum conservation (AN=0) and spin (Ao=+/- 1).

1.4.3 Spin flip Raman scattering processes

Although most of the light traveling through a medium is either
transmitted or absorbed following the standard laws of reflection and refraction,
a very tiny fraction is scattered in all directions by dislocations, atomic
vibrations or the fluctuations of the spin density inside the medium [Yu-
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Cardona]. Whereas absorption or emission are first order processes which
involve one photon participating in an electronic transition, the inelastic light
scattering is a second order process involving two photons (see Figure 1.16).
When the initial photon hits the crystal, the light-matter interaction gives back
a scattered photon with different energy and momentum with respect to the
initial one. The Raman spectroscopy constitutes an experimental method to
investigate elementary excitations of matter based on the consideration of the
energy and momentum differences between the two photons. In DMS, the
Raman scattering has proved to be a high resolution technique in discovering
and delineating two types of spin excitations [Ramdas-1988]: electronic
transitions within the Zeeman multiplet of ground state of Mn?' split by an
external magnetic field and the spin flip of conduction band electrons describing
orbits under magnetic field.

) ) (ws W), q
hw hw ook
S»
Y y@ MMWHW p
SOT. miss
Interactlon

[1) ) )

Figure 1.16. Illustrations of photons involved in inter-band transitions (left) and light
scattering processes (right).

1.4.3.1 Electronic spin flip

Spin Flip Raman Scattering (SFRS) from conduction electrons was first
suggested by Wolf [Wolf-1966] involving light scattering from Landau levels in
semiconductors. The electric field of the incident radiation of energy 7wy, interacts via
spin-orbit coupling with a spin in a magnetic field B and induces a spin flip 1 = |
with the energy of the scattered light shifted to 7(wy, - w,) (Stokes shift) where 7w, is
the electronic Zeeman energy. The energy of the scattered light is therefore tunable
by the magnetic field. This was firstly observed by Slusher [Slusher-1967] for
conduction electrons in InSb. In DMS, SFRS was first observed in wide gap
CdMnTe [Nawrocki-1980]. The electronic structure probed by SFRS results from the
combined effect of the external field B and Mn?" magnetization according to Eq.1.6.
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Figure 1.17. Classical picture of SFRS. Spin-Orbit coupling drags a charge cloud around at spin
precessional frequency y, thus modulating the polarizability and giving rise to side-bands
*wy. Refined schema of the light scattering process by the spin fluctuations (dipole interaction).

A classical picture of SFRS is illustrated in Figure 1.17. The spin precesses
in an external magnetic field B at the Zeeman frequency w, and drags around a
charged cloud tied to it by spin orbit coupling. Thus, the incident light sees a
polarizability a modulated at w, and a polarization is induced with a frequency
W), - W, which then radiates at this frequency (also wy, + w, , anti-Stokes shift).
This is analogous to the vibrational scattering due to the modulation of a by
vibration frequencies (Phonon scattering processes). The spin — orbit coupling is
the handle via which the electric field of the light couples to the spin. The
electric field E; cos wt of the incident laser light admixes the electronic excited
states |N), Landau levels N, into the states |1) and |!) through a set of virtual
electric dipole transitions described by the Hamiltonian [Geschwind-1984]:

*

a —io - a i -
H=| e HoL mS)t+5 LTSN g E; xEg)  pq.1.46

where 0* is the complex conjugate of a, O are the Pauli matrix and S denoted
the scattered frequency and electric field. From the vector product of E; x Eg in
Eq.1.46, the selection rules for cubic symmetry can be deduced. The 0 has off-
diagonal elements corresponding to a spin flip transition which can be observed
when the resulting polarization components of the product E; x Eg are
perpendicular to the magnetic field direction. In this geometry, considering a
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magnetic field in z-direction the Stokes (Anti-Stokes) lines are 0+(-) polarized
for cross polarization of the L and S electric field. No Raman scattering occurs
when the polarizations of the incident and scattered radiation are parallel. The
scattering event is enhanced under resonant conditions [Wolf-1966]. When the
energy of the incident light is close to the initial state energy of the electron, i.e.
states above band-gap or exciton states (for instance in neutral or charged
excitons), the perturbation theory breaks-down and the scattering probability
(cross section) is increased.

1.4.3.2 Magnetic Spin flip

The incomplete d-shell of the Mn®' ions in DMS gives rise to a variety of
properties in which their localized magnetic moments play important roles,
either individually or collectively through their mutual interactions. Therefore,
the electronic spin-flip transitions between 3d-levels should differ for the
individual Mn®" ions in comparison to the features associated to magnetic
ordered phases. Here, we consider only the paramagnetic phase where Raman
scattering is associated with spin flip transitions between adjacent sublevels of
the multiplet 685 /2- At zero field, the crystal field is too small to observe any
splitting among the multiplet states. However, the application of an external
magnetic field lifts the six-fold degeneracy of the ground state, as indicated in
Fig.1.5. The selection rules for the observation of the magnetic excitations are
given by Eq.1.46. Fleury and Loudon [Fleury-1968| considered a two step
process with an intermediate state corresponding to one of the excited states of
the Mn*" ions (L=1,S=5/2) as the responsible mechanism for Raman scattering.
Figure 1.18 shows the mechanism for the Stokes component of the Raman line.
For the Stokes component, an incident photon of energy 7wy and polarization
0+ induces a virtual electric dipole transition (red arrow) between initial and a
intermediate state which differ by Am;(Mn*")=+1; it is followed by a second
electric dipole transition (blue arrow) between the intermediate and final states
with Am;(Mn*")=0. This is accompanied by the emission of a scattered photon
of polarization z and energy 7wy = Ay, - 7y With 71y, ngn,uBB, represented
in Fig.1.5. At the end of this process the Mn”' ions is in an excited state within
the Zeeman multiplet differing from the initial state by Am¢=+1. Notice that
the entire phenomenon is Electron Paramagnetic Resonance (EPR) observed as
a Raman shift. Similar processes can be visualized for the anti-Stokes
component.
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Figure 1.18. Raman mechanism for the wpy line involving the internal transitions of the Mn2+
ion. The arrows indicate virtual electric dipole transitions. The energy level scheme is not scaled,

the energy difference between the excited and ground states E, is much greater than 7opy;.
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Chapter 2

Sample structure

Introduction

Since the early use of MOSFET structures for the formation of quasi-
two-dimensional electron gases (2DEG’s), the mobility values have dramatically
increased more than 1000 times mainly due to the introduction of the
modulation doping concept in III-V structures. This improvement has mainly
been achieved by a careful design of spacer layers, which separate the ionized
donors away from the electron gas sheet. In recent years, there has been an
increased interest in the optical and transport properties of 2DEGs in II-VI
based nanostructures [Landwehr-2000]. The interest arises from the fact that II-
VI compounds generally have larger exciton binding energy values. In addition
such materials allow one to independently incorporate magnetic ions and
carriers. This offers an unique opportunity for studying the exchange interaction
between high mobility carriers and localized magnetic spins.

2.1 Sample structure

All samples studied in this thesis were grown by molecular beam epitaxy
by Grzegorz Karczewski and Tomasz Wojtowicz in the department of Growth
and Physics of Low Dimensional crystals, Institute of Physics, Warsaw.
Elemental sources of Cd, Te, Mg, Mn, and Mg and a compound source of Znl,
(iodine) for donor doping were used for growing layered structures on semi-
insulating (100) GaAs substrates. The samples consist of a single 10nm-thick
quantum well Cd,xMnyxTe embedded in Cd,Mg,,Te [Karczewski-1998] as
shown in Figure 2.1. Since the introduction of Mg enhances the energy gap of
the barrier (16 meV /%), the composition of the barrier can be determined from
photoluminescence measurements. For 20% Mg composition, the offset for the
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conduction band (70% of the difference in band gap between the well and the
barriers [Kuhn-Heinrich-1993|) provides a good confinement.

QW
CdMnTe

MnTe T
CdygMg,,Te ’ Cd,sMg,,Te

Ebarrier

Figure 2.1 : Schematic energy profile of a CdysMg,,Te/Cd; xMnxTe quantum well structure.

Two types of samples were used for the investigations: CdTe (without
Mn) and Cd,xMnyTe (containing Mn). In the wells containing Mn, the
magnetic ions were digitally introduced in a few monolayers, in order to have a
strong overlap of the wave-functions between the confined states and the
localized magnetic ions. The distribution of magnetic local moments in the well
is hence a short period superlattice of CdTe/MnTe where, the latter are
separated by 3 nm as shown in Fig.2.1. The value of the effective Mn
concentration x.,; was experimentally estimated from the giant Zeeman energy
determined by transport, interband optics, or Raman data, as will be shown in
the next sections.

The carriers were introduced in the well by modulation doping. The
2DEG is formed by placing on one side of the well iodine doped Cd, Mg,,Te
layers separated 10 nm from the quantum well by an intrinsic Cd, Mg,,Te
spacer. The asymmetric doping induces an electric field, which bends the
quantum well potential as schematically illustrated in Figure 2.2.
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Figure 2.2 : L) Schematic illustration of the spatially different doping intensity profile in a
CdosMgo,Te/Cd;xMnxTe quantum well structure. d; indicates the doping layer thickness for
the region of carrier concentration n;. R) Schematic energy profile of a doped
CdosMgo,Te/Cd;xMnxTe quantum well structure.

Different carrier concentrations are obtained by varying the thickness of
the iodine doped Cd,;Mg,,Te layers d. For a specific reason described in
Chapter 7, a special modulation doped CdMnTe quantum well structure was
grown. The ‘polish speciality’ [Wojtowicz-1998] in growing the quantum
structures is based on a spatial in-plane profiling of different doping intensities.
The precisely controlled gradient of the thickness, d, of the remotely doped
region along one of the directions perpendicular to the growth axis of the sample
results in separated spatial regions with different doping level as shown in
Figure 2.3. Thus, the same structure results in 4 different samples with different
carrier concentrations: from nominally undoped up to several 10"cm™
Moreover, the particular design structure of these samples allows us to
additionally control the electron concentration by laser illumination. The carrier
concentration can be increased by a factor of 2 by illuminating with different
laser power above the barrier with respect to the case in which the excitation
energy is below the barrier. Intermediate concentrations can be reached by
simultaneous illumination of a line below 700 nm (obtained by a tunable
Titanium sapphire laser) and an Ar' line. Extremely low powers ((10 pW /cm™)
of the Ar" line remarkably increases the carrier concentration up to a saturation
value. Beyond, saturation high power illumination depletes the quantum well.
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Chapter 3

Far infrared
spectroscopy studies

Introduction

Far infrared transmission studies of a 2D electron system confined in
quantum well structures under quantizing magnetic fields probe the cyclotron gap
excitation and complement electrical transport studies [Koch-1976]. In this
chapter, we show how far infrared spectroscopy allows a useful characterization of
the free carrier system notably in order to determine the carrier effective mass,
concentration and mobility.

3.1 Cyclotron resonance study

The properties of two-dimensional electron systems in II-VI compounds are
not as well known as those of their counterparts in III-V systems, which have been
investigated intensively during the last 20 years. In addition, the introduction of
magnetic ions such as Mn®*' into these compounds opens the possibility for
interesting new phenomena. One such possibility is observing the situation in which
the exchange interaction enhanced spin splitting of a Landau level coincides with

the energy separation between adjacent Landau levels (cyclotron energy, fiy,). As
we will present in chapter 4, transport properties show features related to such
energy coincidence.

3.1.1 Experimental details

Here, we present the results of a preliminary far infrared cyclotron resonance
(CR) study performed on a series of Cd, Mn, Te/CdMgTe modulation doped
quantum wells with characteristics as described in chapter 2. Transmission
measurements were performed at 2K under magnetic fields up to 13T.
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The electron concentrations and manganese contents of the samples used in
the study obtained by optical measurements are summarized in Table 1:

Sample Electroq Mn content
concentration
101097A 3.0x 10T em™ 0.3%
100997A 59x 10" em™ 0.3%
072497A 57x 10" em™ 0
072897A 6.3x 10" cm™ 0

Table 1

The far-infrared transmission of the samples was measured using a Bruker
113v Fourier Transform Spectrometer. A doped Ge bolometer, kept at low
temperature, was used to record the transmitted energy. The spectra were
normalized by the zero-field spectrum of a given sample; thus the results
presented here are in the form:

S(v) = T(v, B)/T(v, B=0)

3.1.2 Spectrum shape

Figure 3.1 shows typical transmission curves for all the samples at a
magnetic field B = 8.5T. The cyclotron resonance transitions of the two-
dimensional electron gas are clearly visible for all samples. Lower carrier
concentration samples (<3x10"cm™) did not show resonant absorption. The most
regular peak may be observed for sample 072897A. The other samples both with
and without Mn in the well, exhibit a large shoulder on the low-energy side,
which evolves into a clearly resolved split-off peak for the low-concentration
sample (101097A) which is largest at around 8.6T. This clear departure from the
single peak spectrum does not appear to resemble the often-found "anomalous"
cyclotron resonance splitting which typically show anti-crossing behaviour and a
transfer of oscillator strength between the split-off peaks. In this case the splitting
is invisible at low fields; it grows gradually as the magnetic field approaches 8.6T
and then disappears again at higher fields. The area under both peaks, shown in
Figure 3.2 as a function of the magnetic field, may be considered a measure of the
number of electrons involved in each process. Its behaviour suggests that the two
processes are not independent, there is a decrease of the area of the main peak at
the maximum of the satellite peak. Only the relative changes of the areas are
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plotted in Fig.3.2, but the sum of the areas remains constant in the region of
magnetic field where both peaks undergo changes.

(d)

(©)

(b)

T(B)/T(0)

(a)

10%

50 60 70 80 90 100
-1
Wavenumber (cm ™)

Figure 3.1 : Plots of normalised transmission versus wavenumber for different samples, at a
magnetic field of 8.5T. The spectra have been shifted for clarity. a)- sample 072897A;
b)-sample 072497A; c)— sample 100997A; d)— sample 101097A.

The low-energy shoulders observed in the other samples (see Fig.3.1)
appear to move parallel to the main CR peak as a function of magnetic field,
although a precise determination of their position is not easy. Their presence
also makes it difficult to reasonably describe the lineshape with a formula
derived from a simple Drude model [Chiu-1976], with the exception of sample
072897A, where this procedure works quite well. Within such a description, the
exhibited single CR peak may be reasonably well approximated by the shape of a
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2D CR given by Eq.1.43. When this expression is used to fit the spectra of
sample 072897A, an electron concentration of n, = 6.2x10" cm™ and a scattering
time of T = 2.8x10™ is found. The effective mass was taken from a fit of the
dependence of CR position on magnetic field. This concentration agrees well with
that deduced from the magnetic field dependence of photoluminescence spectra
(see table 1). However, a single CR peak is clearly not sufficient to describe the
traces for the other samples.
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Figure 3.2 : a) Energy difference between the two peaks as a function of the magnetic field. b)
Relative changes of the area of both peaks as a function of the magnetic field.

In the low-field behaviour of the CR, for the samples containing Mn the
dependence of resonance position on magnetic field does not show any trace of
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Zeeman and the cyclotron energy coincidence. Cyclotron resonance experiments
have recently shown to be sensitive [Karczewski-2001]| to the interaction between
both resonances leads to an anti-crossing behavior. In our case, as we will show in
next chapter, such energy coincidence is expected for magnetic fields lower than
B =1.2 T at T=2 K, region which remains out of the sensitivity of our detector.

3.1.3 Effective mass determination

From the energy position of the main CR peak as a function of the magnetic
field we determine the electron effective masses for the samples as shown in
Figure.3.3. The mass values are found to be between 0.106m, and 0.110m,. The
effective mass tends to increase with decreasing electron concentration as is
shown in Table 2.
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Figure 3.3 : Magnetic field dependence of the resonance position for the different samples

(circles). The solid lines represent the corresponding linear fit 7t from which the effective mass
is extracted for each sample.

An accurate determination of the effective masses is useful for the
subsequent analysis of the magnetic field evolution of emission lines in the optical
studies described in chapter 7. Also, in the transport studies the effective mass is
a crucial parameter for understanding the magneto-transport properties of a
2DEG confined in a magnetic quantum well, as described in chapter 4.
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Sample Electron mass
101097A (0.110% 0.007) my
100997A (0.108 +0.007) my
072497A (0.106% 0.007) mo
072897A (0.107% 0.007) my

Table2

Conclusions

The cyclotron resonance studies of a 2DEG in CdTe and CdMnTe quantum
wells shows clearly resolved CR peaks in the transmission spectra, which yield
values of the effective mass around 0.11m,, i.e. within expected limits for the edge
of conduction band of CdTe [Marple-1963|. The effective mass decreases slightly
with increasing carrier concentration. The carrier concentration found from a fit
of the Drude formula for the sample 072897A, n,=6.2x10"cm?, is in good
agreement with the value 6.3x10"cm™ deduced from luminescence measurements.
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Chapter 4

Electrical transport properties
of a 2DEG confined in DMS
quantum well structures

Introduction

Since the first observation of the Quantum Hall Effect (QHE) in Si-
MOSFETS in 1980 by Klaus von Klitzing and coworkers [Von Klitzing-80], the
remarkable quantum behavior of two-dimensional electron systems has revealed
a vast amount of new, interesting and largely unexpected physics.

Experimentally, most of the subsequent fundamental discoveries and
advances in our understanding in QHE research have been performed using
GaAs/(AlGa)As based structures. At low temperatures, the electrical transport
properties of a 2DEG confined in a GaAs quantum well structure show the
typical QHE field dependence in the integer regime as shown in the Figure 4.1.
The longitudinal resistance (Rxx) oscillates as a function of the magnetic field
showing maxima and minima which become more pronounced for higher
magnetic fields, whereas the Hall resistance (Ryy) evolves from a linear
behaviour at low magnetic field to develop quantized ne’/h plateaus which
coincide with the Ry minima appearance. The Ryyx minima are periodic in
inverse magnetic field (1/B) and occur when the filling factor v is an integer n,
providing the corresponding gap in the density of states at the Fermi level is
sufficiently well defined. In fact, such transport features result from periodic
transitions between alternating metallic and insulating behaviour, i.e. from a
situation where the Fermi energy lies within a Landau level to a Fermi energy
lying in a gap between spin split Landau levels, respectively. Thus, from the
minima positions, the number of Landau levels (occupied) below the Fermi level
may be determined.

In the high field region where the spin and cyclotron gaps in the density of
states are well pronounced one can see minima in Ryy and plateaus in Ryy
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related to consecutive (odd and even) integer values of filling factor. However,
at low fields where the disorder plays a crucial role in the definition of the gaps
in the density of states, the Zeeman gaps are not resolved. Under such
conditions only minima associated with even filling factors are observed. This
behaviour is typical for quantum Hall systems in which the Zeeman energy
increases linearly with applied magnetic field and is always significantly smaller
than the cyclotron energy.
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Figure 4.1: Magnetic field dependence of Rxx and Ryy at T=100 mK for a 2DEG with n=7x10"
cm” confined in a GaAs quantum well. Data courtesy of Duncan K. Maude.

In this chapter, we study the magneto-transport properties of a 2DEG
confined in a CdMnTe quantum well. In a first part we present the study in the
low field region which reflects a strong influence of the giant Zeeman splitting.
The observation of nodes of the amplitude of the magneto-resistance at very
precise magnetic field allows us to establish a model for describing the effective
Zeeman energy with which we quantitatively describe the transport properties
at low fields. In a second part, we study the transport properties in the high
field region where the effective Zeeman splitting is expected to vanish. An
extensive study of the resistance minima evolution associated with filling factors
v=1,3,5 indicates different regions in magnetic field where a crossing and
anticrossing behaviour of the spin Landau levels is observed. A possible
explanation supported by Raman experiments will be discussed.
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4.- Electrical transport properties of a 2DEG confined in DMS quantum well structures

4.1 Studies in the low magnetic field region

4.1.1 Landau level crossing effects: beating pattern

As described in chapter 1, Diluted Magnetic Semiconductors offer the
interesting possibility of enhancing the electronic spin splitting via the s-d
exchange interaction between the spins of conduction band states and the
localized magnetic moments. The total effective electronic Zeeman energy (spin
splitting) results from the competition between Zeeman and exchange terms. In
the low magnetic field regime, the exchange term predominates and the spin
splitting energy acquires the maximum value. With increasing magnetic field, the
standard Zeeman energy becomes larger what decreases the total effective
Zeeman energy. Therefore, there is a transition to a regime where the cyclotron
energy is larger than the total effective Zeeman energy as in systems free of Mn.
Such strong non-linear behavior of the spin splitting is expected to significantly
affect the transport properties of a 2DEG confined in DMS quantum wells.

0.5¢ |
T=50mK
0_4, Cd0.997Mn0.003Te QW
n=5.9x10""cm”
_ 2y 1 -1
0.3| M.=60000cm*V’s R

2 4 6 8 10 12 14

Magnetic field (T)
Figure 4.2: Magnetic field dependence of Ryx and Rxy resistance at T=500mK for a 2DEG with
n=5.900"" ¢cm? confined in Cdyg9;Mng g3 Te quantum well.

In Figure 4.2, the Hall (Rxy) and longitudinal (Ryx) resistance of our high

quality CdMnTe quantum well measured at 50mK and for magnetic fields up to
15T are presented. The transport experiment were performed using a Hall bar of
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4.- Electrical transport properties of a 2DEG confined in DMS quantum well structures

0.5x1 mm (see insert Fig.4.2). The magnetic field dependences of the two resistance
components manifest a relative well-defined Landau quantization at low
temperatures. Ry, presents a large number of well-developed plateaus corresponding
to both odd and even filling factors. The rather broad Hall plateaus indicates the
disorder present in the Mn doped ternary quantum well [Jaroszynski —1998]. The
Ryx magnetic field dependence presents well pronounced Shubnikov de Haas
oscillations with minima corresponding to filling factors as high as 53 clearly visible
(see Figure 4.3 for an expanded view of the low field region). Here odd filling factors
are strikingly well resolved at lower fields in contrast to the domination of even
filling factors in GaAs structures.

Node, _
| T, . =50mK
0.03 Node,,
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0.5 1.0 1.5 2.0 2.5 3.0
Magnetic field (T)

Figure 4.3: Shubnikov de Haas oscillations in R, at low magnetic fields clearly showing the beating
pattern and the existence of nodes. Insert: Detail amplified for clarity of the Rxx in low field range.

A closer inspection of the low magnetic field region reveals that Ryy minima

are clearly observable down to very low fields (down to [0.5 T for odd filling
factors) and the existence of magnetic field regions with different parity of the

filling factor associated to the resistance minima. Below [0.6T only odd filling
factors are observed (v=>53-43). In the range [0.6-1.0T only even filling factors
(v=42-24) can be seen while between [1.0-2.0 T the minima correspond to odd
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4.- Electrical transport properties of a 2DEG confined in DMS quantum well structures

filling factors (v=33-13). Finally above [2.0 T both odd and even filling factors
are resolved (v=12,11,..,2). Despite the fact that well defined Landau
quantization is essential for the formation of a gap in the density of states at the
Fermi energy, the Landau level broadening is sufficiently large to suppress
resistance minima corresponding to even or odd filling factors depending on the
magnetic field range considered. In Figure 4.4, the plot of the reciprocal magnetic
field positions of the resistance minima versus filling factor shows the expected
linear dependence from whose slope we can determine after Eq.1.34 the 2D-carrier

concentration n,= 5.9 x 10"cm™
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Figure 4.4: Filling factor versus inverse magnetic field position of the minima in R,. Notice the
change in parity of filling factor at the node positions.

The plot also shows magnetic field regions with different parity: starting from
low magnetic field the parity is initially odd, then even, once again odd before, at
high magnetic fields both odd and even filling factors are resolved. At the same
time, a clear beating-like modulation of the amplitude of the Shubnikov de Haas
oscillation measured at T = 50 mK is seen in the Figure 4.3. At each transition
between odd and even parity a minimum of the amplitude (node) is observed in the
envelope of the oscillations. Two nodes labeled as Node; ((0.6T ) and Node; (1T )
are clearly seen at very well defined magnetic field positions. The error in
determining the node position is less than the difference in magnetic field between
the minima on the upper and lower field side of the node. This value is about 30
mT for Node; and 80 mT for Node; at 50 mK. Moreover, the node positions are
very sensitive to the electron temperature of the system.

On heating the system, the nodes move towards lower fields in distinct
temperature ranges as shown in Figure 4.5. Node, moves from the vicinity of 0.6T at
50 mK to [0.5 T at 450 mK before the temperature damping effects smear out the
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4.- Electrical transport properties of a 2DEG confined in DMS quantum well structures

oscillations in this field range. Node; is much less sensitive to temperature and no
appreciable change in its position is observed for temperatures below 400 mK.
Above 400 mK, Nodey shifts to lower magnetic field before damping effects start to
smear the oscillations around a temperature of 1 K. Due to the temperature-induced
motion of the nodes, the extension and locations of the different parity regions
changes with on increasing temperature. As a consequence, the resistance minima at
the low field side of the nodes are transformed into maxima and the maxima
transformed into minima with increasing temperature as can be seen in Fig.4.5.

oDD b)]

ODD EVEN
4-T=600 mK I 5-T=1000 mK
. 3-T=450 mK | 4-T=600 mK I
2-T=250 mK N 0 d e 3-T=450 mK
1-T=50 mK 2-T=250 mK
" ! 1-T=50 mK NOde”
0.4 0.5 0.6 0.7 0.8 07 08 09 10 11 1.2

Magnetic field (T)

Figure 4.5: Temperature dependence of the magnetic field position of the a) Node; between 50-
600 mK. B) Nodey; between 50-1000 mK.

Magnetic field (T)

Previous investigation of electrons in DMS quantum wells considered how
the oscillation shape and plateau appearance are affected by the crossing of
Landau levels of different spin states [Gerschiitz —1996]. However, the rather low
mobility and the higher temperatures at which the measurements were performed
limited the investigation to the high (B>2T) magnetic field regime. In order to
understand the unusual transport behavior observed in our sample one needs to
take into account the specific evolution of the Landau level spectrum due to the
non-linear variation of the Zeeman energy with applied magnetic field.
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4.- Electrical transport properties of a 2DEG confined in DMS quantum well structures

For such DMS materials, the spin splitting is expected to be several times
larger than 7w, at low fields. Let us consider for example a specific magnetic field

B, for which E,=3%.. The corresponding Landau level occupancy is sketched in
Figure 4.6a). Close to B, the three lowest energy levels are consecutive Landau
levels with the same spin. At higher energies, opposite spin levels from different
Landau levels overlap. Thus, when the Fermi energy lies in a well defined gap in
the density of states the resistance minima will be associated with an odd filling
factor. In contrast for even filling factors close to B, the density of states at the
Fermi energy is predicted to be a maximum. For magnetic fields close to B,
(Fig.4.6b) for which E,=2%c, the lowest energy levels are two consecutive Landau
levels with the same spin. Well defined gaps in the density of states at the Fermi
energy and therefore minima in the resistance occur for even filling factors.
Finally for magnetic field close to B, (Fig.4.6¢c) for which E,=Aw., well defined
minima in the resistance are expected for odd filling factors. Thus, the parity of
the filling factor associated to the Ryx minima around B,,B, or B, depends simply
on the number of lowest Landau levels with the same spin.

a) b) ¢)

| [ =
>

ODD ODD
B=B, =B,
EZ :3hwc EZ = hwc

Figure 4.6: Schematic Landau level distribution at the particular magnetic field position B »3. It
can clearly be seen that the parity of the filling factor corresponding to a minima in R,, depends on
the number of filled Landau levels when the Fermi energy (Er) lies in a gap in the density of
states. In the vicinity of those B;,; magnetic fields, the amplitude of the longitudinal resistivity
shows well pronounced oscillations.

With increasing magnetic field the system will evolve towards the more
usual situation in which the lowest energy levels of the system are the N=0 spin
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4.- Electrical transport properties of a 2DEG confined in DMS quantum well structures

up and spin down Landau levels. This redistribution of the Landau levels will
inevitably lead to successive coincidences between spin-up and spin-down Landau
levels with different angular momentum which will have a profound influence on
the amplitude of the resistance oscillation.

Close to the coincidence points corresponding to E,=(N+1)Zw, (for
N=0,1,2,..) the SdH oscillations are well defined because Fermi energy lies in well
defined gaps due to the Landau level overlap. However, this is not the case for
the intermediate situations between By, and By, for instance between B, and B,.
The Landau level occupancy for an intermediate magnetic fields B;, where

E,=5/2hw, is illustrated in Figure 4.7. Due to the Landau level broadening, no
gaps occur in the density of states at the Fermi energy for both odd and even
filling factors and the resistance oscillations are suppressed (node) because the
Landau levels of a given spin lie in the cyclotron gap of the Landau levels with
opposite spin. In general, such node condition satisfies the energy coincidence E,
= (N+%) hw, with N=0,1,2, corresponding to By,,. In samples with lower
disorder, rather than nodes, a doubling of the frequency corresponding to the
simultaneous observation of odd and even filling factors would be expected. This
is indeed what is observed at higher magnetic fields (B>2T) when the cyclotron
gap is larger than the disorder induced Landau level broadening. Thus, no node is

observed for magnetic fields corresponding to E,=1/2Aw, since both odd and even
filling factors give well defined minima in the resistance.

<>

o

B=B;),

E,=5/2hw,

Figure 4.7: Schematic Landau level distribution at the particular magnetic field position Bsp.
When Fermi energy lies in a cyclotron gap at this particular Bs, magnetic field, no gap in the total
density of states exists for any filling factor and the amplitude of Ryx shows damped oscillations.
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4.1.2 Modeling the Zeeman Energy

Due to the well defined magnetic field position at which the nodes occur,
the energy coincidence condition for the occurrence of nodes can be used to
experimentally determine the effective electronic Zeeman energy. From the ratio
Broaer/Buogar = 0.6 T/1 T = 3/5 it is easy to determine the value of N=1 for
which E, = (N+%) Ko, is satisfied at B=0.6T by writing (N+%)/(N+3/2) = 3/5.
Here we assume E, is identical for both node positions, which is a good
approximation at low magnetic fields and low temperatures where the exchange
term is saturated and dominates the total effective Zeeman energy. Thus, we
determine that the energy coincidence E, = 5/2 fiuy, is satisfied at B;=0.6T, and
E, = 3/2 hw, at By=1T at 50mK. The temperature dependence of the node
positions can then be compared with the predicted temperature dependence of the
electronic spin splitting (see chapter 1) given by:

EZ(B’T):Es—dBS (B=T+TO)+ge:uBB Eq.4.1
2

where B;,(x) is the modified Brillouin function which describes the s-d exchange
term [Gaj-1976] and g, the CdTe electronic g factor. For the node condition, we
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Figure 4.8: Magnetic field dependence of the calculated spin splitting at different temperatures.

Half integer (1/2, 3/2, 5/2) of 7. are shown for comparison. The crossing points (B, B3, Bs; )
correspond to regions of damped oscillations in R, (nodes). The node conditions move toward
low magnetic fields when temperature is increased.
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have assumed an electron mass of m’,=0.107m, measured by cyclotron resonance
and an effective temperature T, constant and equal to 0.18 K, since there is not
any contribution of Mn pairs within such temperatures and magnetic field range
[Shapira-1990]. The only fitting parameter is the amplitude of the exchange term E_
4 Which is found to be 1.7 meV in good agreement with the optically measured spin
splitting. Using E_.; =5/2 N,Ox, this allows us to estimate the effective Mn
concentration xz = 0.3% in the well. In Figure 4.8, the resulting Zeeman energy is

plotted as a function of magnetic field in comparison with E, = (N+') hi.. It should
be noticed that our assumption (E, at B; = E, at By) is quite realistic at T=50mK.
In addition to an externally applied magnetic field, temperature can also be
used to modify the Mn spin polarization and thus to tune the electronic spin
splitting. At higher temperatures a larger applied magnetic field is required to
saturate the Mn spin system and therefore the crossing points in Fig.4.8 are
expected to shift towards lower magnetic fields. This explains the shift of the node
positions to lower field with increasing temperature as observed in Fig.4.5. From
the node condition and using our model for the Zeeman energy, we can easily
calculate the magnetic field positions which satisfies the energy coincidence E, =

5/2 hw, and E, = 3/2 hw, for each temperature. The measured magnetic field
positions of the nodes as a function of temperature are shown in Figure 4.9. The
expected dependence calculated using a Brillouin function with the same
parameters as before is shown by the solid lines. The agreement between theory
and experiment is quite remarkable. The simple model correctly predicts the node
positions and temperature dependence. Thus, the node position can be used as a

—— Calculated

15 N ® Experimental ]

2N
< 10|
c i
= i
= os5L
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0.0 0.5 1.0

Node positions (T)

Figure 4.9: Temperature dependence of the node positions in Ry,. The solid curves are calculated
as described in the text using a Brillouin function to describe the polarization of the Mn system.
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thermometer for the effective temperature of the Mn spin system Ty, =T} + To-
Another direct consequence of the shift in the node position with temperature is
the transformation of minima in the resistance into maxima (and vice - versa).
This is entirely due to the s-d exchange induced change in the electronic spin
splitting. A redistribution of electron on the Landau levels can be obtained by
increasing the temperature at a fixed magnetic field as shown schematically in
Figure 4.10. Thus, the resistance change from a minimum to maximum, for
instance at B=0.81T (see Fig.4.5), upon increasing the temperature from
T=50mK to 1K and can be explained simply by the redistribution of the carrier
population in the electronic states as the effective Zeeman energy varies.
Decreasing the effective Zeeman energy with respect to the cyclotron energy, the
Fermi energy moves from a gap (resistance minima) to a partially full Landau
level (resistance maxima). Note however, that the carrier density and therefore the
filling factor is temperature independent over the range of temperatures
investigated. Experimentally this is easily verified since the magnetic field position
of the high field Shubnikov de Haas oscillations remained unchanged.

B=0.81T

E;

r Pl

Minimum Maximum
T=50mK T=1K
E,=2hw, E,=hw,

Figure 4.10: Schematic Landau level distribution at the particular magnetic field position B=0.81T
corresponding to a minima of Ry for two temperatures.

4.1.3 Simulations of the Density of States

The quantum transport properties of the 2DEG confined in a DMS quantum
well are relatively well understood and this allows us to establish a very simple and
precise model for the Zeeman energy at low fields. A first step consists of writing all
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the latter ideas in equations for describing the competition between the effective
cyclotron and spin gaps which determines the distinct beating pattern in the
Shubnikov-de Haas oscillations and the magnetic field regions with different parity.
For our purposes it is sufficient to consider the description of the density of states
for our 2D-electron system surrounded by the magnetic environment. Since the
longitudinal resistivity is simply proportional to the density of states at the Fermi
energy [Van der Burgt-1995], a qualitative description of our observations can be
obtained from a simple simulation of the DOS (details presented in Appendix 2).

Figure 4.11a shows the comparison between the experimental (shifted
vertically for clarity) and the calculated data. The agreement is quite remarkable.
The simulation is able to closely reproduce the node positions and the modulation
of the amplitude of the resistance oscillations. The calculated DOS show minima, at
the same magnetic field (filling factors) values as the data so that our simple model
also correctly reproduces the observed parity changes in different magnetic field
regions. The node positions are also properly reproduced when the temperature is
increased as can be seen in Figure 4.11b, which shows the measured resistance and
calculated DOS at 600mK.
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Figure 4.11: Comparison of the calculated Density of States at the Fermi energy with the
experimental Shubnikov de Haas oscillations at T=50 mK (a) and at T=600 mK (b).

Thus, we can conclude that the qualitative description of the longitudinal

resistivity confirms our ideas concerning the effect of the non linearity of the
electronic spin splitting on the quantum transport properties of a 2DEG.
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4.1.4 Tuning the Zeeman energy

The s-d exchange interaction allows to tune the electron spin splitting in a
number of different ways. One possibility is to change the Mn temperature via the
interaction with the free carriers. Kéning and co-workers [K6ning-2000] have shown
that the free carrier presence is one of the main channels of energy transfer towards
the Mn subsystem due to the strong s-d coupling. Thus, hot carriers can efficiently
increase the temperature of the magnetic subsystem. Increasing the current
through the sample [Nachwei-1999] generates hot carriers in non equilibrium with
the lattice temperature. Since hot carriers are injected, the Mn temperature
increases and the node positions can be used as a thermometer to monitor the
warming effects. In the Figure 4.12, the current dependence of the Node; position
at T=50mK is shown. Increasing the current through the sample is equivalent to
increasing temperature as shown in the Fig.4.5. Using the node position as a
thermometer it is possible to determine the Mn temperature T),,, corresponding to
the applied current. To a good approximation T, is found to scale linearly with

current over the limited current range investigated. The node positions are plotted

in Figure 4.13 versus applied current and the equivalent Mn temperature.
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Figure 4.12: Current dependence of the magnetic field position of the Nodey; at T=50 mK.
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Another important point which can be treated from this data is the thermal
equilibrium between the lattice, the 2DEG and the Mn subsystem. The
thermodynamic principles state that when three different caloric reservoirs are in
thermal contact, a heat transfer occurs from the hotter to the colder reservoir in
order to establish thermal equilibrium. In solids, the thermal exchange is
characterized by the phonon spectrum of the lattice. However, in a diluted spin
system such as a DMS the spin-phonon coupling is not the most efficient channel to
recover equilibrium [Struzt-1991]. In fact, the efficiency of the spin-lattice relaxation
is extremely low in case of very diluted DMS (x., < 5%) where the Mn spins are
isolated entities [Dietl-1995]. An alternative relaxation route can be efficiently
mediated by the free carriers, avoiding the difference in the temperature between
lattice and Mn subsystem. Recently, [Scherbakov-2000, Kéning-2000] the role of the
free carriers on the Mn spin relaxation channels have investigated.
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Figure 4.13: Current dependence of the magnetic field position of the nodes in Ry, in comparison
with the calculated temperature dependence as described above at T=50mK.

The energy-transfer channels between those three different reservoirs in the
DMS are schematically represented in the inset of the Figure 4.14. The relevant Mn
relaxation channels are not known with any certainty in spite of the fact they
constitute a key-point for the spin dynamics in DMS. The lattice represents an
infinite bath with respect the Mn and 2DEG subsystems. The phonon coupling
between the free carriers system and the lattice dominates the electron-lattice
relaxation channel. However, the isolated Mn spin subsystem is weakly coupled with
the lattice [Dietl-1995]. Only the clustering of the Mn ions or Mn-Mn pair interactions
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can dramatically enhance the efficiency of the coupling of the Mn subsystem to the
lattice. Thermal equilibrium is therefore achieved by the mediation of the 2DEG
reservoir so that free carriers are responsible for the cooling or warming of the Mn spins.

In fact, from the resistance data for different currents it is possible to estimate
the carrier temperature (T,) by comparing the widths of the high field minima with
those from the temperature dependence data at the lowest current (Ixx=100 nA).
Therefore, T, can be compared with the Mn temperature (T,,) for each current as
shown in Fig.4.14. The data clearly indicates that the free carrier and Mn subsystem
are in a very good thermal contact: the hot carriers efficiently heat the Mn
subsystem. The small tendency of the carriers to be slightly warmer than the Mn*"
ions may results from the fact Ty, is extracted from the node positions at low fields
which could differ at high fields. However, we do not have any real proof the lattice
temperature does not change with increasing current. Further investigations to
determine with certainty the dominant relaxation channel are required.
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Figure 4.14: Representation of the carrier temperature as a function of the Mn temperature. The
solid line denotes T.=Tys,. Inset: Different energy reservoirs that participate in the Mn heating
process in DMS. The relaxation channels responsible for the heating of the Mn systems are
denoted by arrows. The most effective channels are shown by double arrows.

Nevertheless, the measure of the Mn temperature that the node positions

offer is an efficient method to monitor the electronic spin splitting and
consequently the carrier polarization at low magnetic fields.
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4.2 Transport studies at high magnetic fields: quantum
Hall states at vanishing Zeeman splitting

In the preceding part of this chapter, we have analyzed the transport data
obtained at low magnetic fields which can be successfully used to investigate the
electron spin splitting. This data supports the idea that in DMS materials the main
contribution to the electron spin splitting corresponds to two components: one
resulting from the “mean field” s-d interaction term and the second one resulting
from the “bare” Zeeman term. We found that at low magnetic fields, the main
contribution for electronic spin splitting is due to the s-d interaction whereas the
“bare” Zeeman contribution is relatively small. However, this is not the case at
high magnetic fields. As can be seen in Fig.4.8, the exchange term E_ ; saturates at
a relatively low magnetic field (the exact value of which depends on the
temperature), whereas the “bare” Zeeman splitting increases linearly with field.
Since in CdMnTe, the s-d exchange and the usual Zeeman terms have opposite
signs, the total Zeeman splitting (referred in the following as Zeeman splitting, E;)
is a decreasing function of the magnetic field (once the exchange term becomes
saturated) as shown in Figure 4.15. Therefore, there exists a particular magnetic
field for which the Zeeman splitting is expected to be zero. Such a situation creates
the interesting possibility to investigate quantum Hall phenomena for the specific
case of vanishing electron Zeeman splitting.
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Figure 4.15: Magnetic field dependence of the calculated Zeeman energy at two temperatures.

The studies presented here are complementary to the transport investigations of
GaAs/GaAlAs based structures in which the electronic g-factor can be tuned through
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zero by application of hydrostatic pressure [Maude-1996]. The later investigations
have revealed interesting phenomena related to the interplay between Zeeman and
electron-electron interactions in the quantum Hall regime. The role of spin in the
quantum Hall effect is still not completely clear and our experiments give some new
insight into this subject. The clear advantage of our systems, with respect to III-V
structures, is the wider range over which the Zeeman splitting can easily be tuned.
Simply by tilting the plane of the 2D electron sheet with respect to the magnetic field
direction, we tune the electronic g-factor from positive values to negative values
passing through zero independently of filling factor. The disadvantage lies in the
inherent low mobility (quality) of the 2DEG, which might be improved in the future.
The quantum Hall effect scales with the filling factor, i.e. it depends on the magnetic
field component perpendicular to the 2D plane. However, the Zeeman splitting is
determined by the total magnetic field. Thus, tilting the magnetic field allows us to
obtain the E,=0 condition for a wide range of filling factors 5<v<3/2.

We start with a description of the transport data under normal field
conditions (B perpendicular to the plane of the 2DEG) when the E,=0 condition is
reached around v=3/2. Subsequently, we will focus on the specific case when E,=0
at v=3, and the case E,=0 at v=>5, before finally discussing a more general case.
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Figure 4.16: Magnetic field dependence of the longitudinal (Rxx) and transverse (Rxy)
resistance for our sample 100997A at T=1.7 K (blue line) and T=4.2 K (red line).
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4.2.1 Vanishing Zeeman splitting in the vicinity of filling factor v=3/2

The Zeeman splitting E, expected from the low-field transport model is
plotted in Fig.4.15 for two temperatures and for magnetic fields up to 28 T. The
spin splitting is calculated using Eq.4.1 assuming E_;=1.7 meV for the s-d
exchange energy and g=-1.6 for bare electron g-factor in CdTe. As can be seen,
the predicted zero value of E, occurs at 18.5T. For this particular magnetic field
position we would expect important consequences on transport properties of the
2DEG. In Figure 4.16, we show the magnetic field dependence of the
longitudinal R,, and transverse R,, resistances measured at two different
temperatures (1.7 and 4.2K) over a wide range of magnetic fields. This data was
obtained under normal field conditions, i.e. the direction of the applied magnetic
field is perpendicular to the 2D plane. Focusing our attention on the R,
maxima around V=3/2 we observe that the resistance maxima is composed of
two peaks which are well pronounced at T=1.7K. At the same time, the Hall
resistance shows a clear kink around B=18.5 T, which resembles the
development of a quantum Hall plateau.
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Figure 4.17: Temperature dependence of the Rxx and Rxy in the vicinity of v=3/2.
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The temperature dependence (40 mK - 4.2 K) of the anomalous behavior of
the resistance in the vicinity of 18.5 T is presented in Figure 4.17. As can be seen,
our anomaly is quite markedly pronounced at intermediate temperatures but
somehow washes out at the lowest temperature. The resistance of our “quantum
Hall plateau” apparently changes with temperature which is a first indication that
this plateau cannot be related to a 4/3 fractional quantum Hall state.
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Figure 4.18: Longitudinal resistance Rxx (black lines) as a function of the total magnetic field
for two angles 8=0 (solid line) and 6=40° (dotted line) at T=1.7K. Calculated Zeeman energy as
a function of the total magnetic field (gray line). Inset: experimental geometry.

More information is provided by experiments in tilted magnetic fields. The
experimental configuration and the effect of tilting the magnetic field on the
transport properties are shown in Figure 4.18. The normal direction of the 2D
plane is tilted by an angle 6 with respect to the total magnetic field By. Tilting
the magnetic field shifts the resistance maxima associated to v=3/2 towards
higher values of the total magnetic field. This is because the quantum Hall effect
scales with filling factor which is determined by the magnetic field component B
= BrcosB along the direction perpendicular to the plane of the 2DEG. On the
other hand, the Zeeman splitting is given by the total magnetic field B; and
therefore tilting the magnetic fields allows us to tune the Zeeman energy with
respect to filling factor as shown in Fig.4.18. In the following we represent the
data as a function of the perpendicular magnetic field component Bp. In such

79



4.- Electrical transport properties of a 2DEG confined in DMS quantum well structures

representation the filling factor is fixed with respect to the horizontal scale but
Zeeman energy which depends on the total field is different for each tilt angle 6.

1.00+- T=1.7K

0.00

Magnetic field (T)
Figure 4.19: Angle dependence of the longitudinal (Rxx) and transverse (Rxy) resistance as a
function of perpendicular magnetic field in the vicinity of v=3/2.

The traces of R,, and R,, measured at T=1.7K in the high field region for

different tilt angles are shown in Figure 4.19. The anomaly around B =18.5 T
disappears when the Zeeman energy is sufficiently large. We therefore attribute this
anomaly to the expected vanishing of the spin gap. However, these data do not
reflect such a vanishing. In a first approximation, we may interpret both peaks in
the R, resistance as corresponding to the situation where Fermi level is located in
the center of the (broadened) Landau level. The longitudinal resistance is
proportional to the density of states at the Fermi energy. A vanishing of the
electron Zeeman splitting would imply a perfect overlap of spin up and spin down
Landau levels. Consequently a doubling of the density of states at the Fermi
energy, as compared to the case of well separated spin split levels would lead to an
increase (doubling) of the resistance which is not the case. The zero Zeeman energy
E,=0 is expected to coincide with filling factor v=3/2 for a tilt angle 6=40"°.

As shown in Fig.4.19, no dramatic changes occur, which is first indication
that the spin gap does not completely close under the considered experimental
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conditions. The data is more consistent with an anticrossing of the spin-up and
spin down Landau levels. However, an analysis of evolution of the resistance
maxima, is complex and therefore not always very convincing in contrast to the
analysis of the resistance minima, which have a physical meaning in terms of
activation gaps. As expected, the E, =0 condition does not influence resistance
minima corresponding to a cyclotron gap around v=2. For this reason we turn
our attention to the higher filling factors.
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—nggmi . 9=63.8° R =R exp(-A/2k,T)
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Figure.4.20: Temperature dependence of longitudinal (Rxx) around v=3 for a tilted angle 6=63.8°.
At such angle the expected Ez=0 occurs near 8.1 T (blue arrow). Inset: Arrhenius plot of resistance
at V=3 versus temperature. The red line is a least square fit to the experimental data points.

4.2.2 Vanishing Zeeman splitting in the vicinity of filling factor V=3

The coincidence of E,=0 and the v=3 is reached by tilting the magnetic
field an angle around 6=64 " as shown in Figure.4.20. The longitudinal resistivity
shows a well pronounced minimum at low temperatures (400 mK) which clearly
indicates the existence of a small but non zero spin gap. A conventional method of
determining the quantum Hall energy gaps is the analysis of the temperature
activation of the resistance at the minimum of R.,. The method is based on the
assumption that:
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R 7o, [Jexp(-Ay/2kpT) Eq.4.2

where the spin gap A, often referred to as the activation gap, can be directly read
from the slope of the Arrhenius plot: In R, vs 1/T. As shown in the inset to Fig.4.20,
the R, at the v=3 minimum shows a thermally activated behaviour. The deduced

spin gap at conditions of vanishing Zeeman gap (E,=0) is Ag = 0.3 + 0.03 meV.
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Figure 4.21: Angle dependence of the longitudinal resistance (Rxx) as a function of
perpendicular magnetic field in the vicinity of filling factor v=3 at T=1.7K. The values of the
effective Zeeman energy (Ez) at the v=3 position (dotted line) are indicated for each angle.

Moreover, an interesting evolution of the longitudinal resistance is

observed when the E,=0 condition is tuned through the v=3 minima. The traces
of R, at different tilted angles obtained at T=1.7 K are shown in Figure 4.21.

The minimum is least pronounced for the curve for which E,[0 meV (6=63.9°)

but recovers when [E,| is increased by tilting the sample away from this angle.
Assuming a thermally activated behavior we can write:

R.. (V=3 ) = Ry [exp(-Ay(E)/2kT) Fq.4.3

Calculating the expected E, for each tilted angle at the magnetic field
position of v=3 (B;=8.17T) we can estimate the v=3 spin gap for a wide range of
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E,. We use a value of Ry=27.1kQ determined from the Arrhenius plot under
E,=0 conditions in Fig.4.21. Rewriting Eq.4.3 the spin gap:

A(Ey) = 2kT(-In (R, (V=3 ))+In (Ry))) Eq.4.4

can be determined for fixed temperatures from the experimental value of Ry at
v=3 for the different tilt angles. The resulting A at different tilted angle, i.e.
different E, value, is shown in Figure 4.22. The values of Ag obtained for different
temperatures all collapse onto the same Ag vs E; dependence which validates the
assumption of thermally activated behavior. As expected, Aq is a minimum for tilt
angle of 6=64° (Bg =8.11 T, B;=18.5 T), in good agreement with the expected
value for which E,=0 from our model based on the low field data. Either side of
E; =0, Aq increases approximately linearly.
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Figure 4.22: Deduced spin gap as a function of the Zeeman energy at filling factor v=3 for
different temperatures. The solid and dot lines represent two distinct spin gap dependence:
AS:EZ and ASZEZ +Ee_e.
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This is a clear experimental evidence that the v=3 spin gap remains open even
when the Zeeman energy is zero. At first sight, the observation of a finite spin gap at
vanishing the effective Zeeman energy (E, = 0) for the case of a quantum Hall state
at odd filling factor is not very surprising. Transport experiments on 2DEG’s in
GaAs/GaAlAs quantum wells under hydrostatic pressure have shown similar
phenomenon at filling factor v=1 [Maude-1996]. In the case of a high quality 2DEG,
the key point in the physics of the quantum Hall regime at odd filling factors is
electron-electron exchange interactions. These interactions are responsible for many
observed phenomena, the most well known being the so called g-factor enhancement
[Usher-1990, Leadly-1998] at odd filling factors which is routinely observed in
transport measurements of 2DEGs in GaAs-based structures. Roughly speaking the
electron-electron exchange interaction leads to a ferromagnetic ordering of the
electronic spins at odd filling factors and therefore any small perturbation opens the
spin gap even if the “bare” Zeeman gap is zero.

Assuming that electron-electron exchange interaction plays a role in our case
we would, in the first approximation, expect that the dependence of the spin gap on
the Zeeman gap is A—=E_ + E, (see dotted line in Fig.4.22), with E_, as the electron-
electron exchange interaction term which is constant for a given filling factor. Our
activated transport method to determine the spin gap can be criticized but any

corrections accounting for broadening effects would result in a steeper linear A¢(E,)
dependence and not a shallower one as experimentally observed. We notice, however,
that such an interpretation does not fully agree with our data since A = E, when E,
>>(0. We are unable to completely reject the possibility that the non-zero spin gap at
v=3 under vanishing Zeeman energy conditions is due to electron-electron interactions.

Beside, we can also observe in Fig.4.22 that the Zeeman energy dependence of
the spin gap shows an asymmetry. Aq grows more slowly for negative E, (large tilt
angles) than for positive. Such behaviour could be related to the uncertainty of our
“activation method” to determine the spin gap, which can be influenced by Landau
level broadening. However, it still remains as an open question.

4.2.3 Vanishing Zeeman splitting in the vicinity of filling factor V=5

In contrast to the v=3 case, the effects of the vanishing Zeeman splitting at
v=>5 are easier to understand. As shown in Figure 4.23, at high tilt angles when the
Zeeman energy becomes very small the v=5 minimum R, is simply washed out. The
R,. maxima around v=11/2 and 9/2 which are clearly observed at large Zeeman
energies, merge together into a broader maximum around V=5 when Zeeman gap
becomes smaller. At the same time, the amplitude of the resistance maxima almost
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doubles. Assuming that R, is proportional to the density of states at the Fermi
energy, such a behaviour is simply the manifestation of the perfect overlap of the
spin split levels at small values of Zeeman splitting. In other words, there are strong
indications for the closing of the spin gap at the v=5 quantum Hall state.
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Figure 4.23: Angle dependence of the longitudinal resistance (Rxx) as a function of
perpendicular magnetic field in the vicinity of filling factor v=5 at T=1.7K. The values of the
effective Zeeman energy (Ez) at the v=>5 position (dotted line) are indicated for each angle.

4.2.4 Vanishing Zeeman splitting at arbitrary filling factor 3/2 X
V< 5. anticrossing spin levels

In Figure 4.24, we have regrouped the data of the longitudinal resistance
measured at 1.7K under conditions of vanishing Zeeman splitting (indicated by

labelled arrows) around filling factors v=3/2, 5/2, 3, 7/2, and 5. There, it can be
clearly seen that closing the Zeeman gap leads to a closing of the spin gap in the
case of filling factor v=>5 (see {-Fig.4.24). However, this is not the case for v=3
(arrow d), where the spin gap remains open for any value of Zeeman splitting. The
three other Ryx traces (b), (c) and (e), show the evolution of the Ryx in case the
E,=0 condition occurs around v=3/2, 5/2, and 7/2. The essential observation, for
our further discussion, is that the resistance maxima of the v =3/2 and 5/2 are
very weakly influenced by the E,=0 condition whereas the v = 7/2 maximum
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roughly doubles in amplitude. Such a different behavior anticipates the conclusion
that for conditions corresponding to E,=0, the spin gap remains open in case of
filling factors v = 3/2 and 5/2 but closes at v = 7/2.

In order to understand the different behaviour around filling factors v = 3
and 3/2 with respect to v =5, let us recall the basis of the quantum Hall effect in
the metallic phase, starting from a distinction between localized and extended
states and their distribution in the Landau levels. We assume a Gaussian
broadening of width I' for the Landau levels. In the center of each Landau level
there exists a band of extended states, whose broadening is also Gaussian of
width Iy <I. For each Landau level the number of the extended states is a fixed
fraction of the total number of states (localized and delocalized).
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Figure 4.24: Angle dependence of the longitudinal resistance (Rxx) as a function of

perpendicular magnetic field at T=1.7K for different E;=0 coincidences: a) E;=0 at 18.5T

(black) b) E;=0 at 16.8 T (olive) ¢) Ez;=0 at 9.2 T (red) d) E,=0 at 8.2T (green) ) E;=0 at 7.3 T
(blue) f) Ez=0 at 5.1T (navy).

The longitudinal resistance shows a maxima when the Fermi level is
located in the center of the Landau level. In this situation, the system states in a
metallic phase in which only electrons occupying extended (delocalized) states at
the Fermi energy participate. One consequence of our model is that the perfect
overlap between two spin split Landau levels leads to a doubling of the density of
states which in turn would result in a two-fold increase of the resistance as
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compared to the case of spin split Landau levels. Thus, within this model we
expect that closing the spin gap would result in an overlap of Landau levels and
consequently it will imply a doubling of the resistance maxima. Our observation
shows that this is indeed the case around filling factor v = 7/2 but not in the case
of filling factors v = 3/2 and 5/2.

Initially, we focus our attention on the case of R,, maximum around
v = 3/2. In this case the Fermi energy is expected to be located in the vicinity of
the center of the upper branch of the N=0 Landau level. We schematically sketch
this in Figure 4.25L. The situation there corresponds to the well separated spin
levels and the Fermi energy is located slightly below the center of the upper spin
level. Reducing the energy splitting A, between the center of Landau levels leads
to an upwards shift of the Fermi level with respect to the center of the upper spin
branch. The effect is trivial and results from the decrease of the available density
of states at lower energies when the levels overlap and the tails of the lower spin
Landau level is pushed up through the Fermi energy.

V:[B/Z
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Figure 4.25: Left) Schematic illustrations of the Landau level mixing on the Fermi energy
position in the vicinity of v=3/2. Right) Schematic representation of the Fermi energy position
with respect to the center of the spin Landau levels (N=0,1 | ) which anticross as a function of
the magnetic field in the vicinity of v=3/2.

This however is quite essential for understanding of a specific character of
the change of Fermi energy with the magnetic field, which is schematically
illustrated in Fig.4.25R. In this figure, red traces represent the anticrossing spin
levels and the blue line represents the Fermi energy. The Fermi energy crosses the
center of the upper spin level around filling factor v = 3/2. Increasing the magnetic
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field leads to a progressive downwards shift of the Fermi level with respect to the
center of the upper spin branch. However, the effect of approaching both spin
levels when increasing magnetic field pushes the Fermi level up. Therefore, the
effect of increasing degeneracy (i.e. magnetic field) and at the same time
approaching both spin levels results in a non-monotonic behaviour of the Fermi
energy position. The exact behaviour of the Fermi level between filling factor 2
and 1, depends very much on the parameters, such as broadening of Landau levels
and the amplitude of the anticrossing gap. One possibility is that Fermi energy
remains anomalously pinned to the center of the upper spin branch over a wide
range of magnetic field. Another possibility is that the Fermi energy crosses twice
the center of the upper spin branch, entering in the region of localized states at
intermediate magnetic fields as shown in Fig.4.25R. In the first case, the R, would
result in anomalously wide v = 3/2 maxima. The second one would result in a two
maxima in R, with possibility of developing of the quantum Hall plateau in
between the two R,, peaks. We believe such a situation agrees with our
experimental observations concerning the wide R, feature with two maxima
around V = 3/2 together with a plateau around 4/3 shown in Fig.4.16.
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Figure 4.26: Left) Schematic illustrations of the Landau level mixing on the Fermi energy
position in the vicinity of v=5/2. Right) Schematic representation of the Fermi energy position
with respect to the center of the spin Landau levels (N=1,1 | ) which anticross as a function of
the magnetic field in the vicinity of v=5/2.

The ‘floating’ of the Fermi energy induced by approaching the spin levels is
distinctly different in case of filling factor v = 5/2. The Fermi energy is now located
in the vicinity of the center of the lower spin branch of the N=1 Landau level, as
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schematically shown in Fig.4.26L. Reducing the energy separation A, between the
center of the spin Landau levels adds density of states at lower energies which
consequently pushes the Fermi level down. Now, the effect of increasing the
degeneracy of the Landau levels (increasing magnetic field) and the effect of
approaching the spin levels induce a variation of the Fermi level in the same
direction. Both effects push the Fermi level down. The resulting Fermi energy crosses
quickly and only once through the center of the lower spin branch (see Fig.4.26R).

The different behaviour of the Fermi energy in the anticrossing region in the
vicinity of filling factor 5/2 and 3/2 explains the asymmetry in the evolution of the
Ryx maxima shown in Fig.4.24. In both cases the spin levels clearly anticross and
no effect of the doubling of the resistance peak are observed at any value of E,.
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Figure 4.27: Magnetic field dependence of the calculated Fermi energy (blue line) and energy of

the N=0-spin levels (red line) position for different values of Ay at T=2K. The energy position

of the lowest spin split Landau level is divided by 7wx/2 for clarity. Black arrows indicate the
magnetic field position where a satellite maximum has been observed in Fig.4.28.
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However, the manner of anticrossing is slightly different in both cases. At
vV = 3/2 the longitudinal resistance is sensitive to the anticrossing developing an
extra maxima together with a plateau in the Hall resistance, whereas at v = 5/2
the anticrossing is more pronounced leading to no change in the resistance.

4.2.5 Results of numerical simulation of longitudinal resistance

The qualitative discussion of the observed effects presented above allows us to
present a more quantitative description of the experimental results. We assume that
Ry is proportional to the density of extended states at the Fermi energy and
simulate the anticipated anticrossing of spin levels using a simple perturbation
approach (see Appendix 2 for more details). The common parameters used in all the
simulations presented below are: =0.15meV, [,,;=0.075 meV, an electron effective
mass m ,=0.107m,, electron concentration n,=5.910"cm? exchange constant E_
¢=1.7meV, T;=180mK and g=-1.6. The simulated Ryx traces depend strongly on
the “anticrossing parameter” A4, which represents the gap between two spin
sublevels in the case of vanishing Zeeman splitting. This is a consequence of the fact
that this parameter essentially modifies the ‘floating’ of the Fermi level with respect
to the center of the Landau bands. The influence of the amplitude of the parameter
A, on the position of the Fermi energy around filling factor v = 3/2, under normal
field conditions (zero tilt angle) is shown in Figure 4.27. The corresponding traces
corresponding to the calculated dependence of Ry are represented in Figure 4.28.
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Figure 4.28: Magnetic field dependence of calculated DOS¢(Er) for different values of Ay at T=2K.

The dash line indicates the position of g*=0.
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Figure 4.29: Angle dependence of the calculated DOScx(EF) in the vicinity of v=3/2 for a constant
Ay =0.3 meV and T=2K.

Comparing these traces with the experimental results for 8=0°shown in
Fig.4.19, it can be seen that a value A;=0.3meV best reproduces the experimental
data. Using this value, we model the resistance R, traces for different tilted
angles as shown in Figure 4.29. The simulations are in a good agreement with the
experimental data presented in Fig.4.19. They correctly predict the observed
broadening at the Ryyx maxima on the high field side.
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Figure 4.30: Calculated DOSx(EF) in the vicinity of v=3 with Ay = 0.3meV at T=2K. The zero
Zeeman energy (g*=0) is noted for each plot.
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Now, we turn to the discussion of the shape of the resistance traces
obtained in the range of filling factors 4 < v < 2 whose experimental results
were shown in Fig.4.21. Using the same constant parameter A;=0.3 meV, the
simulation results are shown in Figure 4.30. The simulations are able to roughly
reproduce the behavior of the resistance peak around v = 5/2, but it clearly fails
in reflecting the doubling of the amplitude of resistance maxima around v = 7/2.
The observation of doubling of the amplitude of the resistance peak requires an
overlap of the extended states of the two spin components of the Landau level.
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Figure 4.31: Calculated DOSx(Er) for different values of Ay at two angles in the vicinity of v=3 at
T=2K. The zero Zeeman energy (g*=0) occurs at the resistance maxima associated to v=7/2 (solid
lines) and v=>5/2 (dash-dot lines).

In Figure 4.31, we show that only small values of the parameter 4, (<0.2
meV) can explain the increase of the R, resistance peak around v = 7/2 under
conditions of vanishing Zeeman splitting. However, such a small values of A,
cannot explain the behaviour of the v = 5/2 resistance peak whose value should
remain almost unchanged (see Fig.4.21). There-fore, to explain the experimental
data we are forced to assume that in this range of filling factors (5/2 <v < 7/2),
A, changes rapidly with magnetic field (filling factor). A linear change of A, is

unable to explain the experimental results. However, assuming that A, abruptly
increases from zero around filling factor 5/2 (B=7 T) and then saturates at
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higher magnetic field, we are able to reproduce the experimental results. The
simulations presented in Figure 4.32 are obtained assuming;:

2,=0.1(B-By)"” meV Eqd.5

where By=7 T and A=0 for B < B, They fairly well reproduce the
experimental observations shown in Fig.4.21.
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Figure 4.32: Angle dependence of the calculated DOScx«(EF) in the vicinity of v=3 considering
Ay = f(Bp) at T=2K. The zero Zeeman energy (g*=0) is noted for each plot.

To complete our simulations we consider the longitudinal resistance
around filling factor v = 5 and show that it is possible to roughly reproduce the
experimental results (see Fig.4.23) assuming A; =0 in our simulations as shown
in Figure 4.33.

Our numerical simulations support the qualitative description of the
experimental data presented in the preceding paragraph and allow us to

estimate the amplitude of spin gap for E;,=0 in the range of filling factors 5/2 <
V < 7/2 and around v = 3/2. As shown in Figure 4.34, we conclude the spin
gap is very likely closed at filling factors v > 7/2, but appears to be abruptly
open around V = 7/2, takes a value of about 0.2 meV at v =3, is of about 0.25
meV around vV < 5/2 and 0.3 meV around v =3/2.
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Figure 4.33: Angle dependence of the calculated DOS.(Er) as a function of perpendicular
magnetic field in the vicinity of v=>5 for Ay = 0 at T=2 K. The magnetic field position of the
zero Zeeman energy (g¥=0) is labeled for each plot.

Conclusions

Transport phenomena on 2DEG coupled to Mn?" ions in a CdMnTe
quantum well have been studied. The results at low magnetic fields can be well
understood within the usual model for DMS materials which predicts the giant
Zeeman splitting described by the mean-field spin polarization of Mn®" ions as
well as by the “bare” Zeeman effect. The low field transport data in
combination with the results of cyclotron resonance measurements allow us to
precisely determine the s-d exchange energy and to study the effective
temperatures of the manganese spins.

In the high field range we observe that closing the s-d Zeeman splitting
does not necessary imply closing the spin gap. Independently of the condition of
vanishing Zeeman splitting the spin gap always remains open for filling factors
5/2 <Vv £7/2 and around v = 3/2. We have considered the possibility that the
opening of the spin gap under conditions of vanishing Zeeman splitting observed
in our sample might be due to the electron-electron exchange interaction.
However, measurements of the spin gap versus Zeeman energy at filling factor v
= 3 are not in agreement with this hypothesis.

In order to understand the different evolution of the distinct resistance
maxima and minima with E,, we consider two distinct methods depending on
whether the system lies in an insulator phase (at odd integer quantum Hall sta-

94



4.- Electrical transport properties of a 2DEG confined in DMS quantum well structures

0.4 - : . ;
v=5/2 @
—_ v=3/2Q
> v=3
() 9
£ oz
(@)
<
v=5 V=712
0.0 R : '
0 5 10 15 20

Magnetic field (T)
Figure 4.34: Magnetic field dependence of the calculated spin gap 4 at given filling factors v.

tes, v=3 and 5) or in a metal phase (at half odd integer quantum Hall
statesv=3/2, 5/2 and 7/2). In a first case, an analysis of the temperature
activation of the resistance at the minimum of R, allows us to quantitatively
determine the spin gaps. In the second case, one shall reason in terms of DOS.
Any overlap between two spin split Landau levels leads to an increase of the
resistance as compared to the case of spin split Landau levels, and therefore to a
resistance increasing. Thus, the effect of opening or closing the spin gap by
tuning the Zeeman splitting can be translated into the effect of anticrossing or
crossing of the spin split Landau levels. In fact our data can be more deeply
understood when using our model for the longitudinal resistance and simulating
the effect of non vanishing spin gap by anticrossing of spin levels.

Measurements of the spin gap in samples with different electron
concentrations are needed to clarify the origin of the observed effect. We have
not been able to find another sample with good quality electrical contacts,
which are apparently extremely difficult to prepare in case of II/VI structures.
The spin gaps have been however measured on another sample using Raman
scattering experiments. These results will be presented in Chapter 6.
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Chapter 5

Electron paramagnetic resonance
of Mn*" ions coupled to a 2DEG

Introduction

In the previous chapter, we have focused our attention on band electrons,
which exhibit a giant Zeeman splitting at low magnetic fields. However, due to
the reciprocal coupling between the electronic and magnetic system, an inverse
phenomenon is also expected. The amplitude of the spin splitting between the
multiplet states of the paramagnetic Mn®" ions should be sensitive to the free
carrier spin polarization. Under such conditions, the magnetic properties observed
in DMS will no longer depend only on temperature and Mn?" concentration but
also on the presence of free carriers [Galazka-1980, Story-1986, Dietl-1997,Yang-
1999]. Recent studies have demonstrated that ferromagnetism of Mn*" spins can
be carrier-mediated in p-type II-VI [Ferrand —2000, Haury-1997| as well as in III-
V materials [Ohno-1998]. Story and co-workers [Story-1996] determined the free
carrier induced shift, similar to the well known Knight shift for nuclear spins, in
the Electron Paramagnetic Resonance (EPR) spectra of Mn*' in 3D DMS lead
compounds. In a theoretical work, Yang et al. [Yang-2000] have pointed out that
measurements of the Knight shift offer interesting possibilities in the case of 2D
systems. An interesting point is the character of the sp-d interaction for the case
of Mn?*" ions interacting with carriers subjected to the quantum Hall regime.

In this chapter, we present the investigations of Mn?" spins by means of
electron paramagnetic resonance measurements. We expect that spin splitting of
the Mn?" ions interacting with a 2DEG is not a simple linear function of the
magnetic field and search for the limitations of the simple mean-field approach to
better describe our system. We show that indeed the Mn®" spin splitting is not
linear with the magnetic field. The observed deviations from a linear dependence
are difficult to explain when only taking into account the effect of the “usual”
Knight shift induced by the electron spin polarization, expected from the mean
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field approach. A possible explanation of our experimental results is based on a
phenomenological model which assumes an additional interaction between the
mean-field spin excitations of Mn®" ions and free electrons.
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Figure 5.1: Longitudinal resistance Rxx as a function of magnetic field at low temperatures (left
axis). Magnetic field dependence of the resonant frequencies for Mn2+ ions in the vicinity of
v=10,9,7 and 3 (right axis).

5.1 Experimental details: Resistively detected EPR

The sample used for the experiments was taken from the same wafer studied
in chapter 4 (sample 100997A). The active part of the structure consists of a 10
nm-thick CdMnTe quantum well structure. The modulation doping of the
structure results in the formation of a 2DEG whose carrier concentration is
5.9x10"cm™. The effective Mn concentration in the well is about 0.3%. Our aim is
to study the multi-frequency EPR signal of the Mn®" ions embedded in the well.
However, this is a difficult task to achieve using conventional EPR methods.
Although, a standard EPR spectrometer (at 9GHz) can detect down to 10" spins,
this number has to be increased up to 10" spins, for higher resonant frequencies.

In our case, the number of Mn?" spins in our quantum well is around 5x10'3. A
special method for high field EPR needs to be applied. Therefore, we chose here
the possibility of detecting the EPR signal via the resonant changes of the
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longitudinal resistivity of a 2DEG under microwave illumination, i.e. resistively
detected EPR. In addition to the increased sensitivity, the advantage of this
technique is also its selectivity. Using resistive detection, we exclusively probe
Mn*" ions in the well and not the residual Mn which could be spread over the
rest of the structure. The experiments were performed at helium temperatures
(1.7 K - 4.2 K), using carcinotrons and Gunn diodes as the microwave sources.
Our two different carcinotron systems are operating in the frequency range 53-79
GHz and 78-120 GHz, whereas Gunn diodes used in experiments supply fixed
frequencies of 95, 115 and 230 GHz. The EPR signal has been found for the
microwave frequency of 230 GHz, and around [95, [¥7.4, and [68.4 GHz.

Accordingly, the EPR resonances have been observed around B [18.1, 3.4, 2.8 and
2.45 T, implying roughly a g-factor equal to 2 for our resonance. The resonance
field positions correspond to the vicinities of the minima in the longitudinal

resistance associated with filling factors v=3,7,9, and v=10, respectively (see Figure
5.1).

Energy 0.50 ———————————————————
Ne2| T=16k —Off

Er go4st V=7 On /|
N+1 < | 99GHz

N

Mn**ssae04 1)ttt @)

B BR 3.40. .. .3.;15. .. .3.;50. .. .3.55
Magnetic Field (T)

Figure 5.2: a) Schematic representation of the Zeeman gap squeezing at the resonant absorption
of the microwave irradiation by the Mn subsystem at a given magnetic field. b) Longitudinal
resistance Rxx near to v=7 at T=1.6K with and without 99GHz microwave irradiation as a
function of magnetic field.

Due to the s-d exchange coupling, any perturbation of the magnetic
subsystem is expected to affect the transport properties of the 2DEG. As
illustrated in Figure 5.2a, the longitudinal resistivity Ryx should be sensitive to
the change in the gap between the Landau levels. The change of the Mn?*
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magnetization induced by the continuous microwave irradiation (see Figure 5.2a),
will therefore be reflected in changes of Ryy. This allows us to probe the magnetic
subsystem by measuring the resistivity of the 2DEG. The Mn*" ions absorb the
microwave irradiation when the energy distance between two Mn?" spin sublevels,
2B, is equal to the energy hV of the microwaves, where Vis the frequency.
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Figure 5.3: a) Relative change of the longitudinal resistance ARxx/Rxx (left axis) at T=1.6K for
different microwave frequencies near to V=7. The Ryx in absence of microwaves (blue line) is
presented for comparison with the resonant position. b) Relative change of the longitudinal
resistance ARyx/Rxx (left axis) at T=1.6K for 68.4GHz microwave illumination near to v=10.

Under microwave illumination under resonant conditions, we expect to
perturb the thermal equilibrium of the Mn?" spins. The spin polarization of the
Mn?" ions will be decreased which results in a reduction of the electronic spin
gap, and will in turn be reflected in the change of the resistance of the 2DEG. As
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expected, a resonant change of the Ryy is observed (see Fig.5.2b). We obtain the
EPR spectrum by subtracting a baseline corresponding to the resistivity
measurement (Rxx(B)) without microwaves. The resonance position closely
follows the variation of the microwave frequency as shown in Figure 5.3a. The
reduction of the spin gap by the resonant Mn depolarization leads to a positive
amplitude of the EPR at odd filling factors. However, a resonant decrease is
observed at even filling factors as shown in Fig.5.3b, since the cyclotron gap is
enhanced by the a reduction of the spin gap (see Fig.5.2a). In the experiments we
used two types of microwave sources. The advantage of carcinotrons is the
possibility to tune the frequency but these microwave sources are quite unstable
both in power and frequency. Most of the data discussed below were therefore
obtained using Gunn diodes operating at 95 and 230 Ghz.

We have placed a “g-factor marker” close to the sample which consists of a
DPPH powder sample. Its EPR spectrum is well known and serves to calibrate
the magnetic field precisely and therefore to determine the absolute value of the
Mn?" g-factor. An Allen-Bradley carbon resistance was used as a bolometer in
order to detect the EPR spectrum of DPPH. More details about the construction
and installation of the “g-factor marker” are given in Appendix 3. The
experimental arrangement allows us to simultaneously measure the Mn®' and
DPPH resonances.

The experiments show that the observed EPR resonance has quite different
behavior if measured at low or high magnetic fields.

5.2. EPR resonance at low magnetic fields

5.2.1 Line shape: temperature dependence

In Figure 5.4, the manganese resonance near B[B.4 T (V) is shown for
two temperatures. At this magnetic field and low temperatures (4.2 K-1.6 K) the
spins of the Mn*" ions are almost completely polarized. At T=4.2K the resonance
shows a rather symmetric shape and is composed of six equally intense and
equidistant lines. The signal observed at T=4.2 K corresponds to a characteristic
EPR spectrum of Mn®" with a well resolved hyperfine structure [Deigem-1967].
Due to the strong localization on the ion site of the 3d shell, each spin state (S,)
shown in Fig.1.5 splits into six sublevels (A4S,I,, where I, = -5/2, -3/2, ...., +5/2)
as a consequence of the hyperfine coupling with the Mn nuclear spin I=5/2 (see
insert Fig.5.4b). The observed hyperfine-split components correspond to different
allowed transitions (Amg;=*1, Amy;; =0 [Goldstein-1966]) between states with
distinct nuclear spin projections I, indicated by arrows in the insert of the

Z)
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Fig.5.4b. The separation between hyperfine split components estimated from our
spectra is 48.6x10" cm™, in agreement with the hyperfine constant A= 57.5x10™
cm™ reported for bulk CdMnTe [Deigen-1967].
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Figure 5.4: Relative change of longitudinal resistance ARxx/ Rxx with and without microwave
illumination at 95GHz at two different temperatures near to V=7.The arrow indicates the DPPH
resonance position. Inset: a) Ryx for T=4.2K and 1.6K without microwave illumination. Notice
the appearance of the minimum associated to v=7 with decreasing the temperature. b)
Schematic representation of the allowed transitions between Mn®" states after accounting the
Hyperfine interaction.

On decreasing the temperature (T=1.6 K), the resonance shape becomes
asymmetric. The amplitudes of the hyperfine components are far from being
equally intense: those components at low fields decrease or even disappear,
whereas the high field components gain intensity. At first sight, this would seem
to indicate an appreciable polarization of the Mn nuclear spins. However, we
believe that this must be a dynamical effect since the temperature is too high to
expect such a large polarization of Mn nuclear spins in thermal equilibrium.
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5.2.1.1 Effect of the dynamical nuclear spin polarization

In order to account for the dynamical polarization of the Mn nuclei and its
sensitivity to the temperature in the range 4.2 K-1.6 K, we consider three spin
subsystems in our sample as shown schematically in Figure 5.5: 1) spins of the
Mn*" nuclei, 2) spins of the Mn*" ions and 3) spins of the free carriers. The
presence of the free electron spins seems to be essential for the observed effects
since no nuclear spin polarization has been observed in undoped CdMnTe at
these temperatures [Lambe-1960]. Although nuclear spin relaxation can be
expected to be a slow process [Berg-1990], EPR measurements on undoped
CdMnTe do not usually show the effect of nuclear spin polarization [Deigen-
1967]. We therefore consider that direct spin flip-flop processes between the spins
of the Mn?' ions and their nuclei are inefficient. For these reasons, we propose the
possibility of a dynamical nuclear polarization mediated by the free carriers spins
[Paget-1977].

2DEG

Flip-flop processes —_+_11// 22 %4$_ ipln flip
Coupling s-d * —4 orringa
relaxation
Mn Nuclei
S,=3/2 +-%- s
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not effective Iz:'5 ” . L

Figure 5.5: Schematic representation of the inter-coupling between the three subsystem: 2DEG,
Mn®" magnetic spins and nuclei. The arrows indicate the relaxation processes between them.

We can interpret this as follows. The nuclear spins may be dynamically
polarized via a two-step flip-flop process. The microwave pumped spins of Mn?"
ions relax their spins via a flip-flop process with the free-electrons spins [Koning-
2000] subsequently, the band electrons relax their spins via a flip-flop processes
with the nuclear spins. In this way, the nuclear spin system can be dynamically
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polarized depending on the rate of the nuclear spin relaxation. To explain our
data, we further speculate that the nuclear spin relaxation in the sample is
determined by the Korringa process [Korringa-1950]. The flip-flop process
between the Mn nuclear spins and the free electrons spins may only involve
electrons in the vicinity of the Fermi energy and their efficiency is therefore
proportional to the density of states at the Fermi energy [Berg-1990]. One can
consequently deduce that the rate of nuclear spin relaxation can be suppressed at
low temperatures when Ryy, which is proportional to density of states at the
Fermi energy, clearly decreases (see insert Fig.5.4a).

5.2.2. Resonance position

As shown in Fig.5.4, at low fields the Mn*' EPR spectrum is seen on the
high field side of the DPPH signal. Considering g=2.0036 for DPPH, we deduce a
Mn g-factor = 1.9993 for both temperatures since the position of the spectrum is
weakly dependent on temperature. In the case of v =7, and only focusing on the
highest field hyperfine satellite, a shift towards lower fields of only about 20 G is
deduced on decreasing the temperature from 4.2 K to 1.6 K. The small
temperature driven shift is not surprising. It could be related to a small change in
the electron spin polarization under these experimental conditions. We have not
found any change either in the shape or in the resonance position when varying
the sweep rate (between 1 and 7 G/s) or the sweep direction of the magnetic
field.

5.3. EPR spectra at high fields

At high fields, in the vicinity of filling factor v=3 (B [B T) the resonance is
detected as a single line. The shape of this single line has a width ([250 G) at the
lowest temperature (1.6 K) which corresponds to the maximum spacing between
the hyperfine split components which are not resolved. However, in contrast to
the low field regime, the resonance position in this high field regime is at a lower
field with respect to the position of the DPPH marker resonance. This clearly
indicates that the magnetic field dependence of the Mn*' EPR is not a linear
function. Moreover, the spectrum is also much more sensitive to the temperature
variation: i) it becomes twice as broad when decreasing the temperature from 4.2
K to 1.6 K, ii) the position of the Mn®" signal shifts towards lower fields as
temperature is lowered. This is seen in Figure.5.6, where the EPR spectra
measured in the vicinity of v=3 are depicted. At the same time, a second
resonance simultaneously appears very close to the DPPH resonance position at
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T=1.6K. A shift as large as 250 G is observed for the main resonance when the
temperature decreases from 4.2 K down to 1.6 K, indicating an increase of the
Mn*" spin splitting. Possible reasons for the change of the Mn?" spin splitting
beyond the linear field dependence are discussed below.
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Figure 5.6: ARxx/ Rxx for a microwave illumination at 230 GHz, at two different temperatures

in the vicinity of filling factor v=3. The arrow indicates the DPPH resonance position. Inset:
temperature shift (solid circles) of the Mn*" EPR positions.

5.4 Resonance position as a function of the magnetic field:
Anomalous ““ Knight shift”

Our data concerning the position of EPR spectra at different magnetic
fields can be analyzed in two different ways in order to emphasize the deviation
of the resonance position from the linear field dependence. This deviation can be
represented either as the change (increase in our case) of the Mn g-factor, or as
the appearance of an extra magnetic field (expected in the first approximation to
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be induced by the spin polarization of the carriers). In the first case, the g-factor
can be directly determined from the EPR spectrum simply using the microwave
frequency V and the magnetic field position of the resonance. From the resonance
condition:

hy= gMn ,L[BBR Eq.5.1

we obtain the values shown in Figure 5.7 (open circles) at the lowest temperature
T=1.6 K. Although all the obtained values differ from the Mn?" g-factor
measured in bulk CdMnTe, g=2.005 [Deigen-1967] the differences are small. It is
however extremely surprising that a large change (up to 2%) in the Mn*" g-factor
is observed between EPR spectra measured at low fields and those detected
around 8.1T. Story et al. [Story-1996] showed that a similar change was observed
at 3.5 T in a bulk lead compound but with doping level of 10% holes / cm® which
represents an extreme requirement for shifting the g-factor value.
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Figure 5.7: Experimental values (solid circles) of the Knight shift Bk (left side) derived from
Eq.5.2 for the different resonances near to v=10,9,7 and 3 at T=1.6K. The expected values (gray

arrows) of By are plotted by comparison. Experimental values (empty circles) of the Mn** g-
factor (right side) derived from Eq.5.1 for the different resonances near to v=10,9,7 at T=1.6K.

106



5.- Electron paramagnetic resonance of Mn2* ions coupled to a 2DEG

An alternative way to interpret the resonance position is to account for the

fictitious field B,, which can naturally be considered as being related to the spin
polarization of the 2DEG (i.e. “Knight shift). The equation describing the
resonant field is then rewritten in the following way:

By= l’lV/g,UB—B Eq.5.2

Considering, g as the bare Mn®" g-factor and By as the resonant magnetic field
Br=B+Bg, where B is the external magnetic field (precisely monitored by the
marker EPR signal in our experiments). We assume Big=0 at filling factor v=10
where a negligibly small electron spin polarization contribution is expected. This
allows us to determine a “bare” manganese g-factor gMn=1.990. The By values
obtained for different filling factors at the lowest temperature (T=1.6 K) are
shown in Fig.5.7 (solid circles) and listed in Table 1. It is clearly observed that
Bk increases non linearly with the external magnetic field. Whereas at low fields,
Bk values are reasonably small (Bxk=38 G and 130 G for spectra measured at
v=9 and 7, respectively), at high fields around 8.1T By is as large as 1700 G. As
will be discussed later, such a value is unexpectedly large.

As shown before our low field transport experiments indicate that the mean
field approach is applicable in the low field limit. It seems logical to use same
approach to describe the effects of the carriers on the Mn subsystem.

According to Eq.1.21, the value of the “Knight shift” within the mean field
approach can be calculated. Thus, considering the characteristic parameters of
our system, i.e. 0Ny, =220meV, n.=5.900"cm? Ny;,=1.500%cm?, |¢(z)P=1/5

nm? and <o,>= %200/v we calculate the Bk values. The results for different
filling factors are shown in Table 1 for comparison with the experimental values:

Bg(measured) B(calculated) v
0G*10G 0G 10
38G+10G 83 G 9

130 G + 10G 107 G 7
1700 G = 10G 249G 3
Table 1

The expected “Knight shifts” accounted for the spin polarization of a
2DEG, indicated by the height of the gray arrows in Fig.5.7, are calculated for an
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ideal electron gas. This means that our calculations of By in Table 1 are already
overestimated, since the Landau level broadening contributes to diminish the

magnetization of the free carrier subsystem <o,>. At low fields, our model is
able to reproduce a Knight shift of the same order of magnitude as the
experimental observed values. However, at high fields, the prediction is almost
one order of magnitude smaller than the observed value. This means that our
model based on the mean field approach is not sufficient to reproduce the EPR
position at high fields. In fact both the large “Knight shift” and the pronounced
temperature dependence of the resonance position observed in the EPR spectra
around B=8.1T are very surprising.
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Figure 5.8: Schematic illustration of a) homogenous carrier distribution with respect to Mn*"
ions in case of the mean field approach or b) distinct local carrier distribution per to Mn®" ion in
case of magnetic polaron formation. In reality Ny, >>Ne.
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5.5 Discussion: electron-spin localization as the origin of
the large “Knight shift”?

To account for the large amplitude of the “Knight shift” observed in our
EPR spectra measured around B=8.1T we first consider the possibility of a non-
uniform distribution of electronic spins. It seems plausible to assume that the
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“Knight shift” could be enhanced with respect to its mean value, if the electron
spin density is for some reasons increased at the Mn*" sites. Such an effect would
resemble the formation of a magnetic polaron (denser clouds of electron spins at
the Mn*" sites) [Wolff-1988] (see Figure 5.8a) or a spin density wave with a
maxima at the Mn*' sites. At a first sight such localization effects would not be
surprising under the conditions of the quantum Hall effect which are satisfied for
our resonance measured around B=8.1T (filling factor 3). However, if the
electrons are localized on Mn*" sites the localization length should be smaller than
the mean distance <ry;,> between Mn’" sites. On the other hand, a typical
localization length <r,> expected for electrons in quantum Hall regime might at
most be of the order of the magnetic length f; but not smaller. We estimate that
under our experimental conditions <ry;,>= 3nm, which is significantly smaller
than fz=10nm. We therefore conclude that the effects of electron-spin localization
on Mn®" sites are a rather improbable explanation for our experimental results.

5.6 Discussion: Model of interaction between mean-field
spin excitations of Mn’" and free electrons

As mentioned in chapter 1, the s-d interaction in terms of the simple mean

field approach implies that the original spin excitations for the Mn®" ions S

(whose energy is equal to gM”uBBext) and for the conduction band electrons G

(with energy equal to gUB..) are replaced by the modified-ones g"y(B,,+
Bk) and gUp(Bo+Bes), respectively. The effective magnetic fields B s and By
are correspondingly proportional to the Mn®' ion and free electron spin

polarizations and can be considered as the usual “Overhauser” and “Knight”
shifts, respectively. Within the simple mean field approach whose interaction

term is driven by J _ d§ [&, these modified spin excitations are proper modes of

S
the hybrid electron-magnetic system and as such do not couple with each other.

Any extension beyond the first order J_ d§ [& term could be a possible cause of

the effective interaction between these already modified (by the mean field)
modes. In what follows, we assume such a possible interaction and we confront
our data with the proposed model. This procedure should be regarded as purely
phenomenological. It should, however, be noticed that the arguments for
interpreting the EPR data using this model are strongly supported in the
following chapter by Raman scattering data obtained on similar samples.

In order to phenomenologically account for further terms in the s-d
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interaction we assume that the spin excitations for Mn and conduction electrons
are coupled via an interaction of strength &,. The new resulting modes E of the
system correspond to E: which are given by the solution of the simple secular
equation:

E - Ee 81 O
= Eqg.5.3
5, E -E,, q
with
Ei=(Eo+Eu)/?2 s {(Evpn-E /4 +87)" Fq.5.4

M (B +By) and E, = gUp(B+B.g). For further considerations

(Bt By) =

where Ey;,, = g
we neglect the small value of Byi and assume that Ey, = g

gA[HHBBext .
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Figure 5.9: Comparison of the Zeeman energy for electrons (red line) and paramagnetic Mn**
spins (black line) as a function of the magnetic field in case they cross (solid line) or they anti-
cross (dot line).
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As shown in Figure 5.9, E,;, and E,_ excitations estimated by the mean field
approach for magnetic and electronic subsystems cross at a magnetic field just
above 8T. However, when interaction is included, the coupled modes E. and E-
anticross with a smallest separation 20, between them, recovering the character of
the modified modes resulting from the mean approach, E,;, and E, away from
the anticrossing region. Our suggestion to interpret the experimental data relies
on the assumption that the EPR experiments are probing the Mn®'-like coupled
mode excitations, in particular around 8.1T. The resonating Mn*'-like spin
excitations correspond to the upper E, coupled mode, since for our particular case
E.= Ey, at the magnetic field range as shown in Fig.5.9.
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Figure 5.10: Magnetic field dependence of E; for two different temperatures (blue and red lines).
The orange line represent the energy of the microwaves. The cross magnetic field positions with
E+ correspond to the resonant magnetic field Br. The magnetic field dependence of the Zeeman
energy of paramagnetic Mn spins is plotted for comparison (black line).

5.6.1 Resonance position at its temperature dependence in the
anticrossing region

In order to quantitatively reproduce our experimental data we consider
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Eq.5.4 assuming: 0,=0.035meV (fitting parameter), g, =1.990 obtained from the
EPR experiments at low magnetic fields (at v=10, B= [2.45 T) and E,~1.62
meV as determined from the node positions at low fields for this sample (100997A).
The results of Eq.5.3 are illustrated at T=1.6 K over a large magnetic field range
in Fig.5.9. A zoom of the anticrossing region ([B.1T) is shown in Figure 5.10.
There, we plot the magnetic field dependence of the Ey; = gMHpBBext as well as the
E. excitation, the latter for two different temperatures T=4.2 and 1.6 K. For a
microwave frequency of 230 GHz used in the experiment, the resonant field By
occurs at 82 T for the uncoupled E,; spin excitation. Assuming that the
microwaves are resonating with the mode E,, the resonance position is shifted
down in field to B =8.1T for T=1.7K and B =8.15T at T=4.2K. These
resonant fields can once again be seen as g-factors gMnQJr:2.0243 and 2.0118 or

"Knight shifts" B,=1100 G and 500 G, for T=1.7 K and T=4.2 K respectively, in
qualitative agreement with the experimental observations. Therefore our
phenomenological "resonant interaction model" can explain not only the large shift
of the resonance position but also its strong temperature dependence.

The latter dependence comes from the fact that the mean field E, spin
excitation is temperature dependent, and consequently so are the coupled modes
E:. For these reasons, the anticrossing region shifts in field as the temperature is
changed, which induces a shift in the resonance field for the coupled E, mode at
our given frequency (230 GHz).

At this point we would like to make one comment more regarding the 230
GHz EPR data presented in Fig.5.6. The main resonance line is accompanied by a
weak signal in the vicinity of B [B.2T which is only observed in this high field
region and at T=1.7 K. The reason why it appears at high fields and low
temperatures may be related to the sensitivity of our detector, the 2DEG.
Considering the resistance of our 2DEG simply as a sensitive bolometer, we think
it cannot be excluded that the weak signal at B [B.2 T is due to the microwave
absorption of the resonant spins of Mn®" ions which are located outside the
quantum well. However, if this is true our previous method to determine the actual
values of g-factors needs to be verified. This method relied on the assumption of a
perfect linearity of the DPPH EPR with field, which is generally accepted but
extremely difficult to verify. If we interpret the weak resonance at B[B.2T as being
due to non interacting Mn®" ions outside the quantum well, we deduce that for the
main resonance the “Knight shift” is 1000 G instead of the 1700 G value estimated
using the DPPH calibration procedure. In both cases, the observed Knight shift is
anomalous large but well explained by our model of coupled modes.
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5.6.2 EPR line shape

We have shown above that our model of "coupled modes " explains well

the main experimental findings, i.e. the anomalous "Knight shift" and the strong
temperature dependence observed in EPR experiments around 8.1T. This model
has however some additional consequences which as we show below can be
observed in the experimental data. The characteristic experimental features which
we would like to comment on now concern the resonance line shape and its
temperature dependence close to the anti-crossing point (i.e. B [B.2 T). The
difference in the line shape between low and high magnetic fields, and its possible
asymmetry will be discussed.
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Figure 5.11: Magnetic field dependence of w; for three different Mn concentrations: 0.28% (green
line), 0.29% (blue) and 0.3% (red line). The orange line represents the energy of the microwaves.
AB corresponds to the separation between crossing of different y for 0.28% and 0.3%.

Our "anticrossing model" has important consequences for the mechanism
of broadening the Mn®" EPR spectra. One of the main possible sources of the
inhomogeneity in our samples is the fluctuation of the Mn*" concentration. This,
however, (in the case of low Mn compositions, i.e., where the Mn>" can be treated
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as isolated paramagnetic ions), should not affect the shape of the Mn*" EPR. On
the other hand the mean-field acting on the electronic spins is proportional to the
Mn concentration and therefore the fluctuation of the manganese composition can
easily be reflected in the fluctuation of the mean-field splitting of electronic
states. Therefore, within the simple mean field approach, the inhomogeneity of
Mn composition will influence the dispersion of the electronic spin splitting but
not the Mn*" spin splitting. The situation changes with the model of coupled

modes. Far away from anticrossing region (E,,# E.)), the Mn*"-like spin
excitations are not dispersed. However, in the vicinity of the anticrossing (Ey,0

E.), the coupled E, and E- modes will be rather sensitive to the fluctuations of
Mn composition. In particular, the resonance field for our 230 GHz EPR spectra
(microwaves resonant with the E, coupled mode) will be a rather sensitive
function of the Mn composition, which will affect the broadening of the line. As
shown in Figure 5.11, the change of the Mn composition from 0.3% to 0.28%
leads to a 700 G shift in the EPR resonance position at 1.7K. This shift is
comparable to the observed linewidth of the 230 GHz-EPR spectrum. From the
Raman experiment (see chapter 6) we estimate that the fluctuations of the Mn
concentration are about 10%, which is reasonable. Therefore, we conclude that
these fluctuations may provide an important contribution to the broadening of
our 230-GHz EPR spectra. On the other hand, according to our model the
fluctuations of Mn*" composition do not affect the EPR spectra far away from the
E.=E,, resonance.

The decrease in the linewidth with temperature observed in 230 GHz EPR
spectra, can now be understood. As can be seen in Fig.5.11, the spread of the E,
modes related to the fluctuations of the manganese concentration diminishes for
magnetic fields away from the E .=E,;, crossing point. A decrease in temperature

leads to a shift of the E.=E,;, crossing point towards lower fields and a larger
separation from the EPR resonance field. Thus, the temperature variation induces
an expected narrowing in reasonable agreement (within a factor of 2) with the
experimental observation.

It is very probable, that the broadening induced by an inhomogeneous Mn
distribution prevents the observation of a hyperfine splitting of the Mn** EPR at
230Ghz. On the other hand, the fluctuations of Mn*" composition do not affect
the EPR spectra far away from the E.=E,; resonance which agrees with our
observation of the hyperfine splitting of the Mn** EPR at lower magnetic fields.

Another consequence of our broadening model is the expected asymmetry of
the 230 GHz EPR spectrum. This asymmetry can be easily deduced from
Fig.5.11. The increase in Mn concentration from 0.29% percent to 0.3% shifts the
resonance towards lower fields whereas the decrease of Mn concentration from
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0.29% to 0.28% lowers the resonance field. The upwards shift is however
substantially smaller then the downwards shift and this means that a
"symmetric" inhomogeneity in the Mn distribution leads to an asymmetry in the
EPR line shape. Careful examination of the experimental data (Fig.5.6) reveals
that indeed the 230-GHz EPR spectrum is slightly asymmetric with more spectral
weight concentrated on the low field side.

Conclusion

In this chapter we have presented the resistively detected investigations of
the Electron Paramagnetic Resonance of Mn®" ions imbedded in CdMnTe
modulation doped quantum well structure. The experiments have been performed
using different microwave frequencies resulting in observed resonance positions near
B 08.1, 34, 2.8 and 2.45T. At low magnetic fields (B=3.4, 2.8 and 2.45T) the
position of the EPR spectrum can be well understood in terms of the simple mean
field approach. In this range of magnetic fields, the unexpected observation is the
nuclear spin polarization at relatively high temperatures seen in the EPR spectra
at 3.5T. This has been interpreted in terms of the dynamical effect mediated by the
presence of free carriers. A large deviation from the expected position of the Mn®>"
spin resonance has been observed in the vicinity of B=8.1 T. The EPR resonance
shifts more than 1000 G from the expected field position towards lower magnetic
fields showing a strong temperature dependence. The observed shift is too large to
be explained by the simple mean field approach. A model based on a resonant
interaction between the mean-field spin excitations for electrons and Mn*" ions has
been proposed in order to interpret the experimental data. This model accounts
well for the experimental findings, providing the correct order of magnitude for the
observed shift of the resonance position. The model also provides a possible
mechanism for the temperature dependence of the resonance shape and other
characteristic features (asymmetry). However, many questions remain open such
as, for example, the role of the v=3 quantum Hall state in our observation or more
generally the dependence of the anomalous “Knight shift” on carrier concentration.

Our proposed model of coupled modes also needs more basic experimental
verifications since it remains phenomenological and the physical origin of the
interaction needs to be identified. It is clear that the experimental verification of
our model requires tunable measurements of Mn** (and likely electron) spin
excitations. Although a powerful technique, the EPR experiments also have some
disadvantages. The main disadvantage is the limited tunability with magnetic field.
The microwave sources have extremely limited tunability and our detection
method is limited to magnetic field regions where the longitudinal resistance is
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sensitive to the electronic spin gap. Another possible method to probe spin
excitations in our samples is Raman scattering experiments. Unfortunately, due to
a bad surface quality, the Raman scattering experiments could not be performed on
this sample. Experiments on other similar structures have however been performed
and they confirm the main conclusions of this chapter. Those investigations are
presented in the following chapter of this thesis.
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Chapter 6

Electronic and Mn** spin
flip excitations investigation
using inelastic light scattering

Introduction

As described in Chapter 1, spin flip Raman scattering (SFRS) spectroscopy is
a powerful tool for studying spin excitations in crystals. The energy difference
between the in-coming and out-going photons corresponds to the energy cost of the
spin flip processes. Wide gap DMS have good optical properties even for Mn
concentration as high as 40%, which enables us to perform resonant Raman
spectroscopy. Resonant Raman spectroscopy yields information about spin properties
since the scattering intensity is enhanced if the in-coming and out-going photon
energy matches an allowed electronic transition. Concerning the electronic
subsystem, SFRS separately probes the spin splitting for the conduction and valence
band spin states, in contrast to the photo-luminescence or transmission spectroscopy
which determine the combined spin splitting in the conduction and valence bands. In
undoped semiconductors, the electrons involved in the spin flip transitions are
attached to free, bound excitons or other excitonic complexes such as the donor-
bound magnetic polaron [Wolf-1984]. In this way, SRFS gives detailed information
about the giant Zeeman splitting for conduction electrons in DMS quantum wells
complementing the photo-luminescence studies of the sp-d exchange interaction.

Raman spectroscopy is also sensitive to the spin flip of the 3d-electrons of the
localized Mn?" ions. Therefore, this spectroscopic technique can be used to
investigate magnetic excitations of the paramagnetic phase of Mn*" ions, of Mn?"
pairs [Stiihller-1996] or collective Mn*‘excitations [Sapega-2000]. In the paramagnetic
phase on which we focus our attention, the spin flip processes are related to
electronic transitions within the Zeeman multiplet shown in the Figure 1.5. Raman
spectroscopy is complementary to the Electronic Paramagnetic Resonance (EPR)
technique in DMS nano-structures. The flexibility of the EPR technique is limited by
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the availability of frequency-tunable microwave sources, which does not permit to
perform experiments at arbitrary magnetic fields. On the other hand, SFRS allows to
continuously monitor the Mn resonance at any magnetic field. Nevertheless, Raman
spectroscopy usually has low resolution with respect to the EPR technique, which is
more sensitive and therefore permits us to extract more detailed information
regarding weak interactions such as the hyperfine interaction.

In this chapter we study SFRS processes related to the electronic and magnetic
spins at low temperatures and in magnetic fields up to 14 T. The magnetic field
dependence of the electronic Raman shift allows us to study the effective Zeeman
energy. In particular at the vanishing point where a non-zero electronic spin splitting
is observed. At the same time, we study the magnetic field dependence of the Mn
Raman shift especially in the magnetic field range where electronic and magnetic
spin excitation energies are comparable. A model of anticrossing between both spin
excitations will be presented in order to describe our observations.

6.1 Spin Flip Raman scattering

6.1.1 Experimental details

SFRS processes obey specific selection rules regarding the circular
polarization of the incident and the scattered light. These processes can be
observed in the so-called crossed polarization configuration, i.e., when the incident

Cd__Mn TeQW _ -

99.7 0.003 X

T=1.7K
B=0T

PL intensity (arb.units)

160 161 162 163
Energy (eV)

Figure 6.1. PL spectrum of the CdMnTe quantum well studied at T=1.7K and zero magnetic field.
Two sharp lines can clearly be recognized: neutral X and negatively charged X excitons.
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and the scattered light have opposite helicity [Geschwind-1984]. From the
experimental point of view, this requires polarization resolved optical
experiments. Details concerning the optical set-up used in the experiments can
be found in the Appendix 1. The sample was mounted in back-scattering
Faraday configuration using the optical mini-table system, which was then placed
in a ‘He cryostat. Magnetic fields were generated using a super-conducting
magnet. The experiments were performed in a temperature range between 1.7 and
4.2 K and for magnetic fields up to 14T. A Titanium Sapphire tunable laser
pumped by an Ar* ion laser was used as the excitation source. The excitation
power density on the sample was kept below 1mW/cm®. The spectra were
measured using a 1m focal length single grating spectrometer with a spectral
resolution 0.2 A and equipped with a CCD camera.

The system investigated was a nominally undoped CdMnTe quantum well
whose structure was described in chapter 2. The effective Mn concentration
determined from simple magneto-luminescence measurements was around 0.2%.
A photoluminescence spectrum of our sample is shown in Fig.6.1. It indicates the
presence of background electrons in the quantum well, which results in the
observation of a luminescence peak associated with the negatively charged exciton
X" (see chapter 7). The electron density, estimated from optical measurements, in
the sample is (1x10" electrons/cm®.
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Figure 6.2. Typical polarization resolved PL (red line) and PLE (blue line) spectra at T=1.7K
and B=4T. 0—/0+ denotes the polarization configuration of the excited/emitted light. Insert: PL
(solid circles) and PLE (empty circles) fanchart for cross and parallel configurations.
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Strong Raman scattering signals are observed when the excitation energy
coincides with the absorption peak related to the neutral exciton X. Figure 6.2
shows a typical photo-luminescence excitation spectrum (blue line) at 4T and at
T=1.7K. The energy range corresponds to the absorption peak of the O-
component of the neutral exciton. The experimental procedure was to
systematically use the O- circularly polarized excitation light tuned in the
vicinity of the X resonance. Figure 6.3 shows a typical Raman spectrum. The
two marked peaks are identified with spin-flip Raman signals. They are
observed only in the crossed polarization configuration. At a given magnetic
field, these peaks have a similar width and intensity. When tuning the
excitation energy, the peaks shift with the laser line which is essential for
identifying them as Raman scattering signals (Stokes processes). Under
conditions of resonant excitation, the SF signals are easily detected as they are
comparable to luminescence lines. However, weak off-resonant SF lines can also
be observed in our structure.
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Figure 6.3. Two typical Raman spectra acquired at different excitation energy at magnetic field
B=2T and temperature T=1.7K in cross polarization configuration. The SFRS lines are associated
with Sf-e (green line) and Sf-Mn (blue line).
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6.1.2 Experimental results

At the lowest temperature (1.7K), the magnetic field dependence of the
Raman shifts for both SF transitions are shown in Figure 6.4. The different data
points at a given magnetic field correspond to different excitation energies. It is
clear from this picture that we can easily distinguish two types of distinct spin-flip
processes. The spin flip excitations which show a linear magnetic field dependence
are related to flips of Mn*' spins, and we label them Sf-Mn. For these excitations,
the magnetic field dependence of the Raman shift corresponds to the Zeeman
energy between the spin states of the paramagnetic Mn spin S=5/2. The linear
dependence shown Fig.6.4 has been fitted to the experimental points using the
expression E,=g""u;B with g¢"™ =1.950, for the Mn g-factor. This later value is
different from the bulk value (g=2.005 [Deigen-1967]) but similar to the bare Mn
g-factor obtained by EPR in chapter 5. The second type of spin flip processes,
labeled Sf-e, is related to spin-flip excitations of conduction band electrons. The
Sf-e processes are related to the spin flip between different electronic spin states
whose energetic separation varies with field as shown in Fig.1.4. We can roughly
reproduce the magnetic field dependence of the Sf-e excitations (red line) using the
electronic Zeeman splitting involving the s-d exchange term and given by Eq.6.1,
and assuming E,;4=1.16 meV for the s-d exchange energy, a Brillouin function

Bs»(B,T) and g=-1.6 for the bare g-factor in CdTe:

E7(x)=gpB+E; 4Bs;(B,T) Eq.6.1

A closer inspection of the data presented in Fig.6.4 reveals however the
important discrepancies between the experimental data and simple modeling of
Zeeman energies for Sf-e and Sf-Mn excitations. The most remarkable deviation
occurs in the vicinity of 6T where the Mn and electronic Zeeman splitting are
expected to cross. There, the Sf-Mn data deviates from the expected linear
behaviour. At the same time, the Sf-e Raman shift cannot be well described by
Eq.6.1 neither at the crossing points nor at high fields where the electronic Zeeman
energy is expected to vanish. Moreover, it is apparent that the values of the
Raman shift associated with Sf-e excitations at given magnetic field appear to be
much more dispersed than those associated with Sf-Mn excitations. These
discrepancies are systematically discussed below. First we focus our attention on
electronic branch and later discuss manganese spin flip data.
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Figure 6.4. Magnetic field dependence of the observed Raman shift for Sf-e (red points) and Sf-
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6.2 Discussion

6.2.1 Electronic spin flips

6.2.1.1 Spin-flip transitions versus excitation energy

In DMS, SF lines associated with band electrons are easily observed at very
low fields due to the giant Zeeman splitting. The magnetic field dependence of
the Sf-e Raman shift is plotted in Figure 6.5 for two temperatures. At a given
magnetic field, the values of the Sf-e Raman shift corresponding to different
excitation energies are dispersed in some cases more than 0.1meV, contrary to
the data corresponding to Sf-Mn excitations which are much less scattered (note
that widths and intensities of both signals are similar). Closer inspection of the
experimental results indicates that the data points for Sf-e excitations are not
randomly scattered. They show a systematic dependence on the excitation
energy which is not the case for Sf-Mn excitations. As shown in Figure 6.6R, for
a fixed magnetic field, when the energy of the incident light is tuned over the
exciton X absorption peak, the energy of the Sf-e excitation increases with
increasing excitation energy. Such an energy dependence cannot be explained as
an experimental error.
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Figure 6.5. Magnetic field dependence of the Raman shift associated with Sf-e for two temperatures
(circles). At a given magnetic field the different points were measured for different energy
excitation. The solid (dash) line correspond to calculation using Eq.6.3 for 8= 0.14 (0) meV.

A possible explanation for the dispersion of the values of the Sf-e Raman
shift with the energy of the incident light might be due to the fluctuations of the
Mn concentration within the laser spot. Any fluctuation of the Mn concentration
would result in changes of the bandgap as well as in a change of the s-d exchange
splitting. As we mentioned in the introductory chapter, the bangap of DMS
linearly increases with the Mn concentration x at T=4.2 K [Lee-1984] as:

Eg(x)=1.606+1.592/ Fq.6.2

At low Mn concentration x, the Zeeman splitting describe by Eq.6.1 involving the
s-d exchange term also increases linearly with x as:

E7(x)=gsB+Noa xSpBs/2(B, T)> Eq.6.3

The fluctuations of Mn concentration can be spatially distributed along or in-
plane the quantum well layer on the micro- or nano-meter scale. Over our laser
spot whose diameter is of about 1 mm, we may probe distinct regions with
different Mn concentrations. These regions will therefore be characterized by
different bandgaps and different effective Zeeman splittings according to Eq.6.2 and
6.3. Sweeping the excitation energy over the absorption peak we expect to probe
regions of low (high) Mn concentration when exciting in the low (high) energy tail
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Figure 6.6. Right) Typical Raman spectra acquired under resonant (off-resonant) conditions
(black and gray line, respectively) at 3T. Left) Comparison of the increase of the Raman shift
value with respect to the PLE spectra at 4T.

of the absorption peak. In consequence we may expect that Sf-e Raman shift
(i.e. s-d exchange splitting) is an increasing function of the excitation energy
which could quantitatively account for our experimental observations. The
absorption peaks observed in our sample are rather broad (1-2meV), partially
due to the fluctuations of the Mn concentration as we propose. Assuming 0.2%
for the effective Mn concentration of our sample, a 10% fluctuation of the Mn
concentration would result in [ImeV shift of the absorption peak and [0.2meV
change in the s-d exchange splitting resulting from Eq.6.2. These estimations
are in reasonable agreement with the experimental values for the width of the
absorption peak and the dispersion of the values of the Sf-e Raman shifts
observed, for example, at B=3T.

At this point, it is interesting to note that in spite of the large
fluctuations in the Mn concentration, our resonant Raman scattering signal
related to Sf-e excitations has a rather narrow linewidth. We believe that such a
narrow linewidth is linked to the resonant excitation conditions, which in fact
allow us to selectively probe regions with a well-defined Mn concentration. Due
to the fluctuations, the electron spin splitting might be rather inhomogenous
over the sample which is confirmed by off resonant Raman scattering
experiments. Such an off resonant condition usually gives much broader Sf-e
signals (see Fig.6.6L) and this might be a reason, why it is difficult to observe
the electron spin resonance signal in EPR experiments.
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6.2.1.2. The case of vanishing s-d Zeeman splitting

The data points attributed to Sf-e excitations, obtained for two different
temperatures are plotted in Fig.6.5. The experimental values of Sf-e energy
excitations cannot be reproduced simply by using the description given by
Eq.6.1. Such a description (corresponding to the electronic Zeeman splitting) is
shown by the dashed lines in Fig.6.5 and has been calculated assuming a s-d
exchange constant E,;~=1.16 meV and g°=-1.6 for the bare g-factor in CdTe.
The calculated s-d Zeeman splitting reproduces well the experimental data at
low magnetic fields for both temperatures but fails to describe the data at high
fields. In particular, close to the magnetic field where the s-d Zeeman splitting is
predicted to vanish in this sample, around [12T. The experimental data shows
that there exists an interaction between the spin-split electronic Landau levels
resulting in an anticrossing of these levels and consequently in a finite spin
splitting at the magnetic field position for which the Zeeman splitting is
predicted to vanish. In order to qualitatively describe our data, we model the
effect of anticrossing between two spin split Landau levels within the simple
first-order perturbation approximation. After introducing a phenomenological

interaction parameter O,, we replace the unperturbed (N=0, {) and (N=0, 1)

spin-split Landau levels by the coupled ones. The energy separation A between
these coupled levels is

A=2{E,-E,)/4+5)" Eq.6.4

where E |-E | is the energy difference between the unperturbed spin-split levels,
i.e. it corresponds to electronic spin splitting deduced from Eq.6.1. The energy
separation between our coupled modes is plotted in Fig.6.5 (solid lines),
assuming 20,=0.28 meV. It can be seen that the anticrossing model significantly
improves the description of the experimental data compared to the simple
consideration of the simple Zeeman splitting (dashed lines).

The effect of a non-vanishing electronic Zeeman splitting has already
been discussed in Chapter 4 in reference to the transport experiments. There,
we consider the possibility that the electron-electron interaction might keep the
spin gap open since the carrier density was appreciable. However, electron-
electron interactions are not relevant in the present case since now we deal with
a structure with very few electrons.

The data presented support the hypothesis that the observed anticrossing
between the spin levels is related to the spin-orbit (s-0) interaction
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characteristic for the Cd(Mn)Te band structure. Although the strength of the
spin-orbit interaction in Cd(Mn)Te has not been extensively studied to date,
the s-o0 interaction is generally weak and negligible for the conduction band.
However, the s-o coupling can become appreciable under special conditions
[Fal’ko-1993]. Recent cyclotron resonance studies [Karczewski-2001] attribute to
the s-o interaction the observation of an appreciable resonant coupling between
the cyclotron resonance and spin excitations in similar CdMnTe quantum well
structures. Such observations support our proposed hypothesis.
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Figure 6.7. Magnetic field dependence of the Raman shift associated to Sf-Mn for two
temperatures (circles). Insert: Magnetic field dependence of experimental Mn g-factor. The
dotted lines are guided by eye.

6.2.2 Magnetic spin flip

The magnetic field dependence of the Raman shift of the signal attributed
to Sf-Mn excitations is shown in Figure 6.7. As mentioned above, the overall
dependence is linear with field and can be fitted according to the E,=g.H:B
with a Mn g-factor g,=1.95. Closer inspection of the experimental data shows,
however, a substantial deviation from this linear dependence. To emphasize this
effect we consider the data obtained at T=1.7TK. For each magnetic field, we
calculate the mean value of the Raman shift (measured for different excitation
energies) and determine the corresponding g-factor as a function of the magnetic
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field. The obtained data are shown with closed circles in the inset of Fig.6.7. For
fields well above or well below 6T, we find a Mn g-factor equal to g, =1.95.
Deviations from this mean g-factor value are observed around B=6T. On the
low field side of the 6T point the g-factor is systematically smaller while on the
high field side the g-factor is systematically larger. A dotted line, which serves
as a guide to the eye, shown in the inset of the Fig.6.7 represents a tentative
evolution of the g-factor of Sf-Mn excitations in the vicinity of 6T. This
evolution clearly indicates the effect of repulsion around B=6T, where the
energy of the electronic and Mn spin excitations are comparable (see Fig.6.4).
As proposed in the previous chapter, such a behaviour leads us to the
conclusion that we observe an anticrossing between Sf-e and Sf-Mn excitations.
Such an anticrossing is already anticipated in our EPR studies on a heavily
doped sample and is observed again in the case of a much smaller electron
concentration. Hence, we believe that the carrier concentration is not a crucial
parameter to observe such repulsion effects between electronic and Mn spin
excitations.
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Figure 6.8. Magnetic field dependence of the Raman shift associated to Sf-Mn and Sf-e (black

and red points). The red and black lines correspond to calculations of two interacting levels. The
blue lines are guided by eye.
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6.2.3 Coupling of magnetic and electronic spin excitations

The data analysis presented in two preceding paragraphs allowed us to
draw a complete phenomenological description of manganese-like and electronic-
like spin excitations observed in Raman scattering experiments. We limit our
consideration to the data obtained at 1.7K and shown again in Figure 6.8.
According to our analysis the usual description of this data in terms of Mn and
electronic Zeeman energy is clearly insufficient. Instead, we propose a resonant
coupling between both Sf-Mn and Sf-e excitations together with a resonant
coupling between spin up and down electronic levels resulting in a non
vanishing electronic spin gap at any magnetic fields. The complete description
of our Sf-e and Sf-Mn excitations is presented with the solid lines in Fig. 6.8. In
this model, as in the preceding paragraph, we assume that spin excitations in
our system are given by coupled modes according to the first-order perturbation
formula:

E' = (EptA)/2 £ 2{(Ey,-A°/4+0,°})" Eq.6.5

where the Ey,=g,MsB and A is given by Eq.6.4 in order to account for the non
vanishing electronic spin gap with a 8,=0.14 meV, E_ ~=1.16 meV for the mean
field electronic s-d exchange energy and g=-1.6 for the bare g-factor in CdTe.
The value for the interaction energy 9, can be extracted from the experimental
data when looking at the magnetic field dependence of the Mn-g factor at the
anticrossing region (see insert Fig.6.7). Thus, 8 = AgwnMpB,. where Agwn is the
difference of the Mn g-factor value at both extremes of the anti-crossing at the
magnetic field position B,.. Thus, it results § = 0.04meV for the coupling
interaction parameters in Eq.6.5. As seen in Fig.6.8, our phenomenological
model correctly reproduces the experimental data.

Conclusions

Spin flip Raman scattering processes associated with spin flip transitions
of band electrons and spin flip transitions of manganese ions have been
observed. We postulate that there is a resonant coupling between the
manganese and electronic excitations as well as a resonant coupling between
spin up and spin down electronic levels. Two phenomenological models have
been presented in order to qualitatively describe our observations. Indeed, these
models successful reproduce the experimental data. The experimental findings

128



6.- Electronic and Mn2+ SF excitations investigating using inelastic light scattering

corresponding to the electronic excitations presented in this chapter, are in
agreement with transport data presented in chapter 4, where some features
observed in tilting experiments indicate a repulsion between spin up and spin
down Landau levels. The experimental finding corresponding to the Mn spin
excitations are also in agreement with the EPR studies presented in chapter 5
which also suggest a resonant coupling between the Mn and electronic spin
excitations. Since the experimental results presented in this chapter have been
obtained using a sample with a low electron concentrations we conclude that
our anticrossing effects are not very sensitive to the electron concentration. The
origin of the observed anticrossing effects remains an open issue but it is likely
to be related to the spin-orbit interaction.
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Chapter 7

Luminescence and absorption-type
studies of modulation doped
Cd, xMn4Te quantum well structures

Introduction

Magneto-optics is an important experimental tool for investigating
semiconductor nanostructures. Interband optical spectroscopy has been widely
applied to obtain information on 2D carriers and also for studying the magnetic
properties of quantum well structures based on DMS materials, where the
electronic energy spectrum can be modified via the sp-d exchange interaction. In
these materials, the resulting spin levels separation leads to a giant Zeeman
splitting which is strongly reflected in the optical properties, especially, in the
emission spectra. Hence, one can use optical means for performing magnetization
studies [Haury-1997]. The effects of manganese spin polarization on the optical
properties of DMS materials are largely relevant so that they can be often studied
without a deep understanding of the optical response.

However, there are still other important reasons why the optical studies of II-
VI semiconductor structures have recently developed an increasing interest. The
tetrahedral bondings (s-p®) in the II-VI compounds are more ionic than in the III-V
case which leads to an increase of the effective Rydberg constant: R=5.5 meV in
GaAs, R=14 meV in CdTe. A variety of the observed effects related to the
absorption and emission processes provide a valuable insight into the many-body
response of a Fermi sea in the presence of a photo-created electron-hole pair. Both,
absorption and emission spectra are dominated by different excitonic complexes,
which are sensitive to the presence of carriers.

This chapter is divided into two distinct parts. In the first part we present
the results of luminescence studies of CdMnTe quantum wells at very low
temperatures and very low magnetic fields. The aim of these experiments was to
use optical spectroscopy to probe the magnetic properties of our structures. In the
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second part of this chapter, we present a more detailed investigation of the
optical properties. We focus our investigations on the evolution of the optical
response in Cd(Mn)Te QWs for different electron densities at zero field and under
magnetic fields. Such studies allow to analyze later the main features of the
emission and absorption spectra observed for quantum wells with relatively high
electron concentration. Finally, we discuss our main experimental findings and
suggest that the coexistence of “lakes of 2DEG” and “insulating islands” is
necessary to interpret the data obtained in our samples.

7.1 Magnetism study by optical means

The presence of local magnetic moments in CdMnTe induces a significant
realignment of the electronic spin states under magnetic field. This realignment is
due to the sp-d exchange interaction and is interpreted in terms of the giant
Zeeman splitting (within the mean field approach). The giant Zeeman splitting is
in fact a direct measure of the magnetization of the system. In case of
paramagnets, such as an ensemble of isolated Mn*" ions, the magnetization M is
given by a Brillouin function and follows the Curie law at low magnetic fields
(MB/T). Such magnetic field and temperature dependence of the magnetization
may be reflected in photoluminescence spectra.

7.1.1 Realignment of energy bands

As described in chapter 1, CdTe is a wide gap semiconductor whose
crystallization involves valence s electrons of the group II element (conduction
band) and valence p electrons of the group VI element (valence band). The band
extrema for the conduction band and for the valence band are located at the
center of the Brillouin zone (direct band gap). The conduction and valence bands
are correspondingly I, and [y symmetry whose total angular momenta are J=1/2
and J=3/2, respectively (see Figure.1.1). Under application of a magnetic field in
z-direction, the spin alignment of the conduction band in CdTe is such that spin
down levels (0,=-1/2) correspond to higher- and spin up (0, =+1/2) to lower-
energy states due to the negative electronic g-factor [Sirenko-1997].

The incorporation of Mn®" ions realigns the spin states for electrons and
holes under magnetic field as shown in Fig. 7.1. The alignment of electronic spin
levels inverts the sign of the effective g-factor with respect to the CdTe. The
situation is more complex for the valence states due to effects of band mixing.
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Emission

-1/2 +1/2
VB Absorption

Magnetic field

Figure.7.1: Left) Schematic illustration of the magnetic field dependence of the conduction (I's)
and valence (I's) band structure in CdMnTe. The main observable electronic transitions (0+/0-)
are indicated by red/blue arrow. Right) Optical selection rules for emission and absorption. The
inter-band matrix. Elements are three times larger in case of transitions involving hole states +3/2
than to states +1/2.

For the case of quantum wells, the J,=+3/2 and J,=#1/2 valence states are
split due to confinement effects which simplifies the description of the optical
experiments since we can often consider only J ,=+3/2 states. On the other hand,
mixing between heavy and light hole states certainly leads to a nontrivial
dependence of the spin splitting as a function of the magnetic field which is not
well known. However, at low magnetic fields where the p-d exchange term is the
main contribution to the energy level position, the spin alignment of the valence
band states is well established. As shown in Fig.7.1, it is clear that the spin
splitting in the valence band Iy states with J=3/2, is four times bigger than the
spin splitting in the conduction band s-d exchange term. Nevertheless, the
intrinsic spin structure of the valence band is less well known. In spite of these
complications the selection rules for optical transitions in CdMnTe are well
established and they are shown in Fig.7.1. The lower spin component of the band
edge transition is observed for 0+ circularly polarized light and corresponds to the
transitions between the lower electron spin level (0, =-1/2) and upper hole spin
level (m;=-3/2). The higher energy 0— component of the band edge transition is

between the upper electron (g, =+1/2) and lower hole (m; =+3/2) spin sublevels.
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Therefore, the 0+ /0—splitting of the band edge transitions corresponds to the sum
of the spin splitting for the conduction (E°,) and in the valence band (E",).

7.1.2 Experimental details

We have performed magneto-optical experiments on two similar modulation
doped 10nm-thick single Cd, Mn Te QW structures with an effective Mn
concentration x,=0.3% for sample A and slightly larger x,=0.4% for sample B.
The electron sheet concentrations are n,=5.9x10" ¢m™ (sample A) and n, =3x10"
cm” (sample B). Sample A is from of the same wafer 100997A on which we
performed the magneto-transport studies presented in chapter 4. Here, we
concentrate on some particular features of the PL spectra. A detailed investigation
of the PL as a function of both temperature and weak external field has been
carried out in a dilution refrigerator mounted inside a superconducting coil. A
series of measurement have been performed from 0 up to 0.3 T in the Faraday
configuration, exciting and collecting luminescence using a 600-pm-diameter optical
fiber. The QW luminescence was excited above the barrier by the green line (514.5
nm) of an Ar" laser. The density of the excitation power was kept below
80UW /cm* in order to avoid the effects of laser heating. The analysis of the circular
polarization of the luminescence was performed using a quarter-wave plate and a
linear polarizer both inserted between the sample and the tip of the fibre. After
cooling the samples from room temperature, the PL experiments were carried out
at fixed temperatures between 0.075 and 4.2K. The luminescence spectra were
taken using a CCD camera, while the magnetic field was fixed. The PL spectra
obtained are independent of the direction of the magnetic field sweep.

7.1.3 Optical determination of the giant Zeeman splitting

In the considered range of magnetic fields, the Landau quantization is not
pronounced in our spectra and therefore we neglect it. The PL spectrum is a
broad line as shown in Figure.7.2a. The 2DEG luminescence, attributed to
recombination processes between electrons occupying states at the bottom of the
el subband and photogenerated holes thermalized on the top of hh1 valence band
state, immediately splits when magnetic field is applied (see Fig.7.2b). The band
realignment induced by sp-d exchange interaction leads to a PL spectrum whose
energy and intensity are very sensitive to changes in the external magnetic field
and temperature, mostly driven by the spin polarization of the magnetic
subsystem. At fixed magnetic field lowering the temperature, the o+ (0-)
emission line moves to lower (higher) energy. The 0+ emission gains in intensity
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whereas O— emission becomes weaker as a consequence of increasing spin
polarization of photo-excited holes. Decreasing the temperature increases the
Zeeman energy and consequently most of the holes thermalize in the lowest
energy level (-3/2) before recombining. Hence, the emission is strongly polarized
in the 0+ component.

PL intensity (arb.units)
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T=1.8K
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i HH1 | BB
| a) b) wave-vector k
z-:-’r/-..--""
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Figure.7.2.a) Temperature dependence of the o+ (solid line) and o— (dotted line) components of
photoluminescence spectra at B=0.135T.b) Illustration of the rearrangement of the band
structure at given external magnetic field B and temperature T.

The “polarization” of the luminescence is also obtained when increasing the
magnetic field at fixed temperature. Hence, the luminescence signal at low

temperatures becomes strongly 0+ polarized already at low magnetic fields. This is
the main feature found in the optical response of CdMnTe quantum wells which
independently of the origin of the optical transitions (excitonic or band to band
transitions), is common for undoped and doped structures.

The energy positions of 0+ and 0 — PL components have been followed by
means of calculating the center of gravity (<E>= ZL[H;/ ZI;) of the corresponding
spectra. This method allows us to measure precisely relatively small, with respect
to the linewidth, changes of the position of the luminescence spectrum. The o+/0—
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splitting of the recombination line is plotted in Figure.7.3a as a function of
magnetic field for different temperatures. As shown in this figure, the spin
splitting of the luminescence line progressively increases as a function of decreasing
temperature, reflecting the variation with temperature of the Mn*" magnetization.
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Figure.7.3. (a) Magnetic field dependence of the splitting between the 0" and 0~ first moment M, of
the luminescence components for different bath temperatures. The data corresponds to the sample A.
(b) Temperature dependence of the zero-field magnetic susceptibility calculated in accordance to
Eq.7.1, from the results of spin splitting measurements. Open and closed circles denote the data
obtained for sample A and B, respectively.
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7.1.4 Magnetic susceptibility

One of the characteristic quantities used to describe the magnetic properties
is the magnetic susceptibility. The derivative of the observed total spin splitting
A with respect to the magnetic field, measured at B=0 can be related to zero-field

magnetic field susceptibility X of Mn®" ions through the following relation
[Galazka-1980]:

_ oM _, 8Hp . dA
T = = (8= Eq.7.1
XDlp o (o"H)BH() (\a—ﬁ\)(dH)BHO !

where g is the Landé factor of the Mn assumed here to be equal to 2; a and 3 are
s-d and p-d exchange integrals respectively. The susceptibility of the manganese
ions obtained using the above formula is shown in Fig.7.3b. As it can be seen in
the figure, the temperature dependence of X(T) follows a linear behaviour for
both samples which can be described by the Curie-Weiss law 1/}, where Ty,
is the effective temperature of the Mn subsystem defined as in chapter 4
(Ty,=T,.0,+T,)- The extracted values for T, are 0.6 K and 0.75 K for sample A
and B respectively, of the same order as the value deduced for sample A in
chapter 4 (T,;=180 mK). The disagreement between optical and transport
methods could come from the determination of the Zeeman energy. Whereas the
transport method based on the observation of nodes in the amplitude of the
oscillations of the longitudinal resistance was very precise, the broadening of the
emission spectrum ([l5 meV) leads to a larger inaccuracy in the case of our
optical method. The Zeeman energy used in the Eq.7.1 was estimated from the
first moment calculation for both polarization components. Using this method we
ignore possible changes in the spectral shape which in principle are possible, for
example, due to changes in the distribution of photoexcited holes. Nevertheless,
using our method to analyze the PL data, we observe the expected behavior of
the magnetic susceptibility which is characteristic for the ensemble of
paramagnetic Mn*" jons with weak effects of antiferromagnetic coupling. These
latter effects lead to an extrapolated value of 1/X which is non zero. These effects
are accounted for the Curie Weiss law by a phenomenological parameter T, which
can be considered as a correction to the “effective manganese temperature”
T,,=T+T,. The experimental trend to observe larger values for larger manganese
concentrations is correct, however, the absolute values of parameter T, are
probably overestimated in these experiments.
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We conclude therefore that interband luminescence might be considered as
an easy method to study the susceptibility of CdMnTe structures. The advantage
of this method is the possibility to study the selected part of the structure
(quantum well) with a small number of spins. The method is however not very
accurate in case of doped structures. The accuracy of this method could probably
be much better for structures with narrow luminescence lines (undoped quantum
wells). Possibly, this method could also be improved by a more detailed analysis of
the shape of the luminescence line. This is however a difficult task since it requires
a deeper understanding of the optical response of the investigated structures.

7.2 Optical properties of II-VI quantum well structures

7.2.1. Introductory remarks

Interband optical spectroscopy has been widely applied to obtain information
on 2D carriers confined in semiconductor quantum well structures. The
fundamental interest has been focused on excitons, screening effects, electron-
electron and electron-impurity interactions. In spite of the large number of
investigations the optical properties of quantum wells are well understood only for
two extreme cases:

(i) when the concentration of the excess carriers (for instance, electrons) is
negligible. In this case, the exciton binding energy (E,) is much larger than the
Fermi energy (E;), i.e. the Bohr radius is larger than 1/k.. The formation of
excitons, i.e., electron-hole pairs bound by the Coulomb potential, is possible since
the exciton radius (electron-hole distance in the bound state) is much smaller that
the mean distance between the excess electrons. The excitonic spectra in quantum
wells can be well described by a two-dimensional hydrogenic-like energy spectrum
either in the absence [MacDonald-1986, Jarosik -1985] or in the presence of magnetic
fields [Potemski-1991a].

(ii) when the excitons are completely screened. This situation occurs when E,
is much smaller than E;, i.e. at high electron concentration. In this case, the
potential fluctuations and excitonic effects are effectively screened by the Fermi sea.
The emission and absorption spectra reflect the phase space filling up to the Fermi
energy. In a simple approximation the optical spectra can be understood within the
framework of single particle transitions whereas the effects of electron-electron
interaction are included by simply considering the shrinking of the fundamental
bandgap (bandgap renormalization). The optical transitions in a magnetic field are
then those between discrete Landau levels for electrons and holes. The allowed
transitions are those between the electron and hole Landau levels with the same
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index (AN=0). The breaking of this selection rule is often considered if the holes
involved in the optical process are localized [Hawrylak-1992].

Recent works also give some insight into the understanding of optical
processes at low but non-zero electron concentrations. Investigations in this regime
(E,>E;) underline the possibility of the formation of bound states involving more
than two-particles. The important observation is the appearance of the charged
exciton X or trion in the optical spectra of QWs with low electron concentration.
Such complexes first observed by Kheng and coworkers in 1993 in CdTe [Kheng-
1993] and afterwards in GaAs [Buhmann-1995] or ZnSe [Astakhov-1999], are the
simplest evidence of many-body interaction (three particles). The X consists of two
electrons with anti-parallel spins bound to a valence hole and is similar to the
hydrogen ion H . The trion represents the lowest energy state for a 2D dilute
electron system, coexisting with the ordinary neutral exciton X in a dynamical
equilibrium [Jeukens-2001]. There exists a considerable controversy whether charged
excitons can exist as mobile particles or they are weakly localized in the potential
fluctuations. Eytan and coworker have suggested [Eytan-1998] that trions may be
localized by potential fluctuations induced by the remote ionized donors in the
barriers surrounding the quantum well. The possibility to observe free trions has
been reported recently in very high quality GaAs samples, in which the trion has
been shown to freely drift under electric fields as any charged particle [Sanvitto-
2001]. The appearance of trions in the optical spectra of quantum wells with low
electron concentration is accompanied by other spectral features known as combined
exciton—electron processes [Yakovlev-1997]. These processes may be understood in
terms of exciton-electron scattering. Considering, for example, the process of exciton
absorption it is assumed to be accompanied by electron excitation above the Fermi
level. Therefore, such processes are expected to be responsible for the broadening of
the exciton absorption peak on the high energy side. In magnetic fields, the relevant
electron excitations are between Landau levels. The exciton-electron combined
process then involves cyclotron excitation of an electron. This results in the
observation of a weak absorption peak which develops from the high energy tail of
the exciton peak. The combined exciton-electron absorption peak is observed above
the exciton peak with an energy separation corresponding to the cyclotron energy.
In luminescence, the exciton-electron processes are expected to activate a low energy
tailing of the excitonic peak. In magnetic fields this tail can be expected to develop
into a discrete line (known in literature as a shake-up line), which is now pushed
down by cyclotron energy with respect to the exciton line position. The possibility
to observe “combined’ processes involving trions, rather than excitons, has also
been recently considered [Ossau-2001].

The interpretation of the optical response of quantum wells seems to be most
difficult in case when E, = E;. For the case of II-VI compounds such a regime
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corresponds to the range of electron densities [Ix10"cm® The corresponding
optical spectra show many intriguing results which however are not yet completely
understood: see for example [Teran-1998, Imanaka-2001] for the works reporting
the magneto-luminescence spectra and [Huard-2000a] for the work on magneto-
transmission spectra.

The aim of the investigations presented in this chapter is to investigate the
properties of the emission and absorption spectra of CdMnTe and CdTe quantum
wells with electron concentration around 6x10'"cm™ A precise interpretation of
these spectra is not an easy task. In the following, we discuss our experimental
results underlying the main difficulties for understanding the data and we propose
a quantitative model which may possibly explain the characteristic behavior of our
spectra. A characteristic experimental observation is that specific features related
to excitonic effects persist in emission and absorption spectra for samples with
electron concentration as high as 6.3x10"cm™. Such excitonic effects coexist with
“usual band-to band transitions” expected in the limit of very high electron
concentrations. We propose a model based on the coexistence of two different
spatial regions: “lakes of 2DEG” and insulating islands.

We begin with the analysis of the optical response as a function of carrier
density (starting with the well-known case of low electron concentration). This is
crucial for the analysis of our main observations and discussion of the data
obtained for samples with high electron concentrations ([5x10"cm cm™), which are
presented in the second part of this chapter. Initially, we concentrate on the data
obtained at zero magnetic field before discussing the evolution of the optical
response with the magnetic field.

7.2.2 Experimental details

In order to study the evolution of the optical properties with the carrier
density, a special modulation-doped quantum well structure with spatial in-plane
profiling of doping density was performed. As described in chapter 2, the structure
consists in four different spatial regions B, with the same quantum well (10nm
Cd, g0sMny o, Te) and spacer (10nm), but different thickness of the doping region d,
d,=0 nm, d,=28 nm, d,= 60 nm and d, =120 nm. A set of four samples cut from
the different spatial regions B, with carrier densities from 10" up to 1.5x10" cm™
was used in the investigations. The special design of the sample structure permits
to additionally control the electron concentration by excitation above or below the
barrier, as described in chapter 2. Thus, we have profit out this method to change
the electron concentration in the sample B,. We increase by a factor of 2 the carrier

density observed under red excitation (B,(R) with n,=1.5x10"cm™) by additional
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illumination with green light (B,(G) with n,=3x10"cm™) at a very low power so
that it does not contribute to the luminescence signal. Thus, we have B,(R) and
B,(G) which are two different concentration in the same piece of material. The
electron concentration for B,, B,(R), B,(G) has been determined from the analysis
of the magneto-optical data. The electron concentration for B,, B, samples has
been estimated by comparing the intensities of the X and X~ peaks [Jeukens-2001].

We also study two samples with higher carrier densities grown on different
wafers but with a similar quantum well and spacer thickness (10 nm). One is the
sample 100997A on which we have shown the transport and cyclotron resonance
results in previous chapters. As determined by transport data, this sample has an
effective Mn concentration x4=0.3% and a carrier density n,=5.9x10"cm”. The
second is the sample 072897A on which we have also performed cyclotron
resonance experiments. It is a CdTe quantum well whose carrier density is
n,=6.3x10"cm™®. In both samples, the electron concentrations hardly change (<
5%) when exciting above or below barrier.

The samples were subjected to a detailed investigation of the PL, PLE and
reflectance carried out at temperatures in the range of 1.7 K and 70 K and in
magnetic fields up to 25T in the Faraday configuration. The polarization resolved
PL and PLE experiments were performed using the mini-optical table described in
Appendix 3. A Titanium sapphire laser tunable between 695-1200 nm was used for
the PLE. The magneto-reflectance experiments were performed by illuminating
with unpolarized white light by an optical 200-pm-diameter optical fibre and
collecting the reflected light by using a 600-um-diameter optical fibre. The analysis
of the circular polarization components of the reflected light was performed by a
combination of a quarter-wave plate followed by a linear polarizer inserted between
the sample and the tip of the 600-nm-fibre. The PL, PLE and reflectance spectra
were taken using a CCD camera.

7.2.3 Evolution of luminescence and absorption spectra as a
function of carrier density at zero magnetic field

7.2.3.1Experimental results: low density range

Representative PL using below-barrier laser excitation and PLE spectra,
measured for a series samples B; are shown in Fig. 7.4 at zero magnetic field and
temperature T=1.7 K. Sample B, is intentionally undoped, but very likely contains
(10" cm? electrons in the well. The strong PLE (absorption) peak observed for this
sample is identified as the neutral exciton X peak. A second absorption peak
observed at lower energies and less intense is attributed to negatively charged

141



7.-Luminescence and absorption-type studies of modulation doped Cdi.xMnxTe QW structures

exciton X . Luminescence shows also two emission lines. A higher energy PL line
coincides with its absorption counterpart and can be clearly attributed to the free
exciton X. The lower energy PL peak is most likely due to the negatively charged
exciton X . This peak is slightly shifted down in energy with respect to its
absorption counterpart. This Stokes shift between the emission and the absorption
peaks indicates some degree of localization of X excitons observed in PL.

L B1

PL Intensity (arb.units)

Energy (eV)

Figure.7.4 : PL and PLE spectra at zero field and T=1.7 K , for samples B; with different concentrations.
The absorption positions of the neutral and negatively charged excitons are indicated by dotted lines. The
black arrows indicate the detection energy position of the PLE spectrum.

A characteristic asymmetry in the broadening of the main absorption and
emission peaks is clearly observed. The broadening of the X absorption peak is more

142



7.-Luminescence and absorption-type studies of modulation doped Cdi.xMnxTe QW structures

pronounced at the high energy side, whereas the main emission peak is broadened
on the low energy side. This is a clear indication of some contribution of exciton-
electron scattering to the observed optical transitions (combined exciton-electron
processes). The spectra for sample B, are qualitatively the same. We note,
however, the increasing intensities of the X transitions with respect to
intensities of X (peaks) due to the increase of the number of carrier. One may
also note the narrowing of the X absorption and X emission peaks with respect
to the spectra observed for sample B,. This could be a consequence of the
screening of the potential fluctuation by electrons, which should be more
effective in sample B, than in sample B,.

Further increase of electron concentration (sample B,) leads to a remarkable
broadening of the absorption spectrum, mostly on the high energy side, and an
enhancement of the X~ absorption. The luminescence spectrum shows a sharp onset
at the high energy side and peaks at the position of X, with a more and more
pronounced low energy tail. For sample B,(R) we can no longer distinguish the X
and X lines in the absorption spectrum. The absorption spectrum peaks at the
energy position above the X resonance, decrease relatively quickly on the low
energy side but very slowly on the high energy side. Adding more carriers leads to
a blue shift of the absorption spectrum whereas the luminescence becomes much
broader and shifts towards lower energy (see B,(G)).

At this point, we would like to emphasize the experimental fact that at
any electron concentrations there is always a nonzero absorption at the energies
which correspond to the positions of X~ and X excitons. Similarly, a nonzero
luminescence signal exists at X and X positions for any value of the electron
concentration. In the following we analyze in more detail the spectra for samples
with high electron concentrations.

7.2.3.2 Experimental results: high density range

Characteristic features of optical spectra observed for structures with high
electron concentration (sample 100997A) are shown in Figure.7.5. In the emission
spectrum, we can distinguish (green line) three lines labeled as B-B for the lowest
energy line associated to band-to-band transitions as will be shown later on, M-E
for the middle energy line and H-E for the highest energy line (zoomed by 10
times). The two more pronounced are B-B and M-E, whereas H-E represents a
clear onset on the high-energy side.

Such characteristic features of the PL spectra are observed for a large class of
samples with electron concentration in the range 3-7x10" cm® However for this
particular sample, the shape of the luminescence spectra is very much dependent
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on whether we excite below or above the barrier (see red and green trace,
respectively). As shown in the inset of Fig.7.5, the relative intensity of the M-E
emission line, maximum under below barrier excitation, is differently pronounced
by controlling the excitation, allowing distinct PL spectrum shapes, i.e. different
intensity ratio of the B-B and M-E luminescence peaks. At the same time, the PLE
spectra of the B-B and M-E luminescence peaks are also quite different, as seen in
Fig.7.5. The onset of the PLE of the M-E luminescence line (orange line) is clearly
red-shifted with respect to the onset of the PLE of the B-B luminescence (blue line).
However, the main difference arises in the development of the additional absorption
peak around 1.623eV in the PLE of the M-E luminescence (green arrow).

o T 15mW/cm
) =
42 E AT <1m\\{\l/cm / Tio +AC 5pW/cm
% Cdo.997Mnol.cl)oe,Te2 @ Ti: + A 10uW/cm
= ne:5.9 10" /cm >t T+ A" 25pW/9m
— @ Ti: + A" 50pWiem’®
8 L Tio + A eni?
o i: + Ar’ 100pWicm
> £l
E |
m o 1 1 St
% PLE 161 162 1.63
QL Energy (eV)
j= —— Reflectance

160 161 162 163 164 165
Energy (eV)

Figure.7.5 : Comparison of the PL, PLE and reflectance spectra for sample 100997A at zero field
and T=1.7 K. The PL spectra correspond to different excitation conditions: above (green line) and
below (red line) the barrier. PLE spectra at the detection energy positions: B-B (blue line) and M-E
(orange line). The green and black arrow denotes the PLE resonances, which coincide with those of
the reflectance spectrum (gray line). Inset: PL spectra taken under excitation using green (Ar
514.5nm), red (Ti: 740 nm) and simultaneous red+green light with different powers of Ar" line.

This absorption peak also manifested in the reflectance spectra (gray line)
implies clear differences for the appearance of the B-B and the M-E emission lines as
shown in Fig. 7.6. The M-E luminescence is already well pronounced when exciting
just above the emission line position (green and red lines) whereas the B-B
luminescence increases at higher excitation energies (blue line).
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7.2.3.2 Discussion: band-to-band versus exciton-like transitions

We think that the B-B luminescence together with its characteristic excitation
spectrum and typical high energy onset (H-E) can be understood in terms of a
simple model of one particle interband transitions, corrected for the effect of band
gap renormalization. Subsequently, this assumption will be confirmed by
experiments performed in magnetic field. The B-B luminescence is due to “one
particle” recombination processes involving 2D electrons from the Fermi sea and
photo-created holes (see inset Fig.7.6, transition 1). This luminescence peaks at the
energy which corresponds to the renormalized bandgap. The high energy onset (H-
E) corresponds to the recombination processes involving electrons from the vicinity
of the Fermi level (see inset Fig.7.6, transition 3). Thus, the difference between the
energy position of the B-B luminescence peak and the energy position of the onset
of the PLE of the B-B luminescence (black arrow in Fig.7.5) corresponds to the
Moss-Burstein shift A,;; = Ep(1+m*,/m*). From the spectrum, we obtain A,
s=14.5 meV and assuming m*=0.107m, as deduced from cyclotron resonance
measurements and m*,=0.4m, for the heavy hole mass in CdTe [Segall-1967] we
obtain n,=5.1x10" cm™ in agreement with the transport data (n,=5.9x10"cm™).
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Figure.7.6 : PL spectra for different energy excitations (below barrier). Schema of possible optical
transitions in the k-space.
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The appearance of the M-E luminescence is more complex to interpret, since
it can be effectively excited below the “Moss-Burstein shifted” absorption
threshold. Such behavior is characteristic for undoped or lightly doped structures
when excitonic effects dominate the optical spectra. Thus, we are tempted to
assume that the M-E luminescence has an excitonic character. This statement will
be further verified by the experiments in magnetic fields.

We note here that the anomalous M-E peak is often observed in the
luminescence spectra of modulation doped quantum well structures [Kochereshko-
2000, Huard-2000b]. Most often it is interpreted in terms of the observation of the
so called Fermi edge singularity, i.e. in terms of the observation of the many-body
enhancement of the oscillator strength of forbidden transitions involving &=0 holes
and electrons from the vicinity of the Fermi energy (see inset Fig.7.6, transition
2). This effect could be considered as a possible origin of the M-E luminescence
peak in our sample. However, such an explanation would imply the energy
position of the M-E peak at E,+E;. This means that we would expect that the M-

E emission position to be red-shifted by E.m*,/m*, from the absorption onset
(which is expected at E; + Ep(1+m* /m*,)) and blue-shifted by E; from the B-B
luminescence peak. Using the experimental values we deduce the rather unrealistic
estimated for E;=10meV and m*,=0.2m,. Both values are in clear disagreement
with the values previously estimated, and in contradiction with the results of the
magneto-optical experiments presented in next section.

In Figure.7.7, we group all the information concerning the energy positions of
the peaks observed in the PL and the PLE spectra measured for samples B,, B,, B,
B,(R) B,(G) and 100997A. The peak positions are plotted as a function of the
dimensionless parameter 1/r.=a’";/<1>, where a®™; =50A stands for a 3D effective
Rydberg in CdTe and <r>=n"* is the mean distance between the 2D electrons
confined in the well. Excitonic-like peaks are marked with circles (open for
absorption peaks and closed for luminescence peaks) and band-to band transitions
are represented by triangles (open for absorption peaks and closed for luminescence
peaks). The solid green line represents the renormalized bandgap BGR. It has been
calculated using a generally accepted formula [Kleiman-1986]:

BGR=E;-C (ne2 03)1/3 Eq.7.2

where we assume C=2.5 appropriate for our quasi-2D system [Wojtowicz-1999] and
the bandgap E; = Ex + E,, where E4=1.6215 eV is the resonance position for
the neutral exciton X extracted from the absorption spectrum. E,y is the binding
energy whose value E,y = 18 meV has been estimated from the energy distance
between the 1s and 2s exciton states observed in PLE spectra in the sample with
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Sample 100997A ]

1.635]

1.630}
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Energy (eV)
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Figure.7.7 : Representation of the emission (solid circles) and absorption (empty circles) energy position
extracted from the PL and PLE spectra for samples B; (Figure 7.4) and 100997A (Figure7.5) as a function
of the a*’g/<r>. The transitions related to X have a black color, X ~red color and band-to-band transition
blue and green color. The absorption positions of the neutral (black line) and negatively charged (red line)
excitons for the sample B, are indicated by dotted lines. The predicted bandgap renormalization position
and the onset of the Fermi energy as described in the text are indicated by green and blue line, respectively.
The blue and green dash-dotted lines are guided by eye.

smallest electron concentration (B;). Thus, we obtain that the bandgap is equal
to Eq = 1.6395 €V for zero electron concentration. The solid blue line in Fig.7.7
represented the energy position of the Moss-Burstein absorption onset:

E'»=BGR + Ep(I+m*/m*,) Eq.7.3

For electron concentrations n,<1.2x10"cm™ (1/r,<0.2) the excitonic-like transitions
can be regarded as well defined X and X excitonic resonances. The band to band
transitions appear to be visible in the spectra when the renormalized band gap
crosses the excitonic resonance. The evolution of the band to band transitions with
the electron concentration (1/rg) (shown with dashed lines as a guide to the eye) is
in good agreement with the expected changes of the bandgap and of the Moss-
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Burstein absorption onset. The survival of excitonic-like resonance for electron
concentrations in the range when the renormalized band gap is smaller than the
energy of the exciton resonance, is nevertheless a surprising observation.

7.2.4 Studies in magnetic fields

The application of an external magnetic field significantly transforms the
optical properties of CdMnTe quantum wells. On one hand, the sp-d exchange
interaction leads to the giant Zeeman splitting which leads to the polarization of
the emitted and absorbed light. As described in the first part of the chapter, the
luminescence spectra already becomes strongly 0+ polarized at low magnetic
fields due to the large spin splitting in the valence band and in consequence the
strong spin polarization of the photocreated holes (see Fig. 7.1). The influence of
the magnetic field on the orbital motion of electrons is equally important. It is
reflected in the spectra by the observation of a diamagnetic shift for the
excitonic resonances in the case of low carrier densities and in the Landau-level
like structure of the optical transitions in case of high carrier densities.
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Figure.7.8 : Magnetic field evolution of the PL o+ component at T=1.7 K for: a) n,10"
cm?, b) n=1.8x10"" cm™ and c) n=3x10" cm™
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7.2.4.1 Evolution of magneto-luminescence with the electron concentration

Figure7.8 shows the emission spectra for the 0 + polarization component
of the emission at T=1.7 K under magnetic field up to 14 T for different carrier
concentration (a) 1x10" ecm™, b) 1.5x10" cm™ and c¢) 3x10" ¢cm™) corresponding
to the samples B,, B,(R), and B,(G) respectively. A more detailed analysis of
the data, extracting the energy positions of the emission and absorption peaks
observed for different magnetic fields and polarization components is plotted in
Fig. 7.9. The magnetic field evolution of optical transitions observed for sample
B, with the lowest electron concentration is characteristic for transitions related
to the neutral exciton X and the negatively charged exciton X .

1.630 ————

1.625F

Energy (eV)

1.615

1.610
0

Magnetic field (T)

Figure.7.9. Magnetic field dependence of the PL (solid circles) and PLE (empty circles) lines of
both polarization components at T=1.7 K for: a) n.[10" ¢cm?, b) n=1.8x10"" ¢cm™ and c)
ne=3xlO11 cm'z,

As can be seen in Fig. 7.9a, both X and X" transitions clearly reflect the

effect of the giant Zeeman splitting. They also show a diamagnetic shift, which
in case of neutral excitons is slightly steeper as compared to the X . Such a
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difference reflects the lighter reduced mass for the neutral exciton as compared
to the trion. In emission, the 0+ component is dominant for both X and X
transitions due to the large Zeeman splitting in the valence band.

However, both 0+ and 0— components of the free exciton X are equally
strongly pronounced in absorption. It is expected (chapter 1) that, the X~
absorption is mainly observed in 0+ polarization due to the effective spin
polarization of the excess electrons. However, it should be noted that the o+
absorption related to the X exciton is observable in magnetic fields around
12T. This observation is due to the reduced spin polarization of the excess
electrons at the vanishing of the effective Zeeman splitting. In chapter 6, we
showed that for an effective Mn concentration x, [0.2%, we expect E,=0 at
magnetic fields around 12T. Although the luminescence spectra of samples B,
and B,(R) are very different at zero magnetic field, they become qualitatively
very similar at high magnetic fields (see Fig. 7.8a,b). In such high field regions,
the observed luminescence transitions have a magnetic field dependence for both
polarization components very similar to X and X transitions observed for the
sample with the lower carrier density (B,). For this reason, we label both
characteristic X like and X like transitions, as “ X7 and “X” in Fig.7.9.
Nevertheless, in the low magnetic field region the sample B,(R) shows richer
spectra than for sample B,. The “X” and “ X7 transitions coexist with two
additional transitions: B-B and S;. Both B-B and S, luminescence peaks are not
very well resolved in the spectra. We anticipate that the B-B peak should be
interpreted in terms of a band-to band transition involving electrons from the
lowest electronic Landau level. This transition disappears from the spectra
around 4 T where the magnetic field dependence of the energy position of “X”
manifests a characteristic kink. Both effects, the disappearance of band-to band
transitions and the characteristic kink seems to be related. They are commonly
observed in the range of magnetic fields near filling factor v=2 and will become
more pronounced for higher electron concentrations.

The origin of the S, line is not completely clear. Its dependence with the
magnetic field shows a slope which roughly corresponds to the electron
cyclotron energy. We could speculate that this line is due to the charged exciton
— electron combined process but the S, line is also observed in samples with
higher electron concentrations which makes such an interpretation rather
doubtful. We will come back to this problem when discussing spectra for
samples with higher electron concentrations.

The observation of band-to-band transitions involving subsequent
Landau levels for electron and hole is clear for sample B,(G) (see Fig. 7.8). We
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can distinguish a series of luminescence peaks (L,, L, L,, L;) whose magnetic
field dependence can be described within the free particle picture:

EiN=EpGr + (N+72) /i) ¢ #2 E*; (Bs/(B.T+Ty)) Eq.7.4

A series of solid navy-blue lines in Fig. 7.9c have been calculated assuming

Eper=1.616 eV for the renormalized bandgap at zero magnetic field and A@c
=0.99meV/T for the reduced cyclotron energy. The effective Zeeman splitting
E*, has been calculated according to the Eq.1.11 with g°=-1.6 for the electron g-
factor in CdTe (g,=0 in our samples [Sirenko-1997]) and E*_,=4.2 meV for the
sum of the exchange energies in the conduction and valence band. This leads to
an effective Mn concentration of x,=0.19 % in good agreement with the value
obtain from Raman data in chapter 6. As can be seen in Fig. 7.9c, such a free
particle model of the inter-Landau level transitions qualitatively describes the
set of Ly luminescence transitions among those visible in the experiment. The
presence of these lines allows us to estimate the occupation of the Landau levels
associated with subsequent N=0,1,2,.. We can see, for example, that for sample
B,(G), the L, transition disappears from the spectra around B=6.5T and
therefore conclude that this magnetic field corresponds to the situation when
the N=1 Landau level starts to be empty, i.e., it corresponds to filling factor
v=2. At the same time, the main luminescence line manifests a pronounced
change of character around B=6T (see Fig.7.9c). Below 6T, this dominant
luminescence transition can be interpreted as the L, interband transition,
whereas above this point the dominant luminescence transition changes its
character and resembles the behavior of the X transition. Such an abrupt
change in the character of the dominant luminescence line again occurs in the
vicinity of filling factor v=2. There is also a set of emission lines, which do not
enter in the Landau quantization description: S, and SU,. The S, transition
becomes more pronounced and better resolved in the spectra for sample B,(G).
The additional emission transition SU, on the low energy side of the dominant
luminescence is nicely developed in the spectra of sample B,(G) between filling
factor 3 and 2.

Finally, we would like to underline that the high field luminescence spectra
of sample B,(G) are in fact qualitatively the same than in samples with lower
electron concentrations (see Fig. 7.8). Increasing the magnetic field leads to a
short appearance of “X” in the vicinity of filling factor v=1 where the emission
of “X” reaches a maximum there, and afterwards it tends to progressively
disappear (see Fig.7.8). It seems that the magnetic field raises the excitonic
effects not totally screened by the excess carrier phase-space filling. Thus, we

151



7.-Luminescence and absorption-type studies of modulation doped Cdi.xMnxTe QW structures

find a common “excitonic-like” behavior of luminescence transitions at high
magnetic fields for three B, B,(R), and B,(G) samples with different electron

concentrations.
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Figure.7.10 : a) Magnetic field dependence of the PL (solid circles) and reflectance (empty
circles) lines corresponding to 6+ component at T=1.7 K for sample 100997A n.=5.9x10"" cm™.
The red points correspond to the emission transition enhanced by below barrier excitation. b)
Magnetic field dependence of the PL (solid circles) lines corresponding to 0+ component at
T=1.7 K for the sample 072897A with n.=6.3x10"' cm™ without Mn.

152



7.-Luminescence and absorption-type studies of modulation doped Cdi.xMnxTe QW structures

7.2.4.2. Magneto-optical transitions for high electron concentrations

The complexity of the magnetic field fanchart of optical transitions which
has been already seen for sample B,(G) is amplified in the case of samples with
higher electron concentrations. In Figure.7.10a, we show the magneto-
luminescence results obtained for the sample 100997A. In this figure, the black
solid circles indicate the magnetic field dependence of the transitions observed in
the luminescence spectra under above and below barrier excitation performed up
to 25 T. In both cases the magnetic field fancharts of the luminescence
transitions are practically the same except for the intensity of the emission line
M-E which is more pronounced under red-laser excitation than under the green-
laser excitation. The energy position of this particular peak can consequently be
better followed in magnetic field (red solid circles). The open circles in Fig.7.10a
denote the energy positions of transitions observed in reflectance measurements
which were performed up to 21T. In Fig.7.10b, we show the results obtained for
similar but Mn free CdTe modulation doped quantum well structure (QW).
Both samples show similar emission spectra for the dominant polarization
component, i.e. 0— for CdTe and 0+ for CdMnTe. The resulting magnetic field
fancharts of the emission transitions for these two samples have many
similarities. This implies that the presence of manganese is not crucial to
observe a great complexity in the magneto-optical spectra of II/VI modulation
doped quantum wells. The many optical transitions identified in the emission
spectra will be separately discussed in the next section.

7.2.4.2.1 "Regular" inter-Landau level transitions.

The set of "regular" Landau levels like transitions Ly are more visible in
the case of higher electron concentration. They involve a conduction electron
and a valence hole which populate Landau levels with the same index N, in
order to verify the selection rules (AN=0) as shown in Figure.7.11 (red line).
The distinct allowed Ly transition can be differently probed depending on the
occupation of the Landau levels. Thus, when the Landau levels are fully
occupied they can be only seen by luminescence (emission) whereas the Landau
levels become visible in reflectance (absorption) when the corresponding Landau
levels start to get empty. Hence, the set of the L, transitions can be
qualitatively described according to the formula 7.4. The corresponding
calculated traces shown with solid lines in Figs. 7.10a and b, assuming for:

- CdMnTe quantum well : A6, =1.33 meV/T for the reduced cyclotron
energy, Epz=1.6137 eV for the renormalized bandgap at zero magnetic field,
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g’=-1.6 for the electron g-factor in CdTe, and E,_,=8.5 meV for the sum of the

s-d and p-d exchange energies.

- CdTe quantum well : 7y, =1.35 meV/T, Epz=1.605 eV, and g°=-1.6
for the "bare" Zeeman splitting (g,=0 in our structures).

From the values of the reduced cyclotron resonances and considering the
electron masses deduced in chapter 2, (m*=0.108m, for 100997A and m*.=0.107
m, for the 072897A), we can deduce the effective hole mass m*,=0.454m, (0.453m,))
in CdMnTe (CdTe). As shown in Fig.7.10, the calculated Ly lines can qualitatively
described the Landau level transitions despite some deviations which are
remarkably pronounced in case of the lowest Landau level transition.

exch

Energy

Magnetic field

Figure.7.11: Schematic illustration of the allowed (AN=0) and forbidden (AN>0) inter-Landau
level transitions. The spin splitting is neglected.

7.2.4.2.2 Oscillations of the "ground state" luminescence transition

The deviations from the linear magnetic field dependence of the L, L,
L,... can easily be found in the diagram presented in Fig.7.10. These oscillatory
deviations are mostly pronounced for the dominant luminescence transition L,
associated with the lowest electron Landau level and the upper valence band
Landau level. This "ground-state" magneto-luminescence emission has been
intensively studied in numerous n-type modulation doped structures whose
energy dependence versus magnetic field is known to show a variety of
"singularities". All studies agree that these singularities occur periodically each
time the Fermi energy lies in a gap between Landau levels, i.e. periodic with
integer filling factors as in our case.
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Early studies of GaAs quantum wells invoked the possibility that such
singularities are simply related to the effect of periodic magnetic field induced
changes of the electron concentration [Vincente-1995]. This could be caused by
the effect of charge transfer between the quantum well and doping region, which
would therefore also imply changes in the profile of the electric field across the
quantum well. Direct electron tunneling through the spacer barrier is very
improbable but the possibility of an effective exchange of charge between the
quantum well and the doping region cannot a priori be excluded under the
conditions of optical excitation. Nevertheless, the simple test to reject this effect
is to compare the behavior of ground state and higher energy transitions. In the
case of charge transfer effects, all bands should shift and therefore all transitions
should shift in parallel. This is not our case.

An alternative approach has been proposed suggesting that many body
effect are responsible for the anomalies in the magnetic field dependence of the
ground state luminescence transition in modulation doped quantum wells. The
first "many-body explanation" has been proposed in terms of the effect the
modulation of the band gap renormalization by the magnetic field [Katayama-
1989, Uenoyama-1989]. More recent theoretical works propose an approach
based on consideration of the competition between the -electron-electron
exchange interaction and interband exciton binding [Cooper-1997]. Many body
theory also account for the observation of low energy satellites observed below
the ground state luminescence transition [Manfra-1998, Gravier-1998]. Such
satellites are also observed in our structures and are marked by SU,, SU, in
Figs. 7.10a and b. More elaborate theories underline the possibility of intriguing
many body effects such as the splitting of the luminescence ground state due to
a resonant interaction of a hole in the Fermi sea with spin excitations of a
2DEG [Hawrylak-1997, Asano-1998]. These theories are likely applicable in the
ideal case of a disorder free 2DEG in the limit of high magnetic fields. We are
tempted to say that the periodic "jumps" in the position of the ground state
luminescence and development of the low energy satellites observed for our
samples are due to many-body effects. At the same time, we are however
surprised that these effects can be so clearly pronounced in our after all quite
disordered systems. The interpretation of these many body effects is beyond the
scope of this thesis. More theoretical works clarifying the role of disorder on
many body effects and their manifestations in magneto-luminescence spectra of
2DEG are needed. An interesting speculation would be the possibility of
enhancing the effects of electron-electron interactions by introducing some
degree of disorder.
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7.2.4.2.3 "Forbidden transitions"

Another characteristic feature shown in Fig.7.10 is the appearance of the
so called "forbidden" transitions (S;, S,) [Lyo-1988]. The Sy transitions are quite
pronounced in luminescence, but are not found in absorption-type spectra. As
shown in Fig.7.10, S, and S, transitions are pinned below L, and L, The
conventional interpretation of these transitions [Lyo-1988] is that they are due
to "forbidden" recombination processes involving a valence hole and conduction
electron populating Landau levels with large index (AN>0) as shown in Fig.7.11
(blue line). Such an interpretation naturally explains the fact that Sy transitions
are observed in luminescence (photo-created holes mostly accumulate at the
N=0 valence band Landau level) but not in the absorption because of the small
oscillator strength of these transitions [Lyo-1988]. Moreover, these “forbidden”
transitions should disappear when temperature is increased.

PL intensity (arb.units)

1.6 1.6 1.6 1.63
Energy (eV)

Figure.7.12: Temperature evolution of the 0— component emission at B=5.8T for sample
072897A. Different transitions Ly and Sy are indicated.

As shown in Fig. 7.12, temperature dependence experiments performed for
our CdTe quantum well structures are not in agreement with this prediction.
The transition S, remains clearly visible in the spectra even at temperatures as
high as 55K when the line becomes comparable to the intensity of the allowed
transition L,. The model of "forbidden" transitions is also inconsistent with our
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data when considering the characteristic slopes in the magnetic field dependence
of the energy position of Sy and Ly luminescence lines. According to the model
of "forbidden" transitions the differences in the slope for the Ly and Sy
transitions is a direct measure of the cyclotron energy of the valence band hole
(see Fig.7.11). Such a hypothesis implies, for example, that S, would correspond
to the transition between the Landau level N=1 for electrons and N=0 for holes
(transition 1-0). In this case, the energy separation between L, and S, will be
directly related to the hole mass. The extracted hole mass from the difference of
L, and S, slope is m*,=0.17m,, in contradiction to our previous estimation. We
speculate that a possible explanation for the appearance of these lines Sy, is that
the S;, S,,...lJuminescence lines reflect the formation of certain type of bound
impurity-like states which are pinned below each Landau level [Vincente-1995].
An alternative possibility would be recombination processes involving electrons
localized in the tails of broadened Landau levels [Teran-2001]. These are
however only speculations to explain the intriguing origin of a set of Sy lines
which can be excited below the Fermi edge, as we will show later on. More
theoretical work is necessary to validate our suggestions.

7.2.5 Inter-Landau level versus excitonic transitions

The properties of the magneto-optical spectra discussed in the last three
paragraphs are not new effects. Although these effects are not completely
understood, they have been observed in a large class of n-type modulation
doped quantum wells and have been largely discussed in literature. In our
opinion the new observation presented here concerns the observation of
“excitonic-like” features in the optical spectra of high electron concentration
samples. We have already discussed such intriguing observation when analyzing
the spectra at zero field as well as when analyzing the evolution of optical
spectra with the electron concentration, and in particular when analyzing the
transition which occurs in the emission spectra near filling factor v=2. We will
now consider in more details the experimental evidences obtained in the samples
with the highest electron concentrations.

We begin by discussing the dramatic change of the character of the ground
state emission observed around filling factor v=2 (see Figs.7.9b and c. and 7.10).
Similar transitions have already been observed for a dilute 2DEG in GaAs
quantum wells [Yoon-1992] and more recently in heavily doped ZnTe quantum well
structures [Ossau-2001]. In both cases, it has been interpreted within the
framework of a metal-insulator transition [Yoon-1992] or in terms of “hidden
symmetry” rules for emission processes at filling factors v < 2 [Rashba-2000].
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Recent ODMR experiments [Yeo-2001] have indicated that the ground state
transition at filling factors v < 2 indeed resembles the X~ excitonic resonance.

We believe our experiments add new insight to this problem. As can be
seen in Figs. 7.10, the transition at filling factors v = 2 is clearly pronounced.
Indeed, such a strong effect persists up to temperatures as high as 35K (see
Figure.7.13). It is instructive to reconsider in more details the results obtained for
our representative 100997A sample which has been investigated using many
different experimental techniques, cyclotron resonance and transport. They have
shown typical features of a conducting system for all filling factors, included v<2,
contrary to photoluminescence spectra, which suffer a drastic transition. This
may imply that such transition exclusively corresponds to an ‘optical transition’
involving interband recombination of a conduction electron with a valence hole.

1.625 - T - T - .
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Figure.7.13 : Temperature dependence of the main emission line L, for the — component (see
Fig.7.10) of a CdTe quantum well structure containing n.=6.3x10"' ¢cm™. The arrow indicated
the kink of the PL near filling factor v=2.

As previously discussed (see Fig. 7.5), the zero field spectrum of this sample
clearly shows an emission line (M-E) which is thought to be related to excitonic
effects. Indeed, the magnetic field dependence of the energy position of the M-E
emission line shows a well pronounced diamagnetic shift characteristic of excitonic
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transitions (see Fig. 7.10a). This line merges with the ground state luminescence

transition around filling factor v=2, and beyond becomes the dominant
luminescence transition at higher magnetic fields. Therefore, we label this M-E

emission transition as “X”. We observed that “X” is always present in the

luminescence spectra. At low magnetic fields, the transition “X 7 is weakly
pronounced with an energy smaller than the energy of the ground state transition
(L,). However, the emission line “X™” becomes stronger when the energy of the
ground state transition (L,) is upper in energy than the “X™” transition as
schematically illustrated in Figure.7.14. We have considered the experimental
observation at zero field where the position of the "X~ emission line is centered
in the energy range of the renormalized band-to-band transition (BGR) and the
Moss-Burstein absorption onset (E*;). Thus, neglecting the Zeeman energy for
the L, transition and the weak effect of the magnetic field on the position of
“X”, we obtained a crossing between both emission lines, L, and “X” in the
vicinity of filling factor v=2. Such naive reasoning phenomenologically
reproduce the “X ”character of the ground state luminescence at v< 2.

Energy 1
Ll
LO
E*¢
X
X- -
>
Magnetic field

Figure.7.14. Schematic representation of the magnetic field dependence of the X, X , Lo and
E*p as described in the text. The crossing between X and L, occurs in the vicinity of V = 2.

The signature of excitonic effects in samples with high electron
concentrations can be also seen in the magneto-reflectance experiments obtained
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for the 100997A sample. Indeed, we observed a pronounced resonance in the
reflectance spectrum below the Fermi onset already at zero magnetic field
(green arrow in Fig.7.5) which becomes more relevant under magnetic field. As
shown in Fig.7.10a, the magnetic field dependence of such an absorption
resonance shows a distinctly diamagnetic shift confirming the excitonic
character. This absorption line extrapolated to fields higher than 20T seems to
link the neutral exciton emission weakly reappearing in the vicinity of filling
factor v=1. For this reason, we label this absorption transition as “X” which is
also observed in PLE measurements (see Figure7.15).

PL Intensity (arb.units)

1.60 1.61 1.62 1.63 1.64
Energy (eV)

Figure.7.15: PL (green line) and PLE spectra at different magnetic field in o+/o+
configurations. The energy of detection positions for the distinct PLE spectra (red and black
lines) correspond to the position of Ly and “X ™ emission lines. The position of the Fermi edge
(blue line) is shown for comparison.

160



7.-Luminescence and absorption-type studies of modulation doped Cdi.xMnxTe QW structures

As shown (see Fig.7.5), the PLE spectra of the M-E (“X™) and B-B (L)
luminescence lines are very different already at zero field what stays under magnetic
field. Thus, in the PLE spectrum of the L, luminescence the most pronounced peaks
are those related to the higher Ly transitions involving empty Landau levels as
shown in Fig. 7.15a and b. However, the PLE of “X” shows the additional
absorption peak corresponding to the “X”, observed in reflectance measurements.

Nevertheless, we note that the resonant absorption at the “X” position is
very weak at low magnetic fields becoming clearly observable at magnetic fields
for which v <2 (see Fig. 7.15c). We can therefore conclude that even in case of
highly doped samples, it is still possible to distinguish optical transitions clearly
related to excitonic complexes (“X” and “X™”) coexisting with free particle-like
transition (Ly). The strength of such excitonic transitions in the optical spectra
depends on the magnetic fields: less visible at low magnetic fields ( v>2 ) and
dominating at high magnetic fields (v <2 ).

7.2.6. Coexistence of one particle-like and excitonic-like optical
transitions in modulation doped quantum wells

The observation of clear excitonic-like transitions in structures with
electron concentrations as high as [6x10"cm™ cannot easily be explained using
existing theoretical models. Our experimental findings have shown that for a
high density of electrons, we can distinguish to kinds of optical transitions of a
different nature. We have observed transitions that can be interpreted in a
single particle picture corrected for the effect of the band gap renormalization.
At zero magnetic field, these transitions result in a broad luminescence band
which peaks at the energy of the renormalized bandgap and they lead to the
observation of a conventional “Moss-Burstein” absorption onset. In magnetic
fields, these transitions decompose into Landau levels reflecting the changes in
the occupation of the subsequent Landau levels.

We have also observed transitions showing typical features of excitonic
complexes: “X” and “X 7. At zero field the energies of “X” and “X ”resonances
lie in between the energy of the renormalized bandgap (peak of the luminescence)
and the energy corresponding to the Moss-Burstein absorption onset. Under
magnetic field, both transitions show a characteristic diamagnetic shift.

At low magnetic field the emission spectra are mainly composed of band-to
band transitions. Under special conditions we can clearly observe the “X™”
luminescence, before it crosses with the dominant band-to-band transition L, in the
vicinity of filling factor v=2, becoming the dominant luminescence line at high
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magnetic fields. These different emission processes are in fact related to distinct
absorption thresholds. One threshold is associated with the absorption at the Fermi
edge (E*p) to which the band-to-band transitions Ly and SUy are related and the
second threshold is associated with the neutral exciton “X” to which the “X™” and
S, luminescence lines are related as shown in Figure.7.16.

In addition, the magnetic field dependence of the energy position of the
excitonic-like lines “X” and “X” in highly doped samples resemble the
corresponding magnetic field dependence of the X and X excitons in samples
with low electron concentration (for instance B;). Such similarities are
particularly relevant at high magnetic fields where the optical response does not
seem to depend on the electron density. The coexistence of two type of
transitions of a different nature, one characteristic for lightly doped samples and
a second one characteristic of heavily doped structures, poses, at first sight, the
question of the problem of spatial homogeneity of our structures. The essential
point is whether the coexistence of band-to-band and excitonic transitions is a
property of a system with a homogenous electron concentration or if such “two-
phases”-like behavior is simply the consequence of a spatial separation of regions
with different electron concentrations. The former possibility is very attractive
but, as we already discussed, there is no theoretical model, which could be
applicable to our data.

PL intensity (arb.units)

-

1.60 ‘I.EIS‘I 1.(|32 ‘I.(ISS
Energy (eV)

Figure.7.16 : PL spectra for different energy excitations (below barrier) at B=10T and T=1.7
K for the indicated polarization configuration.
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However, the problem of the optical response in the presence of 2D
electrons is far from being trivial and it is not completely solved. Notably, the
case of intermediate electron concentrations (Ep[E,) is not very well understood.
It is well known that in case of high electron densities the “excitonic effects” are
explained in terms of “Fermi edge singularity” [Brum-1997]. This “excitonic
effect” results in the enhancement of the oscillator strength of optical transitions
but does not imply the formation of bound states. However, our “excitons” are
clearly bound states (showing characteristic diamagnetic shifts) and cannot be
explained using a conventional “Fermi edge singularity” formalism. One may
however, think that this formalism cannot be strictly applicable in the case of
intermediate range of electron concentrations (E.[E,), and more theoretical and
experimental work is needed to clarify this point.

An alternative and more speculative possibility to explain our data is to
assume that our sample is spatially inhomogenous, and therefore the interband
optical experiments probe different regions with distinctly different electron
concentrations. Assuming such a possibility, one can imagine a simplistic picture
in which electrons condense into “lakes” which are separated by insulating
regions. Our samples would be composed by a mosaic of cluster of carriers
which start to ‘condense’ as water droplets in potential fluctuations in order to
form ‘lakes’ with a common carrier density. These clusters would be spread over
all the sample and their extension would be related to the potential fluctuations
and the Fermi level of a given ‘lake’. Between the lakes no carriers are present.
Both phases might be coupled under interband excitations with the negatively
charge exciton as the corresponding correlation establishing a bridge between
both phases.

The evolution of the optical response in our samples as a function of the
electron concentration. The model, “lakes of electrons” and “insulating islands”
can be used to qualitatively interpret our data. In particular the balance
between different luminescence transitions under different excitation conditions
can be explained in terms of characteristic relaxation processes between the two
spatially different regions. The model has however an essential deficiency which
concerns the electron concentration, which is a well defined value in our samples
as the experimental data have shown (narrow linewidths of the inter Landau
level transitions ClmeV). The dispersion in the electron concentration should
noticeable broaden these lines due to the shift of the renormalized band-gap. On
the other hand, it is difficult to explain that each lake of electrons should be
characterized by very similar electron concentration. We are left with the open
question concerning the possibility of forming the “lakes of electrons” with well
defined electron concentration
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Conclusions

We have investigated the evolution of the optical response as a function of
carrier density in modulation doped II-VI quantum well structures. This study
reveals a persistence of excitonic transitions for electron densities for which
Fermi energy is comparable to the exciton binding energy. We observe a
coexistence tuned by magnetic field of band to band and excitonic-like
transitions in samples with electron concentration as high as 6.3x10 "cm™. Our
investigation leads to address the question whether such observations are
characteristics for systems with homogenous carrier density or they involve a
phase separation, i.e. “insulating islands” and “lakes of electrons” with well-
defined electron concentrations.
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General conclusions

We have studied the sp-d exchange interaction between 2D electrons and
localized magnetic moments by investigating the electronic and magnetic
properties of n-type modulation doped CdMnTe quantum well structures.

The electronic properties strongly reflect the realignment of the
electronic spin states induced by the exchange interaction when a magnetic field
is applied. Such band realignment leads to a giant Zeeman splitting whose
magnetic field and temperature dependence is differently described at low or
high magnetic fields.

In the low magnetic field region, the combination of the cyclotron
resonance measurements (effective electron mass) and the characteristic beating
patterns in the amplitude of the Shubnikov-de Haas oscillations of the
longitudinal resistance Ryx allow us to determine a precise model for the magnetic
field dependence of the effective Zeeman energy. This model considers the two
components of the effective Zeeman energy: the standard Zeeman effect plus a sp-
d exchange interaction term which is successfully described by the mean-field
approach. This model permits to describe the magnetic field and temperature
dependence of the transport and optical properties (Raman and PL) of the
electronics subsystem in the low field regime.

In the high magnetic field range, where the effective Zeeman energy is
expected to vanish (E,=0), we observe that a zero effective Zeeman energy does
not necessarily imply a closing of the spin gap. Independently of the condition of
vanishing Zeeman splitting, the spin gap always remains open for filling factors
5/2 <V < 7/2 and around v = 3/2. The experimental findings corresponding to
Raman scattering and transport experiments indicate a repulsion between spin
up and spin down Landau levels. The effect of opening or closing the spin gap
by tuning the effective Zeeman splitting can be seen as an anticrossing or
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crossing of the spin split Landau levels which permit an almost complete
understanding of our data. The anticrossing description complements the model
of the effective Zeeman splitting based on the mean field approach at the
vanishing effective Zeeman gap E,=0.

The magnetic properties of the Mn®" ion subsystem show an influence of
the carrier presence. The Knight shift of the position of the EPR spectrum is
differently understood at low and high magnetic fields. In case of low magnetic
fields, the mean field approach can describe the effects of electrons in the quantum
Hall regime on the Mn*" magnetic properties.

However, the mean field approach does not account for the large shift of the
Mn?" spin resonance observed at high magnetic fields in the vicinity of EM*,=E,. A
model based on a resonant interaction between the mean-field spin excitations for
electrons and Mn?' ions has been proposed in order to interpret the Raman and
EPR experimental data. This model based on an anticrossing between both,
electronic and magnetic spin excitations, well describes the experimental findings,
providing the correct order of magnitude for the observed shift of the resonance
position and its temperature dependence when EY*,=E°,.

However, some questions remain open such as the role of the quantum Hall
state (v=3) near the anticrossing region or more generally the origin of the
observed anticrossing which seems to weakly depend on carrier concentration
and is therefore most likely related to the spin-orbit interaction.

A direct consequence of the mean field approach in our samples is the
existence of two particular situations: E%,=E"", and E%=0. In both cases,
perturbation effects resonantly appear due to the interaction of electronic and
magnetic spin excitations of the DMS crystal.

The study of the evolution of the optical response as a function of carrier
density in modulation doped II-VI quantum well structures reveals a persistence
of excitonic transitions for electron densities for which Fermi energy is
comparable to the exciton binding energy. We observe a coexistence tuned by
magnetic field of band to band and excitonic-like transitions in samples with
electron concentrations as high as 6.3x10 "em?® Our investigation leads to
address the question whether such observations are characteristic of
homogenous system or they involve a phase separation, i.e. “insulating islands”
and “lakes of electrons” with well defined electron concentrations.
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Appendix 1
Mini-optical table

Optical spectroscopy such as photo-luminescence or inelastic light
scattering gives access to the spin information of the electronic states involved
in the optical processes when the polarization components of the in-coming or
out-going photons are resolved. In semiconductor quantum well structures, the
emission or absorption transitions mainly imply circularly polarized light o+/-.

A typical optical table for photo-luminescence experiments is shown in
Figure A1.1. In the excitation path (red line), an ensemble composed by a linear
polarizer plus A/4 quarter wave plate can be used to circularly polarize (0+ or
0-) the excitation beam on the sample. In addition, the emitted photons can be
focused on a detector after analyzing their circular polarization component.
When the sample is placed inside a cryostat mounted on a magnet, the optical
path is sensitive to the magnetic forces, which adversely affect the stability of
the optical table. Since the holders of the optical elements (lens, mirror,
polarizer and A/4 plate) are slightly magnetic, a progressive disalignment occurs
on increasing the strength of the magnetic field. Similarly, the thermal
contractions may also displace the sample, disaligning further the set-up. In
addition, the design of magnets which facilitate high magnetic fields (> 23 T)
implies large distances for the optical paths further complicating optical
experiments.

With the motivation of performing stable and polarization resolved
experiments in the visible-near infrared spectral regions at high field and low
temperatures, a miniaturized optical table was made. The design of the mini-
optical table is mainly based on the schematic shown in Fig.A.1.1. Two parallel
optical axes for excitation and detection as shown Figure A.1.2a, allow us to
differently polarize or analyze the excitation or emitted light respectively. The
polarization analyzer ensemble is now composed of a linear polarizer (P)
mounted on a tube in front of a A/4 plate fixed on a independent support (see
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Figure A.1.1: Schematic illustration of a standard optical set-up table for photo-luminescence
experiments.

Figure A1.2b). Such an arrangement allows us to change the angle between the
polarizer axe with respect to the fixed optical axe of the A/4 plate. Thus, from the
polarizer position corresponding to one of the two configuration, 0+ or 0—, we
select the opposite 0— or 0+ by externally turning the tube by 90°. An optical
fiber (F) guides the laser to the excitation path. After polarizing o+ or —, the beam
is focused on the sample by a lens (L) and a mirror (M) as shown in Figure A.1.2c.
The emitted light is focused by a lens on the tip of a second optical fiber to reach
the detector after one of the two circular polarization components (0 + or —) was
selected by a similar arrangement (P+A/4). The optical components active in the
infrared region (near 800nm), the materials and the design of the optical path and
holders were carefully chosen in order to minimize the sensitivity to thermal
contraction and magnetic forces. The spacing between the optical axes was also a
handicap since the inner part of the cryostat tails do not exceed 34-37 mm.
Fig.A.1.2a shows the real size of the mini-optical table.
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Turning %‘—_{% C)

wheels 00°

Figure A.1.2: a) Picture of the home made’ miniaturization of the optical table (real size). b)
Detail of the optical insert corresponding to the ensemble of the polarization analyzer: polarizer
mounted in a tube and A/4 plate placed in a fixed holder. ¢) Overall upper view of the design of the
optical insert with the different parts for Faraday configuration PL experiments: optical fibers (F),
lenses (L), Fiber holders (F-H), mirror (M), polarizers (P), lenses (L) and A/4 quarter wave plates.
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Figure A.1.3: Different arrangements for: Faraday and Voigt configuration for PL,PLE and transmission
experiments.

The mini-table hangs from a solid structure fixed on a rigid central tube
which maintains stable the overall insert, which is 1.5 m long and weights 1.2
kg. The insert is completely leak tight and can be plunged into a He bath. Once
the optical components are well aligned and fixed, the system is easily
transportable and available for use in any standard cryostat and therefore in
high magnetic fields. In addition, this insert is flexible by design, offering many
possibilities for different configurations. The two parallel optical axes of the
optical table allows to independently install or remove different sample holders
or optical components (mirror, lenses...) making easier its alignment and also
opening a large number of distinct configurations of which some examples are
shown in Figure A.1.3.

The Faraday configuration is widely employed for polarization resolved
PL, PLE and Raman scattering experiments on quantum well structures. In
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such a configuration the magnetic field direction is perpendicular to the
quantum well layer and parallel to k-vector of the incident photon (red line).
The fact that the values of semiconductor index refraction are generally quite
large so that the ratio between the index refraction of the external medium
(generally, He gas or liquid) ngyr and the semiconductor ng is much smaller
than one. According to Snell’s law, the incident photon will consequently travel
through the sample perpendicular to the surface sample, i.e. parallel to B.
Another useful configuration achievable for PL spectroscopy is the Voigt
configuration (incident k-vector perpendicular to B) complemented using a
second mirror which displaces the emitted light towards the detector system
(see Fig.A.1.3). It enables us also to resolve the polarization both for detection
and excitation. Also transmission experiments in the Faraday configuration are
possible by placing a second mirror below a drilled sample holder. Illuminating
by unpolarized white light, the system allows us to analyze the two polarization
components (0 + and 0-) of the transmitted light through the sample.
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Appendix 2

Calculations of the
longitudinal resistance

In order to simulate of the longitudinal resistance of a 2DEG we start with
the assumption that the energy positions of the centers of spin-resolved Landau
levels are given by:

Ev., (B,T)= (N+%) jicd £E;(B,T) /2 Eq.Ap2.1

where N corresponds to the Landau level index taking the values N=0,1,2, ..,
wy=eB/m’, denotes the cyclotron energy, m’, is the electron mass, and the spin
splitting E, is given by Eq.4.1. The density of states related to each spin
resolved Landau level is represented by a Gaussian shape with the broadening

parameter (variance of the Gaussian function) /-

eB 1 e(—(E—ENT’l)Z/ZI'z)
h \J2ml

where eB/h is the degeneracy of single spin resolved Landau level and 1/~/271
is a renormalization factor for a Gaussian broadening:

E
DOS Nt o= Eq.Ap2.2

2 2
-(E-E /2r
TN VdE =1 Eq.Ap2.3

+00 1
| o

The total density of states in then given by:
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DOS(E,B,T) = Z(D()SENT +DOSEN1) Eq.Ap2.4
N=0

The first step in our calculations is to find the Fermi energy (for each
value of the magnetic field). This is done by solving the equation which defines
the known value of the electron concentration n:

Ep
n,= [DOS(E,B,T)dE Eq.Ap2.5

—00

For our calculations on sample 100997A, we assume m’, =0.107m, as
determined by cyclotron resonance measurements, n,=5.9x10"cm™® for the
electron concentration, E,;=1.70 meV for the s-d exchange constant,
T,=180mK for the “antiferromagnetic” correction to the effective temperature
of manganese spins, and g.=-1.6 for the “bare” electron g-factor in CdTe. The
effects of non-zero temperature are not included in the electron Fermi
distribution but they are taken into account for the expression for the electron
spin splitting E,.

Simulation at the low field region

After determining the position of the Fermi energy at each magnetic field
(from the eq.Ap2.5) the longitudinal resistance at low magnetic field is
calculated simply by assuming that it is proportional to the total density of
states at the Fermi level:

R, ~ DOS(EF) Eq.Ap2.6

As a matter of fact the only adjustable parameters in our modeling of R,, at low
fields are those concerning the broadening of the Landau level. The low field
data are best reproduced (see Fig.4.11) assuming a width of the Landau levels
changes with the magnetic field: T'=I+ I, B> [Ando-1982] where ';=0.07
meV and ,=0.2meV /T2
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Simulation at the high field region

The procedure of simulating R,, is more complex in the high field region.
Here, we distinguish between localized and extended states, assuming that only
the latter ones contribute to the conductivity. We suppose that in the central
part of each Landau there exists a band of extended states which is again of a
Gaussian shape and width ' <I. For each Landau band, the integrated
density of extended states is a fixed fraction of the total density of states. The
Fermi energy is calculated considering total density of states as before, but the
longitudinal resistance is assumed to be proportional to the density of extended
states at the Fermi level:

Ry~ DOSext(EF) Eq.Ap2.7

Another important point in simulating the high field data is to reproduce
the effect of the opening of the spin gap even in the case of vanishing s-d
Zeeman splitting. To take this into account we consider the possibility of
anticrossing of spin levels. We assume that for each Landau level index N, the
two Zeeman components Ey ;, are replaced by coupled levels E*y ;,. The
coupled levels are calculated within a simple first order perturbation approach,
introducing the interaction parameter A=A,/2 (4, is the anticrossing gap, see
chapter 4).

E*y,,=%(Ey, - Ey, )x {%( Ex, - Ex,)* +(8))}* EqAp2.8

In order to calculate the Fermi energy and the DOS for R,,, in Eq.Ap2.7 the
energy positions of the unperturbed Ey;, , levels are replaces by those of coupled
ones E*y ;.

In the simulations at tilt magnetic fields we have introduced the total
magnetic field B, into the equations which define the s-d Zeeman splitting. On
the other hand, the Landau quantization parameter such as the cyclotron
energy and the Landau level degeneracy are related to the magnetic field
component B, perpendicular to the plane of the 2DEG.

The adjustable parameters in our simulations are: the total width of the
Landau level I', the width of the band of the extended states and the interaction
parameter A. We have found that that our data are best described when N'=0.15
meV and I_,=0.075 meV both assumed to be constant in the magnetic field
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range considered (B=4-28T). The interaction parameter A was found to be
dependent on magnetic field as discussed in chapter 4.
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Appendix 3

Construction of a
g-factor marker

For reliable electron paramagnetic resonance experiments a suitable
standard for calibrating the magnetic field in order to determine the g-factor of
the spin species under study is essential. The field determined from reading the
current in a super-conducting magnet leaves some margin for error such as
residual fields or hysterisis loops, etc. These experimental errors can be
significant for high resolution EPR spectroscopy. For this reason we use the
organic radical 2.2-diphenyl-1-picrylhydrzyl (DPPH) as a standard sample for
EPR calibration [Krzystek-1997]. The EPR spectrum varies from a single
narrow (<1mT) line without structure to a broader spectrum (4.8mT)
depending on the sample preparation giving a g-factor value of 2.0036
[Al'tshuler-1964].

The extremely narrow linewidth with respect to our Mn®>" EPR spectrum
((B5mT) and its strong EPR signal makes DPPH an ideal candidate for the
construction of a g-factor marker on the site of the sample.

In order to measure the DPPH EPR spectrum with our experimental set-
up (see chapter 5), we use a standard carbon resistance that will act as a
bolometer. An Allan Bradley resistor was chosen for such purpose due to its
high thermal sensitivity in the temperature range where we performed our
experiments [4.2 - 1.6 K]. The resistor was polished in order to reduce its size
and to obtain a thin and regular shape. In an initial test, we placed the resistor
in our EPR insert, below a small amount of DPPH powder which was
introduced in a 0.6mm-thick Teflon container as is schematized in Figure A.3.1.
We measured the resistance value as a function of magnetic field under
continuous microwave irradiation in order to obtain the EPR spectrum of
DPPH at low temperatures as shown in Figure A3.2. The magnet used was a
super-conducting coil with a homogeneity of 10* into a 10mm-diameter sphere
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at the center field position. The resistance is very sensitive to the temperature
changes due to the resonant absorption (notice the 20% change of the resistance
at resonance, see Fig.A.3.2a)). This fact allows us to obtain a typical EPR
spectrum composed by a single narrow line for both frequencies 230 and 95 GHz
within a resolution up to 16 G (see Fig.A.3.2).

Microwaves Bolometer conception
irradiation
Q&Q& § DPPH
a) Resistor = (T)

Microwaves

: Sample
guide tube

d < Ilmm

by |

Marker emplacement

Figure A3.1. Schematic representation of the a): Bolometer conception. The resistance value is
sensitive to the changes of the Microwaves intensity in and out the DPPH absorption. b)
schematic view of the marker ensemble with respect to the sample.

The next step was to incorporate the g-factor marker in our experimental
set-up. The ensemble DPPH-bolometer was placed below the sample, less than
lmm away, as Fig.A.3.1 shows, in order to determine as accurately as possible
the magnetic field felt at the sample position.
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Figure A3.2. DPPH spectra measured with our made-home bolometer at a) low field region
using a microwave frequency of 95GHz at 4.2K. b) High field region: microwave frequency of
230GHz at 1.6K.

This in situ installation of the g-marker-bolometer ensemble allowed us to

calibrate the field of all data acquired and to precisely determine an absolute
value for the Mn*" g-factor.
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Résumé

Phénoménes dépendants du spin dans des structures & un puits quantique CdMnTe &
modulation de dopage de type-n

L’étude des propriétés électroniques et magnétiques des structures & un puits quantique
CdMnTe a modulation de dopage de type-n nous a permis d’explorer 'interaction d ‘échange sp-
d entre les électrons 2D délocalisés et les moments magnétiques localisés des ions Mn®". Cette
interaction d’échange sépare les états de spin électronique induisant un splitting Zeeman géant
lequel modifie profondément les propriétés électroniques et optiques du semi-conducteur. A faible
champ magnétique, I'interaction sp-d peut étre décrite par une approximation de champ moyen.
Néanmoins, & fort champ magnétique nous observons qu’une énergie effective Zeeman nulle
n’entraine pas la disparition compléte du gap de spin. En effet, des expériences de transport et de
spectroscopie Raman montrent une répulsion entre les niveaux de spin up et down. Nos résultats
peuvent étre expliqués dans le cadre d’'un modéle basé sur l'anti-croisement des niveaux de
Landau résolus en spin. Les propriétés magnétiques du sous-systéme d’ions Mn*" sont fortement
influencées par la présence des porteurs. Le ‘Knight shift’ observé pour la position du spectre
RPE peut étre décrit par 'approximation de champ moyen pour de faibles champs. Cependant,
cette approximation ne permet pas de décrire la valeur importante du ‘Knight shift” & fort champ
au voisinage de EM',=E°,. Pour interpréter nos résultats expérimentaux de spectroscopie Raman
et de RPE nous proposons un modéle basé sur l'interaction résonante entre les excitations de spin
pour les électrons et pour les ions Mn*'. Finalement, une étude de ’évolution de la réponse
optique des puits quantiques CdMnTe en fonction de la concentration d’électrons montre une
persistance des effets excitoniques lorsque 1’énergie de Fermi est comparable & I’énergie de liaison
excitonique. Suite & nos recherches, ’homogénéité de nos systémes est remise en cause.
Mots-clés : semiconducteurs, spin, ion Mn®" localisé, électron délocalisé, interaction d’échange
sp-d, propriétés optiques, effet Hall quantique, excitons.

Abstract

Spin dependent phenomena in n-type modulation doped CdMnTe quantum well
structures

The study of the electronic and magnetic properties of n-type modulation doped
CdMnTe quantum well structures has allowed to investigate the sp-d exchange interaction
between 2D electrons and localized magnetic moments of Mn*' ions. Such exchange
interaction realigns the electronic spin states leading to a giant Zeeman splitting which
deeply modifies the optical and electronic properties of the semiconductor host. At low
magnetic fields, the sp-d exchange interaction term can be successfully described by the
mean-field approach. However, in the high magnetic field region, we observe that a zero
effective Zeeman energy (E,=0) does not necessarily imply a closing of the spin gap. Raman
scattering and transport experiments indicate a repulsion between spin up and spin down
Landau levels. A model based on an anticrossing of the spin split Landau levels permits an
almost complete understanding of our data. The magnetic properties of the Mn*' ion
subsystem show an influence of the carrier presence. The Knight shift of the position of the EPR
spectrum can be described by the mean field approach in the low magnetic field region. However,
the mean field approach does not account for the large shift of the Mn®" spin resonance observed
at high magnetic fields in the vicinity of E,=E%. A model based on a resonant interaction
between the mean-field spin excitations for electrons and Mn?" ions has been proposed in order to
interpret the Raman and EPR experimental data. Finally, a study of the evolution of the
optical response as a function of carrier density in modulation doped II-VI quantum well
structures reveals a persistence of excitonic transitions for electron densities for which Fermi
energy is comparable to the exciton binding energy. Our investigation leads to address the
question whether such observations are characteristic of homogenous system or they involve
a phase separation.
Key-words: semiconductor, spin, localized Mn?' ion, delocalized electron, sp-d exchange
interaction, optical properties, quantum Hall effect, excitons.





