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Abstract

The history of recent galactic nucleosynthesis activity can be studied by measure-
ments of the 1.809 MeV gamma-ray line arising from the decay of radioactive 2Al.
The COMPTEL telescope aboard the Compton Gamma-Ray Observatory, launched
on April 5, 1991, permits for the first time an extensive investigation of the 1.8 MeV
radiation throughout the entire sky. The aim of this thesis is to infer the galactic
distribution of 2°Al from these measurements and to identify the dominant sources of
this radioactive isotope.

The first part of the thesis is dedicated to the reconstruction of the 1.8 MeV intensity
distribution from the measured data. It is demonstrated that the use of conventional
deconvolution algorithms, like maximum likelihood or maximum entropy inversion,
leads to lumpy, noise-dominated intensity distributions. Nevertheless, simulations can
help to assess the uncertainties in the reconstructed images, which permits the scien-
tific exploitation of the recovered skymaps. Alternatively, a multiresolution approach
is proposed, which largely reduces the uncertainties in the reconstructed 1.8 MeV in-
tensity distribution. In summary, 1.8 MeV emission is mainly concentrated towards
the galactic plane, which clearly demonstrates that the bulk of 2°Al is of galactic rather
than local origin. However, distinct emission features towards Cygnus, Carina, and
the Auriga-Camelopardalis-Perseus region are inconsistent with a smooth galactic 1.8
MeV emission profile, pointing towards a massive star origin of 2¢Al

The second part of the thesis consists of a multi-wavelength comparison of COMP-
TEL 1.8 MeV data which aims in the identification of the origin of galactic *°Al. For
the comparison, a rigorous Bayesian analysis is applied, which is the only consistent
framework that allows inference based on the comparison. It turned out that the 1.8
MeV distribution follows very closely the distribution of free electrons in the Galaxy
which is traced by thermal bremsstrahlung, observable in the microwave domain. The
similarity of the 1.8 MeV intensity distribution to the thermal bremsstrahlung distri-
bution implies a direct proportionality between the 2°Al and the massive star column
densities, which strongly supports that massive stars are the origin of galactic 2°Al.
In particular, ONeMg-novae and AGB stars can be excluded as dominant Al sources
since their galactic distribution is not expected to correlate with the distribution of
free electrons.

The correlation between Al and free electrons established, the analysis of 1.8
MeV 4-ray line emission can complement our knowledge about star formation and the
distribution of ionized gas throughout the entire Galaxy. While COMPTEL made
the first step in providing the first all-sky map in the light of the 1.809 MeV line,
INTEGRAL, the next generation v-ray spectrometer, will allow a detailed study of
current star formation in the Galaxy.



Résumé

[.’émission de la raie gammaa 1,809 MeV, correspondante a la décroissance du radio-
isotope 26Al, témoigne de la syntheése récente d’éléments lourds dans notre Galaxie. Une
étude approfondie de cette émission a pu étre réalisée grace au télescope COMPTEL,
mis en orbite en avril 1991. En particulier, je présente dans cette these une étude de
lorigine et de la distribution de I’*°Al dans la Galaxie.

La premiere partie de cette these est consacrée a la reconstruction de I'image du
ciel dans la lumiere de la raie a 1,8 MeV. Les algorithmes conventionnels, comme la
méthode de maximum d’entropie ou de vraisemblance maximale, menent a des images
bruitées, dominées par des fluctuations statistique du bruit de fond. Afin d’exploiter
scientifiquement celles-ci, il a été nécessaire d’effectuer des simulations en particulier
pour déterminer les incertitudes. De plus, une approche multi-résolution permettant
une réduction significative des incertitudes est proposée dans la these. Il ressort de cette
analyse, que I’émission a 1,8 MeV est concentré dans le plan galactique, ce qui montre
clairement que origine de 1'*°Al est galactique et non locale. Cependant, I’émission
distinct vers la région du Cygne, la Carene, et le complexe du Cocher-Girafe-Persée
est incompatible avec des fluctuations statistique, indiquant les étoiles massives comme
géniteurs principaux de 1’?Al.

La deuxieme partie de cette these consiste dans une comparaison des données
COMPTEL a 1,8 MeV avec d’autres longueurs d’onde avec le but d’identifier ’origine de
?6A1 galactique. Pour effectuer cette comparaison, j’ai utilisé une approche Bayesienne
qui est I'unique cadre consistent permettant des conclusions basées sur la comparaison.
Cette comparaison a montré que la distribution de la raie a 1,8 MeV ressemble forte-
ment a la distribution des électrons libres, tracée par le rayonnement de freinage ther-
mique qui est observé dans la domaine des microondes. Cette ressemblance implique
une proportionnalité directe entre la colonne densité de 1’*°Al et des étoiles massives,
supportant fortement que les étoiles massives soient a l'origine de 1’*Al galactique.
En particuliere, les novae O-Ne-Mg et les étoiles AGB peuvent étre exclues comme
géniteurs important de 1*°Al, car ils ne sont pas corrélés a la distribution des électrons
libres.

La corrélation entre 1'?°Al et les électrons libres étant établie, 'analyse de la raie
gamma a 1,8 MeV peut compléter nos connaissances sur la formations d’étoiles et la
distribution du gaz ionisé dans tout la Galaxie. Si le télescope COMPTEL a produit
la premiere carte du ciel dans la raie gamma a 1.8 MeV, le prochain instrument, IN-
TEGRAL, va permettre une étude approfondie des sites de formation d’étoiles dans
notre Galaxie.



Chapter 1

Introduction

1.1 Nuclear Astrophysics and y-ray Astronomy

If, on a starry night, one turns ones gaze towards the firmament, it is unavoidable
that a feeling of rest and eternity comes over the mind. In a life, which is marked by
transformations, birth and death, youth and age, the stars form a definite and absolute
basis, which seems invariable and endless. For a long time it was a prevailing cultural
belief that the heavens represented a perfect and therefore unchangeable creation by
God. The only apparent change in the sky, the movement of the planets, was described
by perfectly cyclic motions, i.e., motions that have no start and no end. Change was
supposed to be permitted only on the imperfect Earth, and when change did in fact
occur in the sky the matter was dealt with by ensuring that no written record of it
was made. It is therefore not surprising that the phenomenon of novae or supernovae
came very lately to the attention of European astronomers, when in 1572 Tycho Brahe
discovered a ‘new’ bright star, visible over 18 months in the constellation of Cassiopeia.
With increasing observational effort, more and more life came into the sky: At the
transition from the 16th to the 17th century, the first variable star, Mira (o Ceti), was
discovered by David Fabricius. In 1718, Edmond Halley recognized that stars are not
fixed on a sphere, as had been believed for a long time, but have their proper motions
on the sky. Nowadays, a wealth of variable phenomena is observed in the sky, not only
at optical wavelengths but throughout the entire electromagnetic spectrum. Among
these are: pulsars, which were discovered first in 1967 by their radio emission, quasars,
first observed at radio wavelengths in 1963, and the mysterious ~-ray bursts, which
were accidentally discovered by satellite-borne detectors meant to monitor violations
of the nuclear test ban treaty.

Today it is known that even the stars have only a finite lifetime, which however
lasts millions to billions of years, much too long for aging to be directly perceptible
to human beings. But physical changes due to the evolution of stars which may be as
short as decades or centuries are readily observed (a noticeable example is P Cygni,
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which appeared in the 17th century as a reddish, rather variable star, but today is a
relatively constant yellowish-white star). In the 1920s the English astrophysicist Sir
Arthur Stanley Eddington worked out the internal structure of the stars, and proposed
that nuclear energy causes them to shine. In 1938, Hans Bethe and Carl Friedrich von
Weizsacker independently described two nuclear reaction chains (the pp chain and the
CNO cycle) which can provide the nuclear energy budget of the stars by transforming
hydrogen into helium. Today, the evolution of stars is understood as the story of their
nuclear transmutations and the consequent effects on the stellar structure.

During the struggle to understand the energetics of stars in their various evolution-
ary stages, and to explain the origin and abundance of the chemical elements and their
isotopes in the Universe, the field of nuclear astrophysics emerged in the 1940s from the
marriage of the old science of astronomy with the young discipline of nuclear physics.
Since the epoch-making paper of Burbidge et al. (1957), it has been established that the
majority of the chemical elements are produced by nuclear reactions in the hot stellar
interiors, either during the long, quiescent phases of stellar evolution, or in the violent
supernova explosions that mark the death of massive stars. The material ejected from
the dying stars is mixed in the interstellar medium from which new stellar generations
are formed. The cycle then starts again, progressively enriching the Galaxy with heavy
elements.

Stellar nucleosynthesis produces not only stable, but also unstable nuclei with life-
times ranging from seconds to billions of years. Their radioactive transitions may give
rise to y-ray photons which, under certain conditions, may be detected by sufficiently
sensitive instruments. This possibility, first suggested by Clayton and Craddock (1965),
would unambiguously allow the detection of isotopes through their characteristic v-ray
signature. Moreover, detection of species with lifetimes considerably shorter than the
age of the Galaxy would clearly show that nucleosynthesis is still active today. This
thesis deals with the observation of such a nuclear transition line, arising from the
radioactive decay of 26Al with a lifetime of ~ 10° yr.

1.2 Observation of the 1.809 MeV Line

The discovery of y-ray emission arising from the decay of radioactive 2°Al in the inter-
stellar medium (ISM) was a milestone in y-ray astronomy; it was the first detection of
a cosmic radioactive isotope by means of its y-ray radiation. Using the high-purity ger-
manium (Ge) detectors aboard the HEAO-3 satellite, Mahoney et al. (1984) observed
a vy-ray line at 1808.49+0.41 keV from the general direction of the galactic center. Due
to the high energy resolution of the Ge detectors (3.5 keV FWHM), the observed line
could be uniquely identified with the 1808.65 + 0.07 keV line arising from the radioac-
tive decay of *°Al at rest. The observed intrinsic line width (FWHM) of < 3.0 keV (10)
was consistent with the Doppler broadening expected from differential galactic rota-
tion and random motions of the ISM. From the observed intensity of (4.8 +1.0)10~*
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ph em~?s~!'rad=! from the vicinity of the galactic center, a total galactic Al mass of
3 Mg was inferred.

One year later, the y-ray spectrometer aboard the Solar Maximum Mission (SMM)
satellite provided convincing proof that the HEAO-3 discovery was truly the signature
of galactic 2°Al production (Share et al. 1985). Following this promising discovery,
a number of balloon borne instruments were set up, aiming to improve the spatial
information on galactic 1.809 MeV emissivity (von Ballmoos et al. 1987, MacCallum
et al. 1987, Malet et al. 1991, Teegarden et al. 1991). Nonetheless, the poor angular
resolution of the experiments could only weakly constrain possible distribution models.
While all measurements generally agreed about an enhancement of 1.8 MeV emission
towards the galactic center, re-analysis of the SMM 1.8 MeV measurements by using
the Earth as an occulting disk ruled out a single point source at the galactic center
at the 4.7 o confidence level (Purcell 1989). Additionally, the marginal detection (2
o) of 1.8 MeV emission from the galactic plane at longitudes I = 335° by GRIS was
considered as indication of extended Al emission along the galactic plane (Teegarden

et al. 1991).

The HEAO-3 discovery of 1.8 MeV emission hardly came as a surprise. Indeed,
calculations in the late 60s of explosive carbon burning in supernovae (Arnett 1969)
had shown that substantial amounts of A1 may be produced in this environment. On
the basis of these estimates it was suggested that the 1.8 MeV line of Al would be
an interesting target for y-ray line astronomy (Ramaty and Lingenfelter 1977, Arnett
1977). Due to its relative long lifetime of 76 = 1.04010° years (Fuller et al. 1982),
26A1 from several thousand supernovae should accumulate in the Galaxy, giving rise to
a diffuse emission in the galactic plane. The flux on Earth was estimated to ~ 107*
ph em™%s7! from the galactic center direction, and it was pointed out that, because of
its long mean life, 2°A1 would have enough time to be thermalized in the ISM; therefore,
it would de-excite essentially at rest and emit a narrow line.

Recent measurements by the balloon borne ~-ray spectrometer GRIS, however,
raised some doubt about the thermalization of *°Al in the ISM. Naya et al. (1996)
reported for a 32 hour balloon flight made from Alice Springs (Australia) the detection
of a broadened 1.8 MeV line from the galactic center direction with an intrinsic width
of 5.4 + 1.4 keV. The detection of such a wide feature is suggestive of either high
dispersion velocities (> 450 km s™!) or high temperatures (7' > 210® K), for which,
however, no standard scenario can account (e.g., Chen et al. 1997). Note, however,
that the GRIS measurement is inconsistent with the HEAQO-3 measurement at the 2o
confidence level.

Since April 5, 1991, the imaging Compton telescope COMPTEL aboard the Comp-
ton Gamma-Ray Observatory (CGRO) is in orbit, providing for the first time a com-
plete survey of the ~v-ray sky at energies between 0.75 — 30 MeV. Its unprecedented
angular resolution of 3.8° (FWHM) within a wide field of view of about 1 steradian
allows a detailed mapping of the 1.8 MeV line throughout the entire sky. After more
than 6 years of operation, the point source sensitivity at 1.8 MeV was pushed below



Fig. 1.1: Decay scheme of 2°Al from Lederer and Shirley (1978).

1.5107° ph cm™2s7! (30) for the combined data, setting a new standard in y-ray line
astronomy. Besides the clear detection of the 1.8 MeV line, new ~-ray lines were dis-
covered with COMPTEL. Iyudin et al. (1994) reported the observation of the 1.157
MeV 4-ray line arising from the radioactive decay of **Ti towards the Cas A supernova
remnant, and Morris et al. (1995) found evidence for the two principal decay lines of
(o, at 847 keV and 1238 keV, from the type Ia supernova SN 1991 T. Additional,
enhanced y-ray emission between 3 — 7 MeV was reported by Bloemen et al. (1994h)
from the Orion molecular cloud complex, which was tentatively attributed to nuclear
deexcitation lines at 4.44 and 6.13 MeV from accelerated '*C and '®O nuclei.

1.3 The Radioactive Isotope *°Al

1.3.1 Nucleosynthesis of 2°Al

The ground state of %Al is unstable to positron emission (3% emission; 82%) or to
electron capture (EC; 15%) with a mean life of ¢ = 1.04010° years (Fuller el al.
1982). Tts decay feeds the first excited state of **Mg at 1.8087 MeV, which de-excites
within 0.49 ps by emitting a y-ray photon of 1.8086 MeV. At 228 keV above the ground
state, *°Al has an isomeric state (**A1™) which can directly decay to the ground state
of Mg by an allowed transition, because both states have the same spin and parity
(cf. Fig. 1.1). The half-life of *A1™ is only 6.36 s. If this state can be thermally excited
(at T ~ 2.6 10° K), the *°Al decay rate changes by a factor of roughly 10'%.



An environment rich in Mg can be
found in the carbon and neon shells
of massive stars, where %Al can be pro-
duced hydrostatically (7' ~ 10? K) or
explosively (T, ~ (2 —2.5)10° K). The
Mg(p,7)*°Al reaction proceeds rapi-
dely at these high temperatures and
leads to large amounts of 2°Al, despite
the low abundance of protons gener-
ated in these sites by reactions such
as '2C("2C,p)*®Na. In such environ-
ments, however, substantial amounts of
neutrons may be produced through sec-
ondary reactions, and 2°Al may be de-
stroyed by #°Al(n,p) and *Al(n,a) reac-
tions. If neutrons are not present in
large quantities and if the timescale is
sufficiently long (> 10 s, i.e. in shell C-
burning conditions), %Al is mainly de-
stroyed by 3% decay (at such high tem-
peratures the 3% decay rate is enhanced
due to the presence of the isomeric state

26A1m).

Fig. 1.2: Principal reactions involved in the
synthesis of Al in astrophysical sites. Solid ar-
rows: (p,y) reactions; wavy arrows: 3% decays;
dashed arrows (p,a) reactions.

To be observable in v-rays, Al has to be ejected in the ISM before destruction. This
can easily be achieved in the case of an explosive site, such as a nova or a supernova.
On the other hand, objects suffering extensive mass loss and sufficient internal mixing,
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like Wolf-Rayet stars (WRs), Luminous Blue Variables (L.LBVs), or Asymptotic Giant
Branch stars (AGBs), could also statisfy this condition. Obviously, the different
regimes of temperature, density, timescale and initial composition in these astrophysical
sites imply different modes for the production and destruction of 2°Al. In the subsequent
sections the most important candidate sites that have been proposed up to now are
presented.

1.3.2 Massive Stars

Hydrostatic core H burning in massive stars can lead to the production of significant
amounts of *°Al if the central temperature of the star is 7. > (3.5 — 4) 107 K, i.e., for
stars more massive than ~ 15 Mg on the main sequence. As the convective stellar core
gradually retreats, while the star still burns H on the main sequence, it leaves behind
26A1 that has been previously produced and mixed in the core. Whether or not it will
appear at the stellar surface depends on internal mixing and the mass loss.

All massive stars suffer mass loss due to a stellar wind which is driven by radiation
pressure in absorption lines. Among the stellar objects showing the largest mass loss
rates are Wolf-Rayet (WR) stars which are characterized by prominent broad emission
lines of nitrogen (WN stars) or carbon and oxygen (WC and WO stars) in their spectra.
These lines are interpreted as freshly synthesized products of central hydrogen or helium
burning arising at the stellar surface due to heavy mass loss and/or internal mixing (e.g.
Langer 1987). Since ?°Al is produced during core hydrogen burning, it is expected to
show up at the stellar surface together with nitrogen', i.e. in WN stars (Prantzos and
Cassé 1986). During the subsequent phase of central helium burning *°Al is no longer
produced. Neutrons released through *C(a,n) and **Ne(a,n) efficiently destroy the
remaining 2°Al in the stellar core through *°Al(n,a) and 2°Al(n,p) reactions. However,
26A1 continues to be ejected from the stellar envelope, and disappears only when the
He burning products appear at the surface, at their turn, in the WC phase.

Several calculations of 2°Al production in WR stars have been performed in the
recent past (e.g. Prantzos and Cassé 1986, Langer et al. 1995, Meynet et al. 1997,
and references therein). Despite differences in the stellar models and different physical
ingredients (mass loss, treatment of convection, reaction rates) that were used, results
agreeing within a factor of ~ 3 are found for stars of a given mass. The calculations
show that stars in the mass range 40 < M/Mg < 120 and with solar metallicity
eject a few 107° — 1072 Mg of %Al in the ISM, where higher stellar masses lead to
higher 2°Al yields. An important feature of the production of Al by WR stars is the
dependence of the Al yield on metallicity (Prantzos and Cassé 1986). Firstly, the
production of ?°Al is proportional to the available amount of Mg which depends on

!For massive stars, central hydrogen burning is mainly through the CNO cycle. Due to the slow-
ness of the 1*N(p,7)!®0 reaction, all C and O is converted to N in hydrostatic equilibrium. Hence,
overabundance of N over O and C is a clear sign of the activity of the CNO cycle.
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the initial stellar metallicity. Secondly, the initial metallicity determines the mass loss
rate on the main sequence since the radiative force on the envelope depends on the
amount of metallic ions it contains. Thirdly, higher metallicity reduces, again via the
mass loss, the minimum mass required for a star to turn into a WR star. The first two
dependencies result in a power law relation Mg o (Z/7¢)" (where n ~ 2—2.2) between
the 2Al yields and the initial metallicity Z (Prantzos and Diehl 1996, Meynet et al.
1997). The present day galactic Al mass due to WR stars is hence rather sensitive to
the galactic metallicity gradient, the precise value of which is still uncertain. Recent
estimates amount from My = 0.4 Mg (Prantzos and Diehl 1996) to My = 0.9 + 0.5
Mg (Meynet et al. 1997).

The influence of a close companion on the Al yields of WR stars has recently been
investigated by Braun and Langer (1994). Their calculations show that for massive
WR stars the 2Al yield of a binary system may possibly be smaller than that for a
single star since 2°Al from the primary is accreted onto the secondary. For low mass
WR stars (M < 40 Mg), binarity has the potential to increase the *°Al yield since
these stars loose much more mass in an interacting binary system than as single stars.
However, the uncertainties in the fraction of WR binaries and in the fraction of the
ejected material that leaves the system are too large for any meaningful conclusions.

Evidence of CNO-cycled material at the stellar surface, however, is not only re-
stricted to WR stars. Although most massive main sequence stars have normal He
and N abundances (Herrero et al. 1992, Maeder 1994, and references therein), there
are many exceptions for O and B stars. Among these are O giants and supergiants,
in particular when they are fast rotators (Herrero et al. 1992, Pauldrach et al. 1994),
OBN stars, among which are many short-period binaries (Schénberner et al. 1988),
and B supergiants (Gies and Lambert 1992, Lennon 1994). Maeder (1987) suggested
that there may be a bifurcation in stellar evolution: while most stars follow the tracks
of inhomogenous evolution, a fraction of about 15%, mainly composed of fast rotators
and binaries, may evolve homogenously and become ON blue stragglers. 2°Al yield cal-
culations for such homogenously evolving stars have been made by Walter and Maeder
(1989) who find that a blue straggler produces at least two times more °Al than a nor-
mal massive star. Recently, Langer et al. (1996) presented first 2°Al yield calculations
for rotating massive stars between 8 — 20 My, which suggest an Al enhancement of
factors 3 — 10 with respect to non-rotating stars. If these results can be confirmed, 2°Al
production by massive rotating stars could contribute significantly to the total galactic

26A1 budget.

1.3.3 Asymptotic Giant Branch Stars

Stars of intermediate or low mass (< 8 Mg)) spend the last part of their active life on the
Asymptotic Giant Branch (AGB) of the Hertzsprung-Russel diagram. At that phase
of evolution a star has terminated He burning in its core and consists of a degenerated
and inert carbon-oxygen core, surrounded by a He-burning shell, a H-burning shell, and
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a H-envelope. The envelope is completely convective, but the depth of its penetration
inside the star is poorly known. The double-shell burning phase is unstable, leading
to the development of thermal pulses?, which progressively expell the stellar envelope
on a timescale of a few 10° — 10° years (depending on the stellar mass), forming a
planetary nebula.

26A1 is thought to be produced in two regions of such stars. Firstly, 2A1 may be
produced in the H-burning shell at temperatures 7' ~ 7107 K. While in stars of
initial masses M < 5 Mg 2¢Al is produced by proton capture on pre-existing *Mg,
for more massive stars the H-burning shell temperature is high enough to enhance
the 2°Al abundance via the **Mg(p,y)**Al(81)**Mg(p,7)*®Al chain (e.g. Forestini and
Charbonnel 1997). However, as the mean H-burning shell temperature increases with
time, 2°Al begins to be partially destroyed by *°Al(p,y) reactions late along the AGB
evolution. Periodically after the He-flash, when H-shell burning is temporarily extinct,
the convective envelope descends down to the H-shell and brings up the H-burning
products of that shell, and thus 2Al, to the surface (3™ dredge-up).

Secondly, if the convective envelope reaches the H-burning shell, the temperature at
the base becomes sufficiently high for the onset of nuclear burning. In stellar evolution
calculations, this hot-bottom burning (HBB) generally appears (for solar metallicity)
for stars with initial masses & 5 Mg (e.g. Vassiliadis and Wood 1993, Bloecker 1995,
Forestini and Charbonnel 1997). The existence of HBB is supported by observations of
enhanced “Li abundances in AGB stars (Smith and Lambert 1989). Hence Al might
be directly produced inside the convective envelope by proton capture on either pre-
existing Mg, or for sufficiently high temperatures which occur at the end of the AGB
phase for massive stars, on **Mg supplied by **Mg(p,y) reactions (e.g. Forestini and
Charbonnel 1997). Since the mean turn-over time of the convective envelope amounts
to only 0.5 yr, ?°Al appears almost instantaneously at the surface of the star from which
it is expelled into the ISM by stellar winds.

Products of the He-burning shell may also be mixed in the upper layers after a ther-
mal pulse and finally to the surface, after the next dredge-up episode. For sufficiently
high temperatures in the base of the He-shell (7' > 2.510® K) *Mg may be produced
by the **Ne(a,n)**Mg reaction which may be mixed into regions of 2°Al production,
considerably enhancing the 2Al yield. Observations, however, do not support this idea,

21f, after central He exhaustion, a star reaches the AGB, the efficiency of the He-burning shell is
drastically increased due to the contraction of the CO-core. This overheating leads to an expansion
of the overlaying material which in turn leads to a decrease of the temperature in the H-burning
shell and consequently results in extinction of H-shell burning. As the fuel of the He-burning shell
is progressively exhausted, the He-burning shell slowly migrates outwards, until it almost reaches
the He-H interface. This rises the temperature at the position of the former H-burning shell which
results in re-ignition of H-shell burning — the He-burning shell dies down temporarily. In its turn,
the H-burning shell migrates outwards, laying down its He-ashes as new fuel for He-burning. When
the He-layer becomes sufficiently thick, the He-burning shell re-ignites violently which agains leads to
an expansion of the overlaying material and an extinction of the H-burning shell. The cycle of the
thermal pulses starts again.



First %Al yield predictions based on
full evolutionary models were recently
presented by Forestini and Charbonnel
(1997). Due to the complex produc-
tion mechanism involved, the %Al yield
is not a monotonic function of the stel-
lar mass. Nevertheless, a general trend
exists for initially more massive stars to
produce higher %Al yields. In particu-
lar, their most massive models show a
substantial net destruction of **Mg to-
gether with a net production of **Mg
in the H-burning shell, which in turn
leads to an enhancement of the 26Al
yield due to the presence of additional
seed nuclei. Note, however, that this
leads to substantial anomalies in the
24 Mg:**Mg:**Mg isotopic abundance ra- Fig. 1.3: Final stellar mass as function of the
tios, which have not been observed so far initial mass for stars of solar metallicity (from
(see Lambert 1989, Barbuy et al. 1992, Langer 1995).
and references therein). Forestini and
Charbonnel (1997) calculated models for both solar metallicity and Z = 0.25 Zg. While
their 3 Mg model roughly scales with Z (which indicates that *Al was only produced
by proton capture on pre-existing **Mg), the situation becomes more complicated for
the more massive models. Indeed, their low metallicity 5 Mz model produces roughly
~ 20 times as much 2°Al as the solar metallicity model.

1.3.4 Core Collapse Supernovae

Many stars loose a considerable amount of their initial mass during their evolution by
stellar winds (cf. Fig. 1.3). While stars initially less massive than ~ 8 Mg terminate

their lives as white dwarfs, stars with initial masses above this limit may explode

3

as core collapse supernovae.” Because of their important mass loss, the advanced

3Core collapse supernovae, also refered to as hydrodynamic supernovae, arise from stars which
gradually exhibit all possible phases of central burning (H, He, C, Ne, O, and Si). They end up with a
central core made of Fe and Ni, the most stable elements, for which no exothermal nuclear processing
is possible. Consequently, the core collapses into its own gravitational potential. Another type of
supernova, called ‘thermonuclear supernova’, arises from the accretion of mass on a white dwarf near
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evolution of WR stars (initial mass & 30 Mg) is rather uncertain. Those stars may
almost completely evaporate during their evolution, leaving a presupernova star of only
a few Mg, which probably explodes as a type Ib/c supernova (e.g., Woosley et al. 1993,
and references therein).

The evolution of less massive stars in the mass range 8 < M /Mg < 25 is not much
effected by mass loss, at least for initial metallicities 7/ < Zg, and are expected to
explode as type Il supernovae. Such stars develop shell H-burning at temperatures
T ~ (7—-9)107 K leading to a moderate production of Al at the base of the shell.
Much more important seems to be the production of Al in the carbon and oxygen-
neon? shells, just prior to the supernova explosions. In these shells, 2°Al is produced
by proton capture on Mg at temperatures 7' ~ 1.510? K on time scales of a few
years. Neutrons, essentially provided by *C(a,n) and **Ne(a,n) reactions, are the
main destruction agent of °Al, along with 8% decay (the 3% decay rate is substantially
enhanced at these high temperatures due to the population of the isomeric state of 2°Al).
Convection in these shells is of paramount importance since it can simultaneously bring
light reactants and seed nuclei into the hot zone to aid in the synthesis, and then remove
the fragile product from the high temperature region where it might otherwise be
destroyed. Consequently, major uncertainties in the 2°Al yield estimates arise from the
treatment of time-dependent convection, for which no satisfactory theory is available
so far.

When the stellar core collapses, the outgoing shock wave heats the inner zones of the
C and O-Ne shells to peak temperatures T, ~ (2 — 3) 10? K, sufficiently high to ignite
explosive nucleosynthesis. Explosive nucleosynthesis of 2Al in the carbon and neon shell
have been studied in numerous works which find considerable amounts produced in the
O-Ne layer, and smaller amounts in the layers of explosive C-burning. The explosive
26A1 production may be further enhanced by ~ 30% — 50% due to neutrino-induced
nucleosynthesis, also refered to as the v-process (Woosley et al. 1990). In this process,
additional protons are liberated by v-spallation of the abundant preexplosive isotopes
(**Ne, 10, **Na, **Mg), which are captured on **Mg to produce *°Al. The major
uncertainty of this mechanism arises from the unknown neutrino spectrum emitted
from the core collapse.

%Al production in type II supernovae has been estimated by various groups (e.g.
Truran and Cameron 1978, Weaver and Woosley 1993, Thielemann et al. 1994, Woosley
and Weaver 1995, Thielemann et al. 1996). They find that the *°Al yield is not a
monotonic function of the stellar mass, depending in a complictated way on the stellar
physics. Nevertheless, a general trend exists of increasing 2°Al yield with increasing
initial stellar mass. Secondly, the 2Al yield depends critically on the treatment of
semi-convection and may vary by factors of 3 — 12 (Prantzos and Diehl 1996). Finally,

the Chandrasekhar limit (type Ta supernova).

*The oxygen and neon burning shells frequently combine into a single burning shell during the late
stages of stellar evolution (e.g. Timmes et al. 1995).
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the %Al production may also depend on the initial metallicity of the progenitor star:
Using parametrized calculations Woosley and Weaver (1980) showed that an increase
of metallicity from Z = 1 Zg to 2.5 Zg leads to a decrease in the 2°Al yield of nearly a
factor of 2. This can be understood due to an increased neutron flux in the layers of
26A1 synthesis, provided by reactions on #?Ne, whose abundance is directly proportional
to Z. More recent calculations of Woosley and Weaver (1995) for low-metallicity stars
reveal however a complex dependence of 2°Al production on metallicity with either
decreasing, increasing or even fluctuating relationsships, depending on the initial mass
of the progenitor.

Although no %Al production calculations based on full evolutionary models exist
so far for the type Ib/c supernova scenario, the *°Al yield for these objects may be
estimated from recent calculations for mass loosing helium stars by Woosley et al.
(1995). They identified these objects as Wolf-Rayet stars of initial mass 2 30 Mg,
corresponding to helium cores with M 2 10 Mg. For such cores, Woosley et al. (1995)
derived 2°Al yields between (4 — 6) 107> Mg. This yield should not depend drastically
on the initial mass of the progenitor star since mass dependent mass-loss leads to
convergent presupernova masses around ~ 4 Mg (cf. Fig. 1.3).

1.3.5 Novae

The outburst of novae are suggested to arise from the accretion of a critical mass of
hydrogen-rich material from a companion star filling its Roche lobe on the surface of a
white dwarf (WD), leading to a thermonuclear runaway. For the physical conditions
that are expected in this environment (temperature T' ~ (2—4) 10® K, density p ~ 210*
g cm™?), thermonuclear burning will proceed by means of hydrogen burning on carbon,
nitrogen, and oxygen (CNO) or heavier nuclei present in the shell matter.

Clayton and Hoyle (1974) were the first who suggested that substantial amounts
of 2A1 may be produced in the explosive hydrogen burning which occurs during nova
outbursts. Studies of nucleosynthesis in such conditions show that, depending on the
characteristic timescale of the explosion (a few 100 s), not only **Mg but also the
more abundant **Mg can be transformed into 2°Al, by **Mg(p,7)** Al(51)**Mg(p,v)*Al,
provided there is enough time for the 8% decay of *°Al to take place (725 ~ 10 s). While
nova events with heavy element composition of solar metallicity lead only to marginal
26A1 production, enrichment of the envelope by elements in the range from neon to
aluminium greatly increases *°Al yields (Weiss and Truran 1990, Nofar et al. 1991, and
references therein).

The presence of significant enrichments of CNO or intermediate-mass elements in
the ejecta of most classical novae suggests that part of the WD surface is mixed into
the accreted envelope material. Recently, considerable attention was directed towards
so-called ONeMg-rich novae which show strong emission lines of heavy elements, in
particular Ne, in their spectra, and possibly form 10% — 20% of all galactic nova events
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(Livio and Truran 1994, and references therein). The enhancement of Mg in the H-
burning envelope then provides an abundant reservoir of seed nuclei for °Al production.

Two possible scenarios which may give rise to ONeMg-rich novae are currently
discussed in the literature. On the one hand, they may arise from thermonuclear
explosions on ONeMg WDs (Law and Ritter 1983, Truran and Livio 1986), which
possibly evolved from stars of initial masses between 8 < M /Mg < 12 Mg (e.g. Nomoto
1984). For this scenario, Al yields have been estimated recently using 1-dimensional
hydrodynamic stellar evolution codes coupled to nuclear reaction networks (Politano
et al. 1995, José et al. 1997). The results depend critically on many, often poorly
known, parameters of the models, like the nuclear reaction rates (e.g. Coc et al. 1995),
the underlying WD composition (e.g. José et al. 1997), the treatment of convection,
the mass accretion rate, or the amount of enrichment of the nova envelope with heavy
elements (e.g. Kolb and Politano 1997). Consequently, yield estimates for different
calculations vary by about one magnitude. Additionally, all models fail to accout for
the large ejected masses (107* — 107 M) which are observed for ONeMg-rich novae.

This led Shara and Prialnik (1994) to propose a new scenario for ONeMg-rich novae.
They suggested that low-mass CO white dwarfs may acquire a relatively thick outer
layer of ONeMg-rich material by rapid accretion (~ 107% Mg yr~') of hydrogen-rich
matter from the companion, that burns quietly (in thermal equilibrium) into helium,
which in turn is burnt explosively into heavier elements in a series of mild flashes.
Recently, Prialink and Shara (1995) calculated the first self-consistent ONeMg-rich
nova model based on this scenario. Surprisingly, despite the differences between the
scenarios, the ejecta composition obtained is rather similar to the ONeMg WD models
of Politano et al. (1995). In contrast, the ejected masses are about one magnitude
larger than for ONeMg WD models, much closer to the observations. José et al. (1997)
stress, however, that this scenario requires a fine tuning of some parameters relative to
the companion, such as the mass accretion rate.

1.3.6 A1 Yield Estimates

In Fig. 1.4, *®Al yield estimates for the discussed candidate sources are compiled as
a function of initial stellar mass. AGB yields were taken from Bazan et al. (1993)
and Forestini and Charbonnel (1997), where only the latter yields are the result of
self-consistent evolutionary models. Bazan et al. (1993) derived their estimates us-
ing analytic expressions of stellar envelope models assuming that all %Al is produced
during hot-bottom burning. The comparison of both works illustrates the tremendous
uncertainties involved in the prediction of %Al production from AGB stars.

ONeMg nova yields were taken from Prialink and Shara (1995), José et al. (1997),
and Kolb and Politano (1997). Since novae may undergo numerous outbursts during
the lifetime of 2°Al, the quoted values are total 2°Al yields during 10® yr, as derived
from M26 = aTQGXQGMacc’ where « is the ratio of the ejected mass to the accreted



Fig. 1.4: *°Al yield estimates for AGB stars (circles), ONeMg-rich novae (squares), type 11
supernovae (diamonds), Wolf-Rayet stars (triangles), and type Ib/c supernovae (dashed line).

mass, Ty is the lifetime of 26Al, Xy4 is the 2°Al abundance in the ejecta as predicted
by the model, and M,,. is the mass accretion rate on the WD. For consistency among
the different calculations, 2°Al yields for 1.25 Mg WDs are given, using a = 1.2 (as
suggested by Kolb and Politano 1997) and Mayee = 210710 Mgyr~'.

Type 11 supernova yields were taken from Woosley and Weaver (1995) and Thiele-
mann et al. (1996). Both calculations differ in numerous details like the treatment
of convection, nuclear reaction rates, or the explosion mechanism (see Woosley and
Weaver 1995). In particular, Woosley and Weaver (1995) followed the persupernova
evolution by coupling a large reaction network with time dependent convection, while
Thielemann et al. (1996) calculated only explosive Al production. For type Ib/c su-
pernovae, a mass independent Al yield of 6 107> M, was assumed as suggested by the
helium star models of Woosley et al. (1995).

For WR stars, 2°Al yields were taken from two recent studies of Langer et al. (1995)
and Meynet et al. (1997). Note that except for the lowest masses, both estimates are in
fairly good agreement, despite the different physics involved in the calculations (mass
loss and treatment of convection). Meynet et al. (1997) suggest that this could be
due to a subtle balance between the effect of a change in mass loss and the impact of
a different mixing scheme. The uncertainties of Al production in WR stars may in
reality be larger as those suggested by comparison of both works.

The total amount of *°Al produced by each candidate source per 2°Al lifetime (726 ~
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10% yr) can be estimated by the expression

Mg = SFR [ mas(M)E(M)AM, (1.1)

M,

where SFR is the galactic star formation rate, given here in stars Myr™!, mqg( M) is the
%A1 yield of one object of a source class (in Mg star™'), which generally is a function
of the initial stellar mass M, (M) is the initial mass function (IMF), which specifies
the fraction of stars formed with initial stellar mass within the interval [M, M + dM],
and M; and M, are the lower and upper initial stellar mass limits for the considered
source class. £(M) is normalized here to one star in the mass interval M;,,, = 0.08 Mg

and M,,, = 100.0 Mg: y
/ T E(MYAM = 1. (1.2)

Mlow

For the mass spectrum, a power-law IMF
¢M) o MT! (1.3)

is applied for which slope estimates range from I' = —1.1 to I' = —2.4 (e.g. Salpeter
1955, Humphreys and McElroy 1984, Kroupa et al. 1993, Massey et al. 1995). The
SFR will be determined by calibration of the IMF on the observed Lyman continuum
(A < 912 A) photon production rate Q (e.g. Mezger 1988), using the relation

SFR = © : (1.4)

S E(M)Qo( M )tix (M)dM

where Qo(M) is the number of Lyman continuum (Lyc) photons produced per second
by an individual star of initial mass M, and t;p(M) is the total lifetime of such a
star. For Qo(M) the recent calibration of Vacca et al. (1996) was used, lifetimes were
taken from the evolutionary calculations of Schaller et al. (1992). The galactic Lyc
luminosity is estimated to @ = 3.010°® ph s~! on basis of radio observations of galactic
H 11 regions (Mezger 1978), and has recently been inferred from FIRAS observations of
the N 11 cooling line at 205 pum to @ = 3.510° ph s~' (Bennett el al. 1994b). In this
work, the latter value is used for which Bennett et al. (1994b) estimate an uncertainty

of ~ 50%.

Resulting 2Al yield estimates Mg are shown for AGB stars, type II and type
Ib/c supernovae, and Wolf-Rayet stars in Tabs. 1.1 and 1.2 for two different sets of
nucleosynthesis model calculations and for solar metallicity. The tables differ in the
assumed mass limit Mywg above which stars exhibit a WR phase and subsequently
explode as type Ib/c supernova (Mwgr = 40 Mg for Tab. 1.1 and Mwg = 25 Mg for
Tab. 1.2). Stars within the initial mass interval of 8 < M/Mg <Mwg were assumed
to explode as type Il supernovae, while stars within 1 < M/Mg < 8 were assumed to
eject %Al during the thermal-pulse AGB phase.
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I'=-1.1,Z=1"%4
Object | M; — M, w f <m§‘6> MQ% <m§6> M236
AGB 1-28 561072 [ 1.310° [ 4.410°7 | 0.06 | 2.8 107> 3.70
SN II 8 — 40 521072 | 1.210* | 6.6107° | 0.81 | 3.9107° 0.05
SN Ib/c | 40 —100 | 6.810=* | 1.610° | 6.01075 | 0.10
WR 40 — 100 | 6.8107* [ 1.610° | 2.210=* | 0.36 | 2.410* 0.39
Total 0.08 — 100 1.0 2.310° 1.33 4.14 (0.44)
I'=-135,72=1%74
Object | M; — M, w f <m§‘6> MQ% <m§6> MQBG
AGB 1-28 3.11072 | 2.910° | 3.410~7 | 0.10 | 2.1107° 6.05
SN II 8 — 40 1.81072 | 1.710* | 5.8107° | 0.97 | 3.510°6 0.06
SN Ib/c | 40 —100 |1.6107* | 1.510% | 6.01075 | 0.09
WR 40 — 100 1.6107% | 1.510% | 2.1107* | 0.32 | 2.4107* 0.36
Total 0.08 — 100 1.0 9.510° 1.48 6.47 (0.42)
I'=-1.7,7Z=17%;
Object | M; — M, w f <m§‘6> MQ% <m§6> MQBG
AGB 1—-28 1.31072 1 9.210° | 241077 | 0.22 | 1.310~° 11.77
SN 11 8 — 40 3.7107* | 2.610* | 4.8107° | 1.25 | 2.9107° 0.07
SN Ib/c | 40 —100 |2.0107° | 1.410° | 6.0107° | 0.08
WR 40 — 100 | 2.0107° | 1.410% | 2.0107* | 0.28 | 2.210~* 0.31
Total 0.08 — 100 1.0 6.9107 1.83 12.15 (0.38)
I'=-24,7=17%4
Object | M; — M, w f <m§‘6> MQ% <m§6> M236
AGB 1 -8 2.31073 | 8.710% | 1.410=7 | 1.20 | 4.7107° 40.78
SN 11 8 — 40 1.6107° | 5.810* | 3.5107° | 2.03 | 2.0107¢ 0.12
SN Ib/c | 40 —100 |[3.01077 | 1.110% [ 6.0107° | 0.07
WR 40 — 100 |3.010°7 [ 1.110% | 1.710=* | 0.19 | 2.010~* 0.22
Total 0.08 — 100 1.0 3.8107 3.49 41.12 (0.34)

Table 1.1: Estimated *6Al production rates for solar metallicity using IMF slopes of I' =
—1.1, —1.35, —1.7, and —2.4. For production rates A, the AGB models of Forestini and
Charbonnel (1997), the SN II models of Woosley and Weaver (1995), SN 1b/c estimates of
Woosley et al. (1995), and the WR models of Meynet et al. (1997) were used. Production
rates B were calculated using AGB models of Bazan et al. (1993), SN 1I models of Thielemann
et al. (1996), and WR models of Langer et al. (1995). The last line of each table summarizes
the total production rate per Myr of stars in the Galaxy (4th column) and the expected 2°Al
production rate for models A and B (6th and 8th column, respectively). Total *Al production
rates for models B in parentheses exclude the unreasonable high contribution from AGBs.
For WR stars and type Ib/c supernovae, a lower mass limit of Mywg = 40 Mg was assumed.
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F=—1.1,7Z=1%
Object | M; — M, w f <m‘246> MQ% <m§6> MQBG
AGB 1—-28 561072 | 1.310° | 4.410~7 | 0.06 | 2.810~° 3.70
SN 11 8 —25 45102 | 1.110* | 3.3107° | 0.35 | 2.4107¢ 0.03
SN Ib/c 25 — 100 1.410~2 | 3.310% | 6.010~° | 0.20
WR 25 — 100 1.41072 1 3.310% | 1.210~* | 0.40 | 1.310~* 0.44
Total 0.08 — 100 1.0 2.310° 1.01 417 (0.47)
[=—1.35 7 =1%
Object | M; — M, w f <m§‘6> MQ% <m§6> M236
AGB 1—-28 3.11072 1 2.910° | 3.4107 | 0.10 | 2.110~° 6.05
SN 11 8—25 1.610~2 | 1.510* | 3.110~° | 0.46 | 2.210-¢ 0.03
SN Ib/c 25 —100 |3.610~* |3.410% | 6.0107° | 0.21
WR 25—100 |3.610=*|3.410%|1.110~*]0.37 | 1.210~* 0.41
Total 0.08 — 100 1.0 9.510° 1.14 6.49 (0.44)
M=—17,7=12%,
Object | M; — M, w f <m§‘6> MQAG <m§6> MQ%
AGB 1—-28 1.31072 1 9.210° | 241077 | 0.22 | 1.310~° 11.77
SN 11 8 —25 3.4107* 1 2.410* | 29107° | 0.67 | 1.9107° 0.05
SN Ib/c 25 —100 | 5.2107° | 3.610% | 6.0107° | 0.22
WR 25 —100 |5.210° | 3.610%{9.1107° | 0.33 | 1.010~* 0.37
Total 0.08 — 100 1.0 6.9107 1.44 12.19 (0.42)
[— 24, 7 =17%
Object | M; — M, w f <m‘246> MQ% <m§6> MQ%
AGB 1—-28 231073 | 8.710° | 1.410°7 | 1.20 | 4.7107° 40.78
SN 11 8—25 1.5107° | 5.610* | 2.410™° | 1.36 | 1.5107© 0.08
SN Ib/c 25 —100 |9.910°7 | 3.710% | 6.0107° | 0.22
WR 25 —100 |9.910°7 | 3.710% | 6.7107° | 0.25 | 7.610~° 0.28
Total 0.08 — 100 1.0 3.8107 3.03 41.14 (0.36)

Table 1.2: Similar to Tab. 1.1 but for a lower mass limit for type Ib/c supernovae and WR
stars of Mwp = 25 Mg.
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The influence of the IMF slope on the resulting Al production rates is illustrated
by variation of I' between the extreme boundaries —1.1 and —2.4. Together with the
production rates Mgg, the number fraction w = ]\]\4{2 E(M)dM, the source frequency
f = SFR - w (in stars per Myr), and the mean 2Al yield

(g} = S mag(M)E(M)dM
” Jar €(M)dM

(1.5)

of each source class is given. Since the star formation rate is calibrated on the Lyc
luminosity, which in turn arises mostly from stars initially more massive than & 20 M),
the WR yield is the most stable production rate under variation of I'. With steepening
of the IMF slope, the contribution from less massive stars rises, leading to an increase
of the total galactic *°Al production rate. Notice that the AGB stars of Bazan et al.
(1993) always contribute an unreasonably high amount of 2°Al (recall that observations
of the 1.8 MeV y-ray line suggest a total galactic *°Al mass around ~ 3 Mg). The
production rates of Forestini and Charbonnel (1997), which in contrast to Bazan et al.
(1993) arise from self-consistent evolutionary models, are always lower by factors of

~ 35 — 60!

For consistency it is worthwhile to compare some predicted quantities from Tabs. 1.1
and 1.2 with observations. Although rather uncertain, the rate of galactic SN is es-
timated to 2%7 per century from which 80% are thought to arise from core collapse
events (Weiler and Sramek 1988, and references therein). The frequency of core col-
lapse supernovae in the tables (column 4) varies between 1.4 — 6.0 per century, where
larger values are obtained for steeper IMF slopes. In view of the uncertainty in @) of
50%), all values in the table are uncertain by the same amount, hence the SN fequency
must be regarded as consistent with the estimates. More constraining, however, is the
relative rate of supernovae of type Ib/c to type 11, for which estimates reach from 0.18
to 1.49 (Muller et al. 1992, Cappellaro et al. 1993, van den Bergh and McClure 1994,
Tammann et al. 1994, Cappellaro et al. 1997). For a WR star mass limit of Mywg = 40
Mg rather low ratios between 0.02 — 0.13 are obtained, which are inconsistent with the
estimates (cf. Tab. 1.1). Lowering the mass limit towards Mwr = 25 Mg (cf. Tab. 1.2)
increases the number of type Ib/c and lowers those of type I SNe, leading to more
consistent ratios between 0.07 — 0.30. A value of Mwgr = 25 M is also supported by
correlation studies between the observed distribution of WR stars with that of O-type
stars (Doom 1987, van der Hucht et al. 1988), modern stellar evolution calculations
(e.g. Meynet et al. 1997), and the estimated number of galactic WR stars, ranging
from 1200 to 7500 (van der Hucht et al. 1988, and references therein). The number
of galactic WR stars can be inferred from Tabs. 1.1 and 1.2 by multiplying the WR
frequencies f with the average WR lifetime of ~ 0.5 Myr. Again, for Mwgr = 40 the
resulting number of galactic WR stars (550 — 800) is significantly lower than the esti-
mates. Lowering the mass limit to Mwgr = 25 rises the number to 1650 — 1850, being
consistent with the predictions.

All in all it becomes clear that Mwgr = 40 is in disagreement with numerous ob-
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servational constraints. Mwgr = 25 is not only favoured by the present analysis but
also by correlation studies, stellar evolution calculations, and the observed number of
WR stars. Additionally, IMF slopes steeper than I' < —1.7 lead to rather low ratios
of type Ib/c to type Il supernovae (< 0.15), being inconsistent with estimates rang-
ing from 0.18 to 1.49. Thus, the *Al production rates presented for Mywr = 25 and
I'=—1.1 to —1.7 in Tab. 1.2 should be regarded as the most consistent estimates (but
see below). In this case, production rates A, encompassing probably the most reliable®
calculations, lead to 6 — 15% of the 2°Al budget from AGB stars, 35 — 47% from type
IT SN, 15 — 20% from type Ib/c SN, and 23 — 40% from WR stars. Hence most of
the %Al would be produced by core collapse supernovae. Notice, however, that the
nucleosynthesis models are subject to considerable uncertainties (see production rates
B and the discussion above), allowing for no firm conclusion on the origin of galactic

2A1.

Prantzos and Cassé (1986) pointed out that metallicity may play an important
role in the estimation of the galactic *°Al budget. Since the metallicity increases with
d(log 7Z)/dr ~ —0.07 dex kpc™! towards the galactic center (Shaver et al. 1983) and 2°Al
production from WR stars scales as Mys o< (7/7)?* with metallicity (cf. Section 1.3.2),
the WR stars contribution may be considerably increased with respect to the solar
metallicity case. Additionally, %Al yields from type II supernovae may be inversely
proportional to metallicity (cf. Section 1.3.4), leading to a decrease of their contribution
to the galactic 2°Al budget. 2°Al production rates for initial stellar metallicities of Z = 2
7@, as proposed by Prantzos and Diehl (1996) for the average galactic metallicity, are
shown in Tabs. 1.3 and 1.4 for type Il and type Ib/c supernovae, and Wolf-Rayet stars
(the metallicity dependence for AGB stars seems too complex to allow for a simple
extrapolation of the yields of Forestini and Charbonnel (1997), hence no AGB yields
are quoted; type Ib/c SN yields were assumed independent on metallicity). The lower
mass limit Mwg for WR stars was chosen between 25 Mg (cf. Tab. 1.3) and 20 Mg
(cf. Tab. 1.4), where the smaller value is suggested by stellar evolution calculations for
high metallicity stars (Meynet et al. 1997).

With respect to the solar metallicity case, the use of Z = 2 Zg raises the galactic
%A1 budget by roughly a factor of 2. For reasonable IMF slopes (I' & —1.7), more than
70% of the 2%Al produced by massive stars originates now from WR stars, less than
30% comes from core collapse explosions. Even if type II SN yields were independent
of metallicity (cf. Tab. 1.2), WR stars remain the dominant source of galactic 2°Al.

®The production rates A (AGB models of Forestini and Charbonnel (1997), SN IT models of Woosley
and Weaver (1995), SN Tb/c estimates of Woosley et al. (1995), and WR models of Meynet et al. (1997))
are more reliable in the sense that they represent the most detailed calculations. For AGB stars, only
the estimates of Forestini and Charbonnel (1997) are based on self-consistent evolutionary models. For
type IT SNe, only the models of Woosley and Weaver (1995) include both presupernova and explosive
nucleosynthesis, and treat in addition v-process nucleosynthesis. For WR stars, however, both the
calculations of Langer et al. (1995) and Meynet et al. (1997) are of equivalent detail. The choice of
using the latter yields for production rates A is arbitrary, but interchange of both yields would not
alter the conclusions, since both calculations lead to similar results.
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Due to the galactic metallicity gradient there should also be a gradient in the origin of
26A1: while WR stars should produce most of the 2°Al in the inner Galaxy, core collapse
supernovae should dominate in the outer Galaxy. However, it should be emphasized
again that all nucleosynthesis calculations still suffer from large uncertainties, hence
the actual situation may indeed be different. This scenario represents only the current
state of knowledge, which has to be verified or disproved by observations.

To estimate the galactic production rate of Al by ONeMg novae, a different ap-
proach has to be pursued since the progenitors of ONeMg-rich novae are not well known,
and additionally, recurrent outbursts may occur on the same white dwarf within the
%A1 lifetime of ~ 1 Myr. Using the galactic nova rate R, (in novae yr=') and the
fraction fonenry of ONeMg-rich novae, the production rate is given by

y Rnovae fONeMg Mej <X26 )
Mpopae = 0.1 Mg Myr!, 1.6
(30yr—1)( 33% )(10—51\4@ 10-8) @ T (1.6)

where M,; is the total amount of mass ejected in a single nova outburst and Xy is the
mass fraction of 2Al in the nova ejecta. For the nova models of Politano et al. (1995),
Kolb and Politano (1997) derived a galactic production rate of mee = 0.15 Mg based
on a calibration of nova model parameters using observations. Using improved heavy
element abundances and revised rates for the 2Al(p,v)?”Si and 2" Al(p,a)?*Mg reactions
(with respect to Politano et al. (1995)), José et al. (1997) obtain Xy = 5.4107* and
M.; = 1.4107° Mg, for their 1.25 Mz ONeMg WD model, resulting in a Al production
rate of Mmme = 0.08 Mg. Only the models of Prialink and Shara (1995), which are
based on the rapid accretion scenario on CO WDs, yield sufficently high ejection masses

(M.; = (1 —10)107° Mg) to provide between 1 and 4 M of Al per Myr.

In summary, all proposed candidate sources could provide a substantial fraction of
the observed °Al. However, the large uncertainties in Al yield estimates for AGB

stars and ONeMg-rich novae make it difficult to estimate their contribution based on
nucleosynthesis model calculations only. Also 2°Al yield estimates for core collapse
supernovae or Wolf-Rayet stars are too uncertain to allow for firm conclusions on the
origin of galactic 2°Al. Note, however, that the ?°Al production rates for type II SN
and Z = 7 found in this work are considerably lower than those quoted by Timmes
et al. (1995). On the one hand, this is due to their higher core collapse rate of 3 per
century, while normalization on the galactic Lyc luminosity results in somewhat lower
rates between 1.4 — 2.7 for I' & —1.7 (cf. Tab. 1.1). More important is the lower mass
limit Mwg for stars to exhibit a Wolf-Rayet phase. Timmes et al. (1995) assume that
all stars up to 40 M explode as type II SNe, enriching the ISM with radioactive 26Al.
The above discussion suggests, however, that an upper mass limit of Mwg = 25 Mg
is much more consistent with observations and stellar evolution calculations, reducing
the number of stars exploding as type Il SNe, hence reducing the ejected amount of
*Al. For Mwgr = 25 Mg (cf. Tab. 1.2), core collapse SN should produce less than 1 Mg,
of 2°Al, in constrast to 2.2 + 1.1 Mg as proposed by Timmes el al. (1995).

Taking together current nucleosynthesis calculations for all proposed candidate
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F=—1.1,7=27%,
Object | M, — M, w f <m‘246> MQ% <m§6> MQ%

SN IT 8—25 4.5107* [ 1.110* | 1.610> | 0.17 | 1.2107° | 0.01
SN Ib/c | 25—100 | 1.41073 | 3.310° | 6.0107° | 0.20
WR 25 —100 | 1.4107° | 3.310% | 4.8107* | 1.59 | 5.3107* | 1.75

Total 0.08 — 100 1.0 2.310° 1.96 1.76
T= 135 7 =27
Object | M, — M, w f <m§‘6> MQ% <m]256> Mfé

SN 1T 8—25 1.6107% | 1.510* | 1.610=° | 0.23 | 1.1107° | 0.02
SN Ib/c | 25—100 |3.6107* | 3.410° | 6.0107° | 0.21
WR 25 —100 |3.6107* | 3.410% | 4.3107* | 1.47 | 4.8107* | 1.63

Total 0.08 — 100 1.0 9.510° 1.91 1.65
I 1.7, 7 =27,
Object | My — M, w f <m§‘6> MQ% <m§6> M2]36

SN IT 8 —25 2.4107* | 2.410% | 1.4107° { 0.34 | 9.710~" | 0.02
SN Ib/c | 25—100 |3.7107* | 3.610% | 6.0107° | 0.22
WR 25 —100 |3.7107° | 3.610% | 3.710=* | 1.31 | 4.1107* | 1.47

Total 0.08 — 100 1.0 6.9107 1.87 1.49
[— 24, 7 =27,
Object | My — M, w f <m§‘6> MQ% <m§6> M236

SN IT 8—25 1.5107° | 5.610* | 1.2107° | 0.68 | 7.510~7 | 0.04
SN Ib/c | 25—100 |9.91077 | 3.710% | 6.0107° | 0.22
WR 25 —100 |9.91077 | 3.710% | 2.7107* | 1.00 | 3.010™* | 1.14
Total | 0.08 — 100 1.0 3.810? 1.90 1.18

Table 1.3: Estimated 2°Al production rates for initial metallicities 7 = 2 7 using IMF
slopes of I' = —1.1, —1.35, —1.7, and —2.4. For production rates A, the SN II models of
Woosley and Weaver (1995), SN 1b/c estimates of Woosley et al. (1995), and the WR models
of Meynet et al. (1997) were used. Production rates B were calculated using SN II models of
Thielemann et al. (1996), and WR models of Langer et al. (1995). For SN 11, a metallicity
dependence proportional to Z~' was assumed, while for WRs the relation mqg x (7/7)?
was applied. For WR stars and type Ib/c supernovae, a lower mass limit of Mwgr = 25 Mg,
was assumed.
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I'=-11,72=27%

Object | My — M, w f <m2A6> MQ% <m§6> MQBG

SN 1T 8 —20 4.0107% 1 9.410% | 1.410=> | 0.13 | 8.310~" | 0.01
SN Ib/c | 20 —100 |1.9107* | 4.510° | 6.0107° | 0.27
WR 20 —100 | 1.91072 | 4.510% | 3.510=* | 1.59 | 4.010~* | 1.79
Total | 0.08 — 100 1.0 2.310° 1.99 1.80

I'=-135,7=2%

Object | My — M, w f <m§‘6> M{é <m§6> M236

SN II 8 —20 1.41073 | 1.310* | 1.3107° [ 0.18 | 7.810~7 | 0.01
SN Ib/c | 20 —100 |5.1107*|4.910° | 6.0107° | 0.29
WR 20 —100 | 5.1107* | 4.910% | 3.010* | 1.47 | 3.5107* | 1.68
Total | 0.08 — 100 1.0 9.510° 1.94 1.69

I'=—-1.7,72=27%

Object | My — M, w f <m§‘6> MQ% <m§6> MQBG

SN II 8 —20 2.2107% [ 2.210* | 1.3107° | 0.27 | 7.1107" | 0.02
SN Ib/c | 20 —100 |5.5107* | 5.410° | 6.0107° | 0.33
WR 20 —100 | 5.5107* | 5.410° | 2.4107* | 1.31 | 2.8107* | 1.54
Total | 0.08 — 100 1.0 6.9107 1.91 1.56

['=-24,7 =27

Object | My — M, w f (mi) | M| (mB) | ME
SN 11 8 —20 1.4107° [ 5.310* | 1.1107° [ 0.59 | 5.810=7 | 0.03
SN Ib/c | 20—100 | 1.7107¢ | 6.510° | 6.0107° | 0.39
WR 20 — 100 | 1.7107¢ | 6.510° | 1.5107* | 1.00 | 1.9107* | 1.23
Total | 0.08 — 100 1.0 3.8107 1.98 1.26

Table 1.4: Similar to Tab. 1.3 but for a lower mass limit for type Ib/c supernovae and WR
stars of Mwp = 20 Mg.
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sources, and considering the galactic metallicity gradient leads to a predicted amount
of 241 Mg of %Al in the Galaxy. The quoted uncertainty comes from the uncertainty
in the galactic Lyc luminosity @ (50 %), but uncertainties in the nucleosynthesis cal-
culations may be even larger. The predicted mass of 2°Al is in agreement with current
estimates of ~ 3 Mg, based on observations of the 1.8 MeV 4-ray line.

1.3.7 Interaction of Cosmic Rays with the Interstellar Medium

A possibility of non thermonuclear origin for the observed 1.8 MeV line has been
suggested by Ramaty et al. (1979). The interaction of energetic cosmic-ray particles
with the ambient interstellar medium leads on the one hand to direct excitation of
nuclear levels of the involved nuclei and on the other hand to the production of excited
secondary particles and radioactive species which decay into excited levels of other
nuclei. Both processes lead to the emission of nuclear y-ray lines of energies ranging

from tens of keV to about 20 MeV.

The 1.8 MeV ~-ray line may arise from direct excitation of the 1.809 MeV level
of Mg by proton (**Mg(p,p’)**Mg*) and a-particle collisions (*Mg(a,a’)**Mg*). Tt
may also emanate from the radioactive decay of 2°Al, produced by spallation reac-
tions via 2Mg(p,n)?°Al, #Si(p,ppn)?®Al, and ?"Al(p,n)**Al. Theoretical calculations
of the y-ray spectrum arising from the interaction of cosmic-ray particles with the ISM
predict, however, a wealth of lines, the most important ones being the 4.4 MeV and
6.1 MeV lines from excited *C and 'O (Ramaty et al. 1979). If the 1.8 MeV line
would indeed originate from cosmic-ray interactions, these two lines should be much
stronger and readily observable by modern ~-ray telescopes. Until now, the 12C and
60 lines were only tentatively identified towards the nearby Orion complex (Bloemen
et al. 1994b), but no galaxywide emission is detected. Thus, a cosmic-ray origin of the
observed 1.8 MeV emission seems unlikely.

1.4 Objective of the Thesis

The objective of this thesis can be summarized in one sentence: The determination of
the origin and the distribution of galactic *Al on basis of recent COMPTEL ~-ray obser-
vations. Although the objective appears simple, the realization is rather complicated.
~-ray observations suffer from tremendous instrumental background in conjunction
with low source intensities. For example, the effective detection area of COMPTEL
amounts to ~ 20 cm? (Schonfelder et al. 1993) which results in the detection of only
one photon per hour for a typical source with a flux of 10=° ph cm~%s~!'. During the
same time interval, the telescope is bombared by cosmic-rays, giving rise to about 100
background photons at 1.8 MeV. Additional, the origin of incoming photons can only
be restricted to circumferences on the sky, which further decreases the signal-to-noise
ratio.
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Nevertheless, it was demonstrated that 1.8 MeV gamma-ray line photons are clearly
detected by COMPTEL (e.g. Diehl et al. 1995b). To understand the analysis and uncer-
tainties of COMPTEL measurements, however, some knowledge about the instrument
and the data structure is imperative, hence a short description of COMPTEL is given
in chapter 2. In chapter 3, three different image reconstruction techniques are ap-
plied to COMPTEL 1.8 MeV all-sky data of observation phases 0.1 - 522.5. It will be
demonstrated that COMPTEL image reconstruction suffers from important statisti-
cal uncertainties, which, however, may be largely reduced by means of multiresolution
algorithms.

While image reconstruction provides valuable information about the distribution
of 1.8 MeV photons on the sky, comparison of COMPTEL data with astrophysically
motivated intensity distribution models may shed some light on the origin and dis-
tribution of 2°Al in the Galaxy. In chapter 4 the COMPTEL data is compared with
various intensity distributions observed at other wavelengths, from the low frequency
radio domain up to the high-energy gamma-ray range. This represents the most un-
biased, physically motivated comparison which can be imagined, since 1.8 MeV data
are confronted with the entire knowledge about possible emission distributions on the
sky. For the comparison, a rigorous Bayesian analysis is applied, which is the only
consistent framework that allows inference based on the model comparison. In partic-
ular, the Bayesian analysis can be used to reduce the systematical uncertainties of the
comparison, and improves the understanding of COMPTEL data. Finally, the results
obtained in this thesis are summarized in chapter 5.
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Chapter 2

The COMPTEL Telescope

2.1 Mission Concept

On April 5, 1991 the American space shuttle Atlantis launched the Compton Gamma-
Ray Observatory (CGRO) into a circular orbit of 450 km altitude and 28.5° inclination.
During the first 19 months of operation (mission phase I - from May 1991 to Novem-
ber 1992) the coaligned imaging telescopes, COMPTEL and EGRET, performed the
first all-sky survey at ~-ray energies. Given the relatively large field of view of both
instruments (about 1 steradian), 44 individual observation periods (periods of constant
viewing direction) lasting approximately 14 days each sufficed to complete the survey.
The following mission phases were and are devoted to detailed observations of selected
objects or regions (e.g., Crab, galactic center, Virgo region). Part of these observations
are initiated by guest investigators which allows scientists outside the instrument team
to analyze data or even to suggest special observations.

At the low altitude of CGRO the remaining Earth’s atmosphere exerts a non negli-
gible friction on the satellite leading to a slow but continuous descent of the instrument.
In Summer 1993, a reboost was performed which lifted the instrument from 345 km
up to 450 km. A second (and last) reboost was done in summer 1997 which lifted the
satellite into an orbit of 550 km altitude. With this reboost the expected lifetime of
CGRO should be at least another 5 years (i.e. until 2002).

In this work, data from mission phases I to V (May 1991 to June 1996) were
analyzed, corresponding to viewing periods 0.1 - 522.5. All data and corresponding
background models were prepared for the analysis by Oberlack (1997), hence for details
the reader is referred to his work.
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At MeV energies the dominating photon-matter inter-
action process is Compton scattering, i.e., the inelastic
scattering of photons off free electrons at rest (in reality
the electrons are bound in atomic shells, but their bind-
ing energy is much smaller than the y-ray energies which
allows the consideration of free electrons). From the laws
of conservation of energy and momentum, the geometric
scattering angle @ge, of an incoming photon of energy £,
is related to the energy loss AFE of the photon as

1 1
Pgeo = ATCCOS {1 + m.c? (E - m)} (2.1)

(m.c? being the energy of an electron at rest). For unpo-
larized photons and electrons the distribution of @4, is
given by the energy-dependent Klein-Nishina cross sec-
tion do /dpgeo-

COMPTEL measures y-ray photons by their consec-
utive interactions in two parallel detector planes.? In the
ideal case, an incident photon is first Compton scattered

Fig. 2.1: Relation between
incident photon direction and
measured scatter angle ¢ and
scatter direction (x, ).

in the upper detector plane D; and then absorbed in the lower plane D;. In both layers,

the energy deposits Fy and F; and the interaction locations are measured. From the

'Notice, however, that recently a y-ray lens was proposed by von Ballmoos et al. (1996) which
is based on Laue diffraction of incoming ~-ray photons in slightly inclined Germanium crystals, and
operates at energies typically of 200 keV to 1300 keV. A first balloon campaign is planned for 1998.

2An event is defined by the occurrence of consecutive interactions in both detector layers within a

coincidence time window of 40 ns.
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energy deposits the total energy
Etot - E1 —|— E2 (22)

and the Compton scattering angle

1 1
» = arccos {1 + mec2 <Et0t — E_g)} (2.3)

of the photon are determined, the interaction locations in both layers define the scatter
direction (, ). The possible origin of the photon is then restricted to a circumference

of radius ¢ around the scatter direction (y,) which is referred to as event circle (cf.
Fig. 2.1). For photons originating from a point source, all event circles intersect in
one point, which corresponds to the position of the source on the sky. In reality, all
values suffer from measurement uncertainties, and even more importantly, the scattered
photon is often not totally absorbed in Dy. Consequently, the calculated scatter angle
¢ differs from the true geometric scatter angle g, leading to ¢ > @ge, for incomplete
Dy absorption. For a Compton-scattered photon the difference

ARM = ¢ — @geo (2.4)

is a measure of the telescope’s angular resolution (therefore called Angular Resolution
Measure). It is worthwhile to mention that the angular resolution of a Compton tele-
scope depends (partly) on the energy resolution since ¢ is determined from two energy
measurements.

2.3 Instrument Description

2.3.1 Detector Design

COMPTEL, the first space-borne Compton-telescope, was built by an international col-
laboration of four institutes: Max-Planck-Institut fiir extraterrestrische Physik (MPE,
Garching, FRG), Laboratory for Space Research (SRON, Utrecht, NL), Space Science
Center, University of New Hampshire (UNH, Durham, USA), and Space Science De-
partement of ESA (SSD, Nordwijk, NL). It consists of two parallel planes of detector
modules separated by 157.7 cm (center of detector modules). The upper detector layer
has been designed to optimize the chance of a single Compton scattering. It is com-
posed of 7 cylindrical aluminium housings, each with a diameter of 27.6 cm and a
thickness of 8.5 ¢m, filled with the liquid organic scintillator NE213A (mainly made up
of carbon and hydrogen with an H/C ratio of 1.333). Each module is viewed through
quartz glass windows on the sides of the housings by 8 photomultiplier tubes (PMTs)
aiming to convert the weak scintillation light flashes into electrical pulses. From the
sum of the absolute PMT pulse heights, the energy deposit E; of the ionizing radia-
tion in the detector module is derived. From the relative pulse heights the location
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of the interaction within the module is determined with a mean accuracy of 2.3 cm
(1o). The fast response of NE213A allows accurate timing (needed for time-of-flight
measurements) and the discrimination between 7-ray and neutron interactions (pulse
shape discrimination).

The lower detector layer consists of 14 cylindrical Nal(T1) scintillator crystals of
height 7.5 cm and diameter 28.2 cm enclosed in aluminium housings. Seven PMTs
are mounted on the bottom of each module viewing the crystal through quartz glass
windows. Similar to Dy, the energy deposit F3 and the interaction location with a mean
accuracy of 1.5 ¢cm (1o) is inferred from the sum of the absolute pulse heights and the
relative pulse heights, respectively. With its high 7. the lower detector is optimized for
absorption of MeV gamma-rays.

2.3.2 Instrument Response Description

The response of the instrument is defined as the distribution of measured event pa-
rameter values for incident photons of a specific energy and direction. 21 parameters
are measured for each event which, on the one hand, are used to determine the funda-
mental quantities Fio, Y, ¥, and ¢, and, on the other hand, serve for event selection
aimed to suppress background events (cf. Section 2.4). The response of the instrument
to y-ray photons of energy F., and incident direction («, d) is then given by

R = R(Et0t7X7¢7@|E%a75)v (25)

which obviously maps the three photon parameters in a 4-dimensional data space.
In principle, COMPTEL data should be analyzed in this 4-dimensional data space,
which, however, requires large amounts of computer resources that are not available to
date. Consequently, the data are currently analyzed in subspaces which are obtained
by integration over some of the parameters. In this work, spectral analysis will be done
in a 1-dimensional subspace obtained by integration over scatter angles and directions:

Re (Bl y,0,0) = [ [ [ B(Eu x. 0. 011,,0,0) dy v d. (2.6)
X @

Imaging analysis will be done in a 3-dimensional subspace, spanned by the parameters
X, ¥, and ¢ which bear information on the incident direction of the photons. The
response in this subspace is obtained by integration over the total energy deposit Fi:

RA(X7¢795|E770575) = / R(Etot7X7¢7@|E%a75) dEtOﬁ' (27)

tot

In the following, the instrumental response function in these subspaces will be pre-
sented.
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2.3.2.1 Energy Response Function

The energy response function Rg(FE|E., o, ) describes the distribution of the mea-
sured total energy deposit Fio as function of the energy E., and the incident direction
(e, 0) of the incoming photons. Figure 2.2 shows this function for 1.809 MeV photons
incident from the direction of the telescope z-axis (the axis perpendicular to the de-

tector planes) which was determined by convolution of the energy response of the Dy
detector with that of the Dy detector (Diehl et al. 1992b).

Obviously, the photons are spread
over a rather wide domain in Fi., rang-

0.040F

ing from the lower energy threshold at
720 keV to roughly 2 MeV. About 50%
of the events are located in a Gaussian
peak centered at 1.8 MeV, arising from
events which were totally absorbed in
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D,, after being Compton scattered in w0 ew oo w0 e w0 00 i
D;. The width of this peak, which is also

referred to as the photopeak, has been Fig. 2.2: Energy response function for photons
consistently determined from both pre- of energy E, =1.809 MeV.

flight calibration data and from Monte

Carlo simulations, and can be described by

o(E,) = 0.01,/14.61E, + 2.53E2  MeV, (2.8)

where ., is given in MeV (Schonfelder et al. 1993). The tail of the response function is
composed of events where the photon escapes the Dy detector after Compton scattering
(Compton tail) or where one or two annihilation photons created as a result of electron-
positron pair production escape the Dy detector (FEscape peaks).

2.3.2.2 Angular Response Function

The angular response function Ra(x,v,¢|F,,«,d) describes the distribution of the
measured scatter directions (y,) and scatter angles @ as a function of the energy
E., and the incident direction («,d) of the incoming photons. For an ideal Compton
telescope, where all photon interactions are Compton scatters in the upper detector
layer followed by total absorption of the scattered photon in one of the lower detec-
tor modules, the measured events lie on a cone of opening angle 90° with apex at
the source position (a,d). Figure 2.3 shows the angular response function in the 3-
dimensional COMPTEL data space. The left image is a schematic representation of
the ideal response function. The right image shows the angular response for 1.809 MeV
photons incident from the direction of the telescope z-axis under the assumption of an
infinite extent of the Dy detector layer, and integrated over Eiot = 1.7 — 1.9 MeV. For
illustration purposes the scatter directions (x,’) were integrated over the azimuthal
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Fig. 2.3: Left: Schematic diagram of the COMPTEL angular response in the 3-dimensional
data space, spanned by the scatter direction (x, ) and the scatter angle ¢. Right: Angular
response for 1.809 MeV photons integrated over Fioy = 1.7 — 1.9 MeV and over the azimuth
angle of the scatter direction. An infinite extent of the Dy layer was assumed.

component which leads to an angular response representation in the @gz.,-¢ plane. In-
deed, for unpolarized photons the angular response is symmetric with respect to the
azimuth angle, hence this representation contains the full information on the angular
response.

The angular response function, also referred to as the point spread function (PSF),
is bounded at low and high scatter angles due to the energy thresholds of the detector
modules (cf. Section 2.4). About half of the registered events lie in a small band along
the diagonal (i.e., the cone mantel) and arise from photons which are totally absorbed
in D,. Photons which are not completely absorbed in D, lie inside the cone, since
according to Eq. (2.3) the measured scatter angle ¢ is larger than the true scatter
angle @ge,. Events which lie outside the cone mantel can analogously be attributed to
incomplete energy absorption in the Dy layer.

The ‘fringe’ around the cone mantel, which would disappear for an ideal Compton
telescope, determines the angular resolution of the instrument. It has been consistently
determined from both pre-flight calibration data and from Monte Carlo simulations,
and can be described by

1.247

o(l,) =
) 1 — exp (—0.8540-93%)

degrees, (2.9)

where F, is given in MeV (Schonfelder et al. 1993).
For 1.8 MeV imaging analysis, events with total energy deposits in the range Fiot =
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1.7 — 1.9 MeV are collected into the 3-dimensional data space which is binned in cells
of 1° x 1°in (x, %) and 2° in ¢. Comparison with the energy response for 1.809 MeV
photons shows that the use of the line-interval Eio,s = 1.7—1.9 MeV encompasses about
50% of all registered 1.809 MeV photons (cf. Fig. 2.2). Extensive description of the
treatment of the COMPTEL response in this data space were already given by Diehl
et al. (1992a), Knodlseder (1994), and van Dijk (1996) and will not be repeated here.
In summary, for a fixed telescope pointing the expected number of photons in a data
space cell e(x, ¥, @) is to good approximation related to the y-ray intensity distribution

f(e, ) by

e(x, ¥, @) :b(x,@/},@)+g(X,zb,@)//f(oz,fs)A(oa5)p(x,¢,¢|E~y,a75)dad5 (2.10)
a §

where A(a,d) is the effective exposure of the Dy layer, p(x, ¢, ¢|E,, a, ) is the point
spread function defined for an infinite extent of the D4 layer, g(x, ¥, ¢) is the probability
that a photon scattered in Dy in direction (y,%) actually encounters a Dy module,
and b(x, v, @) is the expected number of events due to instrumental background (the
background model). For practical purposes, the angular response function R4 was
separated into

Ra(x; 0, @lEy, a,8) = g(x, ¥, @) A, 8)p(x, 1, ¢ Ey, a, 0). (2.11)

Observations with different telescope points are added in good approximation using

the formulae (e.g., Knodlseder 1994):

n®(x, ¢, ) (2.12)

M~

n(x,v,p) =

k=1
P
k=1

7 P R CRD

g v.0) = > g® (v, 9) T (2.14)
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N LN (k)

A= Y AW (2.15)
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where P is the number of observations, k is the observation index, n(x, v, @) is the
number of events observed in data space cell (x,v,®), AR = max, s A®)(a, §) is the
maximum of the effective D detector exposure for observation k, 7(*) is the duration
of observation k, 7 = Y-F_, 7(%) is the total observation time, and 3 is the background
scaling factor of observation k (cf. Section 2.5.2.1). Note, that the effective D; detector
exposure A becomes independent of the direction (a, §) of the incident photon in this
approximation.
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2.4 Instrumental Background: I. Suppression

At an orbiting altitude of ~ 450 km, CGRO is exposed to the continuous bombard-
ment by various types of high-energy cosmic-rays and particles created in the upper
atmospheric layers, resulting in, e.g., neutron and proton captures, spallations, and
nuclear excitations. Each of these processes may create one or more v-ray photons,
which may subsequently interact in the D; and D; detectors to mimic valid events.
Four basic types of sources of instrumental background events can be discerned (e.g.,
van Dijk 1996): cosmic-ray particles interacting directly with the spacecraft (mainly
~ 1 GeV protons), neutrons and 7-ray photons produced in the Earth’s atmosphere,
and protons trapped in the Earth’s radiation belts. In order to reduce such unwanted
events and to increase the signal-to-noise ratio, several active background suppression
techniques are applied, which are described in the following.

Since scintillation detectors register ionizing radiation, they generally respond to
charged particles as well as photons. To distinguish both types of interactions, the de-
tector planes are entirely surrounded by 1.5 cm thick plastic scintillator domes (NE110)
which are mainly sensitive to charged particles (due to the thinness of the domes, only
~ 8% of the incident 1.8 MeV photons are absorbed). 24 PMTs are mounted on the
edge of each dome to convert the scintillation light flashes arising from the passage
of charged particles into electrical impulses. Events which occur in coincidence with
dome triggers are rejected, since they might originate from the interaction of charged
particles (which triggered the dome) and not from Compton scattered y-ray photons.
The use of this anti-coincidence technique reduces the event rate by ~ 99%.

An event is defined by the occurrence of consecutive interactions in both detector
layers within a coincidence time window of 40 ns. Such a definition, however, requires
the accurate determination of the interaction times in both detector layers, which, in
particular for Nal scintillators, is difficult to achieve. However, the use of Amplitude
and Rise time Compensated (ARC) timing (Knoll 1979) allows to measure the time
between the consecutive interactions (the time of flight; TOF) with an accuracy of 1.5
ns (FWHM) (Schonfelder et al. 1993), which is largely sufficient for the definition of
an event. In particular, this high accuracy permits to discriminate between photons
moving from D; to Dy and photons moving the other way, which allows a further

reduction of the background noise by about 90% — 95% (van Dijk 1996).

Besides photons and charged particles, the D liquid scintillator NE213A can also
detect neutrons due to its high fraction of hydrogen (H/C ratio = 1.333). In contrast
to photons, which interact electromagnetically with the weakly-bound electrons of the
atomic shell, neutrons scatter elastically off the hydrogen nuclei of the detector and
thereby give up part of their kinetical energy to the protons. The fast electrons re-
sulting from ~-rays mainly excite the singlet state of the organic scintillator, leading
to prompt fluorescence light with decay-times of the order of ns. The recoil protons
arising from the scatter of neutrons, however, excite more long-lived triplet states along
the ionization track, leading to increased decay times of the scintillation signal with
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respect to photon interactions. Consequently, the measure of the decay time of the
D; signal allows a discrimination of y-ray events from neutron events (pulse shape dis-
crimination — PSD). Vice versa, COMPTEL may be used as a neutron telescope which
was successfully demonstrated by the detection of neutrons from the 1991 June 9 solar

flare (Ryan et al. 1993).

The interaction of cosmic-ray particles
with the Earth’s atmosphere leads to consid-

erable production of neutrons and ~-ray pho- Parameter | Selection Interval
tons. Due to the relative low orbit of the satel- Ey 70 — 20000 keV
lite, the Earth as seen from the telescope oc- Esy 650 — 30000 keV
cupies one third of the whole sky, hence can @ 0° —50°
almost always ‘shine’ in the large ‘aperture’ of TOF channels 115 — 130
the instrument. This troublesome Earth radi- PSD channels 0 — 110
ation can only be suppressed through adroit ¢ > 5°

‘screening’ of the Earth from the field-of-view. Tabple 2.1: Selection criteria for the anal-
For this purpose all events are removed from ysjs of 1.8 MeV data.

the data stream for which the event circles

come closer than a threshold ( to the Earth’s

horizon. Notice that such selective exclusion of events leads to a reduction of the ef-
fective exposure towards the direction of the Earth which has to be taken into account
for the correct calculation of the instrumental response.

In order to optimize the signal-to-noise ratio, a set of standard selection criteria has
been defined for the measured event parameters. To avoid side-effects due to differences
in the lower energy thresholds of individual detector modules, lower boundaries were
imposed on the energy deposits. The upper boundaries on the energy deposits reflect
the lack of knowledge of the instrumental response above these energies.

2.5 Instrumental Background: II. Modelling

Despite the many selection mechanisms, most of the events (X 95%) measured by
COMPTEL are made up of instrumental background events. The three contributors
to the remaining background are the prompt and delayed 7-ray emission following
neutron interactions anywhere in CGRO, prompt and delayed «-ray emission following
proton interactions outside of COMPTEL, and delayed (X 200 ns) v-ray interactions
due to proton interactions within COMPTEL (van Dijk 1996). However, in lack of
sufficient knowledge about the complex processes involved, no physical model for the
remaining background distribution exists so far.

Nevertheless, to extract the valuable source events from the data, an accurate de-
scription of the distribution of instrumental background events in COMPTEL data
is required. For spectral analysis (i.e. the 1-dimensional subspace integrated over the
scatter directions and scatter angles), background spectra are usually estimated from
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observations off the source (e.g., Lichti et al. 1993), but also analytical formulations
have proven to give satisfactory results (e.g., Morris et al. 1995). For imaging analysis
in the 3-dimensional data space, background models are generally derived from the ob-
served events by smoothing or filtering techniques (Bloemen et al. 1994a, Knodlseder
1994), or from observations which are assumed to be free of source signal (Strong
et al. 1993). For ~-ray line analysis a different type of model has proven to be very
successful, which is based on measurement at adjacent energy intervals (Knodlseder
1994, Knodlseder et al. 1996b). This background model and its uncertainties will be
discussed in Section 2.5.2.

2.5.1 Background in Energy Space
2.5.1.1 Background Model

The distribution of the instrumental background in energy space has been extensively
studied by van Dijk (1996) and also Oberlack (1997), hence for details the reader is
referred to these works. In this work, the background description proposed by Morris
et al. (1995) is applied, which consists of an analytical fitting function

b(Erot) = bo (1 — e7"0Fior=Fo)) gmofior (2.16)

which is a product of a threshold function and an exponential in total energy deposit.
On top of this law, three Gaussians were fitted to account for two prominent background
lines at 1.406 MeV, arising from the decay of radioactive *°K in the PMT glass housings
of the Dy modules (van Dijk 1996), and at 2.224 MeV, arising from thermal-neutron
capture by the hydrogen nuclei of the Dy modules. The third Gaussian was included
to account for a prominent background feature between ~ 1.3 — 1.7 MeV which arises
from the activation of **Na in the telescope structure (Oberlack 1997). Its position
was fixed at 1.5 MeV, and the width was restricted to ~ 100 keV. Although such a
Gaussian is certainly not a very good description of the *?Na feature, it sufficiently
removes the residuals that remain when no such component is fitted.

2.5.1.2 Spectra of Selected Regions

COMPTEL raw count spectra for selected source positions may be obtained using the
software collimation technique. This method consists in a further restriction of the data
stream to events which possibly originated from a specific region on the sky. In other
words, only those events are kept for the analysis for which the event circles intersect
with a region of interest. For point sources (or circular sky regions), a so called ARM-
window |ARM| < r is applied, which means that only events are accepted for which
the observed scatter angle is sufficiently close to the expected scatter angle. r can be
interpreted as the acceptance radius around the selected sky position which defines a
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circular region with which the event circles must intersect. For a point source, r should
amount to 1 — 2 times the angular resolution (1.6° (1o) at 1.8 MeV), for extended
regions it has to be correspondingly larger.

Examples for COMPTEL raw spectra and background-subtracted spectra are shown
in Fig. 2.4. The left panels were obtained from 17 observation periods with pointing
directions within 50° of the northern galactic pole. As acceptance region, an ARM-
window of r = 10° around (/,b) = (0°,90°) was chosen, from which no 1.8 MeV emission
is expected. Indeed, no line-like feature is present in the residual spectrum. The right
panels were derived from the sum of 33 observations periods sufficiently close to the
galactic center, with an acceptance circle of r = 5° around (/,b) = (0°,0°). The 1.8
MeV line, which is already perceptible in the raw spectrum, is the outstanding feature
in the residual spectrum.

Further residual spectra are shown in Fig. 2.5 for four selected sky regions. The
spectra were obtained by summing the events from numerous observation periods with
pointing directions within 50° of the selected positions. The positions of the regions
were motivated from imaging analysis which suggests prominent 1.8 MeV emission
towards these directions (cf. Section 3.5).

2.5.2 Background in Imaging Data Space

2.5.2.1 The Standard 1.8 MeV Background Model

Based on the observation that the distribution of scatter angles (x,) is rather inde-
pendent on the total energy deposit Fio of the events, Knodlseder (1994) proposed
an instrumental background model for v-ray line analysis which makes use of contem-
poraneously measured events at adjacent energy intervals. The differences in the ¢
distributions P(¢) = =, n(x,,®) for different energy deposits can be removed by
normalizing the adjacent energy data to the line data, using

Zx',¢' nline(le v, 95)
Zx’,d/ nadj(Xla 77[)/7 5‘5) ’

b(x, ¥, @) = (Ragi (X, ¥, ¥)) (2.17)

where n,4; and ny,. are the 3-dimensional event matrices of the adjacent and the

line-interval, respectively. To minimize the statistical fluctuations of the background
model, adjacent energy intervals of Ky, = 0.85 — 1.7 MeV and Fio = 1.9 — 10.0 MeV
are chosen for 1.8 MeV line analysis, which provide ~ 15 times more events than the
line interval Fi,t = 1.7 — 1.9 MeV. Remaining statistical fluctuations of the adjacent
energy intervals are reduced by applying a slight smoothing in the (x,%) direction,
using

Zx’,w' w(X/7 77[}/ X5 ?7/}7 @)nadj(xl7 ¢I7 S«a)
cos P — . L —,
S WXL X, @)g(X, ', @) cos i)

(nagi (X, 1, @) = 9(x, ¥, ¢) (2.18)
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Fig. 2.4: Top-left: Software-collimated COMPTEL raw spectrum of the northern galactic
pole (sum of 17 observation periods using an ARM-window of r = 10°). Top-right: Software-
collimated COMPTEL raw spectrum of the galactic center (sum of 33 observation periods
using an ARM-window of r = 5°). Excess emission between 1.7 —1.9 MeV due to the galactic
1.8 MeV line is already visible in this raw spectrum. Bottom-left: Residual spectrum after
fitting the background model to the northern galactic pole spectrum. Bottom-right: Residual
spectrum after fitting the background model to the galactic center spectrum. An additional
Gaussian with mean of 1.809 MeV and width of ¢ = 58.9 keV was fitted to account for the
1.8 MeV line.
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Fig. 2.5: Background subtracted COMPTEL energy spectra for four selected regions (top-
left: Cygnus, |ARM| < 10°, 25 observation periods; top-right: Auriga-Camelopardalis-Persus
(ACP) region, |ARM| < 5°, 13 observation periods; bottom-left: Vela, |[ARM| < 5°, 17
observation periods; bottom-right: Carina, |[ARM| < 4°, 22 observation periods).

where

2mo? 202

zmwuwwzm%w(e) (2.19)

is a Gaussian in spherical coordinates with cos @ = sin ¢ sin ¢’ + cos © cos ¥’ cos y — '
being the cosine of the angular separation of (x,) and (x’,¢’). Since the (x,v)
distribution of the events roughly follows the geometry function multiplied by the
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cosine of the latitude,® weighting with this function according to Eq. (2.18) preserves
first-order gradients of the (x, 1) distribution.

An important feature of this algorithm is that the (x, ) structure of the adjacent
energy data space n,q; is not modified by Eq. (2.17). Smoothing in the (x,) direc-
tion doesn’t affect possible source signatures in the background model if the smoothing
width o is smaller than the instrument’s angular resolution. Hence any ‘cone’ structure
which might be present in the adjacent energy data due to continuum source signal will
persist, and consequently is included in the background model. Prerequisites for the
complete suppression of a continuum source are that the spectral index of the source
is the same as that of the instrumental background and that the ¢ distribution of the
source signal in the background model matches that of the data. Both prerequisites are
only roughly fulfilled. From the difference of the spectral indices between the instru-
mental background and the potential continuum sources, a continuum contribution of
10% at maximum has been estimated for 1.8 MeV analysis (Knodlseder 1994).

Since the normalization procedure Eq. (2.17) forces the total number of predicted
background events to be equal to the number of observed events, the instrumental
background will be overestimated for observations where 1.8 MeV emission is present.
To avoid this overestimation, the background model is scaled by a background scaling
factor 3, which originally was derived by normalization of the total number of expected
background events to the number of events in two thin adjacent energy intervals i, =
1.6 —1.7 MeV and Fior = 1.9—2.0 MeV. Oberlack (1997), however, found a systematic
bias in this normalization, in that it overestimates the instrumental background for
observations made later during the mission. As origin of this bias, he identified the
build-up of a strong background feature between 1.3 — 1.7 MeV which is probably due
to the radioactive decay of *?Na, created by ?”Al(p,x)**Na reactions in the aluminum
structure surrounding the D; modules. An additional bias may be introduced by the
strong **Na cascade (e.g., van Dijk 1996) which also increased by about a factor 4 in
activity after the satellite reboost in 1993. In order to remove this bias, he subtracted
the contribution of the **Na and **Na background components from the data of each
observation period and re-determined individual background scaling factors from the
remaining events. He could demonstrate that for these new background scaling factors,
no longtime trend exists anymore.

2.5.2.2 Uncertainties

The uncertainty in the background model normalization is twofold: Firstly, the nor-
malization of individual observation periods is uncertain to about 0.5% at maximum
(Oberlack, private communication). This results in a symmetric uncertainty in the

3Generally, v represent the latitude component of the scatter direction. In this work, the selected
data space coordinate system is aligned with the galactic coordinate system, hence x corresponds to
galactic longitudes and ¢ to galactic latitudes.
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Fig. 2.6: Left: i distribution of an exponential disk model with radial scale length of
Ry = 4.5 kpc, vertical scale height of zy = 90 pc, and total mass of M = 1 Mg. About 20% of
all events have scatter directions || > 30°. Right: « distribution of observed events minus
background model.

total number of source counts of 37476 + 19648. Secondly, the zero level was esti-
mated from observations with pointings at galactic latitudes |b| > 40° which implicitly
assumes that no 1.8 MeV emission is present in these observations. However, galactic
plane emission also contributes events at these high latitudes due to photons with large
scatter angles ¢. Indeed, with a maximum allowed scatter angle of ¢ < 50° and typical
scatter directions (y,®) +35° around the pointing, only observations with pointings
within 5° of the galactic poles are free of galactic plane emission. This is illustrated in
Fig. 2.6 which shows in the left panel the ¢ distribution of an exponential disk model
with a radial scale length of Ry = 4.5 kpc and a vertical scale height of zo = 90 pc. Al-
though this model, which is a good first order description of COMPTEL 1.8 MeV data
(cf. Section 4.4.1), consists only of galactic plane emission, about 20% of the events
have scatter directions |¢)| > 30°. Hence, using high latitude observations to estimate
the zero level of the background model leads to an overestimation of the instrumental
background. This is illustrated in the right panel of Fig. 2.6 which shows the ¢ distribu-
tion of the observed events minus the background model. Above |¢)| > 30°, a negative
residual is found which clearly indicates an overestimation of the instrumental back-
ground component. To recover the same event distribution as for the exponential disk
model (i.e., 20% of the events obey |¢/| > 30°), the background model has to be scaled
by # = 0.9935, which leads to a rise of the total number of source photons from 37476
(for 3 =1) to 63019. Additionally, the ¢ distribution of the observed events minus the
background model shows an asymmetry with respect to the galactic plane with fewer
events at positive 1» than at negative ¢». This could be either due to a normalization
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error of the background model or may be a signpost of high-latitude emission in the
southern galactic hemisphere (the question of the reality of high-latitude emission will
be adressed in Section 4.4.4). Using only positive ¢ for the background model nor-
malization leads to a further reduction of the background scaling factor to § = 0.9915
which corresponds to 70878 1.8 MeV source photons. Thus, in total, there might be a
systematic ~ 1% uncertainty in the background model normalization towards smaller
scaling factors. Indeed, model fits prefer a background scaling factor around 3 = 0.995
(cf. Section 4.3.2.2), while image reconstruction suggests an even smaller factor of

3~ 0.985 (cf. Section 3.2.2.4).



Chapter 3

Image Reconstruction

3.1 The Inverse Problem

3.1.1 Bayesian Inference

COMPTEL data are collected in the 3-dimensional image data space, which is related
to the sky intensities f; (the image space) by the set of linear equations (cf. Eq. (2.10))

M

=1
or in more compact matrix notation
e =Rf + b, (3.2)

where e; is the number of expected events in a data space cell, R;; is the point spread
function (PSF), and b; is the instrumental background model. N and M are the size
of the data and image space, respectively. Such a set of equations is often extremely
ill-conditioned, i.e. the solution vector is numerically unstable (Press et al. 1992). Ad-
ditionally, instead of e — the true sky intensity distribution mapped in the COMPTEL
data space — a measurement n is available which is subject to statistical and system-
atical errors. In most cases, equations like Eq. (3.2) have very poor error propagation
properties' (Schwarz 1988). In consequence when Eq. (3.2) is solved using a mea-
surement on the left hand side the solution vector f generally exhibits high frequency,
large amplitude oscillations (see Lucy (1994) for a nice example and Kebede (1994)
and Schwarz (1988) for the deeper theoretical understanding of noise amplification).
Finally, for the usual choice of data space cell sizes of 1° x 1° x 2° (in x, ¢, and @)

IThe error propagation properties of a system of linear equations Ax = b is determined by the
conditional number of A which is defined as the ratio of the largest to the smallest singular value of

A (Schwarz 1988).

41
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and image space pixels of 1° x 1° (in galactic longitude and latitude), the COMPTEL
response is not even left-invertible, i.e. there exists no R~! that fulfills R='R = 1.
Equation (3.2) is overdetermined and consequently has no (exact) solution.

However, since n is subject to measurement errors, an exact solution is not even
desirable. It is sufficient to find a solution f for which e is acceptably close to the
measurement n — acceptably close with respect to the measurement errors. With this
relaxation there is suddenly a wealth of ‘solutions’, especially in the case of an overde-
termined problem. To obtain a unique solution, additional constraints are needed.

Finding an acceptably close solution to Eq. (3.2) subject to some constraint(s) is
known as regularization. Regularization can be treated in the framework of Bayesian
probability theory where it becomes a problem of Bayesian inference. In contrast to
‘orthodox’ statistics, Bayesian probabilities are not frequencies coming from the repe-
tition of an experiment but plausibilities of hypothesis given a measurement and some
prior knowledge (‘orthodox’ methods ignore prior knowledge). Consequently Bayesian
probabilities are always conditional probabilities on some collective background infor-
mation [.

The basic equation of Bayesian inference is?

P(D|H, )

PUHID, ) = P(HIN ==

(3.3)
where H is the hypothesis to be tested, D is the measured data and [ is any prior
information available before the data were taken. Equation (3.3) describes a learning
process, namely how the plausibility of a hypothesis H is changed when new data D
becomes available (on the justification and uniqueness of Eq. (3.3) see Jaynes (1996),
chapter 2). The constituents of Eq. (3.3) are interpreted as follows:

P(H|D,I) is called the posterior probability of the hypothesis, given the data and
the prior information. It quantifies the knowledge about the hypothesis after the
learning process, i.e. after consideration of the data.

P(H|I) is the prior probability of the hypothesis (or just prior). It quantifies the
knowledge about the hypothesis which was available before the measurement.

P(DI|I) is the prior probability of the data or evidence. It does not depend on the
hypothesis to be examined and will (in cases considered in this work) always be
a normalization constant.

P(D|H, 1) is the direct probability of the data, given the hypothesis and the prior
information. The direct probability is called the sampling distribution when the
hypothesis is held constant and one considers different sets of data, and it is
called the likelihood function when the data are held constant and one varies the
hypothesis. It is this term which will quantify the acceptability of a solution.

Zalso referred to as Bayes’ theorem
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To complete the framework of Bayesian inference the term model has to be intro-
duced. The model links the observable D (i.e. the data) to the hypothesis H which
should be tested. In the case of COMPTEL image reconstruction it consists on the
one hand of Eq. (3.2), i.e. the way that an intensity distribution is related to the ob-
servables. On the other hand, it depends on the pixel grid which was chosen for the
intensity distribution, since a particular choice is related to a particular set of hypothe-
ses. If for example a 1° x 1° pixel grid is chosen and no constraint on the correlation
of pixels is imposed, the hypotheses under consideration will be “The sky intensities
in 1° x 1° pixels will take the mutually independent values f;”. In the case of model
fitting (cf. Chapter 4) the second part of the model is more explicitly defined as for
example “The sky intensities follow the distribution of molecular hydrogen”. While for
model fitting the importance of the model is inherent, the importance of the pizel grid
as part of the model for image reconstruction is often neglected. The problems which
may arise due to this ignorance will be discussed in Section 3.4.1.

The Bayesian formulation leads to a posterior probability bubble P(H|D, I) and not
to any single hypothesis H. For practical purposes it is desirable to get a best H —
corresponding to a unique solution of Eq. (3.2). A common choice is the most probable
hypothesis H called the mode or the mazimum a posteriori (MAP) estimate of H. It
is the best in the sense of being the single hypothesis one has greatest confidence in.
Alternatively one could chose the mean

gﬂ:/HHHwJMH (3.4)

which is probably a better estimate than the mode if H is very broad and flat (Loredo
1990). For image reconstruction only MAP estimates will be considered.

3.1.2 Assigning Probabilities

There is nothing within the Bayesian theory that tells how to assign® the probabilities
of Eq. (3.3). This must come from outside probability theory and is mainly related to
the knowledge the observer has. At present, four fairly general principles for assigning
probabilities are known: group invariance, maximum entropy, marginalization, and
coding theory (Jaynes 1996, p. 402).

For parameter estimation, the prior P(H|I) and the likelihood P(D|H,I) are both
direct probabilities and must be assigned a priori. P(D|[) is independent of H and
can be calculated using

P(D|T) =Y P(H|T)P(D|H,I), (3.5)

3In Bayesian inference probabilities are assigned, not measured. Probabilities that are assigned
directly are called direct probabilities. All other probabilities are derived from direct probabilities
using the sum and product rules for probabilities.
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where the sum is taken over all possible hypotheses.

For the assignment of direct probabilities the principle of maximum entropy can be
used. It is based on Shannon’s theorem which states that the only reasonable measure
of the amount of ignorance (or uncertainty) in a probability distribution P(h|l) is

= — 3" P(h|I)log P(h|I). (3.6)

The principle of maximum entropy then states that if one has some testable information?
I, one can assign a probability distribution to a proposition h such that P(h|I) contains
only the information /. This assignment is done by maximizing the entropy H subject
to the constraints represented by the information /I (Bretthorst 1990). Consequently,
probabilities assigned by the maximum entropy principle are maximally uninformative
(or least informative), while still incorporating the known information /.

The collection of data by COMPTEL is a Poisson process for which the likelihood
function can be derived using the maximum entropy principle (Gull and Skilling 1984):

P(D|H, I) :ﬁ

i=1

Ny —e;
€, € ¢

o (3.7)
For the prior P(H|I) two different choices will be discussed: the uniform prior with
positivity constraint and the maximum entropy prior. When nothing is known, except
that P(H|I) should be normalized,” the principle of maximum entropy reduces to
the uniform prior (Bretthorst 1990). For image reconstruction the uniform prior with
positivity constraint is given by

1

ar f < f; max
pn = . 0shi<t

0 else

(3.8)

where [, 1s the maximum possible intensity in an image pixel. This maximum is
required to make the prior normalizable but the exact value of f,,,, has no influence on
the reconstruction. Indeed, Bretthorst (1990) notes that the functional form of the prior
makes little difference as long as P(H|[I) is slowly varying compared to the likelihood.
For the uniform prior it follows that P(H|D,I) o P(D|H,I) and finding the MAP
estimate becomes a maximum likelihood estimation. An algorithm which extracts the
MAP estimate for the uniform prior is presented and discussed in Section 3.2.

If in addition to the normalization constraint the magnitude of the expected inten-
sities is known, the mazimum entropy prior
1M
P(H|I) = — [] —=exp (aS) (3.9)

Zs 5 /T

4Given a probability distribution P(h|I), the information I is called testable if it can be determined
unambiguously that the distribution is consistent with the information 7 (Loredo 1990).

5This special case of the more general maximum entropy principle is referred to as the principle of
nsufficient reason or the principle of indifference.
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may be used, where

fi=mj—filn (ﬁ)] (3.10)

Zs (_) (3.11)

is a normalization constant (Gull and Skilling 1985). The parameters of the maximum
entropy prior are m; and a. m; represents the expected magnitude for the sky inten-
sities f;, defined on each cell separately. Commonly, in the absence of any reason to
favour one pixel over another, m; is taken to be simply a constant m. « is an inverse
measure of the expected spread of the intensities f; about the expected magnitude m;.

Gull and Skilling (1985) claim that any positive and additive distribution, and
hence sky intensities, can be identified with a probability distribution by removing
it’s dimensionality p; = f;/ > f;. They consequently define the (negative) information
content of the image as S = — 3 p;logp;, and conclude that maximizing this entropy
automatically produces the most uniform, featureless image that is consistent with the
constraints (i.e. the data). Skilling (1988) generalizes the entropy definition to the
form of Eq. (3.10). A different viewpoint is taken by Loredo (1990) who argues that
the configurational entropy S of a signal is not Shannon’s entropy H since a signal is
not a probability distribution. Hence identifying the entropy S of a distribution as the
uniquely correct measure of its information content, as supported by Skilling (1990),
does not apply to signals. Jaynes (1986) notes that, while the maximum entropy prior
contains important truth, a fully satisfactory prior for image reconstruction, which
expresses all prior information, needs to be able to express the common-sense judg-
ment that correlations vary with the distance between pixels. He nicely illustrates the
incomplete incorporation of prior information into the maximum entropy (MAXENT)
prior by his statement that “...bare MAXENT is surprised to find isolated stars, but
astronomers are not” (Jaynes 1986). Nevertheless, maximum entropy inversion has
proven to be successful in many problems.® The application of a maximum entropy
algorithm to COMPTEL data is presented and discussed in Section 3.3.

6The maximum entropy method (MEM) for inverse problems is not identical to the maximum
entropy principle for assigning direct probabilities. While the first is a regularization principle (where
the generality is called into question; see e.g., Loredo (1990) and Jaynes (1986)) the second is a
fundamental principle for assigning least informative priors (Jaynes 1996).
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3.2 The Richardson-Lucy Algorithm

3.2.1 The Richardson-Lucy Iteration

Based on Bayes’ theorem of conditional probabilities Richardson (1972) proposed an
iterative method for the restoration of degraded images. Although he wasn’t able to
prove the convergence of a solution he noted that in all investigated cases the method
did converge. Lucy (1974) rediscussed the iterative scheme and showed that each
iteration leads to an increase of the likelihood. He guessed that the iterative scheme
converges towards the maximum likelihood (ML) solution and demonstrated that for
M < N (more data space cells than image pixels) the ML solution is unique. Shepp
and Vardi (1982) showed that the Richardson-Lucy (R-L) iterations converge to the
ML solution for Poisson statistics in the data when they rediscovered the algorithm for
emission tomography.”
The R-L iteration step r — r + 1 is given by

N n;
izt o Rij
r 2

AU A 3.12
f] f] Zf\il Rij ( )
where
M
7=1

It is obvious that Eq. (3.12) fulfills the positivity constraint f;‘H > 0 if the initial
estimate fjo also had this property. Further it is clear that deviations of n;/e! from
unity on a length scale large compared to that of R;; will dominate the correction.
Small scale deviations such as pixel-to-pixel noise will, to a large extent, be averaged
out when folded with R;; and will result, therefore, in only small corrections to f7.
Consequently, it can be anticipated that the iterative scheme will during the first
iterations take the significant information into account while later iterations will result
only in small corrections that slowly tend to match the successive estimates €] to the
statistical fluctuations. This behavior is confirmed in many applications (e.g., Lucy
1974, White 1994, Lucy 1994). A conventional method to avoid fitting of statistical
fluctuations is to stop the iterations before overfit sets in (an alternative approach of
damping the R-L corrections is described by White (1994)). Various stopping criteria
were proposed, such as goodness-of-fit tests (Lucy 1974, 1994), cross validation (Perry
and Reeves 1994), or the occurrence of a minimum in the curvature of the trajectory
in the likelihood-entropy space (Lucy 1994). In this work optimum stopping criteria
will be derived from simulations but it will turn out that there is no optimum single
stopping criterion. The stopping criterion merely depends on the question which is

addressed (cf. Section 3.2.2.2).

“Shepp and Vardi (1982) demonstrate that the Richardson-Lucy algorithm is a special case of the
expectation-maximization (EM) algorithm (Dempster et al. 1977). The expectation step is given by
Eq. (3.13), the maximization step by Eq. (3.12).
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3.2.2 Application to COMPTEL Data

3.2.2.1 Algorithm Implementation

A major drawback of the Richardson-Lucy iteration is its slow convergence speed. Es-
pecially in the COMPTEL case where the estimate e; is composed of a small signal
component and a (fixed) overwhelming background component, correction factors n; /el
will always lie in a small band around unity, leading to only small intensity corrections.
Hence convergence to the ML solution requires some 1000 iterations. Several modifi-
cations of the R-L iteration to accelerate convergence were proposed (Fessler and Hero
1994). For COMPTEL data it was found that the ML-LINB-1 algorithm of Kaufman
(1987) gives reasonable acceleration without degrading the reconstruction properties.
Kaufman (1987) noted that R-L is the special case A" = 1 of the form

f]?““ =T+ N6f] (3.14)
where
5= | 55 SEl
= T | 3.15
Zz 1 RZ] ( )

is the R-L correction written in additive form. The convergence can be accelerated
by using a line-search to find the A" which maximize the likelihood subject to the
constraint A4 f7 > — f7 (this constraint assures f;“ > 0). Application of this scheme
to COMPTEL data leads to acceleration factors between 10 and 100.

Since the ML solution for COMPTEL is unique (Lucy 1974), it consequently does
not depend on the initial intensity distribution fJO However, to avoid overfitting the
R-L iterations are stopped before the ML solution is reached and the obtained recon-
struction might depend on the initial estimate since it dictates the way in which in
image space the ML solution is reached. In the application of the R-L algorithm to
COMPTEL data a uniform grey image fjo = m is used as an initial estimate, cor-
responding to no prior knowledge about the intensity distribution.® Since the total
number of source counts is fixed by the normalization of the background model it
appears natural to choose

N
Enz—b

Mgt = — (3.16)

()

as the initial intensity. In the following this choice will be called the ‘natural initial

Mz

intensity’ mpat.

8Shepp and Vardi (1982) note that the choice of the initial estimate is somewhat akin to the choice
of a Bayes prior.
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Fig. 3.1: Richardson-Lucy iterations for the reconstruction of COMPTEIL all-sky mock
data. The galactic 26Al density distribution was supposed to follow an exponential disk
of radial scale length Rqg = 4.5 kpc and scale height 2y = 90 pc, the total galactic 26Al
mass was fixed to 3 Mg. The intensity distribution of the exponential disk model is shown
in the upper left panel; the other panels show the reconstructed intensity distribution f;
after iterations r = 1, 3, 5, 10, 20, 30, and 35. A grey image of natural initial intensity

Mpat = 7.8 107°ph cm™?s7'sr™! was used as initial estimate.
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Fig. 3.2: Longitude (top) and latitude (bottom) profiles of the reconstructed emission after
iterations r = 0, 5, and 35. The profile of the model intensity distribution is shown as dotted
line, reconstructed profiles are plotted as histograms.

Examples of R-L reconstructions of COMPTEL all-sky mock data are shown in
Fig. 3.1 and Fig. 3.3. All mock data used throughout this work are based on a
two-component data space model ¢;: the all-sky background model b; for observa-
tion periods 0.1 - 522.5 plus a model intensity distribution h; convolved through the
corresponding COMPTEL PSF R;;. From this two-component model a mock dataset
is created by means of a random number generator which returns random deviates n;,
drawn from a Poisson distribution of means e;. Hence the mock data are possible real-
izations of COMPTEL measurements throughout observation periods 0.1 - 522.5 as if
the 1.8 MeV intensity would follow the selected model intensity distribution. It should
be made clear, however, that while such simulations can serve to study the behavior
of the reconstruction algorithm under realistic conditions, they have only limited use
for the assessment of systematic uncertainties.

For the example shown in Fig. 3.1 an exponential disk of radial scale length R = 4.5
kpc and scale height z = 90 pc was chosen for the assumed 2°Al distribution, the galactic
26A1 mass was fixed to 3 Mg. It will turn out in Section 4.4.1 that such a distribution
represents a good first order approximation of the observed 1.8 MeV emission, although
the total galactic 2°A1 mass might be lower than the assumed 3 M. The corresponding
model intensity distribution A; is shown in the upper left panel of Fig. 3.1 in Hammer-
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Aitoff projection.? The remaining panels show the reconstructed intensity distribution
fi after iterations r = 1, 3, 5, 10, 20, 30, and 35. For the initial intensity estimate ]Q,

J
a grey image of natural initial intensity mp,; = 7.8 107°ph cm™2%s7'sr™! was chosen.

Figure 3.1 demonstrates the general properties of the R-1. algorithm as anticipated
in Section 3.2.1. In the first iterations, the large scale structures of the intensity distri-
bution are worked out. Data space deviations n;/el on a length scale small compared
to the COMPTEL PSF are smeared out by the backprojection (Eq. (3.12)) into the
image space, leading to relatively smooth reconstructions for the first iterations. In par-
ticular, the latitude distribution of the reconstructed emission is much broader than
for the model. Nevertheless, already the first iterations show a considerable amount
of structure which is inconsistent with the smooth model intensity distribution. With
successive iterations the reconstructions become more and more lumpy and the rather
smooth emission breaks up into many artificial ‘point sources’. Additionally, spuri-
ous ‘point sources’ become visible throughout the entire sky — a clear sign of fitting
statistical fluctuations (i.e., overfit).

The shape of the reconstructed intensity distribution is illustrated in Fig. 3.2 by
plotting longitude profiles (intensity distribution integrated over latitudes —30° < b <
30°) and latitude profiles (intensity distribution integrated over longitudes 0° <[ <
360°) of the R-L iterations. This clearly demonstrates the smoothness of early iterations
and the break-up into emission peaks at late iterations. Additionally it can be seen that
the algorithm is not capable of reproducing the correct narrow latitude distribution of
the model.

The reconstruction of an alternative mock dataset is shown in Fig. 3.3. As a model
intensity distribution, 20 point sources each of flux 3107° ph cm™2s~! were distributed
throughout the sky. Together with the exponential disk simulation the point sources
form two extreme examples: while in the first case a totally smooth emission distribu-
tion is assumed, the second example treats the case of a pure point source distribution.
The reality may lie between these two examples.

Similarly to the exponential disk simulation, the first iterations show a rather
smooth emission distribution. The point sources are spread out to extended spots
due to the smoothing property of the backprojection. With proceeding iterations the
emission spots become more and more concentrated, but spurious sources show up
which are indistinguishable from the true point sources (e.g., at (I,b) ~ (260°,40°) and
(1,b) ~ (290°, —80°)).

3.2.2.2 The Stopping Criterion

Figure 3.1 and Fig. 3.3 clearly show the effect of overfit in late iterations (cf. Sec-
tion 3.2.1). For the exponential disk simulation the initially diffuse emission breaks

9 All-sky maps will be shown throughout this work in Hammer-Aitoff projection with the galactic
center at the center of the map and longitudes increasing towards the left.
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1

Fig. 3.3: R-L reconstruction of 20 simulated point sources of flux 3107 ph cm™%s~
at the positions (I,b) = (0°,0°), (90°,0°), (180°,0°), (270°,0°), (45°, £30°), (135°,+30°),
(225°,430°), (315°,430°), (0°,460°), (90°,4+60°), (180°,4+60°), and (270° +60°). The
model intensity distribution is shown in the upper left panel, the other panels show the
reconstructed intensity distribution f] after iterationsr = 1, 3, 5, 10, 20, 30, and 38. A grey

image of natural initial intensity mya = 4.0 107°ph em~2s~!'sr~! was used as initial estimate.
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Fig. 3.4: Optimum exponential disk reconstruction for the parameters Ry = 4.5 kpc, zg = 90
pc, and galactic 6Al masses of 1, 2, 3, 4, and 5 Mg, as derived from distance measure A,.
The optimum iterations are 4, 6, 7, 9, and 11, the best angles A, are 55°, 43°, 37°, 34°, and
30°, respectively (cf. Appendix A.2).

up into many individual point-like sources situated mainly in regions of high 1.8 MeV
intensity. Additional sources at intermediate and high latitudes occur in regions where
no signal was present in the model. From the comparison of the late iterations with
the model it is clear that these late iterations are a poor description of reality and may
be misleading, since they suggest many individual sources where only diffuse emission
is present.

The general approach to avoid spurious sources is to stop the iterations before overfit
becomes important. A comparison of Fig. 3.1 with Fig. 3.3 shows, however, that the
optimum iteration might depend on the underlying intensity distribution: while for
diffuse emission overfit sets in very early (about iteration 5) it becomes important for
the point source simulation only at late iterations (r > 20). Figure 3.2 demonstrates
that stopping the R-L reconstruction after few iterations in order to avoid the overfit
leads, however, to considerable overestimation of the width of the latitude distribution.
Additionally, the flux of emission features is systematically underestimated for early
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iterations (cf. Section 3.2.2.3). Hence it becomes clear that the choice of an ‘optimum’
iteration depends on the question in mind and that there can not be a single optimum
iteration.

The question of the optimum iteration for the overall intensity distribution, the
longitude, and the latitude profiles is addressed in Appendix A.2 by means of ‘dis-
tance measures’. It will be shown that for the exponential disk simulation, the overall
shape of the reconstructed intensity distribution comes closest to that of the model be-
tween iterations 5-8. Comparison with Fig. 3.1 confirms that these iterations provide
a rather good compromise between smoothness and latitude extension of the emission
distribution. While earlier iterations are smoother, they obey a much wider latitude
distribution, hence lie far away from the model. In later iterations the latitude dis-
tribution is well represented, but the reconstructions are much more structured than
the model. It turned out that the minimum in the distance measures at early itera-
tions is a fundamental property for the reconstruction of diffuse emission. In this sense
there exists an optimum iteration for the reconstruction of diffuse emission. Figure 3.4
demonstrates that the optimum iteration slightly increases with galactic Al mass if
the natural initial intensity is chosen for the reconstruction. For an expected galactic
26A1 mass between 2 —3 Mg the minimum occurs around iteration 6 — 7. Figure 3.4 also
shows that with increasing Al mass the optimum reconstruction comes closer to the
model distribution. This reflects the increase of signal-to-noise ratio with total galactic
26A] mass which reduces the statistical uncertainty in the reconstruction.

3.2.2.3 Flux Calibration

Fluxes ® of emission features can be derived from the reconstructed intensity map f;
by integrating the intensities over the region of interest using

o= >, fi%, (3.17)

jEregion

where

Q; = — Alsin (—) cos(b) (3.18)

is the solid angle of image pixel f; at galactic latitude b, and Al and Ab are the pixel
sizes in galactic longitude and latitude in degrees, respectively (throughout this work
Al = Ab = 1°). If the reconstructed flux for emission features of the simulations
is plotted versus R-L iterations, however, it turns out that for early iterations the
flux is systematically underestimated (cf. Fig. 3.5). Depending on the size of the
integration region and the amount of flux, a convergent flux level is only reached after
~ 5 — 15 iterations. Additionally, the point source simulations show a systematic
underestimation of the reconstructed flux with respect to the flux in the intensity
model.
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Fig. 3.5: Reconstructed flux versus iteration for point source (left) and exponential disk
simulations (right). For the point source simulation, the reconstructed flux within a radius
of 5° around the point source at the galactic center is shown. For the exponential disk
simulation, the mean intensity within a box |l| < 30° and |b] < 10° is given. Error bars were
derived from the variance of the reconstructed fluxes for 10 independent mock datasets.

To allow a reliable flux determination from R-I. reconstructions despite these sys-
tematic biases, a careful flux calibration has been done by means of numerous point
source and exponential disk simulations (cf. Appendix A.3). The picture which arises
from this calibration can be summarized as follows: For small integration regions, fluxes
are underestimated by a constant amount, independent of the source flux and source
position. For the special case of point sources the relation

e = ® +5.6107ph cm2%7! (3.19)

was derived, where @ is the reconstructed point source flux for late (2 20) iterations
and ®;,,. is the true flux from the point source. For extended emission features, the
underestimation becomes smaller with increasing size of the integration region, falling
rapidly below the statistical uncertainties. Reconstructed fluxes can even exceed the
true value by a small amount if very extended integration regions are chosen. This is
due to the remaining background intensity in empty regions of the sky which, in turn,
is due to the positivity constraint of sky intensities. For large integration regions this
background intensity can considerably contribute to the emission. To correct for this
overestimation, mean background intensities should be estimated from regions free of
1.8 MeV emission (i.e., from high galactic latitudes), which are then subtracted from
the reconstructed source fluxes.
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3.2.2.4 The 1.8 MeV All-Sky Map

After the study of the properties of the Richardson-Lucy iterations, we are sufficiently
prepared to apply the algorithm to the observed 1.8 MeV data. For real data, however,
there is an additional parameter which has to be estimated along with the intensity
distribution: the background model scaling factor 3. Although the background model
was carefully normalized on a single observation basis under consideration of time
variabilities of major background components, its absolute normalization is uncertain
to about ~ 1% (cf. Section 2.5.2.2). In a full Bayesian analysis of the problem, 3 would
be a ‘nuisance parameter’, i.e. a parameter which influences the reconstruction but
which is not needed to be explicitly known. The full posterior probability distribution
for the image reconstruction problem is then given by

DIH,(,1)

P(H,B3|DI) = P(H,ﬁ|[)P(P(D|[) (3.20)

The nuisance parameter is eliminated from the posterior by integration over 3'°
P(H|D, 1) = /P(H, BIDI1)dg, (3.21)

which leads to the so called marginal posterior probability density P(H|D,I). In-
stead of performing this integration explicitly, which is a rather costly procedure, 3
may be estimated along with the reconstruction of the intensity distribution. The
marginal posterior is then approximated by constraining 3 to the optimum value B in
the posterior probability:

P(H|D,I)~ P(H,3|D, 1. (3.22)

Bretthorst (1988) demonstrates that at least for ‘data-dominated’ problems, this ap-
proximation leads to results which are essentially similar to those obtained by marginal-
ization (i.e., explicit integration).

To estimate the optimum B, R-L reconstructions were performed for a grid of back-
ground scaling factors 3 between 0.96 and 1.00. Figure 3.6 shows the log-likelihood
ratios —2In Ly which were obtained after R-L iterations r = 5, 10, 20, 30, and 40
as a function of 3. As anticipated in Section 2.5.2.2, R-I. reconstructions prefer a
background scaling factor well below unity. For an optimum 3 = 0.985, as suggested
by Fig. 3.6, the total number of 1.8 MeV source photons amounts to 96 420, which is
about a factor of ~ 2.5 higher than the number expected from the background model
normalization. Note, however, that estimation of the background scaling factor from
late R-I iterations might lead to an underestimation of the instrumental background.
From the simulations discussed above it is known that the intensity distribution par-
tially fits statistical fluctuations, hence some background counts are assigned to the
source component. Consequently, sky intensities may be slightly overestimated, and
the subtraction of a mean background intensity for flux determination is mandatory.

10This method of the elimination of nuisance parameters is also referred to as marginalization.



Finally, 8 iterations of the R-L re-
construction of the all-sky dataset are
shown in Fig. 3.7 for the optimum back-
ground scaling factor 3 = 0.985. Com-
parison with Fig. 3.1 demonstrates that
the reconstruction of real data shows
a similar behavior as the exponential
disk simulation. The first iterations pro-
vide rather smooth intensity distribu-
tions where the emission is spread over
a considerable range of latitudes. With
proceeding iterations the emission be-
comes more and more concentrated on
the plane with a substantial increase of
structure along the plane. When the it-
erations are proceeded until convergence Fig. 3.6: Likelihood ratio as function of back-
is reached (at about iteration r 2 170), ground model scaling factor 3 for R-L iterations
the structure breaks-up into individual "= 5, 10, 20, 30, and 40.
emission peaks of pixel size.

From the simulations, it is known that the lumpiness of the reconstructed images
is not necessarily real, but is probably mostly due to statistical fluctuations of the
background component. Some features, however, are hard to reconcile with statistical
fluctuations only. The most prominent of these is an extended emission feature in
Cygnus centered at [ &~ 80° with an apparent diameter of about 15°. It is clearly
separated from the galactic ridge emission by a region extending from [ = 50 — 70°
which is relatively free of 1.8 MeV emission. Such segregation is not seen in any of the
exponential disk simulations (cf. Fig. 3.4) which strongly suggests that this feature is a
real deviation from a smooth emission profile. Another, even more extended feature is
seen in the Auriga-Camelopardalis-Perseus (ACP) region (I = 130 — 180°) which obeys
a latitude extension of b & +30°. Similar features are seen at high galactic latitudes
around b ~ —60°. Such extended low intensity features might be due to extended
diffuse 1.8 MeV emission, but they could also arise from systematic uncertainties in
the background model. The question on the reality of these features will be addressed
in Section 4.4.4.

To emphasize the differences between the reconstruction of a smooth exponential
disk model and the real 1.8 MeV intensity distribution, longitude and latitude pro-
files of the R-I reconstructions are shown in Fig. 3.8.  The statistical uncertainties
in the longitude profile may be inferred from a comparison of the exponential disk
reconstruction (dashed line) with the corresponding model (solid line). Firstly, it is
obvious that the 1.8 MeV intensity profile is rather similar to the exponential disk
reconstruction, within the statistical uncertainties. Secondly, most structures seen in
the 1.8 MeV emission profile seem to be consistent with statistical deviations from a
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Fig. 3.7: Iterations r = 1, 3, 5, 10, 20, 30, 100, and ML (170) of the R-L reconstruction
of COMPTEL 1.8 MeV all-sky data from observation periods 0.1 - 522.5. A grey image of
natural initial intensity mpa; = 9.86 107°ph cm™2s™'sr~! was used as initial estimate. The

background scaling factor was fixed to § = 0.985.

smooth intensity profile. However, the Cygnus and ACP features are clearly not con-
sistent with a smooth intensity distribution. Additionally, the emission gap at [ &~ 325°
together with the neighboring peaks at [ & 332° and [ ~ 317° are more pronounced
than any fluctuation in the exponential disk simulation. When the view is focussed
on emission close to the galactic plane (mid panel of Fig. 3.8) an additional significant
deviation appears in Carina (I &~ 286°). Furthermore, small deviations from a smooth
emission profile may exist near the galactic center (|/| = £10°) and in the Vela region
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Fig. 3.8: Top: Longitude profile of R-L iteration 4 of the 1.8 MeV all-sky data reconstruction
for a latitude integration range of |b| < 30° (histogram). The solid line indicates the longitude
profile of an exponential disk model of 2 Mg, total galactic 2°Al mass and scale parameters
Ro = 4.5 kpc and zg = 90 pc. The dashed line shows the corresponding R-L reconstruction
for iteration 4. Middle: Same as top but for a latitude integration range of |b| < 3°. Bottom:
Latitude profile of R-L iteration 20 of the 1.8 MeV all-sky data reconstruction (solid). The
dashed line indicates the latitude profile of iteration 20 of the the exponential disk simulation.
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Name Position Radius All-sky flux Phase 1 & 2 flux

) b 107° ph em™%s71 | 107° ph cm™2%s7!
Center 2° -1.5° 5° 4.2+ 0.6 55+ 1.1
Arm 2 (north) 32° 1° 6° 4.0 £ 0.7 5.140.8
Cygnus 80.5° | -3.5° 4° 1.3£0.5 1.84+0.8
Perseus 168.5° | -6.5° 6° 0.8+0.7 35+1.1
Puppis 238° 5° 5° 2.0+ 0.6 41+£1.2
Vela 265.5° | -1.5° 6° 2.8+0.7 4.6 £1.2
Carina 286.5° | 0.5° 3° 29+0.5 3.3+0.8
Arm 2 (south) | 309.5° | -1.5° 4° 1.8+ 0.5 3.0+ 1.0
Scorpius 345.5° | -0.5° 6° 5.4 +0.7 6.3 £1.3

Name Region All-sky flux Phase 1 & 2 flux

Linin Lmaz | bmin | bmaz | 107° phem™2571 | 1075 ph em™2%!
Galaxy -180° | 180° | -10° | 10° 59.5 £4.9 96.5 £ 4.1
Northern Galaxy 0° 180° | -10° | 10° 31.2+3.5 44.6 + 3.7
Southern Galaxy | -180° 0° | -10° | 10° 28.3 +£3.5 51.9+ 3.6
Inner Galaxy -35° 38° | -10° | 10° 274+ 2.3 354+ 2.6
Arm 2 (south) 302° | 325° | -10° | 10° 6.2+ 1.3 8.0+1.4
Central radian -30° 30° | -10° | 10° 24.7+£2.1 31.0£ 2.6
Galactic center -10° 15° | -10° | 10° 10,1 +1.4 144+ 1.7
Cygnus 72° 100° | -10° | 8° 56+ 1.4 74412

Table 3.1: Fluxes determined from late iterations of the R-L reconstruction. The upper table
gives the fluxes for emission spots similar to Tab. 4.2 of Knédlseder (1994). A constant flux of
61076 ph ecm™2s™! was added to account for the flux underestimation for point sources. The
lower table gives the fluxes for extended emission regions similar to Tab. 4.3 of Knddlseder
(1994). Errors were determined from the error calibration formula.

(I = 258° — 275°), their astrophysical reality, however, may be hard to confirm on the
base of these profiles, only.

1.8 MeV fluxes of prominent features in the all-sky map are compiled in Tab. 3.1.
The integration regions were chosen similar to Knodlseder (1994) to allow for com-
parison with earlier flux estimates based on observations of mission phases 1 & 2.
Knodlseder (1994) derived the fluxes from late iterations of a maximum entropy recon-
struction which was calibrated by point source simulations. This calibration resulted in
a global flux correction factor of 1.26 which was applied to all flux determinations. Sta-
tistical errors were derived using a ‘Bootstrap analysis’ (e.g., Knodlseder 1994). In this
work, relative fluxes are determined from late R-1. iterations by subtracting an average
background intensity derived for galactic latitudes |b] > 30°. This ‘contrast method’
accounts for the probable underestimation of the background scaling factor which may
lead to an overestimation of 1.8 MeV intensities. The resulting fluxes, however, are
conservative in that they are based on the assumption that no 1.8 MeV emission exists



Fig. 3.9: Flux error versus integration area as determined from exponential disk simulations.
The solid line represent the function A® = 3.2107°/Q + 0.110~> ph cm~2s~' which was
fitted to the data points.

above |b| > 30°. To account for the point source flux underestimation, a constant flux
of 6107% ph cm™%s7! was added to all point sources fluxes.

Statistical flux errors are estimated for all features using the empirical formula
A®=3310"°VQ+110"% phecm 2, (3.23)

where © is the solid angle (in sr) of the integration region. This formula is based
on the assumptions that, firstly, the flux error is independent of the source flux and
source position, and secondly, it scales with the square root of the solid angle of the
emission feature. The assumptions are justified by the fact that COMPTEL data
are background dominated, hence the statistical uncertainties arise mainly from the
background fluctuations and are consequently independent of the source flux. The
number of background counts that interfere with the emission feature is, to first order,
proportional to the solid angle covered by the feature, hence the error related to the
background fluctuations should scale with the square root of the solid angle. The
background intensity is, also to first order, a function of the sky exposure which varies
by about a factor of ~ 2.4 over the sky and a factor of ~ 1.6 along the galactic plane.
Consequently, the variation of the statistical flux error over the sky should only amount
to a factor of ~ 1.5, while along the galactic plane it should amount to a factor of ~ 1.3.

The parameters of the functional relationship were determined using 10 independent
mock datasets, created for an exponential disk model with radial scale length Ry = 4.5
kpc, scale height z5 = 90 pc, and galactic Al mass of 3 M. The variation of the
reconstructed fluxes of the samples was determined for rectangular integration boxes
centered on b = 0°, using a fixed latitude box size of |b] < 3°, and various longitude box
sizes between Al = 1° and 360°. Possible exposure effects were removed by averaging
the flux variation for various box positions along b = 0°. The resulting data points
are plotted in Fig. 3.9 together with the best fitting relation Eq. (3.23). Obviously,
Eq. (3.23) provides a satisfactory fit to the observed statistical uncertainties, at least

for © 2 51073 sr. This solid angle, however, corresponds to the COMPTEL FWHM
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beam area, hence it is not surprising that the empirical formula breaks down below
this limit. To avoid an underestimation of the statistical error for small integration
areas, a lower limit of A® > 5107% ph cm™2s~! is applied which was determined from
point source simulations and independently from model fitting (cf. Chapter 4).

A comparison of the derived fluxes for the all-sky map with values determined for
phase 1 & 2 data shows that the all-sky values lie systematically below the phase 1
& 2 fluxes. For the point sources, this can partially be explained by the fact that the
definition of the integration regions were based on the locations of emission spots in
the galactic plane skymap of observation phases 1 & 2. Besides the Perseus feature at
(1,b) = (168.5°, —6.5°), all emission spots of Tab. 3.1 are still present in the all-sky map,
but their position may have shifted by 1° —2°, or their shape may have changed, under
the influence of the changed statistical ‘configuration’ of the instrumental background.
Examples of such ‘morphing’ emission are the Vela feature which moved from negative
latitudes towards the galactic plane, or the ‘Arm 2 (south)’ spot which shifted from [ ~
309° to [ &~ 305°. Such drastic changes between two different datasets may indicate that
the underlying 1.8 MeV emission obeys a rather smooth intensity distribution which is
very susceptible to the particular ‘configuration’ of the instrumental background. In
contrast, the Carina feature, which was shown to be the most point-like emission in the
COMPTEL 1.8 MeV sky (Knodlseder et al. 1996a), and the Scorpius feature are the
most stable spots, which obey only a marginal flux change of ~ 10%. Probably, these
features arise from rather point-like emission regions which are much less affected by
the background fluctuations.

The shifts of emission spots, however, can not account for the systematically lower
fluxes which are found for extended emission regions. In particular, the estimated 1.8
MeV emission of the entire Galaxy is ~ 40% lower for the all-sky data than for the
phase 1 & 2 galactic plane map. Recall that the use of the contrast method for the
flux determination places only a lower limit on the all-sky fluxes. Without background
subtraction, the total galactic plane flux (|6 < 10°) amounts to (75.9 + 4.9)107°
ph em=?s~!, which is still about ~ 20% lower than the phase 1 & 2 value. Another
interesting difference between the all-sky and the phase 1 & 2 results is the north-south
asymmetry in the emission profile: While phase 1 & 2 data suggested about ~ 40%
more flux from the southern hemisphere than from the northern hemisphere (Diehl
et al. 1995b), the all-sky skymaps provide about equal fluxes from both hemispheres
(indeed, there is marginally more flux from the northern hemisphere).

3.3 The Maximum Entropy Method

Alternatively to the Richardson-Lucy algorithm, COMPTEL intensity distributions
are usually reconstructed by means of the maximum entropy method. Historically,
this was the first method which was applied to deconvolve COMPTEL data, and sum-
maries about the algorithm implementation and its performance are given by Strong
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et al. (1992) and Strong (1995). The application to 1.8 MeV gamma-ray line data
of COMPTEL observation phases 1 & 2 was studied in detail by Knodlseder (1994).
Recently, Oberlack (1997) extended this study to the all-sky dataset of observation
periods 0.1 - 522.5 (the dataset which is also used in this work), hence I will content
here with summarizing his results.

3.3.1 MEMSYS2 algorithm

Finding the maximum entropy (ME) MAP consists in finding the maximum of the ME
posterior probability distribution. For practical reasons it is convenient to maximize
not P(H|D,I) but its logarithm which is proportional to

Q(fj,a) =1In P(ni|f;) + aS(f;). (3.24)

() can be identified as a Lagrange function with a being the Lagrange multiplier.
Another interpretation is that of an image quality function which is composed of a
likelihood term In P(n;|f;) which ‘attracts’ the image to the data and an entropy term
S(f;) which penalizes this attraction and pulls the image towards the expected mag-
nitudes m;. The image is reconstructed by solving the M non-linear equations

0Q
a7, =

for a given «, which dictates an iterative solution procedure. The solutions f;(«) define

0, 1<j<M (3.25)

the trade-off curve or maximum entropy lrajectory, starting from f; = m; at @ — oo
and ending at the maximum likelihood solution when a = 0. Note that even with very
small o the entropy still has a regularizing effect since the logarithmic factor imposes
positivity.

The software package generally used to reconstruct maximum entropy images from
COMPTEL data is MEMSYS2 from Maximum Entropy Data Consultants Ltd of Cam-
bridge, England, which was modified to treat Poisson statistics and to incorporate a
background model (see Skilling and Bryan (1984) for a detailed description of the
MEMSYS2 algorithm and Appendix B for the modifications). Starting from a grey
image (f; = m) with global maximum entropy (o — oo, S = 0), the algorithm it-
eratively reduces a and determines the maximum entropy image for this particular
weighting parameter. Consequently, the images of the first iterations are dominated
by the image entropy, hence are close to the expected image, while for late iterations the
reconstruction converges to the (positively constrained) maximum likelihood solution.

Similar to the R-L reconstruction there is no criterion where to stop the MEMSYS2
iterations. Originally, Skilling and Bryan (1984) proposed to stop the iterations when
the Chi-squared test statistics become identical to the number of image pixels. For
COMPTEL data, for which the measurement errors are properly described by the
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Poisson statistics, no analog constraint exists, since the formal expectation over possible
data of the log-likelihood is not constant, but varies with the reconstructed image.
Consequently, similar to the R-L algorithm, the optimum iteration has to be determined
by means of simulations.

3.3.2 Properties of MEMSYS2

Figure 3.10 and Fig. 3.11 show some iterations for the reconstruction of the same ex-
ponential disk and point source models which were used to study the R-I iterations
(cf. Figs. 3.1 and 3.3). Obviously, both the ME and the R-L algorithms lead to es-
sentially identical reconstructions. A detailed inspection of the reconstructed intensity
distributions reveals, however, that the maximum entropy images are slightly ‘cleaner’,
showing less noise at high galactic latitudes. As well, the ‘speed’” with which the itera-
tions proceed is different: while maximum entropy iterates somewhat slower for early
iterations (indicated by the flatter reconstruction for iterations 1 and 3), it becomes
faster for later iterations.

To determine the optimum ME reconstruction, Oberlack (1997) applied an en-
tropy based distance measure to the exponential disk simulation, and concluded that
iterations 6 — 8 are the reconstructions which come closest to the model intensity dis-
tribution. The use of the distance measures defined in Appendix A.2 gives similar
results, with optima between iterations 7 — 8. In an earlier study of the application of
MEM to the reconstruction of 1.8 MeV galactic plane data from mission phases 1 & 2,
Knédlseder (1994) noted a systematic flux underestimation for point sources of about
a factor 1.26. Using independent point source mock datasets for various flux levels,
Oberlack (1997) showed that point source emission is also systematically underesti-
mated in the ME reconstructions of the all-sky data. From the fit of a scaling factor
to the data points, he derived a typical flux underestimation of ~ 10%. The use of a
linear regression fit, however, provides a better description of the flux underestimation
which is consistent with the relation Eq. (3.19) obtained for the R-L algorithm.

Oberlack (1997) also studied the ME flux recovery for diffuse emission by means of
exponential disk mock datasets, derived for scale parameters Ry = 4.0 kpc, zo = 180
pc, and total mass 3 Mg. For the relatively small integration regions of 10° x 10°
he used, he found a ~ 30% flux underestimation. Nevertheless, the total flux in the
reconstructed skymaps is about ~ 10% —20% higher than in the model, which indicates
that the flux underestimation can not be universal and probably depends on the size of
the integration region. Indeed, for exponential disk simulations which were performed
for this work (Ro = 4.5 kpc, zo = 90 pc, total mass 3 Mg), it was found that the flux
underestimation disappears for larger integration regions, similar to reconstructions
with the R-L algorithm.
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Fig. 3.10: MEMSYS2 iterations for the reconstruction of simulated exponential disk data,
derived for scale parameters Ry = 4.5 kpc, zo = 90 pc, and a total galactic 2°A1 mass of 3 M.
The intensity distribution of the exponential disk model is shown in the upper left panel; the
other panels show the reconstructed intensity distribution f; after iterations r = 1, 3, 5, 7,
10, 15, and 20. A grey image of natural initial intensity my, = 7.8 107°ph ecm~2s~!sr=! was
used as initial estimate.
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model

Fig. 3.11: MEMSYS2 iterations for the reconstruction of 20 simulated point sources. The
intensity distribution of the point source model is shown in the upper left panel; the other
panels show the reconstructed intensity distribution f; after iterations r = 1, 3, 5, 7, 10, 15,
and 20. A grey image of natural initial intensity mpu.; = 4.0107°ph ecm~2s71sr™!
as initial estimate.

was used
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Fig. 3.12: Iterationsr =1, 2, 3, 5, 7, 10, 15, and 20 of the MFE reconstruction of COMPTEL
1.8 MeV all-sky data from observation periods 0.1 - 522.5. A grey image of natural initial
intensity mpa; = 9.86 107°ph cm™2s7'sr~! was used as initial estimate. The background

scaling factor was fixed to § = 0.985.
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3.3.3 The 1.8 MeV All-Sky Map

Figure 3.12 shows 8 iterations of the ME reconstruction of the COMPTEL 1.8 MeV
all-sky dataset. Similar to the R-L reconstruction, the background scaling factor was
fixed to 8 = 0.985 which results in a natural initial intensity of mp. = 9.86107°
ph em~™2%s~!sr=!. As anticipated by the above simulations, the ME reconstruction is

almost identical to the R-L images (cf. Fig. 3.7).

1.8 MeV fluxes of prominent emission features are compiled in Tab. 3.2, which is
similar to Tab. 3.1 for the R-L reconstruction. For comparison, two different flux
calibrations were applied: For column A, only the point source fluxes were corrected
by adding a constant flux of 6107 ph cm™2s~! to the values derived from the skymap.
For column B, the flux calibration of Oberlack (1997) was applied, which consists in a
correction factor of 1.1 for point sources and of 1.3 for extended emission. All fluxes are
relative fluxes with respect to an average background intensity, derived from galactic
latitudes [b] > 30°.

Comparison with Tab. 3.1 shows that ME fluxes derived with calibration A (i.e.
the same calibration as for the R-L reconstruction) are essentially identical to R-L
fluxes. Calibration B, proposed by Oberlack (1997), leads to smaller fluxes for the
point sources, while extended emission fluxes are always higher by a factor of 1.3.
Nevertheless, these fluxes are also lower than those obtained by Knédlseder (1994)
from mission phases 1 & 2 data for the galactic plane.

At first glance it may seem surprising that maximum likelihood and maximum
entropy reconstructions lead to almost identical results. This, however, is only true
from the practical viewpoint. From the theoretical viewpoint, the maximum likelihood
result is fundamentally different from the maximum entropy result. Recall, that the
difference in both methods was the choice of the priors Egs. (3.8) and (3.9). The
flat maximum likelihood prior is completely ignorant about the magnitude of the sky
intensity, and the solution of the ML problem is found by iterating the R-L algorithm
to r — oo (which is almost reached after &~ 170 accelerated iterations for the 1.8
MeV all-sky dataset). Consequently, the maximum likelihood solution to the image
reconstruction problem is not one of the early iterations in Fig. 3.7, but the spotty image
denoted by ML. In contrast, the maximum entropy prior reflects the prior knowledge
about the expected magnitudes m; in the image pixels, and the expected spread 1/«
around these magnitudes. Thus, each panel of Fig. 3.12 is indeed a maximum entropy
reconstruction, which only differ in the prior knowledge assumed about the spread of
the true sky-intensities f; around the reference magnitudes m;. Notice, that a is a
prior parameter which, from a Bayesian standpoint, should be determined before the

reconstruction.!

"F¥or the ‘optimum’ ME iterations 6 — 8, a lies in the range of (3.5 — 6.3) 10° which corresponds to
an entropy prior width of (1.3—1.7) 107° ph em~%s71sr~! (1o). For the ‘late’ iteration 20, o = 6.7 10*
corresponding to an uncertainty about the intensity magnitude of ¢ = 3.8 107® ph em =%~ 'sr~ 1.
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Name Position Radius All-sky flux? All-sky flux?
[ b 107° ph em™%s71 | 107° ph cm™2%s7!

Center 2° -1.5° 5° 4.1+0.6 3.8+0.7
Arm 2 (north) 32° 1° 6° 3.9+0.7 3.7+0.8
Cygnus 80.5° | -3.5° 4° 1.4+£0.5 0.6 +0.6
Perseus 168.5° | -6.5° 6° 0.8+0.7 0.3£0.8
Puppis 238° 5° 5° 1.8£0.6 1.3 +0.7
Vela 265.5° | -1.5° 6° 2.6 £0.7 22408
Carina 286.5° | 0.5° 3° 2.7+0.5 23+0.6
Arm 2 (south) | 309.5° | -1.5° 4° 1.8£0.5 1.44+0.6
Scorpius 345.5° | -0.5° 6° 5.0+£0.7 4.84+0.8

Name Region All-sky flux? All-sky flux?

Linin Lmaz | bmin | bmaz | 107° phem™2s71 | 1075 ph em™2s7!

Galaxy -180° | 180° | -10° | 10° 58.6 £4.9 76.2+£6.4
Northern Galaxy 0° 180° | -10° | 10° 31.0 £ 3.5 40.3 + 4.8
Southern Galaxy | -180° 0° | -10° | 10° 27.6 £ 3.5 35.8 £4.6
Inner Galaxy -35° 38° | -10° | 10° 27.2+23 35.4 £3.0
Arm 2 (south) 302° | 325° | -10° | 10° 6.1 +1.3 794+ 1.7
Central radian -30° 30° | -10° | 10° 24.5 £2.1 31.9 £2.7
Galactic center -10° 15° | -10° | 10° 10,1 +1.4 13.1+1.8
Cygnus 72° 100° | -10° | 8° 55+ 1.4 7.1+ 1.8

Table 3.2: Fluxes determined from late iterations of the MFE reconstruction. The upper table
gives the fluxes for emission spots similar to Tab. 4.2 of Knédlseder (1994). For flux column
A, a constant flux of 6 107 ph em™2s~! was added to account for the flux underestimation
as derived in this work. For flux column B, skymap fluxes were multiplied by 1.1 according
to Oberlack (1997). The lower table gives the fluxes for extended emission regions similar
to Tab. 4.3 of Knédlseder (1994). Fluxes in column A are uncorrected, as suggested by this
work, fluxes in column B are multiplied by 1.3 as proposed by Oberlack (1997). Errors were
determined from the error calibration formula, and multiplied by 1.1 (point sources) and 1.3
(extended emission regions) for flux column B.

Nevertheless, it is still surprising that the R-L scheme leads to the same reconstruc-
tions as the maximum entropy algorithm. On the one hand, this is probably due to
the fact that both algorithms are subjected to the positivity constraint of sky intensi-
ties, which is indeed already a very powerful constraint for image reconstruction (Lucy
1994). One the other hand, the reconstruction of the COMPTEL 1.8 MeV all-sky map
is a so-called data-dominated or large-sample case (e.g., Bontekoe et al. 1994, Kass and
Wasserman 1994) for which the choice of the prior makes little difference, unless it is
smooth in the region of high likelihood. Indeed, differences between MEM and R-L
occur at the edges of the image if intensity distributions for single observation periods
are reconstructed. In that case, the data only weakly constrain the intensity distribu-
tion at the edges, and the ME intensities tend towards the expected magnitudes m; in
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these regions. In contrast, the R-L solution is unconstrained at the edges of the image
which leads to prominent artefacts. For the all-sky dataset this problem doesn’t occur
since it has, by definition, no edges.

3.4 Towards a Multiresolution Approach

3.4.1 Problems of ‘Classical’ Reconstruction Algorithms

The fundamental problem of the Richardson-Lucy and the maximum entropy recon-
structions is overfit of the data, which already sets in during the first iterations, and
manifests itself as spurious sources and lumpy emission in the images. The origin of
the spurious sources in ‘classical’ image reconstructions is readily understood (Puet-
ter 1995a): there are too many free parameters in the reconstruction to describe the
data. For the 1.8 MeV all-sky map there are 64 800 image pixels which can take mutu-
ally independent values, while the total number of 1.8 MeV photons amounts to only
40000 — 70000. In particular, the total significance of the 1.8 MeV emission along
the galactic plane is ~ 300 which allows only about 100 significant (30) image pixels.
Consequently, the lumpiness of the images may be reduced by increasing the size of the
image pixels and thus decreasing the number of free parameters. Alternatively, a cor-
relation function may be introduced which relates the intensities in neighboring image
pixels, and thus effectively reduces the number of independent parameters. Algorithms
that deal with such correlations are generally referred to as multiresolution, multiscale,
or multi-channel algorithms (e.g., Starck and Murtagh 1994, Bontekoe et al. 1994,
Puetter 1995b, Murtagh et al. 1995, Pantin and Starck 1996, and references therein).

In the Bayesian framework, multiresolution image reconstruction means that the
model M is included in the inference procedure (recall that for MEM and R-L the
model was a priori fixed to a 1° x 1° pixel grid). Using Bayes’ theorem, the multireso-
lution posterior is given by

P(D|H, M, ]I)

P(H, M|D, 1) = P(MIT)P(HIM, ) =5

(3.26)
where P(M|I) is the prior probability distribution of the model and P(H|M,I) is
the prior probability of the hypothesis given model M (H now simply represents the
intensity distribution f). Since for image reconstruction we are not interested in the
model, M is a ‘nuisance’ parameter and the posterior for the intensity distribution may
be derived by marginalization

P(H|D,T) = /P(H, M|D, I)dM. (3.27)

In the following sections an attempt at multiresolution reconstruction of COMPTEL
1.8 MeV all-sky data is described which is based on noise suppression using the wavelet
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transform. This work was recently begun in collaboration with Dave Dixon from the
University of California, Riverside (UCR). It is an attempt insofar as not all problems
have been solved yet, but first results are both promising and encouraging.

3.4.2 The Wavelet Transform

The fundamental idea behind wavelets is to analyze according to scale, i.e., to decom-
pose a signal into different frequency bands and then study each component with a
resolution matched to its scale. This idea is not new, and is most familiar to any
physicist as Fourier transformation. The major difference between Fourier analysis
and wavelets is that while Fourier basis functions are localized in frequency but not in
space, wavelets are local in both frequency (via dilations) and in space (via transla-
tions). This localization is an advantage in many cases, since it makes many functions
‘sparse’ when transformed into the wavelet domain. This sparseness, in turn, results in
a number of useful applications such as data compression, detecting features in images,
and removing noise. In this work, this last capability will be exploited.

Like the fast Fourier transformation, the discrete wavelet transformation (DWT)
is a fast, linear operation, which is invertible and orthogonal. But unlike the Fourier
transformation, which is uniquely defined by sines and cosines, there is an infinite set
of possible basis functions of wavelets. Roughly, the different sets of wavelets make
different trade-offs between how compactly they are localized in space and how smooth
they are.

Noise can be removed from a dataset using the wavelet shrinkage or thresholding
methods (Donoho 1993).  The wavelet decomposition of a dataset uses filters that
act as averaging filters and others that produce details (Vidakovi¢ and Miiller 1991).
If the details are small, they might be omitted without substantially affecting the
main features of the dataset. The idea of thresholding, then, is to set to zero all
coefficients that are less than a particular threshold. The thresholded coefficients are
then used in an inverse wavelet transformation to reconstruct the dataset. In contrast
to conventional techniques, de-noising is carried out without smoothing out the sharp
structures, and the result is a cleaned-up signal that still shows important details
(for a nice example see Graps 1995). Note that this de-noising technique has the
desired property of introducing pixel-to-pixel correlations in the image of which the
correlation length depends on the amount of structure in the data. Regions of the sky
with uniform emission will be represented by few large-scale wavelet coefficients, while
the small-scale coefficient are essentially zero in these areas. Vice versa, isolated point
sources are represented by few small-scale coefficients, while the large-scale coefficients
vanish.

One of the major drawbacks of wavelets is their lack of translation invariance, i.e.
the wavelet coefficients vary under translations, dilations, and rotations of the input
signal (Simoncelli et al. 1992). This results in artefacts in the de-noised dataset, in
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particular close to discontinuities. To overcome this problem, Coifman and Donoho
(1995) proposed the ‘cycle spinning” method which averages over shifted dataset, lead-
ing to translation-invariant de-noising. In the following, this method will be used to
implement noise suppression in the Richardson-Lucy algorithm.!?

3.4.3 Modification of the Richardson-Lucy Algorithm
The accelerated R-1. iteration is given by
f]?”“ = fi+N4f] (3.28)

where

YL %R
—1 (3.29)

spr= g =Ee Y
¢ fJ(valez’j

is the additive R-I. correction. The wavelet transform provides a convenient tool to
extract only the significant structures in the R-L correction. This is done by trans-
forming 47 into the wavelet domain, thresholding of the wavelet coefficients, and
back-transformation of the thresholded coefficients into the image space. In compact
matrix notation, 4f" is replaced by

57— WTnsWéf", (3.30)

where W is the DWT, and ns is the thresholding operator. Donoho and Johnstone
(1994) propose to use the threshold A = o+/2logn where n is the sample size, i.e.

the number of image pixels, and o is the scale of the noise at a given resolution level.
Thresholding may be done using the hard threshold

0 @ w<A
ns(w, A) :{ w w0 (3.31)
or the soft threshold
15w, 3) = sign(w)(jw] — V)3 (3.32)

(Vidakovi¢ and Miiller 1991). To determine the noise level o at each resolution, a
mock reconstruction is performed in parallel where n; in Eq. (3.29) is replaced by a
mock dataset created from the actual reconstruction e/ by means of a random number
generator. The resulting R-I. correction thus reflects only statistical noise, and the
variance of its wavelet transform is used to determine o. Note, however, that this is
only an approximation of the true noise level which may vary throughout the image

12The implementation of the ‘4 trous’ wavelet transform in the Richardson-Lucy algorithm is dis-
cussed by Starck and Murtagh (1994). Their approach differs from ours in that they de-noise the
residuals in the data space, whereas we aim to de-noise directly the R-L corrections in the image
space.
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due to variation of the column sums % | R;;. It turns out that image reconstruction in
this approach is most stable when a hierarchical scheme is used, which starts with the
recovery of large scale structures, and allows, with proceeding iterations, the smaller
scales to come in. In practice this is done by zeroing all wavelet coefficients below
a specific resolution scale and, once the R-L iterations have converged, successively
lowering the minimum permissible scale.'?

To illustrate the performance of the modified R-L algorithm, it is applied to the
usual mock datasets of an exponential disk of scale parameters Ry = 4.5 kpc, zg = 90
pc, M = 3 Mg (cf. Fig. 3.13) and for 20 simulated point sources each of flux 310>
ph cm=2s~! (cf. Fig. 3.15). What is shown in the panels are the ‘converged’* R-L
iterations for a given limit in resolution levels using soft thresholding (for these and all
other examples given in this work, Daubechies wavelets with 12 coefficients were used
(Daubechies 1988)). Panel (2,2), for example, means that only the first two resolution
levels of the wavelet decomposition were kept and all other coefficients were set to
zero. This means that only large-scale R-L corrections are allowed which results in the
reconstruction of very smooth and extended emission features.

The exponential disk simulation demonstrates that the modified R-1 algorithm pro-
vides much better reconstructions than the standard R-L (Fig. 3.1) or the maximum
entropy (Fig. 3.10) method. Using only the largest resolution scales (2,2) and (3,3)
results in perfectly symmetric intensity distributions with respect to the galactic cen-
ter and the galactic plane. However, similar to the early R-L/MEM iterations, the
latitude distribution of the reconstructed skymaps is much more extended than that of
the model. With the permission of smaller resolution scales, i.e. levels > (4,4), statis-
tical fluctuations start to propagate into the reconstructions, leading to ‘hot spots’ of
emission along the galactic plane. Nevertheless, the resulting skymaps are much less
lumpy compared to the R-I. or MEM reconstructions. Notice that for resolution scales
< (6,6), the reconstructions converge towards a stable image.

To illustrate how closely the reconstructed intensity distribution comes to the expo-
nential disk model, longitude profiles are shown in Fig. 3.14 for the converged modified

13As technical sidemark, note that the discrete wavelet transform is only defined on datasets of
length n = 2%, where s is the number of resolution levels. The all-sky image grid of 360 x 180 pixel
is thus rebinned internally into a 512 x 256 pixel grid, resulting in 9 x 8 resolution levels. While
the normal wavelet transform would map the 512 x 256 pixels to 512 x 256 wavelet coefficients, the
translation-invariant approach results in an overcomplete representation of 9 x 8 wavelet planes, each
of 512 x 256 wavelet coefficients. Note that coefficients for the first scale (s = 1) are not thresholded
since they represent the scaling function, i.e. the DC level of the wavelet decompositions.

4Indeed, convergence for the modified R-L iterations is rather slow, despite the algorithm acceler-
ation using the line search. The statistical nature of the determination of the thresholding level A (by
means of simulations) can even lead to a decrease in the likelihood of subsequent iterations, while in
the long term the likelihood still increases. Therefore, the R-L iterations are considered as ‘converged’
if the likelihood-changes over ~ 5 iterations are small (< 1), although full convergence may not have
been reached yet. Experience suggests, however, that no surprises are expected for the remaining
iterations.
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T\

, (8,8)

Fig. 3.13: Multiresolution R-L iterations for the reconstruction of COMPTEL all-sky mock
data of an exponential disk model of Ry = 4.5 kpc, zg = 90 pc, and total galactic mass of 3
Mg . The panels show the converged ML solutions for various minimum resolution levels (see
text).
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Fig. 3.14: Longitude profiles of the exponential disk reconstructions (cf. Fig. 3.13).

R-L iterations for various resolution levels. These profiles demonstrate another prop-
erty of the wavelet decomposition: the reconstructed images are composed of 2571
roughly equidistant ‘bumps’ in longitude and latitude, where s is the number of res-
olution levels. For example, the (2,2) profile shows 2 bumps at [ ~ 0° and [ ~ 180°,
while the (3,3) profile shows 4 bumps at [ ~ 0°, 100°, 200°, and 290°.

These ‘beating frequencies’ can obviously lead to artefacts in the reconstructed in-
tensity distributions. A clear example is the reconstruction of the ‘20 point sources’
mock dataset, shown in Fig. 3.15. Starting from resolution levels (4,4), ‘ghost’ sources
are found half-way between the model sources. Additionally, galactic plane point
sources are not recovered by the algorithm. This is due to the fact that for the it-
erations with the largest resolution scale (2,2), the emission is concentrated in broad
bands at galactic latitudes b ~ +45°, leading to a void of emission in the plane (note
that the s = 2 scale allows only 2 major bumps in latitude). Once the large scale
emission structure is established, the following iterations which allow smaller resolu-
tion scales are apparently unable to recover the missing point sources. Obviously, the
algorithm is trapped in a local minimum of the solution space.

Finally, the modified R-L. algorithm is applied to COMPTEL 1.8 MeV all-sky data
of observation periods 0.1 - 522.5. Reconstructed intensity distributions are shown for
the different resolution levels in Fig. 3.16, corresponding longitude profiles are given in
Fig. 3.17. Already from the large resolution scales, some interesting properties of the
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Fig. 3.15: Multiresolution R-L iterations for the reconstruction of COMPTEL all-sky mock
data of 20 point sources of flux 3107° ph cm™2?s~!. The panels show the converged ML

solutions for various minimum resolution levels.
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Fig. 3.17: Longitude profiles of the 1.8 MeV reconstructions (cf. Fig. 3.16). As reference,
the longitude profile of an exponential disk model with radial scale length of Ry = 4.5 kpc
and scale height of zgg = 90 pc is shown as dashed line.

underlying intensity distribution may be inferred. For example, the (2,2) panel clearly
shows an asymmetry of the emission maximum towards negative longitudes. With
increasing resolution (3,3), it turns out that the large-scale asymmetry is in reality
composed of several small-scale asymmetries: a preference for an offset of the central-
radian peak towards positive longitudes, a sharp emission cut at [ &~ 30° in contrast
to a tail out to [ ~ —120°, and two emission bumps towards Cygnus and near the
anticenter in the ACP region. Notice that the Carina feature at [ ~ 286° is invisible
until the resolution level (5,5) comes in. Obviously, in level (4,4), which allows for
24=1 = 8 major bumps, the feature falls exactly in a valley produced by two adjacent
bumps, and consequently is suppressed similar to the galactic plane point sources in

Fig. 3.15.

The above examples demonstrate that the multiresolution Richardson-Lucy algo-
rithm is a powerful tool for the reconstruction of diffuse emission from COMPTEL
~-ray data. The impact of statistical uncertainties on the reconstructed intensity dis-
tribution is largely reduced, leading, within the accuracy of the data, to more reliable
representations of the underlying emission profile. Apparently, the current approach
has difficulties in reconstructing isolated point sources, but it should be emphasized
that we are still in an exploratory phase. The next steps are aimed at consolidating
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our understanding of noise propagation in the intensity distributions, and studying the
impact of selected wavelet type on the reconstructions.

3.5 Discussion of the 1.8 MeV Sky Maps

The main feature of all 1.8 MeV all-sky maps presented in this chapter is the outstand-
ing emission along the galactic plane — clear evidence that nucleosynthesis is currently
active throughout the entire Galaxy. Local *°Al, as proposed by Clayton (1984), Morfill
and Hartquist (1985), or Blake and Dearborn (1989), can be clearly excluded as the
main origin of the 1.8 MeV emission. Also a single point source at the galactic center,
as suggested by von Ballmoos et al. (1987) and Hillebrandt et al. (1987), is obviously
not at the origin of the 1.8 MeV ~-ray line.

Although the simulations of diffuse emission distributions suggest that the lumpi-
ness of the R-I. and ME skymaps is mainly due to statistical fluctuations of the instru-
mental background, several irregularities have proven significant, which are also clearly
seen in the multiresolution R-I. maps. The most prominent of these is the extended
emission feature in Cygnus, centered at | ~ 80° with an apparent diameter of about
15°. The corresponding spectrum shown in Fig. 2.5 clearly demonstrates that this
feature is indeed associated with 1.8 MeV line emission. Initiated by the observed 1.8
MeV emission from Cygnus, del Rio et al. (1996) studied the population of possible
candidate sources in this region. Using core collapse supernova, 2°Al yields of Weaver
and Woosley (1993), and WR yields of Langer et al. (1995), they estimated that the
known supernova remnants and Wolf-Rayet stars in the Cygnus region could give rise
to a total 1.8 MeV flux of 4.2107° ph cm™2s~!, which is consistent with the observed
value (cf. Tabs. 3.1 and 3.2). It is worthwhile to note that about ~ 85% of the 1.8 MeV
flux in the model of del Rio et al. (1996) is due to 2°Al production in Wolf-Rayet stars.

The southern-sky ‘counterpart’ of the Cygnus feature may be the enhanced emission
towards the Vela direction at [ ~ 265°. This emission could indeed be a physical
‘counterpart’ since it is suggested that the massive stars found in both regions form
a local spiral arm running from the Cygnus region, where it crosses the solar circle,
through the Sun (the Sun located near the inner edge of the arm) towards Puppis-Vela
(e.g., Sahu 1992, and references therein). Again, Fig. 2.5 demonstrates the presence
of a clear 1.8 MeV line signal in this direction. Based on a counterpart search in the
Vela region by Oberlack et al. (1994), Diehl et al. (1995a) tentatively identified the
emission feature with the Vela supernova remnant, with a possible contribution from
the closest Wolf-Rayet star 4% Velorum.

The most concentrated emission feature in the all-sky maps is found at (/,b) =
(286.5°,0.5°) in the direction of Carina (the corresponding spectrum is shown in Fig. 2.5).
A counterpart search in the Carina region revealed that the 1.8 MeV feature correlates
with the largest concentration of young open clusters known in the Galaxy (Knodlseder
et al. 1996a). The Carina region also houses NGC 3372, one of the most prominent
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Fig. 3.18: COMPTEL 1.8 MeV all-sky maps for observation periods 0.1 - 522.5. The
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Fig. 3.19: Background subtracted COMPTEL energy spectra for four emission features in

the 1.8 MeV skymaps.

H 11 regions of the Galaxy, which is powered by the largest concentration of (six) O3
stars known in the Galaxy. Additionally the most massive star known in the Galaxy
is also hosted in this region: n Carinae, a luminous blue variable (LBV). In view of all
these massive objects, the most plausible explanation for the 1.8 MeV feature is given

by an accumulation of %Al produced by massive stars along the line of sight, which is
supported by the suggested presence of a spiral arm in this direction.

Furthermore, an extended 1.8 MeV emission feature is seen in all skymaps which
extends over the constellations Auriga, Camelopardalis, and Perseus (ACP). Again,
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Fig. 2.5 confirms that this feature is indeed due to 1.8 MeV 4-ray line emission, at
least for latitudes b ~ —13°. The large latitude extension of the emission implies that
it must be rather nearby: assuming that 2°Al resides in a bubble with radius of 100
pc (i.e. a typical wind blown bubble or superbubble), the latitude extension of +30°
implies a distance to the bubble center of 200 pc. This is about the distance to a group
of B-type stars associated with the Taurus-Auriga molecular cloud complex (Walter

and Boyd 1991).

Finally, some features are found in the all-sky maps at high galactic latitudes, in
particular around b ~ —55° or near the southern galactic pole. However, spectra de-
rived for these features (cf. Fig. 3.19) show no evidence for 1.8 MeV gamma-ray line
emission in these directions, indicating that the features arise from statistical fluc-
tuations or systematic uncertainties of the background model. In this context, it is
worthwhile to mention that the weak emission feature in the all-sky R-L/MEM maps
at ([,b) = (184.6°, —5.8°) is residual emission from the Crab nebula, the brightest con-
tinuum source at MeV energies. Notice that this small residual is a proof of successful
inclusion of continuum emission in the background model, since without suppression,
the Crab would outshine the entire 1.8 MeV emission.
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Chapter 4

Model comparison

4.1 Principles of Model Comparison

4.1.1 Bayesian Parameter Estimation

In the previous chapter it was shown how an intensity distribution is derived from the
measured data using the framework of Bayesian inference. The aim was the estimation
of gamma-ray intensities in a rectangular 1° x 1° pixel grid under the assumption
that the pixels take mutually independent values. This assumption was called the
model, the pixels being the 64 800 parameters of that model. Alternatively, some idea
about the intensity distribution might be present, such as the shape of the emission
or the presence of point sources, but their amplitudes and positions are unknown. In
particular, model intensity distributions based on assumptions of the 26Al distribution
in the Galaxy should be compared directly to the data, with the total galactic 2°Al
mass being an unknown parameter.

These questions can be addressed by the same principles as discussed for image
reconstruction, only the model and the parameters will change. In particular, the
number of parameters will be very small (O(1)), which suggests different techniques
for their estimation. For the moment consider a given model M which contains m
parameters denoted by = {0, ...0,,} (an example is a given sky intensity distribution
with unknown total flux as parameter). Given data D and prior information 7, the
probability distribution for the model parameters is determined by Bayes’ theorem

P(D|6, M, 1)

POID,M,I)=POIM,[)—————= 4.1
(|7 7) (| 7)P(D|M7[)7 ( )

in which the denominator serves as the normalizing constant
P(D|M, I) = /P(D|9,M, 1 P(O|M, 1)d™6. (4.2)

83
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When nothing is known about the model parameters a uniform prior probability
may be chosen. Nevertheless, most model parameters are continuous positive variables
(e.g. the flux of a point source or the total galactic 2°Al mass), for which Jeffreys (1939)
showed that the proper way to express complete ignorance is to assign uniform prior
probability to its logarithm; i.e., the prior probability density is

P(0;|M, T) = ei (4.3)

J

Jaynes (1996) notes, however, that almost any prior which is smooth in the region of
high likelihood, will lead to substantially the same final conclusions. He remarks that
“from a pragmatic standpoint, arguments about which prior probabilities correctly
express a state of “complete ignorance” [...] usually amount to quibbling over pretty
small peanuts” (Jaynes 1996, p. 631). If in this spirit constant priors are chosen for all
parameters, the posterior probability distribution for the parameters becomes directly

proportional to the likelihood function L(6) = P(D|6, M, I):
PO|D,M,T) o< L(0). (4.4)

Finding the most probable parameters for a given model consists then in maximizing
the likelihood function over the parameters — a technique known as maximum likelihood
parameler estimation.

4.1.2 The Maximum Likelihood Ratio Test

In principle, the degree of reliability which is attached to the parameter estimates
can be derived by drawing the entire probability distribution P(8|D, M, ) to make a
statement of the form, “90 % of the posterior probability is concentrated in the interval
Orin < 0 <0, . Calculation of the entire posterior probability distribution, however,
can be computationally very demanding. Therefore, an approximation is introduced
which allows fast error estimation using the mazimum likelithood ratio test. In this
test, two parametric hypotheses Hy and H; with parameters # are considered which
belong to the same continuous family.! While for H; all parameters are free, the null
hypothesis Hy specifies fixed values GN]' for some subset 1...q of the m parameters.? The
mazimum log-likelihood ratio test statistic A is given by

max L(él . éq,Hq_H o b)

6]7]:q+1...m
A= -21 4.5
t max L(0;...0,) (4.5)

6]7]:1...777,

TA continuous family of hypotheses is a set of parametric hypotheses for which the whole family
is obtained by continuous variation of the parameters.

2Such hypotheses are called nested hypotheses since the parameter space of Hy is nested in that of
Hi.
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where the likelihood functions are maximized with respect to the free parameters. It
can be shown (Eadie et al. 1982, Cash 1979) that A is asymptotically a central Xg
distribution under Hy with g degrees of freedom. In other words, if Hy imposes ¢
constraints on the m parameters of the model, then A is distributed as a Xg under Hy.

Following Strong (1985), this property can be used to assign uncertainties to max-
imum likelihood parameter estimates. For this purpose, the log-likelihood function
In L( 9) is expanded at the point of the maximum likelihood estimate (MLE) 0 =

{0
1 m
S (8; — 0;)Hin(0r — 62) + . .. (4.6)
7,k=1
where Hjr, = 0?1n L/00;00;. is the Hessian matrix of the log-likelihood function, taken

at . Since H is real, symmetric, and positive definite, it can be diagonalized by

In () = lnL )+

Do |

H = Q- diag();) - QT, where Q is a real orthogonal matrix of eigenvectors of H, and
diag();) is a diagonal matrix composed of the corresponding eigenvalues A;. In terms
of the transformed variables, the log-likelihood expansion becomes

In L(0) = lnL Z)\ :x], (4.7)

where

Tj = i Qus (6 — B1). (4.8)
k=1

Strong (1985) showed that the offsets Af; = 0, — éj can be expressed as a function of
the log-likelihood difference 2A1In [, = 2 (ln L(#) —1n L(é)), using

m ()2

Af; = i\l 2A1an/\—]k. (4.9)
—1 Mk

But due to the diagonalization, 2AIn L is identical to the maximum likelihood test

statistic A for ¢ = 1. Consequently, 2A1In L is distributed as x3, hence 1o parameter

errors are determined from Eq. (4.9) by setting 2A1In L = 1.0.

4.1.3 Bayes Factors

The previous sections treated the conduction of inference within the context of a pre-
assigned model, representing some working hypothesis about the phenomenon being
observed. In this section the question of how to decide between different models when
both seem able to account for the facts is addressed. For this purpose, a set of differ-
ent models { M) ... M)} with parameter vectors {#() ... 0} is considered. Bayes’
theorem gives the posterior probability for the j'th model as

POMO. L) <j<r. (4.10)

PIMOID, 1) = PO = ppe, 1< <
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The denominator P(D|I) can be eliminated by considering the posterior odds for model

M) over M®), given by

PMBD. Ty P(MW|I) PDIM® T) '
where the prior odds P(MW|I)/P(M®|I) quantify the prior favour of model M)
over M(®) . Comparison with Eq. (4.1) shows that the same probability P(D|MU) I)
that appears in the single-model parameter estimation problem only as a normalization

constant, now appears as the fundamental quantity determining the status of model
M) relative to M¥), The second term in Eq. (4.11) is called the Bayes factor (Jeffreys
1939)

P(D|MW 1)
~ P(D|MW 1)
which is defined as the ratio between posterior to prior odds. Note that, unlike in
parameter estimation where only a maximum is searched, all probabilities appearing
in the definition of P(D|MW T) must be correctly normalized when computing Bijy.

" (4.12)

The basic task for model comparison is the evaluation of the integrals
P(D|M, 1) = /L(@)P(6|M, 1d™g (4.13)

which is also called the marginal probability or the marginal likelihood of the data.
Analytical evaluation is, however, often intractable. Numerical methods are generally
so inefficient for these integrals that they are of little use. The main reason is that for
moderate or large sample sizes the integrand becomes highly peaked around its max-
imum, and quadrature methods have difficulty finding the region where the integrand
mass is accumulating. This is the domain where the Laplace method for integrals be-
comes successful. It is based on a Taylor series expansion of the function f(u) of the
m—dimensional vector u, and yields the approximation

/exp{f(u)}du R (27T)m/2 det(A)% exp{f(u)}, (4.14)

where @ is the value of u where f attains its maximum, and A is the negative of the
inverse Hessian of f evaluated at @&. When applied to Eq. (4.13) it yields

P(D|M, I) ~ (27)™/? det(X)2 L(6) P(6| M, T), (4.15)

where m is the dimension of 8, 8 is the posterior mode of #, and ¥ is the negative of the
inverse Hessian of In{L(#)P(0|M,I)}, evaluated at 8 = 6. Tierney and Kadane (1986)
show that in regular statistical models® the relative error in Eq. (4.15), and hence in
the resulting approximation to By, is O(r™")%

3A regular statistical model is one in which the MLE is asymptotically normal with mean at the
true value and variance matrix equal to the inverse expected Fisher information matrix (Raftery 1995).

4For Poisson data, n is the total number of counts (Raftery 1994). In the case of COMPTEL 1.8
MeV all-sky data, n = 3967 035.
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A second approximation is obtained by replacing the posterior mode by the maxi-
mum likelihood estimate 6 &~ § and taking the inverse Hessian matrix ¥ &~ H~! at this
point, which yields

where A = 2(In L(é(j)) —1In L(é(k))) is the generalized maximum log-likelihood ratio
test statistic (cf. Eq. (4.5)), and

E; = —In{det(HD)} + 21n P(AV | MW, T) + mU) In(27). (4.17)

This approximation is less accurate than Eq. (4.15) since the relative error increases
to O(n_%) (Raftery 1994). Instead of E;, Jaynes (1996) use the quantity

W, = exp{%Ej} _ V(W) P@GIMY), 1), (4.18)

where

m () )
V(QW) = (20)"" 2 [det(HWD)=1 = (27)"" /2 (H AE”) (4.19)
=1

is the effective high-likelihood volume® of the parameter space ()\Z(»j ) are the eigenvalues
of the Hessian matrix H") as derived in Section 4.1.2). W; is also called the Ockham®
factor, since it is related to the “simplicity” of the model (Jaynes 1996). It can be
interpreted as the amount of prior probability contained in the high-likelihood region
Q0. In this way, W; quantifies the simplicity of a given model, because the more
complicated a set of possible hypotheses (i.e. a parametric model) is, the larger the

manifold of conceivable alternatives becomes, and so the smaller must be the prior

NI

probability of any particular hypothesis in the set. In this sense complicated models
are expected to provide smaller Ockham factors.

A high-likelihood region €2 in parameter space is defined by the conditions that Q is as compact
as possible and within Q the likelihood everywhere exceeds some nominal threshold value Ly. The
volume of this region is then

V(Q) :/L>L ame (4.20)

where Lg is specified by the condition that the integrated likelihood should be given by L(é)V(Q):

LOV(0) = [ 1070 = 10)ry ST (421

Then a rectangular function equal to L(f) on Q, zero elsewhere, is a crude approximation to the like-
lihood function and it has, in the present approximation, the same implications for model comparison
as does the actual likelihood function.

fWilliam of Ockham (lat. Occam), ~ 1290 — 1349, Franciscan monk. By the principle “Entities
are not multiplied without necessity”, later known as “Ockham’s Razor”, he insisted that what can
be done with fewer is done in vain with more.
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Bio 21n Byo Evidence for M;
<1 <0 Negative (supports My)
1to3 0 to 2.2 | Marginal
3 to 12 2.2 to 5.5 | Positive
12 to 150 | 5 to 10 Strong
> 150 > 10 Decisive

Table 4.1: Decision rules for model comparison with
unity prior odds (after Raftery 1994).

Throughout this work, Bayes factors will be computed using Eq. (4.16). Prior odds
were set to unity, corresponding to prior information that is indifferent between com-
peting models. Consequently, the posterior odds are identical to the Bayes factor. The
specification of parameter priors P(#|M, I) has to be done more carefully. Although
Raftery (1994) notes that the exact prior form is not very important, its proper nor-
malization is essential for the Bayes factor analysis. Independent priors were assumed
for all parameters, corresponding to the situation where the individual variables are
of interest in their own right. Throughout this work, bounded uniform and normal
priors were applied.  Their motivation is discussed in the applications below. For
the interpretation of Bayes factors, Raftery (1994) proposes the decision rules given in
Tab. 4.1. Tt is important to note that the categories given in the table are not issue
of a calibration of the Bayes factor but rather a rough descriptive statement about
standards of evidence in scientific investigations — probability is a meaningful scale
itself!

4.1.4 Bayesian Model Averaging

Parameter estimation as proposed in Section 4.1.1 has a major drawback: the results
are only valid in the context of the considered model. In real problems, like those
treated in this work, a wealth of possible models exists, each of which generally leads
to different parameter estimates. In this case, data analysts typically select the most
probable model and then proceed as if the model generated the data. This approach,
however, ignores the uncertainty involved in the model selection, which can be a major
part of overall uncertainty. Generally, this leads to underestimation of the uncertainty
of the quantities of interest, and implies over-confident inferences.

Bayesian model averaging (BMA) provides a coherent mechanism for accounting
for the model uncertainty. We wish to confine our attention to a selected set of models
{M® . M)}, Bretthorst (1988) showed that for answering questions within this set
one may normalize

ZP DD, 1) =1, (4.22)
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leading to the expression

P(M(j)lf)P(D|M(j),f) __Pm 'If)

ZP P(D|IM®™ ) ZP ®)|1) Bry

P(MY\D,T)= (4.23)

for the posterior model probabilities (the choice of model 1 as reference model in the
Bayes factor is arbitrary). If z is the quantity of interest, its posterior probability,
given data D and knowledge I, is determined by

P(z|D, 1) =Y P(z|MY, D, 1)P(MD|D, I). (4.24)
7=1

This is an average of the predictive distributions of z, given model M),
P(e|MY, D, 1) = /P(x|D,9<f'>,M<J'>,1)P(9<f'>|D,MU),J)d:[; (4.25)

weighted by the models’ posterior probabilities. The posterior mean and standard
deviation of = are then calculated from

E[z|D, 1] = iij(M(fHD, 1), (4.26)
Var[z|D, I] = y [<ij)2+<@>2} P(MW|D, I) — (E[z|D, 1])*, (4.27)

1

=
where z; = E[z|D, MY, I] and (Az;)? = Var[z|D, MY ] are the expectation and
variance of 2 under model M) respectively. If z is identical to a parameter 6, which
is common to all models the expectation and variance can be approximated by the

MLE z; ~ ég(ﬂ,]) and the error estimate (Az;)? ~ (A0Y)? (cf. Eq. (4.9)).

4.2 Application to COMPTEL data

4.2.1 Basic Algorithm

All methods described above require the maximization of the log-likelihood function

In L(8|M) = g:nZ Ine;(0|M) — e;(0| M) — Inn;! (4.28)

=1

(cf. Eq. (3.7)) where n; is the number of observed counts in data space cell i and e;(8| M)
is the prediction of model M with parameter vector § for this cell. Consequently, the
base of any model comparison is a maximum likelihood algorithm. For the analysis
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of COMPTEL data, the Levenberg-Marquardt method was implemented (Press et al.
1992) which makes use of the log-likelihood gradient

alnL N 9|M) n;
; [62(9|M) - 1] ) (4.29)
and the Hessian matrix
2 N 2. . . . .
0"In L = 0%e; (0| M) I de;(0|M) 862(9|M)n_22 ' (4.30)
89]0(9k i=1 89]89k 62(0|M) 69] 89k €;

Starting from an initial guess of the parameters, this method iteratively improves the
log-likelihood until convergence is reached. It turns out that the method is rather inde-
pendent on the initial parameter values and requires only 2 — 3 iterations to achieve an
absolute In L error of better than 10™* (comparison with Tab. 4.1 shows that decisions
are based on log-likelihood differences of O(1), hence the achieved accuracy” is largely
sufficient). Eigenvectors and corresponding eigenvalues of the Hessian matrix at max-
imum likelihood are calculated using Jacobi transformations (Press et al. 1992). From
these, 1o parameter errors Af; are derived using the method described in Section 4.1.2.
The eigenvalues are also used for the calculation of the high-likelihood volume V()
following Eq. (4.19).

Using the output of the maximization algorithm, namely the maximum log-likelihood
In L(é|M) and the high-likelihood volume V(Q), Bayes factors can be calculated inde-
pendently from the maximization (indeed, this is a major advantage of the approxima-
tion Eq. (4.16)). Nevertheless, the functional relationship between some of the model
parameters and the predicted counts in data space may be so complex that evaluation
of the derivatives and the Hessian matrix are impossible, and direct maximization using
the Levenberg-Marquardt method is infeasible. In this case, the intractable parame-
ters are fixed, and maximum likelihood with respect to the specified values is estimated
by optimizing the remaining free parameters. The global maximum likelihood is de-
termined by repeating this procedure for a grid of parameter values which cover the
conceivable parameter space with sufficient density.® The derivatives and the Hessian
matrix, which are required for parameter error estimation and Bayes factor analysis,
are then approximated numerically using the grid points adjacent to the maximum
likelihood point.

7As technical sidemark, notice that all calculations were done using double precision variables.
This is necessary since the all-sky data space comprises N = 1360800 valid bins (the @-layers 1 — 4
are empty for 1.8 MeV data), and summing so many quantities leads to considerable roundoff errors.

8Sufficient density means that around maximum likelihood the variation of In L between adjacent
parameter grid points becomes < 1, hence decisions won’t be altered by the crude approximation.
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4.2.2 An Example: Fitting Exponential Disk Models

To illustrate the procedure and discuss systematic uncertainties, an example is consid-
ered: the fit of an exponential disk model. In Section 4.4.1 it will turn out that this
model is a good first order parametric description of the observed 1.8 MeV data. A
mock dataset was created by means of a Poisson random number generator from the
combination of the all-sky background model and the expected source count distribu-
tion from an exponential disk model with radial scale length of Ry = 4.5 kpc, scale
height of zy = 90 pc, and total galactic °Al mass of M = 3 Mg. These data were
then compared with the parametric exponential disk model on top of the background
model, where Ry, z9, M, and the background scaling factor 3 are ‘unknown’ parame-
ters. Obviously, this example is an ideal case where the background model is known
exactly and the parametric source model comprises the ‘true’ model.

The first step in Bayesian model comparison is the assignment of prior probabilities
for all model parameters. For the scale length Ry and scale height 2o, bounded constant
priors were chosen since the prior knowledge about the shape of the Milky Way sets
some constraints on these parameters. In particular, the lower boundary of z is well
defined. All stars in the Galaxy show some scatter with respect to the galactic plane
due to the vertical dispersion of their birth places — the molecular clouds — and, at
least for older stars, due to interactions with the interstellar medium (ISM). The most
tightly confined population are young massive stars which obey a scale height of z ~ 50
pc (Cruz-Gonzalez et al. 1974, Garmany et al. 1982). Older stars are more widespread
because they already encountered significant collisions with interstellar clouds, causing
an increase in their velocity dispersion over time. Since 2®Al is believed to be produced
in stars, it is reasonable to assume that its scale height is at least that of the most
tightly confined population (i.e., that of massive stars). Consequently, the lower bound
of zg is set to 50 pc. The upper bound may be derived from an assumed maximum
velocity of 2Al, since the million years lifetime of the isotope limits the mean travel
distance to ~ 1 pc (km s™!)~!. 26A] velocities may in turn be estimated from 1.8 MeV
line width measurements using high resolution germanium detectors. While Mahoney
et al. (1984) could only state that the width of the line is consistent with the galactic
rotation velocity (v ~ 200 km s™'), recent observation using the GRIS balloon experi-
ment indicates a line broadening corresponding to v ~ 500 km s™' (Naya et al. 1996).
Considering the uncertainties in these measurements and the maximum scale height
for disk stars of 325 pc (Wainscoat et al. 1992), a conservative upper limit of zy < 3
kpc is assumed.? For the radial scale length, the boundaries are more fuzzy. Esti-
mates by numerous workers span an enormous range from 1 — 6 kpc, depending on the
method and investigated wavelength range used for the determination (see Kent et al.
1991, Wainscoat et al. 1992, for summaries of some of these values). Due to the large

®One might argue that a halo population is much more extended than the assumed scale height
limit, but the considered model is one of the galactic disk population, not of a halo population — for
the latter a radial scale length and vertical scale height are not very meaningful parameters.
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uncertainty of the galactic scale length it is advisable to choose a rather uninformative
prior, covering the range of plausible scale lengths. Consequently, a bounded uniform
prior was applied, reaching from Rq =1 — 10 kpc.

The prior range of the galactic Al mass for exponential disk models can be de-
termined from previous 1.8 MeV observations. Including the measurement uncertain-
ties, all observations provide a flux from the central radian around (4.5 4+ 2.0)10~*
ph cm™2s7'rad™! (Prantzos and Diehl 1996). For the range of permissible scale pa-
rameters of the exponential disk model, corresponding intensity distributions lead to
(1 =2)107* ph em™2 s~ rad™* Mg~'. Hence, prior measurements suggest an expo-
nential disk mass in the range of 3 £ 2 Mg, and a Gaussian prior with mean of 3 Mg
and standard deviation 2 Mg is chosen for the exponential disk mass to reflect this

knowledge.

The all-sky background model, which is based on events observed in adjacent energy
bands, was carefully normalized on single observation basis under consideration of time
variabilities of major background components (Oberlack 1997, see also Section 2.5.2.2).
This normalization makes the background scaling factor 3 a rather well-defined param-
eter, where the major uncertainties arise from unidentified time-variable background
components, and the zero level estimation from high galactic latitudes |b] > 40°. To
quantify these uncertainties, a Gaussian prior with mean = 1 and standard deviation
o = 0.01 is used for the background scaling factor.

Now, all prior probabilities are assigned and the exponential disk model can be
compared to the mock data. Unfortunately, the relation of scale length Ry and scale
height zy to the predicted counts in the COMPTEL data space is intractable. For this
reason, exponential disk models were calculated for a grid of scale lengths and scale
heights. For each of the models, the maximum likelihood algorithm was applied to
determine the optimum galactic Al mass M and background scaling factor 8. The
resulting likelihood ‘landscape’ is shown in the upper-left plot of Fig. 4.1. Contour
lines were chosen to represent significance levels of the maximum likelihood ratio test
as derived from the y2 distribution. The posterior probability distribution is shown in
the upper-right plot using identical contour spacing. As anticipated in Section 4.1.1,
the posterior probability distribution is essentially similar to the likelihood function.
The only net difference is the sharp edge at zo = 50 pc due to the lower boundary of
the scale height prior. The true parameter values Ry = 4.5 kpc, zo = 90 pc, and M =3
Mg are enclosed by the 1o likelihood contour, demonstrating that the maximization
algorithm was set up correctly. At maximum likelihood, the parameter estimates were
M =3.0+0.1 Mg, Ry =4.5£0.2 kpc, 20 = 90£ 17 pc, and 3 = 0.99954+0.0009. Note,
that optimization of the scale parameters was done on a grid with mesh size 0.5 kpc in
Ry and roughly 40 pc in zg, hence the coincidence of the best estimates with the exact
values is not surprising. From the likelihood contours one can infer that the optimum
parameters on a finer grid would have been around Ry ~ 4.8 kpc and zy ~ 110 pc.

At this point it is worthwhile to compare the results for the ideal case with a similar
analysis of measured data. For this purpose, the exponential disk model was fitted
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Fig. 4.1: Fit results for the ideal case: An exponential disk model with parameters scale
length Ry, scale height zy and total mass M, was fitted along with the 1.8 MeV all-sky
background model to mock data generated from an exponential disk of Ry = 4.5 kpc, 2o = 90
pc, and M = 3 Mg on top of the background model. Upper left: Likelihood contours obtained
by fitting the model mass M for a grid of scale lengths Ry and scale heights zy. The contour
levels indicate the maximum likelihood ratio with respect to the global maximum in Gaussian
o, as determined from the x3 distribution. The black dot marks the parameters of the input
model. Upper right: Corresponding posterior probability contours. Lower left: Assigned
galactic A1 mass M in units of Mg as function of the exponential disk parameters. For
comparison, the likelihood ‘hill’ is shown as dotted contours. Lower right: Corresponding
background scaling factor 3.
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Fig. 4.2: Likelihood and mass estimate contours for the comparison of the exponential disk
model on top of the all-sky background model with the 1.8 MeV all-sky data. Contour line
spacing was chosen identical to Fig. 4.1.

together with the all-sky background model to the observed 1.8 MeV all-sky data for
the same grid of scale parameters. The resulting likelihood contours and corresponding
mass estimates are shown in Fig. 4.2. Global maximum likelihood is obtained at
Ro = 2.5 kpc and 29 £ 5 pc, the corresponding galactic mass estimate and background
scaling factors are M = 1.2 Mg and g = 0.998, respectively. Surprisingly, the optimum
scale height is much lower than those known for galactic stellar populations (zo ~
50—325 pc), and consequently it falls outside the prior range. The posterior distribution
differs from the likelihood only in that it assigns zero probability for zo < 50 pc which
pushes the maximum a posteriori (MAP) towards Ry = 3.2 kpc and zg = 50 pc. The
corresponding galactic mass estimate and background scaling factor are M = 1.4 Mg
and § = 0.996, respectively.

However, a maximum likelihood falling outside the prior range should alert the
Bayesian analyst. It signals that, (1) either the prior probabilities were badly assigned,
or (2) the prior information was wrong, or (3) the model is an insufficient description
of the data, and consequently its parameters are not meaningful. For the considered
example, the first two possibilities can be excluded because the lower zy boundary is
probably the most definite prior knowledge which went into the analysis — it is really
very hard to imagine how a galactic population with a scale height smaller than zy ~ 50
pc could form. Thus there remains the last possibility that the model is ‘wrong’.

To examine this question, recall that the considered model consists of two com-
ponents: the parametric exponential disk distribution, convolved into the COMPTEL
data space, and the instrumental background model, scaled by some factor 3. The
more important of these two components is the background model since it has to ac-
count for more than 98% of the observed events. Consequently, fit results may depend
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crucially on uncertainties of this component. The crudest approximation which is made
during the generation of the background model is the normalization of its ¢ distribu-
tion to that of the data. This approximation becomes exact only, if either no source
signal is present, or the source signal obeys a ¢ distribution which is similar to that of
the instrumental background. In other cases, a deformation of the all-sky background
model occurs which, on the one hand, depends on the difference between the source
and background ¢ distributions, and on the other hand, is proportional to the local
source signal strength. Thus, the ¢ normalized background model introduces a bias in
the fitting procedure in that it exerts an attractive ‘force’ that favors source models
with ¢ distributions similar to that of the background model.

To confirm this thesis, ¢ distribu-
tions of the exponential disk model for

various scale parameters are compared 0.12 [ T
to the ¢ distribution of the data — which T )'?z”jéslggg’_;"zs be

in turn is a good approximation of the 010 1 R.=8.0 kpc, =512 pc |
@ distribution of the instrumental back- m I X'=644549.4
ground. Two extreme examples are £ 008"

shown in Fig. 4.3: the solid histogram 3

represents the ¢ distribution of the data, § 0.06

dotted and dashed histograms those of g 7

the models. Tt becomes obvious that c23 0.04

the ¢ distributions of the models are ,

rather different from that of the data. 0.02F

However, calculation of the y? distance i

between model and data shows a clear 0.00 Lol
favour for the Ry = 2.5 kpc, 29 = 5 0 10 20 30 40 50

. .. |
pc disk, similar to what was found for Scatter angle ¢ (deg)

the maximum likelihood fitting.  This Fig. 4.3: ¢ distributions for the data (solid)

model obeys a steeper 9‘5‘d18trlbutlo_n and two exponential disk models (dotted and
than the other models which makes it dashed).

more similar to the background model.

Consequently, the ¢ discrepancy which

occurs when this source model is added to the background model and compared to the
data has a minimum. Since COMPTEL data are compared in the 3-dimensional data
space, the best fit is always a compromise between proper intensity distribution and
minimum @ discrepancy. Apparently, the Ry = 2.5 kpc, zo = 5 pc model is such an
optimum.

To understand why this model yields a steeper ¢ distribution than the other in-
vestigated exponential disk models, recall that the instrumental point spread function
(PSF) varies in @ over the field of view due to exposure and selection effects. Conse-
quently, a model’s ¢ distribution is a weighted average of the position-dependent PSF,
being dominated by the slope of the ¢ distribution in high model-intensity regions.
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Fig. 4.4: ‘Map of attraction’ for 1.8 MeV all-sky data. The image shows the ratio between
predicted data space counts for ¢ < 14° versus predicted counts for ¢ > 44°. Higher values
(darker regions) indicate steeper ¢ distribution slopes, hence model intensity distributions
which are concentrated towards these regions will be favored by the fit.

The variation of ¢ distribution slope over the sky can be examined by comparing the
expected number of source counts for low scatter angles with that for high scatter an-
gles. For this purpose, two exposure maps were created for ¢ < 14° and ¢ > 44°, and
the ratio between both was used as a measure of the local ¢ distribution slope. Higher
ratios indicate steeper slopes, hence intensity distributions which are concentrated to-
wards these regions will be favored by the fit. The ¢ distribution slope map, which
can also be interpreted as a ‘map of attraction” is shown in Fig. 4.4. From this map
it becomes evident that the fit favors intensity distributions which are concentrated
towards the galactic center. Remember, however, that the best fit is always a compro-
mise between proper intensity and best ¢ distribution, hence it is not surprising that
e.g. a single point source at the galactic center is discarded: Although it obeys the best
@ distribution, its (x, ) distribution is apparently far away from reality.

As small excursion, it is worthwhile to recognize that the ‘attraction map’ is also
valid to explain some features seen in the COMPTEL all-sky maps. In this case, the
same @ bias occurs, but the intensity model is so flexible that it can often alleviate the
bias. It happens, however, that the central 1.8 MeV emission peak in the galactic plane
is situated around [ ~ 5°, exactly where the ‘attraction map’ has a local maximum.
Additionally, a weak spur is seen in the 1.8 MeV all-sky maps around [ ~ 80° moving
from the galactic plane towards high galactic latitudes, which could be explained by
a similar spur in the ‘attraction map’. It is obvious, however, that in absence of 1.8
MeV signal, no attraction occurs since in this case, the background model is correct.
Consequently, no emission is seen in the skymaps towards Virgo or the LMC, despite the
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Fig. 4.5: Fit results for the comparison of the exponential disk model to mock data, using
a faked background model which was ¢ normalized to the mock data.

strong attraction points in these regions. For other COMPTEL energy bands, where no
satisfactory background model exists so far, the situation is much worse. Comparison
with Fig. 1 of Strong et al. (1997) shows that most extended features in the 1 —3 MeV
continuum map which lie off the galactic plane coincide with maxima of the attraction
map. This confirms that the ‘attraction map’ is a reasonable indicator of systematic
bias which is introduced by the uncertainties of the instrumental background models.
After this excursion to image reconstruction, let’s return to model comparison.

Further evidence, which makes the inaccurate ¢ distribution of the background
model responsible for the unreasonable fit results comes from a modification of the
‘ideal case’ study. To simulate the background model generation procedure, a faked
background model was created by re-normalizing its ¢ distribution on that of the mock
data. Although this only approximates the background model generation procedure,
it introduces the same type of inaccuracy. The likelihood contours and mass estimates
which result from a combined fit of the exponential disk model along with the faked
background model are shown in Fig. 4.5. Comparison with the likelihood contours of
the real data fit (cf. Fig. 4.2) confirms that in both examples the same bias occurs:
small radial scale lengths and unreasonable small scale heights. The steeper likelihood
contours for the faked mock data fit probably stem from the higher galactic Al mass
with respect to the real data, which amplifies the bias. It is also worth noting that
the estimated 2°Al mass at maximum likelihood is M ~ 2 Mg, one third smaller than
the input value. The MAP parameter estimates are Ry = 3.3 kpc zo = 50 pc, and
M = 2.3 Mg, which also fall below the nominal values. Even if the scale parameters of
the exponential disk had been known, the resulting mass would have been M = 2.54+0.1
Mg, significantly below the input mass. Hence, the background inaccuracy not only
leads to wrong scale parameters, it also causes a mass underestimation.
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Fig. 4.6: @ fitting results for the comparison of the exponential disk model to mock data,
using a faked background model which was ¢ normalized to the mock data.

The fact that simple re-normalization of the background model on the ¢ distribution
of the mock data leads to the same bias as for real data, points towards a solution of the
problem. The re-normalization of the background model could be reversed during the
fit procedure if the single background scaling factor 3 would be replaced by individual
scaling factors 3; for each ¢ layer.'® In that case, the ¢ distribution of the background
model would be determined along with the source model parameters, and the influence
of uncertainties in the background component should be greatly reduced. Application
of this procedure, which will from now on be called ‘p fitting’, for fitting the faked
background model to mock data leads indeed to results which are essentially similar
to the ‘ideal case’. For comparison, the corresponding likelihood contours are shown
together with the mass estimates in Fig. 4.6.

The introduction of new parameters in the fitting procedure, however, requires the
assignment of new prior probability distributions, which needs some thinking about
the information that is available for the individual scaling factors. Details about the
prior assignment for @ fitting can be found in Appendix C. In summary, the indi-
vidual background scaling factors are projected into a manifold spanned by the mean
background scaling factor

> BeBe
B=—= (4.31)

2. B
@

10Note that for the selected energy thresholds and @ binning of 2° there are 21 @ layers, and hence
21 @z parameters for 1.8 MeV data.
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Fig. 4.7: ¢ fitting results for the comparison of the exponential disk model with the 1.8 MeV
all-sky data.

and the normalized individual scaling factors

> o— [
L= Pe= ] 4.32
3 F (4.32)

where B is the number of counts in layer ¢ of the background model, and f = 1.00954

is the ratio of observed counts to the counts in the background model. 3 is identical
to the fixed background model scaling factor 3, and measures the deviation from the
expected number of background events. B@ which are independent of the source or
background amplitude, measure the deviation between the ¢ distributions of source and
background component. The advantage of the projection 35 — {B,;%} is that prior
knowledge is mutually independent for these parameters, which allows the separation
of the prior probability distribution into independent Gaussians (cf. Appendix C).

The logical next step is applying the ¢ fitting procedure to real data. The results,
shown in Fig. 4.7, are surprisingly similar to the ‘ideal case’. In particular, the likeli-
hood ‘landscape’ shows no bias towards small scale parameters, as seen for the ‘fixed @’
fits (the fitting procedure where the background model is fitted using a single scaling
factor 8 will from now on be called the ‘fixed ¢’ method). The contour line spacing
is somewhat wider than for the ‘ideal case’” which can be explained by a smaller sig-
nal in the real data than in the simulations. Indeed, a MAP mass of M = 1.8 £ 0.1
Mg is found for the exponential disk, lower than the 3 Mg in the simulation, but sig-
nificantly higher than for the fixed ¢ fit. Also similar to the ‘ideal case’, maximum
likelihood parameter estimates are identical to the MAP estimates, demonstrating that
the prior information does not really influence the conclusions for parameter estima-
tion. For completeness, the MAP estimates of the exponential disk scale parameters
are Ry = 4.5+ 0.4 kpc and z9 = 90 + 25 pc. The astrophysical interpretation of this
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result will be postponed till Section 4.4.1, where the exponential disk model will be
compared to other models for the galactic 26Al distribution.

Although the introduction of a ¢ dependent background factor improved the ex-
ponential disk fit results, some cases were found where this method obviously fails to
provide reliable parameter estimates. An example is the fit of an isotropic intensity
distribution to the data. Using the fixed ¢ method results in a marginal all-sky inten-
sity of (1.340.6) 107® ph cm~2s7'sr™'. In contrast, ¢ fitting assigns ~ 7% of the total
number of observed counts to the isotropic component, corresponding to a mean all-sky
intensity of (4.0 +0.3)10™* ph ecm™2s7'sr™!; the mean background scaling factor B is
reduced to 0.93. Such a strong 1.8 MeV signal, which should be seen in COMPTEL
high-latitude raw spectra, is not observed, and consequently should be interpreted as
systematic error. Hence, fixed ¢ fitting should be preferred in this case.

The question, whether the @ distribution should be fitted or not can be addressed
by the tools of Bayesian model comparison. For the example of the isotropic sky
intensities, the small background scaling factors assigned by ¢ fitting lead to a huge
penalization by the background prior, which in turn leads to a clear favour of the fixed
@ method over ¢ fitting. In contrast, for the exponential disk model, the fixed @ result
is punished by the scale height prior, and the Bayes factor analysis gives clear support
for ¢ fitting.

To illustrate how the prior knowledge may influence the decision, the ideal case
is considered one last time. In this case, the background model is known in advance
to be correct, hence using ¢ fitting to estimate the model parameters should be an
introduction of unnecessary parameters. Thus, in spirit of William of Ockham, ¢ fitting
should be discarded. Figure 4.8 shows the log-Bayes factor of the fixed ¢ method
against ¢ fitting as a function of the width ¢ of the 3 prior.!! Positive log-Bayes
factors favour the fixed » method, negative factors give preference to ¢ fitting.!? The
shape of the curve is readily understood: If ¢ is smaller than the largest statistical
uncertainty on the individual background scaling factors, ¢ fitting is penalized by
the statistical fluctuations of Bz which leads to the steep increase of the log-Bayes
factor for oy < 4.2107%. The penalization is overlayed by the general trend of an
increasing favour for the fixed » method with increasing prior width o. This trend
simply reflects the fact that with increasing o the (3 prior is spread over larger regions
of parameter space which reduces the amount of prior probability contained in the high-
likelihood region. Consequently, the Ockham factor for ¢ fitting decreases, leading to
an increasing favour of the fixed ¢ method (cf. Eq. (4.18)). For any choice of o,
however, the Bayes factor analysis leads to a favour for fixed ¢ parameter estimation
over @ fitting. This is exactly as expected since the correct background model is the

1 The prior knowledge for the ideal case differs from realistic applications in that the background
model is known exactly. Hence independent Gaussians with means of unity and standard deviations
o were chosen as priors for the individual background scaling factors 3.

I2Tn contrast to orthodox statistics, where hypotheses are only rejected but never accepted, Bayesian
analysis can favour a hypothesis against others.



4.2. Application to COMPTEL data 101

fixed ¢ model. Apparently, Ockham’s razor works perfectly in that it discards the more
‘complicated’ ¢ fitting model.

It is interesting to compare this result to classical statistics. One might be tempted
to use the maximum likelihood ratio test (cf. Section 4.1.2) to judge if ¢ fitting is
superior to the fixed ¢ method. The maximum likelihood ratio of ¢ fitting against
the fixed ¢ method is A = 34.6. Since both models belong to the same continuous
family of hypotheses, where ¢ = 20 parameters are fixed for the fixed ¢ model, A is
asymptotically distributed as y3, under the assumption that the fixed ¢ background
model is the true one. Hence, the maximum likelihood ratio converts to a rejection
probability of 97.8% or 2.3 Gaussian o. Taken literally, if the fixed ¢ method is
correct, the observed (or larger) likelihood ratios should occur by chance in only 2 of
100 cases. However, it is notorious for classical statistics that the rare things happen
so often (Raftery 1995), and most orthodox analysts would interpret 2.30 not as strong
evidence against the fixed ¢ background model. However, they are left with the open
question which of both methods they should favour.

The last topic addressed in this sec-
tion is the control of the fit quality. For
this purpose, some verification proce- 100¢
dures are carried out for each fit, which i
are illustrated for the ‘ideal case’ in
Fig. 4.9. The upper two panels show

the significance and flux of point source
residuals on top of the model for galactic
latitudes |b| < 30°. They were derived
by independent fits of point source mod-
els along with the now fixed source and

7, 772 S Decisive |

2 |n B(norb-ill, @-fit)

background models for a grid of posi- ]
tions with longitude and latitude spac-
ing of 1° (i.e. 21600 grid points). This
provides a ‘sky-map’ of point source sig- 1 / e

nificances (top panel) which were esti- 0.001 . 0.010 0.100
B prior width o

mated using the maximum likelihood ra-
tio test for ¢ = 1 degrees of freedom (de
Boer et al. 1992). Corresponding flux
estimates are shown in the second panel,
where positive residuals are indicated by

Fig. 4.8: Log-Bayes factor versus width o of
the 3 prior. The hatched area indicates the error
range on the individual background factors for

¢ fitting. Dotted lines represent the decision
solid, negative residuals by dashed con- . iteria of Tab. 4.1.

tours. Due to the telescope’s angular

resolution of 4° FWHM (at 1.8 MeV), neighboring ‘sky-map’ pixels are not indepen-
dent and consequently residuals will appear somewhat extended. In particular, diffuse
residuals will show up in these maps as connected irregular low significance features.

The two lower panels show a longitude scan along the galactic plane (b = 0°) which
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Fig. 4.9: Model fit verification for the ‘ideal case’ (see text).

was derived by means of the software collimation technique (cf. Section 2.5.1.2). This
technique, which is normally used for the generation of COMPTEL count spectra,
allows a direct visualization of the fit residuals in the COMPTEL data space. For a
given scan position Yo, %o on the sky, the events of all data space cells with an angular
resolution measure

ARM = ¢ — @geo = @ — arccos {sin ¢ sin ¢y + cos 1 cos ¢y cos(x — xo)} (4.33)

of less than £3° are added, which corresponds to an integration of the observed counts
along the PSF cone for a given source position. In parallel, the corresponding number
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of predicted events in the source and the background models are determined. The
background-subtracted observed counts together with the scan profile of the source
model are shown in the first of the two lower panels for a longitude stepsize of 3°.
Statistical errors for each scan position were derived from counting statistics, the value
of the reduced x? statistics for the longitude scan is given in the upper right corner.
The lower plot shows the residual counts after subtraction of both the background
and the source models. It is important to note, however, that the software collimation
technique has only poor angular resolution of ~ 10° (FWHM), hence neighboring scan
positions are not independent and x? is only a formal quantity indicating the agreement
of the observed longitude profile with that of the source model.

Since Fig. 4.9 shows the residuals for the ‘ideal case’, it illustrates what kind of
residuals are expected on the basis of statistical uncertainties only. Low significance
residual point sources appear in the maximum likelihood map (top panels) which, how-
ever, show no spatial correlation. Similar features are seen at corresponding positions
in the longitude scan (bottom panels). In particular, the positive residual at [ ~ 110°
and the negative excess around [ ~ —110° correspond to ~ 30 excesses in the maximum
likelihood map, demonstrating that both methods provide consistent results.

4.3 A Multi-Wavelength Comparison of COMPTEL
1.8 MeV Data

After the introduction to model comparison techniques and the demonstration of their
systematic uncertainties, COMPTEL 1.8 MeV data will now be compared to ‘tracers’
observed at other wavelengths. The aim of such a study is the identification of simi-
larities between the 1.8 MeV intensity distribution and emission at other wavelengths,
which may help to identify the origin of galactic *°Al. In previous works (Diehl et al.
1995b, 1997) only specific tracers like CO or the DIRBE 100 pm far-infrared map were
considered, which has led to the conclusion that the 2°Al emission can not be described
by a large-scale galactic emission model, and that multi-component models are required
to explain the particularities of the 1.8 MeV distribution (Diehl et al. 1996).

In this work, the comparison will be extended to the entire observed wavelength
range, starting at the A ~ 10 m radio band up to the energetic £ > 100 MeV ~-ray
photons. In this way, it is the most unbiased tracer map comparison which can be
imagined since the 1.8 MeV data is confronted with the entire knowledge about possible
emission distributions on the sky. It will turn out that the 1.8 MeV distribution follows
very closely the distribution of free electrons in the Galaxy which is traced by thermal
bremsstrahlung, observable in the microwave domain. In contrast to previous works, it
will be shown that no additional components are needed to describe the ‘irregularities’
found in 1.8 MeV sky-maps. Using the technique of Bayesian model averaging, a total
flux of 3.1 £0.1 ph cm™?s™! will be derived for the central steradian, which is slightly
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higher than flux determinations from reconstructed intensity distributions (2.8 4+ 0.3

ph cm~2s~! for both R-L and ME).

4.3.1 Tracer Maps

In the following sections, the different tracer maps which were used for comparison
with COMPTEL 1.8 MeV data are presented. To understand their (possible) relation
to %A1, the primary emission mechanisms which underlie the observed radiation will be
introduced briefly. In addition to diffuse galactic emission, some tracer maps contain
instrumental or extragalactic diffuse background, or strong, mainly extragalactic point
sources. When possible, these components were removed from the tracer maps, which
led in all cases to an improvement of the fit to the data. The preparation of each map
for COMPTEL analysis is discussed. All tracer maps are compiled in Tab. 4.2.

4.3.1.1 The 408 MHz Survey

At radio frequencies, the lowest frequencies which are observed in astrophysics, syn-
chrotron radiation of relativistic cosmic-ray electrons, accelerated by magnetic fields,
is the dominant source of galactic continuum emission. The synchrotron emissivity is
proportional to the product of the cosmic-ray electron density and approximately the
square of the magnetic field intensity B2 The large scale distribution of B? may in
turn possibly be related to the distribution of interstellar gas (Haslam et al. 1981).

The only all-sky survey available which traces galactic synchrotron radiation at
the same frequency and with similar telescope beamsize, is the Bonn 408 MHz survey
of Haslam et al. (1982). The outstanding feature of the sky map is diffuse extended
emission from the plane of the Galaxy, with intensity steps which are probably related
to the position of galactic spiral arms (Phillipps et al. 1981a, and references therein).
In addition, Phillipps et al. (1981b) find that a non-spherical halo extending ~ 10 kpc
from the plane with an emissivity < 10% of that in the plane is required to account
for the high latitude brightness temperature. Superimposed on the disk and halo
components are ridges of enhanced emission extending to high galactic latitudes, which
are generally regarded as local features due to old supernova remnants (designated
Loop I-IV by Berkhuijsen et al. 1971). For the analysis, the isotropic extragalactic
background, which arises from cosmic background radiation and the sum of unresolved
distant radio sources, was removed by subtracting 6 K from the observed antenna
temperatures (Phillipps et al. 1981a). Additionally, the brightest point-like sources
in the map, mostly radio galaxies, were removed by estimating the diffuse galactic
intensity at the source position from the mean intensity in a ring around the source.
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4.3.1.2 Atomic Neutral Hydrogen (H 1)

Diffuse gas in the interstellar medium, which is essentially composed of hydrogen,
either in atomic or molecular form, is observed to exist in three dominant phases: a
cold (T = 50 K) neutral medium (CNM), a warm (7" ~ 8000 K) medium, both neutral
(WNM) and ionized (WIM), and a hot (7" ~ 10° K) ionized medium (HIM) (McKee
and Ostriker 1977). Atomic neutral hydrogen (H1), which occurs in the CNM and
WNM phase, is readily observed in emission by its 21 cm hyperfine line at 1420.4058
MHz. Indeed, this is the strongest thermal spectral line in radio astronomy (Dickey and
Lockman 1990). In this work, the H 1 map presented by Dickey and Lockman (1990) is
used which is given in units of hydrogen column density Ny, assuming optically thin
emission. The map is dominated by galactic plane emission, which has a FWHM of
about 4° on average. Additionally, loops and arching filaments are observed at high
galactic latitudes which have been swept up by supernovae.

4.3.1.3 The Sky at Microwave Wavelengths

With increasing frequencies, the galactic continuum emission at microwave wavelengths
becomes a mixture of synchrotron radiation of relativistic electrons, free-free emission
(thermal bremsstrahlung) from ionized matter in H 11 regions, and a small contribution
of thermal dust emission. For the comparison of the microwave sky with 1.8 MeV data,
the four year full sky maps derived by the Differential Microwave Radiometers (DMR)
instrument aboard the Cosmic Background Fxplorer (COBE) at 31.5, 53, and 90 GHz
were used (Kogut et al. 1996a, Bennett et al. 1994a). The intensity distribution for the
two DMR channels A and B were averaged by weighting with the statistical uncertain-
ties in individual sky map pixels. Since DMR measures only differential temperatures,
the zero level in the sky maps is poorly defined. Assuming that no galactic emission
is present above galactic latitudes of |b| > 40°, the zero level was determined from
the mean intensity in the DMR maps above this latitude. Note, that the DMR horn
antennas have a full-width at half power of 7°, hence the angular resolution of the sky

maps is inferior to that of COMPTEL data.

The different spatial and spectral morphology of the dominant emission processes
may be used to separate these components from DMR microwave data. Using a model
of galactic synchrotron emission, based on 408 and 1420 MHz radio surveys, and a
model of thermal dust emission, based on COBE FIRAS data, Bennett et al. (1992)
created the first all-sky map of free-free emission. This map, which traces the distri-
bution of ionized matter throughout the entire Galaxy, will also be compared to the
1.8 MeV data. The synchrotron and dust models used by Bennett et al. (1992) for the
component separation will be included in the comparison as reference.
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4.3.1.4 Molecular Hydrogen (H,)

An important fraction of the interstellar gas, probably about half, appears to be in
molecular form (Bronfman 1992). Most of the mass (~ 90%) of the molecular ISM
is gathered in giant molecular clouds (GMCs), which are believed to be the sites of
most current star formation in the Galaxy (Combes 1991). Since the symmetric Hy
molecule, which is by far the most abundant molecule in the ISM, does not radiate at
radio frequencies, the asymmetric CO molecule, the most abundant molecule after Ho,
provides the best tracer of molecular clouds in the Galaxy. This is because, in the cold
ISM, the CO molecule is excited to the first rotational level (J =1 — 0) by collisions
with Hy molecules, giving rise to a microwave spectral line at 115 GHz or A = 2.6 mm.
The CO emission intensity turns out to be proportional to the Hy mass, hence it is a
valuable tool for studies of the molecular mass distribution in the Galaxy (see Combes
1991, for a discussion of the uncertainties in the Hy/CO conversion ratio). Only in the
vicinity of the galactic center, the Hy column density may be significantly lower than
that inferred from CO observations (Sodroski et al. 1995, and references therein).

The most complete survey of CO emission is the Columbia / Cerro-Tololo survey
of Dame et al. (1987) which covers the entire Milky Way with latitude extension from
|b] < 10° — 30°. Due to the uncertainties about the Hy/CO conversion ratio in the
galactic center, two different Hy models were used for comparison: the first consists of
the original CO map of Dame et al. (1987) which shows a strong intensity peak between
galactic longitudes —4.5° < [ < 4.5°. For the second map, this peak was removed by
estimating the underlying diffuse emission from the longitude intervals 4.5° < || < 5.5°
for each latitude between |b| < 1.5° separately.

4.3.1.5 Far-Infrared Continuum Emission

In the far-infrared (FIR) wavelength range from A ~ 40 — 1000 pm, for which the
Galaxy is optically thin, the galactic large-scale emission arises primarily from the
cooling of radiatively heated large dust grains, being in thermal equilibrium with the
ambient radiation field. Most of the galactic FIR luminosity (55% — 85%) originates
from cool (Ty < 22 K) dust that is primarily heated by the Galaxy’s ambient interstellar
radiation field (ISRF) (Sodroski et al. 1997). Dust that is associated with OB stars
that are embedded in or in the vicinity of their progenitor molecular clouds or that are
ionizing the galactic extended low-density H 11 regions contributes 15% — 45% of the
total galactic FIR luminosity (Sodroski et al. 1997, Kogut et al. 1996b,c).

With its 10 photometric bands from 1 to 240 gm, the Diffuse Infrared Background
Experiment (DIRBE) aboard the COBE satellite provides an almost complete coverage
of the infrared (IR) wavelength range with adequate angular resolution of 0.7° (e.g.
Boggess et al. 1992). Thermal emission of dust associated with the solar system, also
known as zodiacal light, contributes 12%, 1%, 0.4%, and 0.2% of the total emission in
the inner Galaxy in the FIR continuum bands at 60, 100, 140, and 240 pm, respectively
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(Sodroski et al. 1997). For the 1.8 MeV comparison, zodiacal light subtracted FIR maps
were used, which were kindly provided by Bernard et al. (1995).

4.3.1.6 Far-Infrared Lines

Embedded in the FIR continuum are spectral lines arising from transitions of atoms in
the gaseous phase of the ISM. The most prominent of these gas cooling lines are the
158 pm ground state transition of C*, the dominant heat loss mechanism for neutral
gas in the Galaxy, and the 205 um transition of N, tracing the large-scale low-density
extended ionized component of the Galaxy (Bennett et al. 1994b).

Both lines have been successfully mapped by the Far-Infrared Absolute Spectropho-
tometer (FIRAS) aboard the COBE satellite with an effective angular resolution of 7°
(Wright et al. 1991, Bennett et al. 1994b). The C* emission follows the FIR continuum
emission rather closely because the dominant source of heat for the interstellar gas is
provided by photoelectrons ejected from grains by UV photons (Wright et al. 1991,
Watson 1972). The N intensities are related to C* intensities via I(C*t) oc I(NT)!
which is understood as a volume/surface area ratio geometric effect: while the vol-
ume of very large internally ionized regions give rise to N emission, these regions are
partially surrounded by neutral gas with the interface surface traced by C* emission
(Bennett et al. 1994b). Note, however, that both maps are subject to substantial sta-
tistical uncertainties, and ~ 5% of the sky is not covered by the data (in particular, a
bright emission feature in the Cygnus regions suffers from incomplete coverage).

4.3.1.7 Mid- and Near-Infrared Continuum Emission

In the mid-infrared (MIR) wavelength range between 5 ym< A < 40 pm, the infrared
sky 1s dominated by zodiacal light emission. Additionally, extensive dust emission is
seen from the Galaxy which is believed to come from small grains (< 0.01 pm) briefly
heated to high temperatures (7" ~ 100 K) each time they absorb a single photon
(Boulanger and Pérault 1988). As a third component, low-mass AGB stars are the
most important point source component of the MIR sky, contributing about 3% — 4%
of the total emission in the 12 and 25 ym bands (Wainscoat et al. 1992, Sodroski et al.
1997). Due to their mass loss, these stars are to varying degrees surrounded by dust,
leading to peak emission in the MIR wavelength range.

In the near-infrared (NIR) domain (1 gym < A < 5 pm), zodiacal and interstellar
dust emission declines and stellar emission becomes the dominant source of IR radia-
tion. The stellar populations, mainly late K and M giants, form a superposition of two
components: (1) a probably bar-shaped bulge with typical axis ratios of 1 : 0.3 : 0.2
and scale length between 1 — 2 kpc for the major axis (Dwek et al. 1995, Weiland
et al. 1994), and (2) an exponential disk with radial scale length between Ry = 1 — 3
kpc and vertical scale height of zg = 90 — 325 pc (Wainscoat et al. 1992, and refer-
ences therein). With decreasing wavelength, however, extinction in the galactic plane
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becomes important, which limits the use of the NIR maps as tracer of galaxywide
emission.

For the analysis, DIRBE all-sky maps derived at wavelengths 25, 12, 4.9, 3.5, 2.2,
and 1.25 ym were used. The MIR bands at 12 and 25 pgm are both heavily contaminated
by zodiacal light which is 61% and 68% of the total emission in the inner Galaxy, and
90% and 93% in the outer Galaxy (Sodroski et al. 1997). Unfortunately, no zodiacal
light corrected maps were available at the moment of writing this thesis, and the
uncorrected DIRBE all-sky maps were used for the analysis.

4.3.1.8 Visible Light

The distribution of visible light (400 nm < A < 700 nm) fits continuously to the NIR
all-sky maps. Owing to the strong obscuration by interstellar dust, the light is primarily
from stars within ~ 1 kpc of the Sun. For the analysis, the Lund all-sky panorama of
the Milky Way was used. Note, however, that this panorama is based on a drawing
under the supervision of Knut Lundmark, hence cannot be taken as a photometrically
correct representation of the sky. Therefore, the results for this tracer map should not
be taken too literally.

4.3.1.9 Soft X-rays

The soft X-ray sky (0.15 keV < E < 3 keV) is heavily affected by the presence of the
interstellar medium which is only partially transparent in this domain. Photoelectric
absorption by interstellar gas reduces the mean free path of i keV X-rays to ~ 100 pc
within the galactic plane, resulting in mainly local galactic emission at these energies.
For 1.5 keV photons, the mean free path increases to ~ 3 kpc in the plane, leading to
a mixture of galactic emission from nearby and distant regions (Snowden et al. 1997).
Amongst the most prolific galactic soft X-ray sources are supernova remnants (SNRs)
and X-ray binaries, where X-rays probably arise from thermal plasma radiating at tem-
peratures in the range 10° — 107 K. But the zoo of soft X-ray sources is much more
extensive, including the moon, comets, stars, cataclysmic variables, white dwarfs, pul-
sars, neutron stars, globular clusters, galaxies, active galactic nuclei (AGNs), clusters
of galaxies, and the X-ray background, until recently one of the long-standing puzzles
of modern astrophysics (e.g., Hasinger et al. 1993).

For the analysis, the ROSAT all-sky maps of Snowden et al. (1993) were used,
which cover ~ 98% of the sky in the i keV, % keV, and 1.5 keV bands. Although
discrete X-ray sources have not been removed from the maps, the angular resolution
of ~ 2° emphasizes low surface brightness extended features like nearby SNRs and
the X-ray background. Due to the opacity of interstellar gas at i keV, the X-ray
background is heavily absorbed towards the galactic plane, leading to a strong anti-
correlation of the i keV intensity with the column density of galactic neutral hydrogen
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(Snowden et al. 1993). Superimposed on this is the emission from two nearby SNRs,
the Cygnus Loop, and the Vela SNR, and a diffuse unabsorbed foreground component
which probably arises from hot (7" ~ 10° K) gas in the local interstellar medium
(Snowden et al. 1997). The other soft X-ray bands show a completely different angular
structure due to the increased transparency of the Galaxy. Although some residual
absorption along the galactic plane remains, point sources, mainly X-ray binaries,
become visible. Additionally, diffuse emission is seen in the galactic center hemisphere,
which at % keV arises from the Loop I complex (Egger 1995), and at 1.5 keV is probably
due to a galactic X-ray bulge (Snowden et al. 1997). At high galactic latitudes, most
of the flux is extragalactic in origin (Hasinger et al. 1993).

4.3.1.10 Hard X-rays

At hard X-ray energies (3 keV < FE < 400 keV) the entire Galaxy becomes fully
transparent to X-ray photons. The most prominent galactic sources seen in the hard
X-ray sky are X-ray binaries, i.e. systems where gas is flowing through an accretion
disk from a ‘normal’ star onto a neutron star or black hole. The X-ray emission arises
from the hot (7" ~ 10° K) thermal plasma of the accretion disk which is heated by
the release of gravitational energy of the infalling matter. Further bright hard X-ray
sources comprise SNRs, AGNs, and cluster of galaxies. Additionally, a highly isotropic
diffuse X-ray background is detected, which possible arises from a superposition of yet

unresolved AGNs (Setti 1995).

For the hard X-ray domain, the all-sky map constructed from the combination of the
HED3 and MED detectors of the HEAO-1 A2 experiment was used (Rothschild et al.
1979). The combination of these detectors is sensitive from 2 — 60 keV. Conventionally
all-sky maps from this combination are analyzed in a number of standard colors defined
as weighted sums of counts from certain combinations of detector layers and pulse
height channels (discovery scalers; see Allen et al. 1994). In this work, the R15 color is
used which is the most stable color, since it is a sum of discovery scalers which did not
change during the mission. Instrumental background was removed from the maps using
the difference between the large and small FOV collimator configurations as described
in Allen et al. (1994). To remove the isotropic cosmic background, a constant intensity
was subtracted from the skymap which was estimated from regions at high galactic
latitude which are devoid of prominent point sources. Additionally, some prominent
extragalactic point-like sources were removed from the map.

4.3.1.11 High-Energy ~-rays

The outstanding feature of the high-energy gamma-ray sky (E > 100 MeV) is diffuse
radiation from the galactic plane. Most of the emission originates from 7°-decay fol-
lowing the inelastic collisions between cosmic-ray (CR) nuclei (mainly protons) and
the interstellar gas (minor contributions come from inverse Compton scattering of CR
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Name Emission mechanism Tracer of
408 MHz synchrotron cosmic rays / magnetic field
21 cm H hyperfine transition neutral hydrogen
fDMR synch. synchrotron cosmic rays / magnetic field
DMR 31.5 GHz | free-free / synchrotron ionized gas / cosmic rays
DMR 53 GHz free-free / synchrotron ionized gas / cosmic rays
DMR 90 GHz free-free / synchrotron ionized gas / cosmic rays
DMR free-free free-free ionized gas
*CO CO rotational transition | molecular gas
"DMR dust thermal dust warm dust

DIRBE 240 pym
FIRAS 205 pym
FIRAS 158 pym
DIRBE 140 pgm
DIRBE 100 pgm
DIRBE 60 pym
DIRBE 25 pym
DIRBE 12 pym
DIRBE 4.9 pym
DIRBE 3.5 ym
DIRBE 2.2 ym
DIRBE 1.25 ym
Visible

ROSAT 1/4 keV
ROSAT 3/4 keV
ROSAT 1.5 keV
HEAO-1
EGRET

thermal dust

Nt (3P =3 B)

C* (P = Pip)
thermal dust

thermal dust

thermal dust

thermal dust / star light
thermal dust / star light
star light

star light

star light

star light

star light

thermal bremsstrahlung
thermal bremsstrahlung
thermal bremsstrahlung
thermal bremsstrahlung
nuclear interactions

warm dust (7' ~ 12 K)
low-density ionized gas
neutral gas cooling
warm dust (7" ~ 21 K)
warm dust (7" ~ 30 K)
warm dust (7" ~ 50 K)
warm dust (7'~ 120 K) / AGBs
warm dust (7'~ 250 K) / AGBs
stars (K and M giants)

stars (K and M giants)

stars (K and M giants)

stars (K and M giants)

stars

local hot gas

hot gas

hot gas / X-ray binaries

X-ray binaries

interstellar gas / cosmic rays

Table 4.2: Tracer maps used for 1.8 MeV model comparison. Maps marked by ! are the
models of Bennett et al. (1992) which were used to extract free-free emission from DMR data.
For maps marked by * several modifications of the original data were compared to the 1.8
MeV sky (see text). Specified dust temperatures were calculated from the Wien law.

electrons off galactic photon fields and CR electron bremsstrahlung). It turned out
that the diffuse y-ray intensity shows a fairly good quantitative correlation with the

galactic gas density (H1and Hy) (e.g., Strong et al. 1988).

For the analysis, a maximum entropy deconvolved EGRET all-sky map for energies

E > 100 MeV was used, which was kindly provided by M. Pohl (MPE). To account for
cosmic diffuse background radiation, an isotropic intensity of 1.5107° ph cm™2s tsr™!
was subtracted from the map (Kniffen et al. 1996). In addition, to provide a map of

the galactic diffuse emission, all sources from the Second EGRET Catalog (Thompson
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et al. 1995) with a significance greater than 4o were removed.

4.3.2 Comparison of Tracer Maps
4.3.2.1 Prior Probabilities

Before the tracer maps can be compared to COMPTEL 1.8 MeV data, prior probabil-
ities have to be assigned to all model parameters. Since the intensity distribution for
the source models is fixed, the only free parameter for each map is a scaling factor.
Prior knowledge about this scaling factor may be determined from previous observa-
tions of the 1.8 MeV line. Unfortunately, flux values obtained by other instruments are
not quoted in a consistent manner. In general, intensities were estimated assuming a
longitude profile for the 1.8 MeV emissivity (mostly the COS-B high-energy y-ray dis-
tribution integrated over an unspecified range of latitudes) which was convolved with
the instrumental response and compared to the observed line strength. Results are then
given as mean or peak intensity of the longitude profile towards the galactic center, and
lie in the range of (4.5 £2.0) 107" ph cm™?s~'rad™" (Prantzos and Diehl 1996). Most
instruments, however, were large aperture collimators for which the observed intensity
depends on the total flux in the field of view. For the present tracer map comparison
it is therefore much more convenient to transform the quoted values to model indepen-
dent mean intensities towards the galactic center. This was done using the EGRET
high-energy ~-ray distribution which was integrated over galactic latitudes of |b| < 30°
to provide a longitude profile in units of ph cm™?s™'rad™!. The observed intensities of
(4.5 £2.0)107* ph cm™2s7'rad™! transform then to (4.5 & 2.0)10™* ph em™2%s~ st}
which will be considered as prior knowledge about the magnitude of the expected 1.8
MeV intensity. Consequently, all tracer maps were scaled to obey the same inten-
sity within the central steradian (i.e. within a circumference of 0.572 rad around the
galactic center), and the prior on the scaling factor was chosen to be a Gaussian of
mean 4.5107* ph cm~%s7!'sr~! and standard deviation 210~* ph ecm~2?s~!'sr~!. For the
background scaling factor, the priors discussed in Section 4.2.2 were used.

4.3.2.2 Systematics

The results of the comparison of all tracer maps to COMPTEL 1.8 MeV data are
compiled in Fig. 4.10. As expected, due to the additional number of free parameters,
@ fitting always results in higher log-likelihood ratios than the fixed ¢ method. The
comparison with the log-Bayes factors shows, however, that the Ockham factor can
reverse the likelihood judgment. For the HEAO-1 map the Bayes factor analysis gives
a decisive favour for the fixed ¢ background model against ¢ fitting. To understand
why the HEAO-1 model prefers the fixed ¢ method, the y? distances between the
distributions of the tracer maps and the background model are plotted in Fig. 4.11
versus the log-Bayes factor of the fixed ¢ method against @ fitting. Positive log-Bayes



112 Chapter 4. Model comparison

-200

Cco

-400

ROSAT 3/4 keV

DMR 31.5 GHz

DMR free-fre‘eA

CO (w/o peak)
DMR dust

DIRBE 240 pm |

FIRAS 205 pm

FIRAS 158 um
DIRBE 60 um

DMR 53 GHz
Visible

2InB

-600

DMR 90 GHz
HEAO1 |

HI
Egret > 100 MeV

408 MHz
DIRBE 25 um
DIRBE 12 pm
DIRBE 4.9 ym
'DIRBE 3.5 um
DIRBE 2.2 ym
ROSAT 1/4 keV

-800

DIRBE 1.25 ym
ROSAT 1.5 keV

DMR synch.

-1000

-1200

Model

-200

Cco

-400

ROSAT 3/4 keV

DIRBE 60 pm

DMR dust
DIRBE 100 pm

£
3
)
N
Q
w
]
x
[a]

DMR free-freéA e
CO (w/o peak)
FIRAS 205 pm
FIRAS 158 um
DIRBE 140 pm

Visible

-600

408 MHz
HI
DMR 31.5 GHz
DMR 53 GHz
DMR 90 GHz
DIRBE 25 um
DIRBE 12 um
DIRBE 4.9 um
DIRBE 35um
DIRBE 2.2 ym
ROSAT 1/4 keV
HEAO-1
Egret > 100 MeV

-800

ROSAT 1.5 keV

DMR synch.
DIRBE 1.25 pm

-1000

-1200

Model

500104

4.0.104

H |k

3.0.104

Hi
H 1ol
H el
Hil
Hil
Hef
[N
H#1
Het
Hiel
Hif
o]
"

2,010

1.0107

Flux (ph cm? s sr?)

[
H\HHH‘H\HH\\‘\HHHH‘HHH\H‘\HHHH

\H\H\H‘H\H\H\‘\HHHH‘HH\HH‘H\HHH
[

O 7777777777777777777777777777777777

-1.0-104

Model
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horizontal lines indicate the log-Bayes factors of the background model fitted to COMPTEL
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factor for the best model. Mid panel: Corresponding log-likelihood ratios (the log-likelihood
ratio of the background model fit is almost identical for both fitting methods). Lower panel:
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bars with dots indicate results obtained using ¢ fitting, those without dots give the results
for the fixed ¢ method. The solid lines show the flux range derived from Bayesian model
averaging, the dashed line indicates zero flux.
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factors give favour for the fixed ¢ method, negative factors prefer the use of ¢ fitting.
Obviously, there is a strong correlation between both quantities which results in a
decreasing favour for ¢ fitting with decreasing x? distance. This is reasonable since the
aim of ¢ fitting was to alleviate the error in the background model which arises from
the normalization of its ¢ distribution to that of the data. For decreasing x? distance
the error introduced by the ¢ normalization becomes smaller, hence ¢ fitting leads
to a declining improvement of the fit. In fact, the HEAO-1 map obeys the smallest
x? distance of all tracer maps and the Bayes factor analysis shows that ¢ fitting is
only an introduction of unnecessary parameters. Consequently, ¢ fitting is rejected by
Ockham’s razor.

The only models which deviate from
the strong correlation are the DIRBE

12 ym and 25 pm, and the ROSAT 1/4 1.0'1065 ““““““““““““““““““““““““ T
keV maps. A look at Fig. 4.10 shows 5 1 i
. 9.0410% F ;ﬁ E
that these models provide extremely low i ‘ i
fluxes for the fixed ¢ method. Since 8.0-1052 + + 7
the error in the background model ap- g : ]
proximation depends not only on the ¢ é 7.0010°F + Tt S
distribution discrepancy but also on the g 5 4 ]
source strength, it is obvious that the o 6.0°107¢ + C
I : =< z o
favour for ¢ fitting decreases with de- 5t : ]
creasing source flux (recall that in the 5.0-10 ] th f
case of zero source flux the background 4.00105 +
model approximation becomes exact). ' I
o 30010 bbb Lo
Nevertheless, also ¢ fitting is only an 500 -400 -300 -200 -100 O 100
approximation of the true background 21 By om

model and there might still be some sys-

tematic bias in the model comparison. Fig. 4.11: x? distance between the ¢ distribu-
The remaining bias due to the @ ap- tions of all tracer maps and the data versus the

log-Bayes factor of the fixed ¢ method against

proximation of the background model is
o fitting.

visualized in Fig. 4.12, where the x? dis-
tance is plotted versus the log-Bayes fac-
tors (left) and the log-likelihood ratios (right) against the best model. Obviously, as
indicated by the large linear correlation coefficients, there is a clear correlation between
x? distance and log-Bayes factor or log-likelihood ratio, which favors models with
distributions close to that of the data. The correlation is strongest for the fixed ¢
method and becomes weaker (but does not vanish) for ¢ fitting. If only ‘good’ fits
are considered (those with log-Bayes factors or log-likelihood ratios which differ by less
than 200 or 100 from the best model) the correlation is drastically reduced for ¢ fitting.
Nevertheless, some small bias seems to remain in the comparison which suggests that
log-Bayes factors should probably not be taken too literally. This does not mean that
Bayesian analysis fails, but that the uncertainty of the background model introduces
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Fig. 4.12: Left: x? distance between the ¢ distributions of tracer maps and data plotted
versus log-Bayes factor 2In B. The fixed ¢ models are shown as ‘plus’ symbols, ¢ fitted
models are plotted as dots. The linear correlation coefficient between the x? distance and
the log-Bayes factors is given for the two background model fitting methods (rgx and rg_ge,
respectively), and for the combination of the results using the favored fitting method for each
model (reom.). Values in parentheses were obtained by considering only the highest log-Bayes
factors with 21n B — (21n B) 4, > —200 and —100, respectively. Right: x? distance between
the ¢ distributions of tracer maps and data plotted versus maximum log-likelihood ratio A.

some residual bias which may mislead inference (see also Section 4.3.2.3).

The influence of prior knowledge on the model comparison is illustrated in Fig. 4.13
where the assigned flux and (mean) background scaling factor 3 (or 3) are shown as a
function of the negative log-Ockham factor —21In W. Recall, that the Ockham factor
measures on the one hand the simplicity of a model, and on the other hand the deviation
of the model parameters from the prior means. Consequently, since they are ‘simpler’,
the fixed ¢ models show systematically larger Ockham factors (—2In W = 11 — 25)
than the ¢ fitted models (—2In W = 35 — 56). Fixed ¢ models show a clear trend of
increasing Ockham factor with increasing flux which obviously is due to the flux prior.
All fluxes lie below the prior mean of 4.5107* ph cm™2%7'sr™!, hence an increase in flux
leads to an increase of the prior probability. For ¢ fitting the situation is different. The
mean background scaling factor shows large deviations from unity which are penalized
by the background prior. Since small background scaling factors induce high fluxes,
a trend of decreasing Ockham factor with increasing flux appears above ~ 3107*
ph em™2%s7tsr~ L,

It is worthwhile to note that the (mean) background scaling factor almost always
falls below unity which suggests that the background model normalization is probably
somewhat too high. Bayesian model averaging (BMA, cf. Section 4.1.4) yields a MAP
background scaling factor of 5 = 0.9946 4+ 0.0005, but it is only one model (DIRBE
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Fig. 4.13: Left: Assigned model flux within the central steradian versus the negative log-
Ockham factor for all tracer maps. The solid line at 4.510* ph cm~2s7'sr~! indicates the
mean of the flux prior. Right: Background scaling factor  or mean background scaling
factor (3 versus the negative log-Ockham factor for all tracer maps. The solid line at § = 1
represent the mean of the background prior.

240 pm) which contributes significantly to this average. Due to the uncertainty of the
systematic bias of the analysis, one may alternatively average the background factor
with equal weight for all models with sufficiently high Bayes factor (this approach will
be called the Ockham window average (OWA)'). Using all models with log-Bayes
factors above 2In B > —60 results in § = 0.9963 £ 0.0024 which is consistent with
the BMA estimate but significantly below unity. Although the discrepancy from unity
may appear small, it raises the number of 1.8 MeV source counts from 37476 for
B =110 52000 £ 9400 events. Note that the lower background factors agree with the
results anticipated from the ¢ distribution of the data versus the background model

(cf. Section 2.5.2.2).

4.3.2.3 The Best Model

Figure 4.10 shows that the highest Bayes factors are obtained for the DIRBE far-
infrared, the DMR free-free emission, and the EGRET high-energy ~-rays maps. Mod-

13The Ockham window was introduced by Madigan and Raftery (1994) to reduce the number of
models for Bayesian Model Averaging to a manageable number by selecting only data-supported
models. In this work a ‘numerical’ Ockham window will be applied which is simply related to the
fact that the posterior P(M|D,I) ~ B = exp(Iln B) is of the order of the exponential of the log-
Bayes factor, hence becomes smaller that a computer’s floating point accuracy for In B < —100. For
Ockham window averaging, all models with 21n B larger than a given limit are used with equal weight
to account for unknown systematic uncertainties. If both fixed ¢ and fitted ¢ models lie above the
limit, the BMA average of both models is used.
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Fig. 4.14: Software collimator scans for the ¢ fit of the HEAO-1 (upper-left), H1 (upper-
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1.8 MeV counts minus the background model, the solid line is the convolved tracer map model.
The x? statistics for the longitude scans is given in the upper right corner of the plots.

els with an essential high galactic latitude emission, like the DIRBE 4.9 ym - 25 ym
and ROSAT 1/4 keV - 1.5 keV maps, are clearly rejected by the data. In particu-
lar, although two strong sources in the Cygnus and Vela region dominate the 1/4 keV
ROSAT soft X-ray band, the fit assigns a negative flux to this tracer map. This reflects
the global anticorrelation between soft X-rays and interstellar gas which results in the
Galaxy seen in absorption at 1/4 keV. Since the Galaxy is the dominant feature in the
1.8 MeV data, the best fit is obtained for an inverted 1/4 keV map.

The HEAO-1 hard X-ray map, which is mainly composed of point sources that are
concentrated towards the galactic center, provides only a poor fit to the data. This
is illustrated in Fig. 4.14 where the software collimator longitude scan is shown for
the corresponding ¢ fit. Obviously, hard X-ray emission is much more concentrated
towards the galactic center than the 1.8 MeV emission, leading to huge residual wings
in the data. Also the H1 map which, in contrast to HEAO-1, obeys a flat longitude
profile, is rejected by the data. Considerably better, although not satisfactory fits
are obtained for the synchrotron models (408 MHz and DMR synch.) and the DIRBE
near-infrared maps. While synchrotron emission provides a reasonable fit for the central
galactic radian, it fails to explain the 1.8 MeV emission in the southern hemisphere
(I < 0°) and is also unable to account for the emission in Cygnus (I ~ 80°) and
in the Auriga-Camelopardalis-Perseus (ACP) region (I ~ 130° — 180°). The near-
infrared models, which are well described by a small scale length exponential disk plus
a stellar bulge component, obviously provide a profile that is sharper than the 1.8 MeV
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Fig. 4.15: Left: Log-Bayes factor for models within the Ockham window 2In B > —100.
Right: Corresponding x? distance of the longitude profiles determined using the software
collimation technique.

distribution with a pronounced peak towards the galactic center. Consequently, the 1.8
MeV emission in the center is overestimated by the models, while significant residuals
remain far off the galactic center.

The log-Bayes factors for the best models are magnified in the left panel of Fig. 4.15,
which shows all models that fall in the Ockham window 21n B > —100. The software
collimation longitude scans for these models are shown together with maximum like-
lihood ratio residual maps in Appendix D. Apparently, although the DIRBE 240 pym
map obeys the highest Bayes factor, it shows larger residuals than the DMR free-free
emission and DMR 31.5 GHz maps. While the residual maps for the latter two models
show no significant emission in the galactic plane, there are significant (4¢) features in
the DIRBE 240 pm residual map situated in Carina and Vela. The longitude scan for
the DIRBE 240 pm model (Fig. 4.16) shows that it systematically underestimates the
1.8 MeV intensity in the southern hemisphere (I < 0°). The steep slope of the 1.8 MeV
intensity decrease between [ = 30° — 60° is also not exactly followed by the DIRBE 240
pum profile, leading to negative residuals in this area. In contrast, the DMR free-free
map provides a satisfactory explanation of the 1.8 MeV data. It not only reproduces
the overall 1.8 MeV longitude profile rather closely, but also accounts quite well for the
particularly pronounced emission in Cygnus. Only marginal residuals are seen in the
galactic center, Carina, Vela, and the ACP region, but comparison with the residuals
of the ‘ideal case’ (cf. Fig. 4.9) shows that such residuals are expected from statistical
fluctuations.

So since the DMR free-free model provides a better explanation of the observed
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upper right corner of the plots.

1.8 MeV longitude profile, why does the Bayes factor analysis prefer the DIRBE 240
pm map? Obviously, the preference is also not due to a better description of the
latitude profile of the data. The lower panels of Fig. 4.16 show software collimator
scans made in galactic latitude for [ = 0°. Both models provide similar, although not
perfect descriptions of the 1.8 MeV data. The number of excess counts at positive
compared to negative galactic latitudes is due to lack of exposure in the southern
galactic hemisphere. Nevertheless there are some excess residual counts at negative
galactic latitudes which are systematically found for all tracer maps.

Since neither the longitude nor the latitude distribution of the DIRBE 240 ym map
seems to be the origin of the high Bayes factor, the only remaining explanation of
the favour is the ¢ distribution. Indeed, Fig. 4.17 shows that for the DIRBE 240 pgm
map the @ distribution residuals are smaller than for the DMR free-free emission map.
Although the differences, indicated by the y? distance, are only small, their impact
on the analysis is important: A change in the global ¢ distribution affects so many
pixels at a time that any inaccuracy in the ¢ distribution of the background or source
model will disturb the fit. From the discussion in Section 4.2.2 it is known that the ¢
distribution of the background model is only an approximation. Although ¢ fitting can
alleviate this uncertainty some residual bias remains which gives an unjustified strong
favour to one of the best models.

The bias of the analysis by the uncertainty in the ¢ distribution of the background
model can be estimated from Fig. 4.18 where the y? distance of the longitude scan
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is plotted for all models versus the log-Bayes factor. Although a clear correlation of
increasing x? distance with decreasing Bayes factor exists, it is not strictly monotonic.
The DMR free-free model, for example, which provides the best description of the
longitude profile, has a log-Bayes factor of 2In B ~ —40 with respect to the DIRBE
240 pm model. From a linear regression to the data points above 2In B > —200,
a standard deviation of A2In B = 28 was found, which may be taken as systematic
uncertainty in the log-Bayes factor. This finding justifies a posteriori the choice of an
Ockham window of 2In B > —60 for the Ockham window average (cf. Section 4.3.2.2).

Taken together, the uncertainty in the Bayes factor and the results from the residual
study, the DMR free-free emission map can be considered as the best model. To illus-
trate the similarity between this tracer map and the 1.8 MeV data, both the COMPTEL
all-sky map of 1.8 MeV emission and the DMR free-free emission map are shown in
Fig. 4.19. Obviously, essentially all significant structures in the 1.8 MeV map find their
counterpart in the DMR map: the prominent emission in the Cygnus region (I ~ 80°),
the sharp intensity edge at [ &~ 30°, and the galactic ridge-emission peaks at [ ~ 265°
(Vela), | ~ 287° (Carina), [ ~ 310° — 320° (Arm 2 south), and [ ~ 345° (Scorpius).
The only apparent discrepancies are the ACP feature in the 1.8 MeV map around
[ &~ 150° — 170° which has no obvious counterpart in the DMR map, and possibly the
galactic center spot around [ & 5° which coincides with a gap in the free-free emis-
sion map. Notice, however, that the DMR free-free map is limited by statistical noise,
hence the diffuse low intensity feature in the ACP region might be missed. On the
other hand, the ACP feature and the galactic center spot in the 1.8 MeV map may be
influenced by the background model uncertainties, which leads to an ‘attraction’ of 1.8
MeV emission towards these directions (cf. Section 4.2.2).

Using the x? distance of the longitude profile as a measure of the fit quality, the
right panel of Fig. 4.15 illustrates the superiority of the DMR free-free emission model.
After the DMR free-free map, good models are the DMR 31.5 GHz map and the far-
infrared dust tracers. Both, Bayesian Model Averaging (BMA) and Ockham Window
Averaging (OWA), result in a total flux of (3.1£0.1) 107* ph cm™?s~" from the central
steradian, which is slightly higher than values obtained from imaging analysis (2.84+0.3
ph cm~2s7! for both R-L and ME), but lower than the prior estimate of (4.54+2.0)10~*
ph em™2%71,

Similar to Tabs. 3.1 and 3.2 presented in Chapter 3 for the reconstructed intensity
maps, fluxes for prominent 1.8 MeV emission features were derived from the tracer
maps using BMA, OWA, and the DMR free-free emission map (cf. Tab. 4.3). For
comparison, fluxes derived from reconstructed sky intensity distributions are given in
columns R-I. and MEM. R-L fluxes are from the Richardson-Lucy reconstruction of the
all-sky dataset from observation periods 0.1 - 522.5 (cf. Tab. 3.1). MEM fluxes are from
galactic plane data of mission phases 1 & 2 as quoted by Knodlseder (1994). Notice
that the BMA fluxes are dominated by the DIRBE 240 ym map, hence the quoted
values correspond to fluxes in that map multiplied by the scaling factor as derived



4.3. A Multi-Wavelength Comparison of COMPTEL 1.8 MeV Data

s

ez

Fig. 4.19: Comparison of the COMPTEL 1.8 MeV all-sky map as derived by the modified
Richardson-Lucy algorithm for resolution levels (5,5) (top) with the DMR free-free emission
map of Bennett et al. (1992) (bottom). Notice that the DMR map has only an angular

resolution of 7° (FWHM).

=

5k

,/

N

L

SRR
RPANE
i
//%/



122 Chapter 4. Model comparison

Position Radius BMA OWA DMR R-L MEM

[ b P1+42
2° -1.5° 5° 53+0.2 | 47+1.5 | 3.0+£0.1 | 424+06 | 5.5+ 1.1
32° 1° 6° 50+£0.2 | 45406 | 41402 | 40+£0.7 | 51+0.8
80.5° | -3.5° 4° 0.8+01 | 094+04 | 1.64+0.1 | 1.3£0.5 | 1.8+0.8
168.5° | -6.5° 6° 0.5+01 | 0.5+0.2 | 0.5+0.1 | 0.8+0.7 | 3.5+ 1.1
238° 5° 5° 02+01 | 0.24+0.1 | 0.24+0.1 | 20£06 | 4.1+£1.2
265.5° | -1.5° 6° 1.6£01 | 1.5+£03 | 1.9+0.1 | 28+0.7 | 4.6 £1.2
286.5° | 0.5° 3° 0.9+01 | 1.0+04 | 1.0£+0.1 | 29+£0.5 | 3.3+£0.8
309.5° | -1.5° 4° 1.9+£01 | 1.6£02 | 1.5+0.1 | 1.840.5 | 3.0£1.0
345.5° | -0.5° 6° 6.3+03 | 6.2+06 | 6.24+03 | 54+£0.7 | 6.3+1.3

Region BMA OWA DMR R-L MEM

Lin | lmaz | bmin | Omaz P1+42
-180° | 180° | -10° | 10° | 84.4 +3.8 | 80.5 £8.4 | 89.8 £ 4.1 | 59.5 +4.9 | 96.5 £ 4.1
0° 180° | -10° | 10° | 44.4+£2.0 | 41.7+5.2 | 45.24+2.0 | 31.2 3.5 | 44.6 £ 3.7
-180° 0° | -10° | 10° | 40.0+£1.8 {38.9+4.0 |44.6+2.0|283+3.5|51.9+3.6
-35° 38° | -10° | 10° | 38.6 1.7 | 38.6+2.4 | 40.0 4+ 1.8 |27.4+2.3|35.4+2.6
302° | 325° | -10° | 10° | 764+0.3 | 7.0£0.7 | 7.8+04 | 6.24+1.3 | 8.0+14
-30° 30° | -10° | 10° | 325+£1.5|33.04+2.1|3434+1.6|24.7+2.1131.0+2.6
-10° 15° | -10° | 10° | 14.14+0.6 | 14.0£1.2 | 13.7+0.6 | 10.1 1.4 | 144 £1.7
72° 100° | -10° | 8° 6.3+03 | 6.3+16 | 86+04 | 56+14 | 7.4+1.2

Table 4.3: 1.8 MeV fluxes in units of 10 =% ph ecm~%s~! as determined from the tracer map
comparison, using Bayesian Model Averaging (BMA), Ockham Window Averaging (OWA),
and the DMR free-free emission model (DMR). For comparison, fluxes derived from recon-
structed sky intensity distributions are shown in columns R-L and MEM. R-L fluxes are
from the Richardson-Lucy reconstruction of the all-sky dataset from observation periods 0.1
- 522.5 (cf. Tab. 3.1). MEM fluxes are from galactic plane data of mission phases 1 & 2 as
quoted by Knédlseder (1994).

from the fitting procedure. A more reliable estimate of the uncertainty introduced by
the choice of the model intensity distributions is given by the OWA fluxes and the
corresponding flux errors.

It is remarkable that the OWA point source fluxes (upper table) are fairly consistent
with flux estimates from the R-I. skymap. This demonstrates that the best tracers maps
provide a quite good and detailed description of the COMPTEL 1.8 MeV data. The
only exceptions to this good agreement are the Puppis feature at ([,b) = (238°,5°),
which obviously has no significant counterpart in the tracer maps, and the Carina
feature at ([,b) = (286.5°,0.5°). For the Carina feature, however, a small integration
radius of only 3° was chosen since it appears as a very concentrated emission feature in
the 1.8 MeV all-sky maps. Raising this radius to 6° results in tracer-map fluxes which
are consistent with the corresponding R-L flux of (2.8 £0.7) 107° ph cm~2s™".
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Fig. 4.20: Ockham Window Average longitude (top) and latitude (bottom) profiles. The
error bars indicate the OWA intensities and errors as determined from the 2In B > —60
Ockham window. The solid line shows the corresponding profile of the DMR free-free emission
map.

The tracer map fluxes for diffuse emission (lower table), however, are considerably
higher than corresponding R-I fluxes. On the other hand they are rather close to flux
values derived from 1.8 MeV galactic plane data from mission phases 1 & 2 (MEM,
P1+42), which points to a systematic flux underestimation in the reconstructed all-sky
maps. Obviously, the underestimation can not be due the reconstruction algorithms
only, since the careful flux calibrations of Section 3.2.2.3 and Section 3.3.2 showed
no hint for flux underestimation for extended emission features. Additionally, it can
not be due to the uncertainties in the background model only, since for both image
reconstruction and model fitting the same background model was used. Consequently,
it must be due to the combination of an uncertain background model with an all-sky
image reconstruction, but the reason for this discrepancy remains unclear.

Finally, longitude and latitude profiles of the 1.8 MeV emission are shown in
Fig. 4.20 which were derived from the tracer maps using Ockham Window Averag-
ing.
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4.3.3 Interpretation of the Results
4.3.3.1 The Ionized Interstellar Medium

The finding that only the DMR free-free emission map provides a satisfactory fit of
COMPTEL 1.8 MeV data has important implications on the origin of galactic 2°Al.
Free-free radiation, or thermal bremsstrahlung, arises from the acceleration of free
electrons in the electrostatic field of ionized atoms (mainly hydrogen), hence it traces
the distribution of ionized gas in the interstellar medium (ISM). Ionized gas in the
Galaxy is composed of two components: On the one hand there are ‘normal” H 11
regions with electron densities n. of at least 10 cm™2, and which appear as Stromgren
spheres that are photoionized by the Lyman continuum (Lyc) photons (A < 912 A)
of the embedded OB star(s). One the other hand there is widespread diffuse ionized
gas (DIG) lying outside the boundaries of traditional H 11 regions, occupying more
than 20% of the interstellar volume and constituting ~ 90% of the ionized hydrogen
mass in the Galaxy (see review by Reynolds 1991a, and references therein). Pulsar
dispersion measures and interstellar emission lines indicate that the DIG (also referred
to as warm ionized medium, WIM) is clumped into regions which have an average

3 an electron temperature around 7, ~ 8000 K, and

electron density n, ~ 0.1 cm~
which form a thick H1 layer (referred to as ‘Reynolds Layer’) with a scale height of
~ 1 kpc (Reynolds 1991b). Although the source of ionization of the DIG is still under
debate, most authors agree that only Lyc photons from OB stars can easily provide

the tremendous power requirement of 107* erg s~ cm™? to keep the DIG ionized (e.g.,

Ferguson et al. 1996a, Dove and Shull 1994, Miller and Cox 1993, Mathis 1986).

Observations of the DIG in other spiral galaxies provide crucial information that
is difficult to obtain for the galactic DIG, in particular the overall spatial distribu-
tion across and perpendicular to galactic disks. From an analysis of deep Ha images
obtained for two nearby face-on spirals, Ferguson et al. (1996a) find that the DIG is
highly correlated with bright H 11 regions over both small and large scales, supporting
the hypothesis that the DIG is photoionized by Lyc photons which leak out of tradi-
tional H1r regions. Similar results were obtained by Ferguson et al. (1996b), Hoopes
et al. (1996), and Walterbos and Braun (1994) for inclined spirals which all find that
DIG contributes 30% to 50% to the total Ha luminosity in these galaxies. It appears
that the contribution of DIG to the total Ha luminosity (the diffuse fraction) seems to
be a constant fraction of the H 11 region luminosity, both within and among different
galaxies (Hoopes et al. 1996, and references therein). This and the noted correlation
with star-forming regions implies a close correlation of massive stars with the DIG.

4.3.3.2 Free-Free Emission

In our Galaxy, ionized gas can be observed by optical line emission arising from the
recombination of ionized species, pulsar dispersion measures, far-infrared cooling lines,



4.3. A Multi-Wavelength Comparison of COMPTEL 1.8 MeV Data 125

or microwave continuum free-free emission. Most of these tracers, however, suffer
either from low signal-to-noise ratio (e.g., N 11 emission; Bennett et al. 1994b) or from
undersampling and selection biases (e.g., Ha emission and pulsar dispersion measure;
Reynolds 1992, 1984). Only the microwave emission presents an unbiased all-sky tracer

of the ionized gas phase of the ISM (Kogut et al. 1996b).

The volume emissivity (in erg cm™> s™! st™! Hz™!) for free-free emission is given by

h
e, = 6.507 10_3822n6niTe_0'35V_0'1 exp (— kf; ) (4.34)

where 7 is the charge number of the ions, n. and n; are the electron and ion volume
densities (in cm™?), T, is the electron temperature (in K), and v is the observation
frequency (in Hz) (e.g., Brown 1987). For microwaves (v ~ 10" Hz) and typical
electron temperatures of 7. ~ 10* K, hv < kT., hence the exponential factor can be
omitted. Assuming that the abundance of Het™ is much less than the abundance of
H*, one can take Z = 1 and n. = n; (e.g., Bennett et al. 1992). Assuming further that
the electron temperature is constant along the line of sight, the microwave free-free
intensity Ig(l,b) (in erg cm™2 s7* sr™! Hz™') towards a direction (/,b) on the sky is
given by

Ig(1,b) = 2.00 1077 %y~ EM. (4.36)

EM = [n2ds (in cm™® pc) is the emission measure resulting from the integration of
n? along the line of sight. In ionization equilibrium, the radiative recombination rate
equals the Lyc luminosity, hence

prye = n’ap(T) (4.37)

where pr,. is the Lyc emissivity (in em™ s7!), and ag(T') is the Case B recombination
coefficient'® for hydrogen (in ¢cm® s'). For electron temperatures characteristic of
ionized regions (7. ~ 10* K), the recombination coefficient is well approximated by

ap(T) ~ 410107107708 (4.38)

(Brown 1987) which leads to the relation

In(1,b) = 1.59 10728 7045,-0-1 / PLyeds. (4.39)

4The DMR free-free emission map is given in units of antenna temperature which is related to Ig
by

Iﬁ‘CZ

Th = ——
AT 9%

12107 (=2 ) (L ) 4
=8 0 (53 GHZ) <8000K) (4.35)
where EM is in units of em~ pc.

15Case B recombination assumes that the ionized region is thick to Lyman lines (e.g., Péquignot

et al. 1991).
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Equation (4.39) demonstrates that the microwave free-free intensity is directly pro-
portional to the Lyc emissivity integrated along the line of sight (the Lyc column
density). The major source of Lyc photons in the Galaxy are massive stars (OB and
Wolf-Rayet stars), minor (< 1%) contributions may come from planetary nuclei, white
dwarfs, and supernovae (Reynolds 1984, Abbott 1982). Therefore, the galactic Lyc
emissivity may be written as the product of the present-day mass function (PDMF),
which characterizes the density of stars in a region as a function of stellar mass M, and
the stellar Lyc luminosity function Qo(M), which is the number of H-ionizing photons
produced per second by an individual star of mass M. In principle, Qo(M) depends not
only on the stellar mass of a star but also on its evolutionary age and metallicity. For
simplicity one generally assumes that all stars are Zero-Age Main Sequence (ZAMS)
stars and consequently the PDMF is replaced by the Initial Mass Function (IMF),
£(M;), which characterizes the density of stars in a region as a function of initial stellar
mass M; (Vacca 1994). The Lyc emissivity is then given by

Mupp
proe = [ E(M)Qo( Mi)AM:, (4.40)
low

where M,,, and M,,, specify the lower and upper mass limits, respectively, of stars
contributing to the ionizing flux. The star density integrated over this mass range is
given by

Mupp

Mlow

The dependence of the Lyc emissivity on stellar mass is illustrated in Fig. 4.21,

which is based on the Qo(M;) calibration of Vacca et al. (1996) for solar metallicities.

For the initial mass function, a power-law IMF

B dn,

M;) = = noM; ™! 4.42

M) = oy = moM, (4.42)
was chosen. The canonical Salpeter mass function has a slope of I' = —1.35, but also the
extreme values I' = —0.5 and —2.5 were considered which span the observational and

theoretical range found for massive stars in various galaxies (Vacca 1994, and references
therein). Obviously, only the most massive stars provide a significant amount of Lyc
photons. Regardless of the IMF slope, O stars (M = 20 Mg) contribute more than
95% of the galactic ionizing photons, while the remaining 5% is provided by stars above
M 2 10 Mg. For convenience, the Lyc emissivity may be expressed as the density of
‘equivalent O7 V' stars using

PLyc — n?ﬂ/ (?7\/7 (443>

O™V is the ‘equivalent O7 V’ star density, assuming that all ionizing stars are

07 V stars, and QF"V is the ionizing luminosity of an individual O7 V star of solar
metallicity. The total density of O V stars, n®V, is then determined by

where n

n®" = n™ fy, (4.44)

*
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Fig. 4.21: Left: Lyman continuum luminosities weighted with power-law IMFs of slopes
I' = —1.35 (solid), —0.5 (dotted), and —2.5 (dashed) and normalized to one star within
the mass interval 17.3 — 100 Mg. Right: Fractional Lyc contribution of stars within the
mass interval 1 — M Mg for the same IMF slopes. The quoted values are the average Lyc
luminosities over the mass interval 17.3—100 Mg for I' = —1.35, —0.5, and —2.5, corresponds
to mean stellar masses of 38, 45, and 31 Mg, respectively.

where
e €M) Qo( Mi)d M,
Q9™ Juren E(M;)dM;

(4.45)

No

is tabulated by Vacca (1994) for various mass ranges and stellar metallicities. Using
log Q7Y = 49.12, as suggested by the most recent Qo(M;) calibration of Vacca et al.
(1996), the microwave free-free intensity (in erg cm™2 s™! sr™! Hz™!) may be rewritten
as

15 T o v —od o7V
Ta(1,b) = 1.06 10" ( ‘ ) ( ) / ds, 4.46
a(l,%) 3000 K 53 Gz e @ (4.46)
with 9™V given in units of ‘equivalent O7 V’ stars pc™>. This corresponds to an

antenna temperature T4 (in K) of

T 0.45 v —2.1 oV
Ta(l,b :1.23( c ) < ) / ds. 4.47
a(l,0) 3000 K 53GHz e 05 (4.47)

Equations (4.46) and (4.47) demonstrate that the observed microwave free-free inten-

sity is directly proportional to the ionizing star density integrated along the line of
sight. Since the Galaxy is transparent at these frequencies, the line integral has to be
taken over the entire galactic disk.
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4.3.3.3 Equivalent O7 V star Al yield

Similar relations hold for the 1.8 MeV intensity: since the Galaxy is also transparent
to MeV y-rays, the observed 1.8 MeV intensity (in ph cm™ s~ sr™!) is proportional
to the 1.8 MeV emissivity €15 (in ph cm™ s71) integrated along the line of sight over
the entire galactic disk:

1
]1.8(l,b) = E/gl'SdS. (448)

1.8 MeV photons arise from the radioactive decay of Al with a production rate of
@ = 1.40410**(M/Mg) ph s~'. Hence the 1.8 MeV emissivity can also be written as
%Al mass density pas (in Mg pc™) leading to

Ls(1,b) = 1.178 10" /pggds. (4.49)

Since the DMR free-free emission map (v = 53 GHz) provides a satisfactory fit to
COMPTEL 1.8 MeV data, one can equate I1g(l,b) = X;5T4(l,b), where X5 is the
scaling factor obtained by the fit. Using Eqgs. (4.47) and (4.49), the *°Al column density
then is rewritten as

/p%ds = YQ(gW/nfwds, (4.50)
where
T 0.45
YoV =1.046 107" X, & <m> (4.51)

is the ‘equivalent O7 V star 2Al yield’. Assuming a typical electron temperature
of T. = 8000 K, and using the MAP scaling factor of X;g = 0.86 & 0.03 ph cm™?
s71 sr7! K~! as assigned by the fit, the equivalent O7 V star 2Al yield as derived by
COMPTEL 1.8 MeV all-sky data from observation periods 0.1 - 522.5 is given by

Y3 = (9.0 £0.3) 107" Mg per ‘equivalent O7 V” star (452)

4.3.3.4 Justification of the Assumptions

The above discussion demonstrated that the satisfactory fit of the DMR free-free emis-
sion map to COMPTEL 1.8 MeV data implies a direct proportionality between the
26A] and the massive star column densities. To derive this proportionality, however,
it was assumed that, firstly, the galactic H 11 regions and the DIG are in ionization
equilibrium, and, secondly, that the spatial Lyc distribution is identical to the spatial
distribution of massive stars. In the following both assumptions will be discussed.

The timescale for initially neutral gas to reach ionization equilibrium once the gas
is exposed to an ionizing radiation is Teq & 10 yr (Dove and Shull 1994), much shorter
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than the lifetimes of massive stars. When the ionizing flux stops, because the massive
stars vanished in supernova explosions, the ionized gas recombines with a timescale of

T 08 /0.1cm™3
.= (n.ag(T))™' =1.031 6( ° ) . 4.
7 = (neap(T)) 0310 S000K py yr (4.53)

Hence, H 11 regions with electron densities above 10 cm™ should disappear after less
than 10000 yr, while DIG remains ionized for about 1 Myr. Nevertheless, 7, is still
shorter than the evolutionary time scales of massive stars, hence it is valid to assume
that the ionized gas is in ionization equilibrium.

Lyc photons are heavily absorbed by the interstellar gas through photoelectric ab-
sorption, leading to mean free path lengths of some 100 pc and consequently to a
concentration of the ionized gas around the O stars (e.g., Miller and Cox 1993). About
half of the free-free luminosity arises from traditional H 11 regions, which form compact
Stromgren spheres of radii

QO 1/3 Ne _2/3
fs = 3.16 (1049s-1) (100 cm_S) be (4.54)

around the ionizing stars. The other half originates from DIG, which is probably
ionized by Lyc photons leaking out of traditional H 11 regions. Consequently, most of
the DIG should be found in halos around H 11 regions, which is indeed confirmed by
observations of nearby spiral galaxies (e.g., Ferguson et al. 1996a, Hoopes et al. 1996).
Nevertheless, a fraction of Lyc photons may escape the galactic disk since their mean
free path length is of the order of the vertical scale height of the gas layer. In particular
the so called ‘chimneys’, which could be the conduits into the halo for hot gas around
disk star-forming regions, could also provide low-density paths for the passage of Lyc
photons from the disk into the halo. Thus, while within the galactic plane the spatial
correlation of ionized gas with massive stars should be good to within some 100 pc, the
vertical extent of the DIG is much higher (zg ~ 1000 pc) than that of massive stars.
Notice, however, that the diffusion of Lyc photons should be no serious problem for
the current COMPTEL 1.8 MeV — DMR free-free emission map comparison, since (1)
the angular resolution of the DMR (7° FWHM) and COMPTEL (4° FWHM) data can
provide no information about small scale correlations anyway, (2) only a fraction of the
Lyc photons diffuse out of the plane and form the extended ‘Reynolds layer’, and (3)
26A] may also travel substantial distances within its lifetime of 1 Myr. In this context
it is interesting to recall that recent 1.8 MeV ~-ray line observations using the GRIS
balloon experiment indicate a line broadening corresponding to Al Doppler velocities
of ~ 500 km s™!, which would allow ?Al to travel about 500 pc during its lifetime
(Naya et al. 1996). Consequently, not only the Lyc photons, but also Al could form
halos around massive star associations.
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4.3.3.5 The Origin of Galactic %Al

The finding that only the DMR free-free emission map provides a satisfactory fit of
COMPTEL 1.8 MeV data together with the direct proportionality of free-free emissivity
and O star density leads unavoidably to the conclusion that ?°Al is mainly produced
by O stars (M = 20 Mg) in the Galaxy. Although less massive stars may occur in
association with ionized gas (e.g., because they were formed together with the ionizing
stars in the same associations) they are likewise expected in non-ionized regions. Thus
if A1 would be produced by e.g. ONeMg novae or AGB stars, significant violations of
the correlation between 1.8 MeV and free-free emission would be expected. I want to
stress that even massive AGB stars can be excluded as prolific 2°Al sources. While the
lifetime of ionizing stars (& 20 Mg) is 9 Myr at maximum (Schaller et al. 1992), the
typical lifetime for massive AGB progenitors (initial mass M ~ 8 Mg) is ~ 40 Myr,
hence they outlive the ionizing stellar population by about a factor & 4. Additionally,
26A] is supposed to be ejected during the thermal pulse AGB phase at the end of
the lifetime of the stars, hence no correlation between ionizing flux and AGB 2°Al
production is expected from a coevally formed stellar association.

Another strong argument in favour of the massive star origin comes from a Bayesian
viewpoint. First, the DMR free-free map represents the simplest model which could be
imagined to explain the 1.8 MeV emission. Its only parameter is a single scaling factor,
hence Ockham’s reasoning discards more complex multicomponent models as proposed
by, e.g., Chen et al. (1995), Diehl et al. (1996), and Diehl et al. (1997). Additionally,
the scaling factor X, g between the 1.8 MeV emission and the free-free emission model
is consistent with current theories of Al production by massive stars, hence the DMR
free-free model has also a rather high prior probability. To see this, recall that the
galactic Lyc photon production rate has been estimated to @ = 3.510°® ph s™! on
basis of observations of the N1 cooling line by FIRAS (Bennett et al. 1994b). Using
an O7 V star Lyc luminosity of log Q97" = 49.12 (Vacca et al. 1996) results in 26 550
‘equivalent O7 V’ stars in the Galaxy. With the determined equivalent O7 V yield of
YoV = (9.0 £ 0.3) 10~° Mg, a total galactic 2Al mass of 2.4 & 0.1 M, is obtained,
which is comparable to ?°Al yields obtained for Z = 2 Zg (cf. Tabs. 1.3 and 1.4 in
Chapter 1). Note that the uncertainty in @ (possibly ~ 50%; Bennett et al. 1994b)
does not alter this consistency, since both the yield estimates and the galactic 2°Al
mass were derived using the same value of ). Uncertainties in ) will simply cancel
out! The total galactic Al mass, both as determined from the 1.8 MeV data and as
estimated from nucleosynthesis calculations, however, is uncertain to about 50% due
to the uncertainty in Q).

There are two very interesting and also very important points which can addition-
ally be inferred from the comparison of the determined galactic °Al mass with 2Al
yield estimates. Firstly, for reasonable IMF slopes, 2°Al yields estimated using solar
metallicity (cf. Tabs. 1.1 and 1.2) are significantly below the determined galactic 2°Al
mass of 2.4 + 0.3 Mg (AGB and nova yields should be excluded in the comparison
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since it already was discussed that these sources cannot contribute significantly to the
galactic 2°Al budget). Thus if the 2°Al yield predictions are taken seriously, the 1.8 MeV
observations exclude an average galactic metallicity of Z =1 Zg. Secondly, assuming
an average galactic metallicity of Z = 2 Zg, as indicated by the galactic metallicity
gradient (e.g., Prantzos and Diehl 1996), makes the Wolf-Rayet stars the dominant
source of galactic 2°Al, irrespectively of the assumed IMF slope. For reasonable IMF
slopes (I' & —1.7), more than 70% of the predicted galactic 2°Al originates from WR
stars, less than 30% comes from core collapse supernovae. This finding is in contradic-
tion to estimates by other workers, which, however, suffer from inconsistencies in the
yield estimates and/or the neglection of metallicity effects (e.g., Timmes et al. 1995,
Prantzos and Diehl 1996). Recall, however, that *°Al yields predictions by nucleosyn-
thesis calculations are still rather uncertain, and the actual situation may indeed be
different.

In summary, the following picture of the origin of galactic Al arises: The tracer
map comparison suggests that %Al is produced by massive stars, significant contribu-
tions from ONeMg-novae and AGB stars can be excluded. The scaling factor of the best
fitting DMR free-free emission map is consistent with theoretical 2°Al yield estimates
for WR stars and core collapse supernovae if an average galactic metallicity of Z = 2
7@ is assumed. For Z = 2 Zg, nucleosynthesis calculations suggest that 2/3 — 3/4 of
the galactic Al budget is provided by Wolf-Rayet stars, while core collapse supernovae
account only for 1/4 —1/3 of the mass. Due to the increase of metallicity towards the
galactic center, the inner Galaxy 2°Al production is probably dominated by WR stars,
while core collapse supernovae provide most of the 2°Al in the outer, metallicity poor
parts of the Galaxy. The total galactic *°Al mass is 2.4 £ 0.1 Mg with an additional
uncertainty of 50% due to the uncertainty in the total Lyc luminosity @) of the Galaxy.
In the following, it will be attempted to constrain the galactic Al mass more tightly
using 3-dimensional %Al distribution models.

4.4 Parameters of the A1 Distribution

Parameters of the %Al distribution, such as the galactic 2°A1 mass or the scale length
or scale height of the 2°Al density distribution, may be inferred from the comparison of
3-dimensional models of galactic %Al distribution with the COMPTEL 1.8 MeV data.
To perform this comparison, the expected 1.8 MeV intensity distribution [y g(Z,b) (in
ph cm~2s7'sr™!) arising from the 2Al distribution is derived by integration of the 2Al
mass density pag (in Mg pc™) along the lines of sight:

Ls(1,b) = 1.178 10" /pgg(l,b,s)ds. (4.55)

s 1s the heliocentric distance along the line of sight which relates to the galactocentric
distance R by
R? = Ré + s?cos?bh — 23R cosl cos b, (4.56)
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where Rg= 8.5 kpc is the assumed distance of the Sun from the galactic center. The
total galactic 2°Al mass is derived by integration of pyg over the galactic volume using

2 /2 [Rmas
M= [ [ (1,6, s)s* cosbabi ds, (4.57)
0o Jomj2Jo

where R,... = 15 kpc is assumed as the outer radius of the Al producing Galaxy. In
the following, model intensity maps were derived for various 2°Al density distributions,
normalized to a total galactic *Al mass of 1 M. The intensity maps were convolved
into the COMPTEL data space where they are directly compared to the observed 1.8
MeV data. Free parameters of these fits are the scaling factor of the model (which
corresponds directly to the total galactic *°Al mass), the background scaling factor(s),
and possible scale height or scale length of the intensity distribution.

4.4.1 The Radial 2°Al Distribution

Observations of edge-on galaxies suggest that the stars follow a double-exponential

density profile
R z

p(R,z) o exp B exp o, (4.58)
with parameters scale length Ry and zp (e.g., Freeman 1992). Since ?Al is believed
to be produced in stars it is reasonable to assume that its distribution in the Galaxy
can at least on average be approximated by such a profile. The fit of exponential disk
models to COMPTEL 1.8 MeV data, which was already discussed in Section 4.2.2,
results in MAP estimates of M = 1.8 £ 0.1 Mg, Rg = 4.5 £ 0.4 kpc, and zo = 90 & 25
pc for the galactic °Al mass, the radial scale length, and the vertical scale height of

the disk, respectively.

The Bayes factor analysis gives 2In B = —16.2 against the DIRBE 240 ym tracer
map which places the exponential disk model among the best fitting models. Indeed,
the residual analysis (Fig. D.14 in Appendix D) demonstrates that the exponential
disk profile provides a reasonable first order description of the 1.8 MeV data. The x?
distance of the longitude profile is 1.656 which falls between the DMR dust and the
DIRBE 240 pgm model. Nevertheless, the exponential disk can not compete with the
DMR free-free emission model since it is unable to explain the asymmetry between
the northern and southern hemisphere and since it cannot account for the prominent
emission feature seen in the Cygnus region.

Estimates of the exponential scale length of the Galaxy have been derived by nu-
merous workers and span an enormous range from 1 to 6 kpc (Kent et al. 1991). The
26A1 scale length of 4.5 & 0.4 kpc lies within this range, but is slightly above the often
referenced standard value of 3.5 kpc (e.g., Bahcall and Soneira 1980). However, it is
noteworthy that the determinations based on near-infrared data (mainly late K and M
giants; cf. Section 4.3.1.7) all suggest small scale lengths between 1 and 3 kpc (Kent
et al. 1991, Wainscoat et al. 1992, and references therein).
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A more detailed image of the radial distribution of 2°Al in the Galaxy may be
obtained by splitting a flat disk model into galactocentric rings and simultaneously
fitting all rings to the 1.8 MeV data. This is a common technique for the determination
of galactocentric density distributions which has been applied to far-infrared data by
e.g. Bloemen et al. (1990) and Sodroski et al. (1997), or to high-energy ~-ray data by
e.g. Strong et al. (1988).

To determine the radial 2°Al distri-
bution, a flat disk with exponential scale

height was splitted into 5 galactocentric 0012 T 1 T T T T
rings. It turned out that if the scale [ Mo =162+0.16 My 1|
height zg of the flat disk is left as a free E 0.010F ]
parameter of the fit, an optimum value % i

of 25445 pc is found, again smaller than ~ Z 0.008F ]
the prior lower limit of 50 pc. From ‘% i

the experience of Section 4.2.2 it is clear é 0.006 - ]
that such a finding is probably related to g —

the systematic uncertainties of the back- “g 0.004 1
ground model, hence a reasonable scale ) i ]
height of zo = 90 pc was chosen for the é 0.002 -

analysis (anyway, the choice of the scale I

height has negligible influence on the re- 00000 v
sulting radial distribution). The result- 0 2 4 6 8§ 10 12

. o Galactocentric distance (kpc
ing 2°Al mass surface density is shown (kpc)

in Fig. 4.22. The corresponding mass
estimate is M = 1.6 + 0.2 Mg which
is somewhat smaller but still consistent
with the exponential disk mass. Notice

Fig. 4.22: 2°A] mass surface density as derived
from the fit of a flat disk splitted in galacto-
centric rings. The solid line indicates the corre-

sponding mass surface density of the best expo-
that despite the coarse radial binning, ,ential disk disk model.

Fig. 4.22 shows the typical radial profile

of a massive star tracer with the strong density enhancement below ~ 6 kpc due to the
‘molecular ring’ (e.g., Bronfman 1992), and a local enhancement around 8.5 kpc due
to the local spiral arm (e.g., Comerén and Torra 1996).

4.4.2 The Scale Height of Radioactive 2°Al

The scale height of the galactic %Al distribution may in principle be determined from
fits of parametric models where zg is a free parameter. Notice, however, that with an
angular resolution of 3.8° (FWHM) at 1.8 MeV, COMPTEL is not very sensitive to the
exact scale height of the distribution, at least for small scale heights as expected for
a young stellar population. In an earlier work, Knodlseder et al. (1996¢) determined
the galactic Al scale height to zy = 1801755 pc from fits of exponential disk models
to galactic plane data of mission phases 1 & 2. Recently, Diehl et al. (1997) used the
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all-sky dataset to re-determine the exponential disk scale height to zy = 130112° pc (30
errors), a value slightly different from the MAP estimate of zo = 90 + 25 pc presented
in this work (Diehl et al. (1997) obtain a slightly higher scale height since they assumed
a radial scale length of 5 kpc for their models; cf. Fig. 4.7).

However, the fit of the split disk model illustrates again that the scale height de-
termination is easily biased by the uncertainties of the background model. Due to
these systematic uncertainties, the quoted values should probably not be taken too
literally. Nevertheless, recently Oberlack (1997) estimated the scale height of the 1.8
MeV emission to zo = 170 £ 50 pc on the basis of maximum entropy reconstructions.
He derived this value by comparing the latitude profile of the 1.8 MeV all-sky map with
latitude profiles from reconstructions of various simulated mock datasets. Notice that
the width of the reconstructed latitude profile of mock data is rather sensitive to the
assumed galactic Al mass M, leading to wider profiles for smaller mass (cf. Fig. 3.4).
Since Oberlack (1997) assumed M = 3 Mg for his exponential disk simulations, but
the galactic Al mass probably falls below this value, his scale height of 170 4 50 pc
should be taken as an upper limit. Thus, it can be concluded that the %Al distribution
has a scale height of about 50 — 220 pc, which corresponds to typical values for the
young or intermediate age stellar populations. On the other hand, it constrains the
typical dispersion velocity of 2°Al to v < 250 km s~', which is inconsistent with the
1.8 MeV line broadening as observed by GRIS (Naya et al. 1996) if the broadening is

interpreted as a Doppler broadening.

4.4.3 The Galactic 2°A1 Mass

The total galactic 2A1 mass may be derived from the scaling factors which were assigned
to the models by the fitting procedure. It is important to notice, however, that the
galactic °A]l mass is rather sensitive to the scale height of the model distribution, which
in turn is subject to substantial uncertainties (see above). The relation of galactic 2°Al
mass to scale height is illustrated in Fig. 4.7 where the fit result for M is plotted versus
the scale length and scale height of the exponential disk model. If the scale height
uncertainty is taken to be zo = 50 — 220 pc, the galactic A1 mass for the exponential
disk models varies between M = 1.6 — 2.2 M. Recall that the MAP estimate was
M = 1.8 £ 0.1 Mg, hence the formal statistical error is possibly underestimated by
about a factor of ~ 3.

The following 3-dimensional models were compared to the 1.8 MeV data in order to
estimate the galactic 2°Al mass: (1) the exponential disk model with radial scale length
Rq as free parameter, (2) the flat disk, split in 5 galactocentric rings, (3) a spiral arm
and molecular ring model, and (4) a spiral arm + molecular ring model on top of an
exponential disk with radial scale length Ry as free parameter. The spiral arm model
is that of Taylor and Cordes (1993) (TC) who adjusted a four-arm spiral pattern based
on giant H 11 regions and radio-survey tangent points to pulsar dispersion measures.
In addition to the four spiral arms, the model includes a molecular ring component
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Model 2In B | My (in Mg) | x?
Exponential disk (Ry = 4.5 kpe, zo = 90 pc) -16.2 1.8+£0.1 1.656
Galactocentric rings (zo = 90 pc) -4.8 1.6 +£0.2 1.421
Spiral arms 4+ molecular ring (zo = 90 pc) -59.3 1.4+£0.1 3.042
Exp. disk + arms + ring (Ro = 7.0 kpc, zo = 90 pc) | 13.8 1.8+£0.2 1.342

Table 4.4: Galactic Al masses as obtained by fits of 3-dimensional 2°Al distribution models.
Log-Bayes factors 21n B are given with respect to the DIRBE 240 pum tracer map. x? is the
usual measure of the longitude profile fit quality (for the DMR free-free map, x? = 1.122).

with ring radius of 4 kpc and radial exponential density profile of scale length 1.8
kpc. For consistency with the other models, an exponential profile has been adopted
for the vertical density distribution. Notice that Taylor and Cordes (1993) proposed
their model for the quantitative description of the distribution of free electrons in the
Galaxy. In addition to the spiral arms and the molecular ring components used in this
work, their model contains the Gum nebula and a thick disk component, to account
for the Reynolds layer, as explicit components. Notice, however, that their model
doesn’t account for the important number of free electrons seen towards the Cygnus
region. Further, Heiles et al. (1996) pointed out that TC’s ‘molecular ring’ component
is not associated with strong H 11 regions, and neither the diffuse ionized gas nor H 11
regions are distributed in rings. Thus it is clear that it cannot be expected that the TC
free-electron model gives a completely satisfactory description of the 1.8 MeV data.

The results of the model comparison are compiled in Tab. 4.4. For consistency
and due to the systematic uncertainties associated with the scale height of the 2°Al
distributions, the scale height of all models was fixed to zg = 90 pc. The first column
indicates the model and the best fitting radial scale length (if it was a parameter of
the model), the second column gives the log-Bayes factors against the DIRBE 240 gm
tracer map (i.e. the tracer map with the highest Bayes factor), the third column quotes
the derived galactic Al mass, and the forth column shows the y? distance between
the software-collimation longitude scan of model and data.

The x? distance shows that none of the 3-dimensional 2°Al distribution models
can explain the 1.8 MeV longitude profile as well as the DMR free-free emission map.
Indeed, best results are obtained for the spiral arm + molecular ring model on top of an
exponential disk, and for a flat disk split into 5 galactocentric rings. While the first of
these models can account for some of the asymmetries in the 1.8 MeV data due to the
presence of galactic spiral arms, it is too stiff to describe prominent 1.8 MeV features
such as Cygnus. In contrast, the split disk has enough free parameters to account (at
least partly) for deviations from a smooth emission profile, but its axisymmetry hinders
a satisfactory explanation of 1.8 MeV asymmetries.

Table 4.4 shows that the best fitting models all result in a total *Al mass around
M ~ 1.7 Mg. Only the ‘spiral arms + molecular ring” model assigns a marginal
lower galactic 2°Al mass, but the high y? distance of 3.042 indicates that this model



136 Chapter 4. Model comparison

I'=-1.35 I'=-1.7
Mas (Mg) 5 2.2 5 2.2
WR star rate (Myr™) 2130 +£90 | 3120 + 130 | 2250 +£90 | 3300 4+ 140
SN 11 rate (century™!) 0.94+0.1 1.4 £0.1 1.5 £0.1 2.240.1

WR 2¢Al yield (Mg Myr™1) 1.0 £0.1 1.4+0.1 0.9+0.1 1.3£0.1
SN 1T 26Al yield (Mg Myr=') | 0.14 +0.01 | 0.21 +0.01 | 0.21 £ 0.01 | 0.31 £ 0.01
SN Tb/c %Al yield (Mg Myr=') | 0.13 £0.01 | 0.20 £ 0.01 | 0.14 +0.01 | 0.20 & 0.01
Star formation rate (Mg yr=') | 1.7 +0.1 2.5 +0.1 87+0.4 | 12.84+0.5
Q (10° ph s™1) 224+0.1 3.24+0.1 2.2+0.1 3.24+0.1

Table 4.5: Some galactic parameters as derived from the analysis of COMPTEL 1.8 MeV
all-sky data. An average galactic metallicity of Z = 2 7z was assumed. The star formation
rate was derived for the mass interval 0.08 — 100 Mg. @ is the total Lyc luminosity of the
Galaxy.

describes the 1.8 MeV data poorly. Typical statistical uncertainties are 0.2 Mg, but
the uncertainty due to the poorly known vertical scale height of the *Al distribution
may be larger. Taking together the statistical and systematical uncertainties the total
galactic °A1 mass probably lies in the interval Mys = 1.5 — 2.2 Mg,

Using this mass estimate, various galactic parameters can be determined as follows:
From the DMR free-free emission map, a total galactic *°Al mass of 2.4 £ 0.1 My was
derived which is only based on the relation Eq. (4.50) between the 2°Al mass density
and the equivalent O7 V star density, and a total Lyc luminosity of Q = 3.510°% ph s=!
(cf. Section 4.3.3.5). Galactic parameters were derived in Chapter 1 using the same
galactic Lyc luminosity, hence the COMPTEL Al mass estimation of M = 1.5 — 2.2
Mg can be used to ‘re-calibrate’ these parameters. It is important to recognize that
the results are independent of theoretical 2°Al nucleosynthesis calculations, in contrast
to estimates proposed by Timmes et al. (1997) which rely on the assumption that only
SN II produce the galactic °Al.

The resulting galactic parameters are shown in Tab. 4.5 for a total galactic 2°Al
mass of 1.5 Mg and 2.2 Mg, and a lower mass limit of Mwr = 25 Mg for stars to
exhibit a Wolf-Rayet phase. The quoted errors are statistical uncertainties arising
from the fit of the DMR free-free map to COMPTEL 1.8 MeV data. Values are shown
for two ‘reasonable’ IMF slopes of I' = —1.35 and —1.7; notice however that the slope
of the IMF may flatten for low-mass stars (e.g., Miller and Scalo 1979), hence the
star formation rate may be overestimated, in particular for I' = —1.7. Wolf-Rayet
star 2°Al yields were estimated by averaging the yields from Langer et al. (1995) and
Meynet et al. (1997), SN II yields were taken from Woosley and Weaver (1995), and
SN Ib/c estimates come from Woosley et al. (1995). Notice that these yields are based
on theoretical nucleosynthesis calculations and stand in no relation to the observed
galactic %Al mass. The fact that the predicted WR and the core collapse SN yields
sum-up to the observed 2°Al mass My simply means that the estimates agree within
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the statistical uncertainties!

4.4.4 A Local Al Component?

In this last section, a question is addressed which was already raised several times
in this work: Is there a local %Al component? A local *¢Al origin was proposed by
Clayton (1984), Morfill and Hartquist (1985), and Blake and Dearborn (1989) at a
time when nothing was known about the distribution of the 1.8 MeV emission on the
sky and additionally, the proposed 2°Al candidate sources failed to explain the observed
1.8 MeV luminosity (e.g., Prantzos and Diehl 1996). The present analysis, however,
clearly demonstrates that radioactive 2°Al is a galaxywide phenomenon and a local
origin can be clearly excluded. Nevertheless, if Al is produced galaxywide it is also
produced locally, and nearby candidate sources could give rise to spectacular 1.8 MeV
features on the sky.

To search for such features, the 1.8 MeV all-sky residual map as derived by the
maximum likelihood ratio test after subtraction of the DMR free-free emission model
is shown in Fig. 4.23. Remember that this map was obtained by independent fits of
point source models on top of the DMR free-free and the background models for a
1° x 1° grid of assumed source positions. Due to the telescope’s angular resolution
of 4° (FWHM), neighboring skymap pixels are not independent and consequently 1.8
MeV residuals will appear somewhat extended. In particular, residuals arising from
diffuse extended emission will show up as connected irregular low significance features
in this map.

Two promising candidate regions for local 1.8 MeV emission can be identified from
Fig. 4.23: Firstly, there is an important feature mainly located within galactic longi-
tudes 240° < [ < 30° below galactic latitude b < —30° in the map which exceeds the
20 significance level over substantial areas, and even obeys two emission peaks of 4o.
However, the search for line signatures in software-collimated spectra for this region
gave no indication for 1.8 MeV line emission, neither for spectra located on the most
prominent emission spots (cf. Fig. 3.19) nor for integrated spectra of the region. Sec-
ondly, the ACP feature between galactic longitudes [ &~ 140° — 180° and latitude b4 30°
is still present in the residual map, although the intensity maximum shifted somewhat
to positive latitudes. However, the search for line signatures towards the maximum of
the residual (around (I, b) & (160°,20°)) were also not fruitful (cf. Fig. 4.24). It appears
that only in a rather small area around (/,b) ~ (166°, —13°) 1.8 MeV line emission is
detected, as illustrated by the nice spectrum given in Fig. 2.5. Hence, the ACP feature
probably is a combination of real 1.8 MeV emission and systematic background uncer-
tainties which gives rise to the prominent feature in the all-sky maps. Notice that an
‘attraction’ feature is present in this region of the sky (cf. Fig. 4.4) which could be at

the origin of the appearance of the ACP emission.'®

1 Remember that ‘attraction’ features only attract if 1.8 MeV emission is present in their vicinity.



138 Chapter 4. Model comparison

5 5 6 6 6 6 5 5

; ,
1.09410°° -7.34#10° -3.02¢10°7 3.22010° 17310

C
1.44410°

-3.82¢410" 6.73410™ 1.03¢10™ 1.38¢10"

Fig. 4.23: Residuals in the COMPTEL 1.8 MeV sky after subtraction of the DMR free-
free emission model. Top: Point source significances in Gaussian ¢ as derived from the
maximum likelihood ratio test for ¢ = 1 degrees of freedom (de Boer et al. 1992). Bottom:

Corresponding point source fluxes in units of ph cm™2s7 !,
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Software-collimated energy spectra were also investigated towards all other suspi-
cious residual features, again with no positive results. Two examples are shown in
Fig. 4.24 for the features near Virgo at (I/,b) = (342°,53°) and Puppis at ([,b) =
(238°,5°).
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Fig. 4.24: Top: Background subtracted COMPTEL energy spectra taken towards the maxi-

mum of the ACP residual. Bottom: Examples of spectra towards two features in the residual
map.

In conclusion, no evidence for a local A1 component which can not be accounted
for by the DMR free-free emission model is found in COMPTEL 1.8 MeV data for

observation periods 0.1 - 522.5. The residuals, in particular the extended excess in the
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southern galactic hemisphere, must be interpreted as systematic error, which proba-
bly arises from shortcomings of the instrumental background model. Remember that
already in the ¢ distribution of the background-subtracted events, a clear asymmetry
between positive and negative latitudes was found (cf. Section 2.5.2.2).



Chapter 5

A New Global View of Galactic 20Al

5.1 The 1.8 MeV Sky atter COMPTEL

On 1984 November 15, Mahoney et al. (1984) informed the scientific community about
the discovery of 2°Al in the interstellar medium by means of its distinctive fingerprint
— a nuclear gamma-ray line at 1.809 MeV. This discovery, however, hardly came as
a surprise since nucleosynthesis calculations in the late 60s had shown that substan-
tial amounts of Al may be produced during explosive carbon burning in supernovae
(Arnett 1969). However, the observed 1.8 MeV luminosity from the galactic center
direction was even more intense than originally estimated, which pushed theoreticians
to look for other 2°Al sources. As a consequence, many candidate %Al sources and/or
26A1 production scenarios were proposed in order to explain the observed 1.8 MeV line.
To note only two extreme examples, Hillebrandt et al. (1987) suggested the explosion
of a single high-metallicity supermassive star near the galactic center, while Morfill and
Hartquist (1985) proposed a recent local supernova origin. The result was that at the
end of the 80s, the origin and distribution of %Al in the Galaxy was more uncertain
than ever.

Meanwhile, the community of observers had also been very active, aiming in im-
proving the sensitivity and angular resolution of their instruments. Starting the de-
velopment in 1971 at the Max-Planck-Institut fiir extraterrestrische Physik (MPE,
Garching, FRG), Schonfelder et al. (1973) proposed a new concept for the observation
of MeV ~-rays using a ‘double-Compton’ telescope. In a series of balloon flights, the
concept was proven very successful, which lead to the selection of a Compton telescope
(COMPTEL) as one of the four instruments on NASA’s second ‘Great Observatory’
CGRO. Launched on 1991 April 5 by the Space Shuttle Atlantis, COMPTEL is now
in orbit since more than 6 years, and provided (and still provides) an unprecedented
view of the y-ray sky at MeV energies (for a review see Schonfelder et al. 1996).

One of the highlights of the COMPTEL mission is unquestionably the observation
of the 1.8 MeV v-ray line. With the first mapping of the Galaxy in the light of 1.8 MeV

141
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photons (Knodlseder 1994, Diehl et al. 1995b, Oberlack et al. 1996) the discussion of the
origin and distribution of galactic Al got new updraft (for a review see Prantzos and
Diehl 1996). The outstanding feature of the COMPTEL 1.8 MeV map is emission along
the galactic plane which clearly excludes single point source or local °Al origin scenarios
— 2%A1 production appeared to be a galaxywide phenomenon. The lumpiness of the
skymap (cf. Fig. 3.12) has been often emphasized (e.g., Diehl et al. 1995b, Schonfelder
et al. 1996), which lead to the unsuitable notion of ‘hot spots’ in the 1.8 MeV sky. It
was clearly established that distinct emission features in the Cygnus, Carina, and Vela
regions were incompatible with a smooth emission distribution, suggesting that massive
stars are at the origin of 2°Al production. The remaining ‘hot spots’, however, were
most easily explained by statistical fluctuations only (Knédlseder 1994, Oberlack et al.
1996, Knodlseder et al. 1996b). Nevertheless, the ‘hot spots’ have been interpreted
as signs of nearby localized ?°Al sources which possibly could lower the galactic 2°Al
mass below <1 Mg (Diehl et al. 1995b), placing the Sun in a privileged region of the
Galaxy. Others tried to explain the ‘hot spots’ by tuning galaxywide 2Al distribution
models (e.g., Chen et al. 1996).

A more reliable image of the distribution of 1.8 MeV emission is presented in this
work using a multiresolution reconstruction based on wavelets (cf. Fig. 3.18). It is more
reliable in the sense that it does not overemphasis irregularities in the skymap arising
from statistical uncertainties in the data. Notice that it cannot be excluded that the 1.8
MeV sky is composed of individual point sources, but with the sensitivity and angular
resolution of COMPTEL it can not be decided whether this is the case or not. In
this sense, the wavelet reconstruction presented in this work can be considered as more
objective than the ‘classical’ maximum entropy or maximum likelihood reconstructions,
since 1t does not show features which possibly do not exist. Indeed, application of this
method to COMPTEL 1.8 MeV data leads to a rather smooth skymap with distinct
emission features in the Cygnus, Carina, Vela and the anticenter regions. Most of the
‘hot spots’ along the galactic plane have disappeared.

The most important discovery presented in this work, however, is the close correla-
tion of the 1.8 MeV emission with free-free emission arising from the ionized ISM. This
finding was only possible thanks to (1) an unbiased tracer map comparison established
by using all-sky maps from the entire explored electromagnetic spectrum (from radio
to high-energy ~y-rays), (2) a deeper understanding of the systematic uncertainties in
COMPTEL model comparison, mainly arising from uncertainties of the background
model, and, of course, (3) the availability of an all-sky free-free emission map which
has been derived only 5 years ago by Bennett et al. (1992). The beauty in this close
correlation is that the entire 1.8 MeV distribution can be explained by a simple, one-
parametric model, dismissing the earlier claims for the need of multicomponent models
to explain the 1.8 MeV sky. In particular, there is no need to place the Sun in a
privileged region of the Galaxy.

Additionally, the single free parameter in this correlation, the scaling factor of the
free-free emission model, is not even free if one trusts current nucleosynthesis calcu-
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lations. Since the free-free intensity is directly proportional to the number of O stars
along the line of sight, the expected 1.8 MeV intensity can be calculated under the
assumption that massive stars are at the origin of galactic *Al. For a mean average
galactic metallicity of two times solar, as suggested by observations of the galactic
metallicity gradient, the predicted 1.8 MeV map is in perfect agreement with the ob-
servations, both in distribution and in intensity level. Hence it is very suggestive that
indeed massive stars are at the origin of galactic 26Al

Massive stars in this context means stars initially more massive than M 2 20 Mg.
Only these stars lead to significant ionization of the ISM, giving rise to the observed
free-free emission. In particular, ONeMg-novae and AGB stars (even massive ones)
can be clearly excluded as major Al producers, because their distribution should not
be correlated with free-free emission. Obviously, one could speculate about a blend
of contributions from different source types together with specific assumptions about
their correlation to the massive star population. Yet there is no need for a composite
model, neither from the 1.8 MeV data, nor from nucleosynthesis calculations.

Although the massive star origin seems certain, it is difficult to judge whether
galactic 2°Al is mainly produced by core collapse supernovae or massive stars during
the Wolf-Rayet phase. Current nucleosynthesis estimates, however, favour WR stars
as primary origin, accounting for roughly 2/3 — 3/4 of the galactic Al mass, while SN
IT should only contribute 1/4 — 1/3 of the mass.

5.2 The 1.8 MeV Sky before INTEGRAL

The identification of massive stars as the origin of galactic Al is far from being the end
of the interest in the 1.8 MeV line. On the contrary! It is the beginning of a serious as-
trophysical exploitation of nuclear gamma-ray data. In Section 4.4.3 it has been shown
how observations of the 1.8 MeV gamma-ray line may be used to derive fundamental
parameters of the Galaxy, even independently of theoretical nucleosynthesis calcula-
tions. Among these are the galactic star formation rate, the number of Wolf-Rayet
stars, the core-collapse supernova rate, or the galactic Lyc luminosity. Usually these
parameters are derived from observations of local source populations and extrapolation
to the entire Galaxy, from comparison with other Galaxies, or from observations of the
ionized ISM, either locally or galaxywide. It should be pointed out that the study of
1.8 MeV data not only complements these investigations, but also enriches the available
data by qualitatively new information.

In particular, galactic rotation should lead to distinct 4-ray line profiles due to
Doppler shifts, implying important information about the distribution of ?Al, hence
massive star formation, along the lines of sight (Skibo and Ramaty 1991, Gehrels and
Chen 1996). Although 1.8 MeV line profiles are not measurable by COMPTEL due
to the insufficient energy resolution, future telescopes employing cooled germanium
(Ge) detectors are capable of resolving nuclear lines. Indeed, with the International
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Gamma-Ray Astrophysics Laboratory (INTEGRAL) such an instrument is currently
being developed. The INTEGRAL observatory, that is scheduled for launch in 2001
(e.g., Winkler 1996) consists of two main gamma-ray instruments, each of them with
both spectral and angular resolution, but differently optimized in order to complement
each other. The high-resolution ~-ray spectrometer SPI will achieve a sensitivity of
7107% ph em™%7! (30; T,ps = 10° s), an energy resolution of 3 keV (FWHM), and an
angular resolution of 2° (FWHM) at 1.8 MeV. With these performances it should be
possible to establish a coarse 3-dimensional mapping of star formation activity in our
Galaxy. This mapping will significantly enhance our understanding of the spiral arm
structure of the Galaxy.

Yet many other questions related to galactic radioactivity wait for an answer.
Among those are the existence of the galactic center ‘hot spot’, which was suggested to
arise from a galactic ‘bar’ (Hartmann 1994, Chen et al. 1995), or the origin of the 1.8
MeV emission in Vela, tentatively identified with the Vela supernova remnant (Ober-
lack et al. 1994). The identification of an individual **Al source would be of great
interest for the direct verification, or even calibration, of theoretical nucleosynthesis
calculations. In this context, the Cygnus region may play a key role in future investi-
gations of the 1.8 MeV line. This region is generally interpreted as the local spiral arm
seen tangentially over a length of at least 3 kpc. The proximity of the region together
with the presence of eight young stellar associations, numerous WR stars, prominent
H 11 regions, and several supernova remnants make it a primary candidate for the study
of the interplay of %Al production, massive stars, ionization, mixing phenomena with
the ISM, supernova explosions, and star formation in general.
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Performance of the
Richardson-Lucy Algorithm

Al

Algorithm Parameters

To illustrate the R-I. reconstruction process the following parameters are shown in
Fig. A.1 for the exponential disk simulation versus iteration r:

The

The

The

The

log-likelihood ratio —21In Ly = —21In (P(f]’”)/P(b)) where P(f7) is the likelihood
of the reconstructed intensity distribution at iteration  and P(b) is the likelihood
when solely the background model is fitted to the data. For the R-I reconstruc-
tion —21n Ly should monotonically increase with proceeding iterations since it
is a convex function of the likelihood P(f7). Following the theory of maximum
likelihood ratio testing, —21n Ly is a measure for the significance of the detected

emission (Cash 1979).

log-likelihood ratio —21In La = —21In (P(f;)/P(f;_l)) as a measure of the like-
lihood increment between successive iterations. This parameter visualizes the
convergence properties of the algorithm; for convergence —21n Lo — 0.

R-I acceleration factor A" which measures how much faster convergence is reached
in contrast to the unaccelerated algorithm.

total flux in the reconstructed image (solid line) together with the total flux in
the model intensity distribution (dashed line). While the original R-L algorithm
always predicts as many events as measured, the inclusion of a fixed background
model in the measurement prediction destroys this property. Consequently it
can not be expected that the reconstructed total flux is identical to that of the
emission model. The question on flux bias will be adressed in more detail in
Section A.3.
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Fig. A.2: Some parameters of the R-I reconstruction of 20 simulated point sources versus
iteration r (see text).
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Figure A.1 shows that about 75% of the maximum log-likelihood ratio —21In Lg
is obtained after only 5 iterations. A comparison with Fig. 3.1 reveals that during
these iterations the large scale structure of the emission is recovered. The remaining
iterations increase the likelihood only slowly while the diffuse emission breaks up into
individual spots. From the statistical point of view, the maximum log-likelihood ratio
which may be obtained without overfit can be determined by fitting the exponential
disk model to the mock data (cf. Chapter 4). The result, shown as dotted line in
the upper left panel of Fig. A.1, confirms that the data become overfitted at least
after iteration 5 (overfit might even set in earlier since overfit in some regions might
be compensated by misfit in other regions). The R-L acceleration factor shows an
oscillating behaviour which indicates that the optimum A" was never heavily influenced
by the positivity constraint. The oscillations propagate into the total reconstructed flux
where they become damped with proceeding iterations. In average, the total flux in the
reconstructed image is always overestimated, rising from about 5% at early iterations
towards 10% at the end of the reconstruction.

For the point source simulation, the evolution of the log-likelihood ratio is similar
to the exponential disk reconstruction: about 65% of the maximum likelihood ratio is
obtained after 5 iterations which is also the point where overfits sets in (for comparison
the log-likelihood ratio determined from the model fit is shown as dotted line). The R-
L. acceleration factor was always constrained by the positivity of the intensities which
avoided the oscillations seen for the exponential disk reconstruction. Only at late
iterations, acceleration becomes chaotic which is probably due to roundoff errors in the
lowest intensities. Nevertheless, the total flux seems to behave rather stable, converging
to an overestimated level of about 25%.

A.2 The Stopping Criterion

Figures 3.1 and 3.3 clearly show the effect of overfit in late iterations (cf. Section 3.2.1).
For the exponential disk simulation the initially diffuse emission breaks up into many
individual point-like sources situated mainly in regions of high 1.8 MeV intensity. Ad-
ditional sources at intermediate and high latitudes occur in regions where no signal
was present in the model. From the comparison of the late iterations with the model
it is clear that these late iterations are a poor description of the reality and may be
misleading since they suggest many individual sources where only diffuse emission is
present.

The general approach to avoid spurious sources is stopping the iterations before
overfit becomes important. A comparison of Fig. 3.1 with Fig. 3.3 shows, however,
that the optimum iteration might depend on the underlying intensity distribution:
while for diffuse emission overfit sets in very early (about iteration 5) it becomes im-
portant for the point source simulation only at late iterations (r > 20). Figure 3.2
also demonstrates that stopping the R-L reconstruction after only a few iterations
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Fig. A.3: Distance measures for the reconstruction of the exponential disk data.

leads to an overestimation of the width of the latitude distribution. Additionally, the
flux of emission features is systematically underestimated for early iterations (cf. Sec-
tion A.3). Hence it becomes clear that the choice of an ‘optimum’ iteration depends
on the question in mind and that there could not be a single optimum iteration.

To find the iteration which comes closest to the model intensity distribution, the
‘distance measures’

M f?j
5, = Zf;—hj—ffln(h—%)
" M
> ik
A, = arccos =1
STARNE
Mo h-
N, = i Ny
A0 BN PN

M
D, = Y |ff —hyl
7=1

M f}“_th
C, = ;(ﬁnfhg) (A.l)

are calculated for each iteration, where [ is the reconstruction after iteration r and
hj is the model intensity distribution. The measures differ in the way how ‘closest’
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is defined. In light of section 3.1.2 the entropy S, has probably most justification
as a measure of spurious sources in the reconstruction but it is also sensitive on the
total flux in the reconstructed images. A, and N, measure how close the shape of the
reconstructed image comes to the model regardless of the total flux. A, is the angle
between the reconstructed image vector f” and the model vector h using the euclidian
metric. If both vectors are parallel (A, = 0) the shape of the reconstructed image
is identical to that of the model. Finally, DD, measures the absolute deviation of the
reconstruction and € is the Chi-square statistics. Like the entropy both measures
depend on the total reconstructed flux and the shape of the intensity distribution.

Figure A.3 shows the distance measures for the reconstruction of the exponential
disk mock data. All measures consistently show a clear minimum between iterations 5—
8. The jagged shape of S,, D,, and (', during early iterations reflects the fluctuations of
the total flux between subsequent iterations (cf. Fig. A.1). Consequently, the minimum
occurs somewhat earlier for these quantities due to a minimum in total flux at iteration
5. The reconstructed emission shape, as measured by A, and N,, comes closest to the
model between iterations 5—8. Comparison with Fig. 3.1 confirms that these iterations
show a rather good compromise between smoothness and latitude extension of the
emission distribution. While earlier iterations are smoother they obey a much wider
latitude distribution, hence lie far away from the model. In later iterations the latitude
distribution is well represented but the reconstructions are much more structured than
the model. The minimum in the distance measures for diffuse emission is a fundamental
property of the R-L algorithm. In this sense there exists an optimum iteration for
the reconstruction of diffuse emission. Figure 3.4 demonstrates that the optimum
iteration slightly increases with galactic 2°Al mass if the natural initial intensity is
chosen for the reconstruction. For an expected galactic Al mass between 2 — 3 M
the minimum occurs around iteration 6 — 7. Figure 3.4 also shows that with increasing
26A] mass the optimum reconstruction comes closer to the model distribution. This
reflects the increase of signal-to-noise ratio with total galactic Al mass which reduces
the statistical uncertainty in the reconstruction.

For the point source simulation the situation is different (Fig. A.4). In this case
the model intensity distributions is basically zero except for the 20 point source pixels.
Zero model intensity pixels have to be omitted in the entropy calculation, hence S5,
is only composed of 20 pixels. Consequently, S, can’t be considered as measure of
spurious sources in the image but merely as a measure of flux concentration at the
point source locations. Except for D, and (., all measures decrease monotonically with
proceeding iterations, indicating that the ML solution is the optimum reconstruction.
D, and C, show a maximum around iteration 5 which reflects the rise in total flux
during the first iterations (cf. Fig. A.2). From the maximum both measures decrease
monotonically which confirms the superiority of late iterations. Nevertheless, even for
the ML reconstruction the angle between the reconstructed image vector and the model
remains large (~ 60°) as a result of spurious point sources in the reconstruction.

The R-L reconstructions may also be used to derive longitude and latitude profiles
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Fig. A.4: Distance measures for the reconstruction of 20 point sources of flux 3107°
ph em™2s71.

of the 1.8 MeV emission. Optimum iterations which provide the closets profile recovery
may be determined by application of the distance measures to the profiles themselves.
The results for the longitude profiles of the exponential disk mock data of Fig. 3.2 are
shown in Fig. A.5. All measures provide a clear minimum after only 2 £ 1 iterations.
The jagged shape of S,, D, and C, for the first iterations again reflect oscillations in
the total reconstructed flux. After this early minimum the distances rise with pro-
ceeding iterations, becoming even worse than the initial flat profile for r & 25. This
demonstrates that overfit sets in very early in longitude profiles. It turned out that the
distance minimum at iteration ~ 3 is universal for exponential disk simulations with
total galactic Al mass in the range 1 — 5 M.

The distance measures for the corresponding latitude profile are shown in Fig. A.6.
While A, monotonically decreases with proceeding iterations the other measures indi-
cate a weak minimum between iterations 10 — 30, pointing towards the occurenence
of spurious high latitude emission in later iterations. For exponential disk mock data
with less galactic %Al mass, the minimum becomes more pronounced, confirming the
onset of high latitude overfit around iteration 10. Nevertheless, Fig. 3.2 shows that the
reconstructed profiles remain slightly broader than the narrow exponential disk profile.
Consequently, the closets profile is obtained for the ML solution although spurious
high latitude sources perturb the reconstruction. Taking together the results for the
longitude and latitude profiles, the pixel-to-pixel distance as shown in Fig. A.3 can be
understood as compromise between the early optimum longitude and the late optimum
latitude iteration.
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A.3 Flux Calibration

In principle, fluxes ® of emission features can be derived from the reconstructed inten-
sity map f; by integrating the intensities over the region of interest using

o= 3 £9 (A.2)

jEregion

where
7) cos(b) (A.3)

is the solid angle of image pixel f; at galactic latitude b, and Al and Ab are the
pixel size in galactic longitude and latitude in degrees, respectively (throughout this
work Al = Ab = 1°). The reconstructed flux for 4 simulated point sources of flux
3107° ph em~2s~' is shown in Fig. A.7 for circular integration regions centered on
the point source positions. The plots show ‘growth curves’ of determined flux ® as
function of integration radius for different iterations. Since sky intensities are positive
quantities these curves are strictly monotonic. As expected for an isotropic intensity
distribution the flux for the initial estimates (lower solid curve) increase quadratically
with integration radius. With proceeding iterations (dotted curves) the growth curves
converge from the quadratic towards the ML growth curve (upper solid curve). For each
example there exists a critical integration radius below which the flux monotonically
increases towards the ML value. Above this radius, the flux ‘overshoots’ the ML growth
curve by some small amount from which it decreases monotonically to the ML value.
This demonstrates the concentration of the point source intensity within a distinct
region with proceeding iterations: flux is ‘diffusing’ from outside the critical radius
inwards, the flux at the critical radius remains constant.

Above the critical radius the growth curves increase due to background fluctuations
in the intensity distribution. The different shape of the curves in the four examples
can be explained by the statistical nature of the fluctuations which lead to different
background intensity patterns around the sources. This is demonstrated in Fig. A.8
where the average growth curves are shown for the same sources for 10 independent
simulations. Due to the averaging, the background intensity becomes rather isotropic,
leading to a nearly quadratically increase of the growth curve above the critical radius.
Remaining wiggles can be explained by the limited sample of only 10 independent
simulations.

The statistical fluctuations largely supressed, it can been seen that the critical
radius lies for all sources around 4°+1°. It is now obvious that the fluxes at the critical
integration radius are systematically underestimated by about 20%. To eliminate the
background contribution a mean background intensity is estimated from a ring around
the point source position and subtracted from the observed fluxes. The resulting growth
curves are shown in Fig. A.9. Now a clear convergent flux level becomes visible which
justifies the derivation of point source fluxes by integration over circular areas of radius



A.3. Flux Calibration 153

5.0010¢ ] 5.0010¢ ]
5 (1b)=(0,0) ; 5 (1b)=(90,0) ;
40107 F e 40107 F €
"o E 1 5
£ 30107 F— — — — — — — = 3 g 30107 — — — — — ~ =7
() 3 o E 3
< E 1 5 E E
£ 20:10°F 3 S 2010°E 3
x £ 1 x £ |
> E B > E 1
(I E E 5 E
1.0°10 El 1.0:107°F E
0f ‘ ‘ ] ‘ ‘ ]
0 10 20 30 10 20 30
Integration radius (deg) Integration radius (deg)
5.0010"0 5.0010¢ 3
(1,b)=(180,0) . s (1b)=(270,0) /
4.04107F E 4.0:107F E
o s R s
e 3.0:107F s - o= = = 2 3007 - E
o E 3 (5] E 3
< E 1 5 E E
S 20410 3 S 2010°E 3
x 1 x £ |
=) B > E 1
(i E 5 E
1.0010° E 1.01107°F E
: ‘ ‘ ] of ‘ ‘ ]
0 10 20 30 0 10 20 30
Integration radius (deg) Integration radius (deg)

Fig. A.7: Reconstructed point source flux for 4 simulated point sources of flux 3107

ph em™2s™! versus integration radius.
5.0010¢ ] 5.0010¢ 1
5t (Lb)=(0,0) 5t (Lb)=(90,0) E
4.0010°F ; 4.0010°F ;
. O
£ 3.0:107F— — — — — A =3 g 30107 3
5} === T - ] © El
s -5 1 5 5 E
= 2,010 2 S 20410 E
x 1 x ]
= E =] E
T ER T b
1.0-10°° 3 1.0-10°° 3
0F foier ‘ ‘ ] 0 ‘ ‘ ]
0 10 20 30 0 10 20 30
Integration radius (deg) Integration radius (deg)

5.0:10¢ ] 50010 ]
5 (1b)=(180,0) 4 5 (b)=(270,0)

4.0010°F ; 4.0010°F
O -
‘E 3.010"F— — — — — ’; ‘E 3.0:10 ;* ———————— ’;
3 i1 o 2 E
s 5 1 & 5 E
= 2.0-10 1 S 201070 E
x 1 x £ ]
3 E- : ]
T ] C z ]
1.0-10°° 3 1.0:10° 3
0F iieer ‘ ‘ ] ‘ ‘ ]
0 10 20 30 0 10 20 30

Integration radius (deg) Integration radius (deg)

Fig. A.8: Mean fluxes for 4 simulated point sources of flux 310=° ph cm™2?s~! from 10
independent simulations.



154 Appendix A. Performance of the Richardson-Lucy Algorithm

5.0010¢ ] 5.0010¢
o (D)=0,0) o (1D)=(90,0) :
40100 ¢ E 40100 ¢ E
F“(I) 5; 3 F“(I) £ E|
£ 30107
(5]
=
£ 20:10°
5
T

Integration radius (deg) Integration radius (deg)

(1,b)=(180,0) (1,b)=(270,0)

Flux (ph cm?s?)

Integration radius (deg) Integration radius (deg)

Fig. A.9: Mean fluxes for 4 simulated point sources of flux 310=° ph cm™?s~! from 10
independent simulations as derived by the contrast method. A background intensity was
derived from a ring around the source position with inner and outer radii 15° and 30°,
respectively.

5°. From the number of dotted growth curves below the ML curve it can be deduced
that only about 10 — 15 iterations are required until the ML flux level is reached.

To derive meaningful point source fluxes from the R-I. intensity maps, the flux
underestimation has to be quantified. For this purpose, independent mock datasets
of point source simulations with source fluxes between 1107% ph em™%~! and 5107°
ph cm™2%7! are analyzed. The distribution of the point sources is always similar to
that shown in Fig. 3.3. First, the dependency of reconstructed flux with exposure
is studied. For this purpose the mean fluxes at integration radius 5° are plotted for
different iterations as function of the sky exposure. As example, the average from
10 independent simulation of 20 point sources of flux 310~° ph cm=2s~! is shown in
Fig. A.10. The error bars express the statistical uncertainty in the reconstructed fluxes,
which is determined from the standard deviations of the samples. Linear regression
curves are fitted to the data points, the significance of the presence of a dependency

is given in Gaussian o'. This example demonstrates that reconstructed point source

1Significance levels in astrophysics are often quoted in Gaussian ¢ which means that the probability
of rejecting a truth hypothesis is identical to the area under the (normalized) Gaussian curve integrated
from —so to +so (s is the significance in Gaussian ¢). In that way significance levels of 1o, 20, and
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Fig. A.10: Mean fluxes from 10 independent samples of simulated point sources (flux 31075
ph em™2s71) as function of sky exposure. Reconstructed fluxes are shown for iteration 1, 3,
5, and the ML image. Solid lines show the best fitting linear trend, dotted lines the best
fitting constant.

fluxes are rather independent of exposure for any R-L iteration.

Second, the dependency of reconstructed flux with galactic latitude is investigated.
This is done by plotting the averaged fluxes for point sources at galactic latitude |b| =
0°, 30°, and 60° as function of absolute galactic latitude. An example for the same
data as above is shown in Fig. A.11 for different iterations. As before a constant and a
linear dependency is fitted to the data points and the significance of the fit discrepancy
is given in Gaussian o. It turned out that there is no significant latitude dependence
in the reconstruction of point source fluxes for any iteration.

The above investigations demonstrated that the point source flux underestimation
is independent of source location. As third step the relationship between the true flux
(i.e. the model flux) and the reconstructed flux is explored. For this purpose, the
reconstructed fluxes from all point sources of all independent samples are averaged
and plotted versus the model flux (Fig. A.12). The solid diagonal marks the line of
equality between reconstructed and model flux. All data points lie below this line,
demonstrating the systematic underestimation of the reconstructed flux. The func-

30 correspond to rejection probabilities of 68.3%), 95.4%, and 99.7%, respectively.
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Fig. A.11: Mean fluxes from 10 independent samples of simulated point sources (flux 31075
ph em™2s71) as function of absolute galactic latitude of the source position. Reconstructed
fluxes are shown for iteration 1, 3, 5, and the ML image. Solid lines show the best fitting
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tional relationship between reconstructed point source flux & and model flux ® is well
described by the linear relation

where @ = 1.01 +0.16 and b = (—5.6 + 4.9) 107® ph cm™2s™! were determined by a
least square fit (the best fitting relation ® = a'®q is shown as dotted curve where
a’ = 0.86 £ 0.07). The reconstructed point source fluxes are thus consistent with a
systematic underestimated of (6 +5)107° ph cm™?s™!, independent of model flux. It
is important to note, however, that the above formula only holds for the explored
flux range of 1107 — 5107° ph cm™%s~! (corresponding to reconstructed fluxes be-
tween roughly 5107 — 5107° ph cm~2s7!). Equation (A.4) always predicts positive
fluxes even in the absence of reconstructed flux hence it cannot be valid for very low
fluxes. Nevertheless, flux measurements around 1107° ph cm~™2s~! are heavily limited
by statistical fluctuations and are therefore not reliable at all. Under these limita-
tions, point source fluxes can be determined from R-L reconstructions by integration
of the intensities of late iterations (r > 10) within about 5° around the assumed point
source position. The true source flux ®q is then estimated from the measured flux ®

by &g = (¢ — b)/a.
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Finally, flux recovery is investigated
for diffuse emission. For this purpose, 10 610
independent mock datasets, created for i
an exponential disk model with radial
scale length Ry = 4.5 kpc, scale height
20 = 90 pc, and galactic 2°Al mass of
3 Mg are analyzed. Reconstructed in-
tensities are determined within rectan-
gular boxes, centered on galactic lati-
tude b = 0°, for various box positions
along galactic latitude [ = 0°...360°.
In Figs. A.13 and A.14, the flux re-
covery as function of RL iteration and
model flux is illustrated. Two examples (0] R R
for different box size are given to study 0 2:107 4'1g_5_1 6+10"
the case of small (Fig. A.13: [b] < 5° and model flux (ph em™s™)

Al = 4°) and large (Fig. A.14: |b] < 20°

and Al = 20°) integration regions.

V.

recovered flux (ph cm? s™)

Fig. A.12: Reconstructed point source flux as
function of input flux.

The left plots show the reconstructed
intensity within three boxes of equal
size, placed at longitudes with low, medium and high model intensity. Like for point
sources, the reconstructed intensities converge to a constant level with proceeding it-
erations, which is generally reached earlier for high intensities and large integration
regions (the oscillating behaviour, which was already noticed for the total flux, origi-
nates in the unconstrained RL acceleration (cf. Section 3.2.2.1)). In both examples,
the convergent intensity levels are rather close to the model intensities (dashed lines).
In particular, there seems to be no systematic trend towards low fluxes, as found in
the point source simulations.

The intensity recovery as function of model intensity is studied by moving the
integration boxes along galactic longitude in steps of 13°. To supress flux oscillations
between successive iterations, convergent intensities are determined by averaging the
reconstructed fluxes over the last two iterations. Reconstructed convergent intensities
as function of model intensities are shown in the plots on the right of Figs. A.13 and
A.14. Intensities found at earlier iterations are shown as dots; the diagonal of exact
intensity recovery is indicated as dashed line. To determine the functional relationship
between reconstructed and model intensity, a linear relation Eq. (A.4), which was
already used for the point source flux calibration, is fitted to the data points. Resulting
slope a and offset b with 1o statistical errors are given in the upper left corner of the
plots, the corresponding relation is shown as solid line. For the small integration
regions (Fig. A.13), a marginal intensity underestimation is detected, while for large
boxes (Fig. A.14) the recovery is perfect.

This trend is quantified in Fig. A.15 where the slope a and offset b of the linear
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ties as derived by averaging over the last 2 iterations, dots show reconstructed intensities at
earlier iterations. The solid line is a linear regression fit to the data points, the dashed line
indicates the regime of exact intensity recovery.
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Fig. A.14: Same as Fig. A.13, but for large integration boxes with Ab = 40° and Al = 20°.
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Fig. A.15: Slope a and offset b of the linear relation between reconstructed and model
intensity as function of integration box size.

relation is shown as function of the latitude extension of the integration box for longi-
tude sizes Al = 4° (left) and Al = 20° (right). Remarkably, the slopes a are consistent
with unity over the entire range of integration regions, similar to the slope which was
derived from the point source simulations. For small integration boxes (i.e. small
latitude integration range) significantly negative offsets b are found in both examples,
indicating flux underestimation. With increasing integration region the offsets cross
the zero level, becoming slightly positive if integration is performed to high latitudes.
This is consistent with the findings of Section 3.2.2.1 where a slight overestimation of
the total flux was noticed.

Together with the point source calibration, the following picture arises: For small
integration regions, fluxes are underestimated by a constant amount, indepedent of
the source flux and source position. For the special case of point sources a linear
correction relation was derived. With increasing size of the integration region, the
underestimation becomes smaller than the statistical uncertainty. Reconstructed fluxes
can even exceed the true value by a small amount if extended integration regions are
chosen. This is due to the remaining background intensity in empty regions of the sky
which is probably due to the positivity constraint of sky intensities. Subtracting mean
intensities derived from high galactic latitudes corrects for this overestimation. For
large integration regions this background intensity can considerably contribute to the
emission.
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Appendix B

The MEMSYS2 Algorithm

The software package generally used to reconstruct maximum entropy images from
COMPTEL data is MEMSYS2 from Maximum Entropy Data Consultants Ltd of Cam-
bridge, England, which was modified to treat Poisson statistics and to incorporate a
background model. In this section the MEMSYS2 algorithm and the modifications are
described.

MEMSYS2 maximizes the entropy S subject to C' < Cy;,, where C' is a statistics
measuring the misfit between the data and the image and C,;,, is the upper bound to
the values which C' can plausibly take if the image fits the data.! As usual for such
problems, a Lagrangian function () = 5 — aC' is set up, and the solution will lie at an
extrema of ) for some value of the Lagrangian multiplier . The non-linear nature of
the problem forces an iterative solution.

In MEMSYS2 the extrema is repeatedly sought not along a single search direction,
but in a three-dimensional subspace, spanned by vectors that are calculated anew at
each landing point. The subspace basic vectors are chosen in such a way as to avoid
directions leading to negative intensities f;. The basis vectors of the three-dimensional
subspace are given by

egl) = fj[vc]j

65‘2) = fj[vs]j

3 —1 M -1 M

D = VST S VYO SV S] — IIVCIT S VYO V), (B
k=1 k=1

where lengths are defined by the entropy metric

]l =

1Skilling (1990) calls this method the ‘historic’ maximum entropy reconstruction.
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Within the three-dimensional subspace a quadratic model

Q= QO-I-EQ;L T, + = EZHW:I: T, (B.3)

v=1 pu=1
is constructed with components

o~ )

Q;A = Z e]# [VQ]
7=1
S~ S (), ()

H, = Z Z e e; [VVQ]; (B.4)
7=1 k=1

chosen to agree with the local gradient and curvature components of () itself. Then
within the subspace, ) is maximized at

Ty = — Z (HW)_IQU (B.5)

v=1

The image is then iteratively updated using

3
=Yzl (B.6)
u=1
In MEMSYS?2 the Chi-square statistics
1 N
C = 3 > (Fi— D;)°E; (B.7)

i=1
is used to evaluate the model-data misfit. For the evaluation of the basis vectors of
the three-dimensional subspace and minimization in the subspace only derivates of C'
and S are required. Therefore the MEMSYS2 algorithm can be modified for Poisson
statistics if the derivates of (' are identical to the derivates of the Poisson log-likelihood
function

N
L= —QZmlnei—ei—ni! (B.8)
i=1
where
M
€;, = Ef]R” + b2 (Bg)
7=1
It can be shown that this is almost the case for the following assignment:
FZ' = €;

D; =

e; — 2 for n; =

{eiei(eini) for n; >0

B = {an/ei for n; >0 (B.10)

for n; =0
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The gradient and the Hessian matrix of (' are then given by

N

[VC]; =Y (Fi—= Di)EiR; = 23

=1 n; #0

€, —1n;

Rij+23% Ry

€ n;=0

N .
[VVCl, = Y ERiRe = 2% SRiRx+2Y RjRy  (B.1)
i=1 :

gy 750 T n;=0

which compares to the gradient and Hessian matrix of the Poisson log-likelihood £

Noei—n
Vel = 2y Ri;
=1

€;

N
n;
[VVL], = 2) —<RijRi (B.12)

Equation (B.11) is identical to Eq. (B.12) except for n; = 0 where [VV (], has
the additional term 23, _q R;; Rix. Since R;; is positive, [V’VC’]].]C > [VVE]jk with
the equality reached if no empty data pixels n;, = 0 occur. For the all-sky data of
observation periods 0.1 - 522.5 about 35% of the data space pixels are empty.

Due to the assignment Eq. (B.10) C is no longer identical to the Chi-square statis-
tics and the constraint C' < Cy;,, looses its” meaning as stopping criterion. For Poisson
data, there exists no analogue constraint since the formal expectation over possible
data of the log-likelihood is not constant, but varies with the image. Hence the histor-
ical stopping criterion is not applicable for COMPTEL data. The optimum image is
merely determined by means of simulations.
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Appendix C

Background Scaling Factor Prior
Assignment

For the fixed ¢ method, the instrumental background model is scaled by a global
background scaling factor # which accounts for the uncertainty about the total number
of 1.8 MeV events in the COMPTEL all-sky data set. The background model, which
is based on events observed at adjacent energy bands, was carefully normalized on
single observation basis under consideration of time variabilities of major background
components (Oberlack 1997, see also Section 2.5.2.1). This normalization makes 3 a
rather well defined parameter, where the major uncertainties arise from unidentified
time variable background components 0.5% (Oberlack, private communication)), and
the zero level estimation from high galactic latitudes |b| > 40° (relative error ~ 1% if
a signal similar to that below |b| < 40° is present at high latitudes). To quantify these
uncertainties, a Gaussian prior

PBIM, T) = — exp(—lw) (C.1)

\2ro 2 o2

with mean 3 = 1 and standard deviation ¢ = 51072 is used for the background scaling
factor (the statistical error on 3 is < 1107?).

For ¢ fitting, the global background scaling factor 3 is replaced by individual scaling
factors 35 for each ¢ layer. The prior knowledge about the magnitude of these scaling
factors is twofold. First, the total number of counts in the background model is known
to some accuracy. This leads to an integral property of 35 which can be expressed by

> 0B,

3= %:T (C.2)

where 3 is a mean background scaling factor which has the same meaning as the single
global background scaling factor 3 for fixed ¢ fitting (B is the number of counts in layer
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Fig. C.1: Upper-left: Normalized ¢ distributions for the background model (B@ solid)
and two extreme source models (5'@, dotted). Upper-right: Ratio SQ/BQ for various source
models, including all tracer maps, extreme point source models, and *®Al distribution models.
Lower-left: Mean (solid) and variance (dashed) of S Se/Bg. The dotted histogram shows the
uncertainty about S /B due to statistical fluctuations. Lower-right: Individual background
scaling factors 3z derived for the mean Sw/Bw ratio and mean background scaling factor
8 =1 (solid). The dashed histrograms show the expected variations due to different source
models, the dotted histograms represent the variations due to statistical uncertainties.

@ of the background model). Consequently, the same prior probability distribution will
be assigned to this quantity.

Second, the distribution of individual background scaling factors 35 depends on the
magnitude of the source signal and the discrepancy between the ¢ distribution of the
source signal and the background model. To investigate these dependencies the basic
relation

Ng = 5z + B¢ Bs (C.3)

is considered which connects the ¢ distribution Nz of the observed events with those
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of the source signal (S;) and the background model (Bg). Due to the ¢ normalization
of the background model on the data, N; and Bz obey the same ¢ distribution, hence
N, = IB, ()

with f = 1.00954 for the 1.8 MeV COMPTEL all-sky data set. Putting Eq. (C.4) in

Eq. (C.3) and summing over all ¢ layers provides a relation between 3 and the total
S 8= (- H)Y Be (c.5)
? @

On the other hand, using Eqs. (C.3) and (C.4), 35 can be expressed by

number of source counts:

S¢
Bo=f— B_¢ (C.6)

which may be rewritten as ) )
Be=1+(B-1)B; (C.7)

where

& ST Sw
B, =20 = 20/ 2@ ¢ C.8

is the ratio between the normalized ¢ distributions of the source signal and the back-
ground model.

With Eq. (C.7), the individual background scaling factors (3; are now separated into
a source strength dependent mean background scaling factor 3, and source strength
independent parameters B¢ which quantify the difference in ¢ shape between the source
and the background models. Prior knowledge about B@ can be obtained from a com-
parison of the ¢ distribution of the background model with that of possible source
models. For this purpose, ¢ distributions of various models were compared to that
of the background model. Two most extreme examples which were found are shown
in the upper-left panel of Fig. C.1: As anticipated in Section 4.2.2, the steepest ¢
distribution was found for a point source situated at (/,b) = (5°, —2°), i.e. at a maxi-
mum of the ‘attraction map’ (Fig. 4.4). Correspondingly, the ‘flattest’ ¢ distribution
is obtained for a point source at (/,b) = (230°,30°) where the ‘attraction map’ obeys
a minimum. The resulting B¢ distributions are shown with those for various models in
the upper-right panel of Fig. C.1.

With Egs. (C.2) and (C.7) the individual background scaling factors 35 are mapped
into a manifold spanned by the parameters {B,B¢} in which the prior information
becomes mutually independent (note that for the original scaling factors (5 the prior
information is not mutually independent). Due to this independence, the background
prior can be separated into

P(/éa/ékﬂMa]) = aP(/é|M7[)HP(B¢|M7[) (CQ)
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where a is a yet undetermined normalization constant. The prior knowledge about
{B,B¢} is in the form of expected values with some variance, hence Gaussians are
appropriate to quantify the uncertainties of the parameters: For the mean background
factor we write

P(BIM,I) = exp (—%M) (C.10)

with # = 1 and ¢ = 51073, similar to Eq. (C.1). The prior knowledge about the
possible ¢ distribution is quantified for each 3; by a Gaussian prior

P(B|M, T) = exp (—EM) (C.11)

2
2 o

where the means B¢~\vere derived from the average and the standard deviations o from
the discrepancy of 3z for the most extreme examples. Only for ¢ layers where the 35
discrepancy falls below the statistical uncertainty, o was replaced by this uncertainty.

The normalization constant « is determined by the normalization constraint of the
prior probability distribution

| P(aIm, s = 1. (C.12)

Since the prior is defined on a manifold with one additional dimension, the integration
has to be done on the hypersurface dS(3,3;) which is accessible by variation of the
individual background scaling factors 3z. The normalization constraint writes then

1 = /_O;PWHMJ)dﬂw:
= [ PG5 M, DS, 5s) =
- /_O; P(®(85)|M, 1)/ 9(Bs)dBs (C.13)

where ®(3;) is the mapping defined by Eqs. (C.2) and (C.7) from the background
scaling factor space into the prior manifold, and ¢g(3;) = det(gz ) is the Gram deter-
minant of the metrik tensor

83 83 a/ékﬁ ag@
—1 A1 = —|—
92" = DB 0 OB on %: 9B 0B

which is associated to the mapping. For completness, the functional matrix of the

(C.14)

mapping is given by

B B B
(B, B, B 1 B-f B _B~f B ... _ bi-f Ba
(/ y M1 ) ) — -7 (5—f)? B (G—f)2 B (B-f)? B (015)
a(ﬁh"'vﬁn) : : . :
Bn—f By Bn=f Bs 1 Bn—=f Bn
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where n is the number of ¢ layers (n = 21 for COMPTEL 1.8 MeV analysis) and
B = Y, B; is the total number of counts in the background model. Analytical inte-
gration over the hypersurface, however, is impossible since the mapping between the
background scaling factors and the prior manifold is nonlinear. For this reason the
integral is approximated using Laplace’s method which is based on a Taylor series
expansion of the function y(z) of the m—dimensional vector x, and yields the approx-

imation
/exp{y(l’)}d:ﬂ _e (QW)m/Q\/det(A) exp{y(z™*)}, (C.16)

where ™" is the value of = where y attains its maximum, and A is the negative of the

inverse Hessian of y evaluated at £™*". The metrik tensor varies only slowly over the

prior manifold hence it can be assumed to be constant for the high-prior region. The
normalization constraint then becomes

U= [ POEBIM. Dy/e(3:)d; =

1
= / exp{lna—§

A a(27r)(n+1)/2\/det(z4)\/g(ﬁgw) (C.17)

0_2

(B_B)2+Z(N¢_ A@)z

where 7% = [ + (B — f)g% are the background scaling factors which correspond to
the maximum of the prior probability distribution. The normalization constant « is
then given by

o = (22 faet(A) o)) (C.18)

~

1 _ 1 Bg Bgn 1 dgp B@ —f Bw’) ( O B@ —f Bw”)
A 1A — T o -I' 5 - A A - A .
2 (ﬂ—f B-=0B)\p-1 (B-f?B

2
P @
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n Carinae, 80

v? Velorum, 78

v-process, 10

T, 4

A1, 4
destruction, 5
origin, 131, 143
production, 5
radial distribution, 133
yields, 12

~-ray astronomy, 2

~-ray line
0.847 MeV, 4
1.157 MeV, 4
1.238 MeV, 4
1.809 MeV, 24, 4
4.438 MeV, 4
6.129 MeV, 4

H; region, 106

H 11 region, 80, 105, 106, 124

Hr region, 105

@ fitting, 98, 100, 111

ACP feature, 37, 56, 77, 80, 137

adjacent energy intervals, 35, 92

AGB, see Asymptotic Giant Branch star

all-sky map, 78

all-sky residual map, 137

Angular Resolution Measure, 27, 34

ARM, see Angular Resolution Measure

ARM-window, 34

Asymptotic Giant Branch star, 6, 7, 107,
130

attraction map, 96, 165

background model, 35

scaling factor, 31, 38, 55, 98, 114
spectral analysis, 34
uncertainties, 38, 38, 94-95, 97, 113,
120, 162
Bayes factor, 86, 88, 100, 113
Bayes’ theorem, 42, 69, 83, 85
Bayesian inference, 42, 83
decision rules, 88
marginalization, 55, 69
model, 43, 69, 83, 85
model averaging, 88, 103, 114, 120
model comparison, 85, 91, 100
nuisance parameter, 55, 69
parameter estimation, 83, 88, 99
binaries, 7
blue straggler, 7
bootstrap analysis, 59

Carina feature, 37, 57, 61, 77, 78, 122

Cas A, 4

CGRO, 3, 25, 32, 141

CNO cycle, 2, 6, 7

CO, 103, 106

COBE, 105-107

COMPTEL, 3, 26
angular resolution, 30, 35
background suppression, 32
data space, 28, 29, 31, 41
energy resolution, 29
event, 32
event selection criteria, 33
image space, 41, 71
instrumental background, 32, 33
mission phases, 25
point spread function, 30, 95
response, 28
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angular, 29, 42
energy, 29
sensitivity, 4
Compton scattering, 26
configurational entropy, 45
core burning, 9
helium, 6, 7
hydrogen, 6
cosmic-rays, 22, 32, 104, 109
Crab nebula, 81
Cygnus feature, 37, 56, 77, 78
Cygnus Loop, 109
Cygnus region, 144

diffuse ionized gas, 124
DIG, see diffuse ionized gas
DIRBE, 106, 108, 115

100 pm map, 103

12 pm map, 113

240 pm map, 115-123, 132

25 pm map, 113
DMR, 105

free-free map, 105, 115-123, 127
dust grains, 106, 107

EGRET, 110, 115

electron temperature, 125, 128

EM, see expectation-maximization algo-

rithm

emission measure, 125

equivalent O7 V star, 126

equivalent O7 V star 2°Al yield, 128

evidence, 42

expectation-maximization algorithm, 46

explosive nucleosynthesis, 3, 10, 11

exponential disk, 39, 49, 91, 107, 132
radial scale length, 91, 107, 132

extinction, 107, 108

far-infrared
continuum, 106
lines, 107

FIR, see far-infrared

FIRAS, 14, 105, 107

INDEX

fit quality, 101, 168
fixed ¢ method, 99, 100, 111
free-free emission, 103, 105, 124

galactic bar, 144

galactic bulge, 107

galactic center, 3, 36, 57, 106, 116
hot spot, 144
point source, 78, 96

galactic parameters, 136

galactic 2°Al mass, 130, 136

gas cooling lines, 107, 125

giant molecular clouds, 106

GRIS, 3, 91, 129, 134

Hammer-Aitoff projection, 50
hard X-rays, 109
HBB, see hot-bottom burning
HEAO-1, 109, 111, 116
HEAO-3, 2
helium star, 11
high-energy ~-rays, 109
high-latitude emission, 40, 56, 81
high-likelihood volume, 87, 90
hot spots, 72, 142
hot-bottom burning, 8, 12
hypothesis, 42

continuous family, 84

nested, 84

null, 84

parametric, 84

image reconstruction, 41, 43
artefacts, 74
contrast method, 59, 61
distance measures, 53, 63, 148
flux determination, 53, 59, 152
flux underestimation, 53, 63, 152
growth curve, 152
lumpiness, 50, 56, 69, 72, 78, 142
maximum entropy method, see max-

imum entropy method

model, 43, 69

multiresolution, 69
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natural initial intensity, 47
optimum iteration, 52, 63, 147
overfit, 46, 47, 50, 69, 147, 150
Richardson-Lucy algorithm, see Rich-
ardson-Lucy algorithm
stopping criterion, 46, 53, 62, 147,
162
IMF, see initial mass function
infrared, 106
initial mass function, 14, 126
INTEGRAL, 144
interstellar medium, 22, 91, 104, 105
ionized gas, 105, 124, 130
IR, see infrared
ISM, see interstellar medium

Laplace method, 86, 166

LBV, see Luminous Blue Variable

likelihood function, 42, 44, 84, 89, 92

line-interval, 31, 35

local hot bubble, 109

local spiral arm, 78, 133, 144

local 6Al, 78, 140

log-Bayes factor, see Bayes factor

log-likelihood function, see likelihood func-
tion

log-likelihood ratio, 55, 111, 145

longitude scan, 101, 116

Loop I, 104, 109

Luminous Blue Variable, 6, 80

Lyc, see Lyman continuum

Lyman continuum, 14, 124, 126

magnetic field, 104

MAP, see maximum a posteriori

marginal likelihood, 86

marginal probability, see marginal like-
lihood

MAXENT, see maximum entropy method

maximum a posteriori, 43, 62, 94, 97,
114

maximum entropy method, 45, 61, 160

1.8 MeV all-sky map, 67

convergence, 62
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initial intensity, 62
maximum entropy trajectory, 62

maximum likelihood, 46, 89

maximum likelihood estimate, 85, 89

maximum likelihood estimation, 44, 84,
95

maximum likelihood fitting, see maxi-
mum likelihood estimation

maximum likelihood ratio test, 84, 101,
137

maximum log-likelihood ratio, 85, 87

MEM, see maximum entropy method

MEMSYS2, 62, 160

metallicity, 6, 18, 130

microwaves, 103, 105, 106

mid-infrared, 107

MIR, see mid-infrared

MLE, see maximum likelihood estima-
tion

mock data, 49, 50, 71, 91

model fitting, 43

molecular ring, 133, 135

near-infrared, 107

NIR, see near-infrared
northern galactic pole, 35
nova, 1, 5, 11

ONeMg, 11, 130

OBN star, 7

Ockham factor, 87, 100, 114
Ockham window, 115, 117, 120
Ockham window average, 115, 120
Ockham’s razor, 87, 101, 113
Ockham, William of, 87, 100

ON blue straggler, see blue straggler
Orion, 4, 22

OWA| see Ockham window average

planetary nebula, 8, 126

posterior mode, 43, 86

posterior odds, 86, 88

posterior probability, 42, 84, 92
bubble, 43
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marginal, 55
multiresolution, 69
pp chain, 2
prior, see prior probability
prior information, see prior knowledge
prior knowledge, 42, 94, 99, 111, 114,
165
prior odds, 86, 88
prior probability, 42, 111
p fitting, 98, 162-167
bounded uniform, 88, 91
data, see evidence
Jeffreys, 84
maximum entropy, 44
maximum entropy principle, 44
normal, 88, 92, 99, 111, 162
uniform, 44, 84
Puppis feature, 122, 139

radio frequencies, 104, 106
radio halo, 104
radioactivity, 2
recombination coefficient, 125
recombination timescale, 129
Reynolds layer, 124, 129
Richardson-Lucy algorithm, 46, 145
1.8 MeV all-sky map, 56, 74
latitude profile, 56
longitude profile, 56, 74
acceleration, 47, 147
convergence, 46, 56, 72
initial intensity, 47
iteration, 46, 71
modified, 72
ROSAT, 108
1/4 keV map, 113

rotating star, 7

scale height, 91, 107, 133
scatter direction (x,v), 27
scattering angle @, 27
Scorpius feature, 61

SFR, see star formation rate
Shannon’s theorem, 44

INDEX

shell burning
carbon, 5, 10
helium, 8
hydrogen, 8, 10
oxygen-neon, 95, 10
SMM, 3
soft X-rays, 108
software collimation, 34, 102, 139
Solar Maximum Mission, see SMM
southern galactic pole, 81
spiral arms, 80, 104, 135
star formation rate, 14
Stromgren sphere, 124, 129
superbubble, 81
supernova, 1, 5, 126
core collapse, 9, 78, 131
rate, 17
remnant, 4, 78, 104, 108
type Ia, 4, 10
type Ib/c, 10
type 11, 10
synchrotron emission, 104, 105, 116

Taurus-Auriga region, 81

thermal bremsstrahlung, see free-free emis-

sion
thermal dust emission, 105, 106
thermal pulses, 8, 130
thermonuclear runaway, 11
tracer maps, 104, 110

Vela feature, 37, 57, 61, 78

Vela supernova remnant, 78, 109, 144
Virgo feature, 139

visible light, 108

warm ionized medium, 124
wavelet, 70

a trous, 71

cycle spinning, 71

de-noising, 70

discrete transform, 70

DWT, see discrete transform

hard threshold, 71
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shrinkage, 70

soft threshold, 71

thresholding, 70

transform, 70
WD, see white dwarf
white dwarf, 5, 9, 11, 126
WIM, see warm ionized medium
Wolf-Rayet binary, 7
Wolf-Rayet star, 6, 11, 78, 126, 131
WR, see Wolf-Rayet star

X-ray background, 108, 109
X-ray binaries, 108, 109
X-ray bulge, 109

young open cluster, 78

zodiacal light, 106, 107, 108
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