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Résumé

Chapitre 1: Introduction

Les méthodes et techniques de I'automatique sont largement utilisées pour forcer les
systemes dynamiques a se comporter d’'une maniere satisfaisante. La notion large de
systeme dynamique peut alors faire allusion a de nombreux processus, allant des sys-
temes biologiques a ceux du domaine de I'ingénierie. Les applications de I'automatique
peuvent étre trouvées dans de nombreux procédés industriels complexes pour obtenir un
fonctionnement correct.

Parallelement a ’aspect commande de 'automatique, I'identification est tres utilisée
pour élucider les dynamiques des systemes. Cette procédure permet de prédire le com-
portement d’un systeme inconnu a partir d’une observation antérieure du systéeme. De
cette fagon, la connaissance de la dynamique d’un procédé industriel ou d’un systeme
mécanique se fonde sur des expériences et sur la construction d’un modele mathéma-
tique adéquate. Dans l'ingénierie, la connaissance d’'un modele est souvent cruciale et,
aujourd’hui, la conception des systemes de commande se base en général sur ces ob-
jets mathématiques. Ils sont par ailleurs utilisés dans des domaines non nécessairement
techniques, tels que la biologie, 1’écologie ou I’économie.

Lorsqu’elles sont connues, les lois de la physique gouvernant le comportement des
systemes peuvent étre utilisées pour la construction des modeles appelés boites-blanches.
Dans le cas des modeles boites-blanches, tous les parametres et toutes les variables peuvent
étre interprétées de maniere physique et toutes les constantes sont connues a priori. A
I'opposé, se trouve la modélisation de type boite-noire. Dans cette approche, les modeles
sont construits a partir des données entrée-sortie du systeme. Les connaissances a priori
sur le systeme sont écartées. En conséquence, le modele et ses parametres n’ont pas
forcément de signification physique.

Les structures de modele linéaires ont été largement utilisées pour la modélisation
boite-noire parce qu’elles sont mathématiquement attractives. Cette classe de modeles
est assez riche pour couvrir un grand nombre d’applications. En effet, la commande des
systemes s’effectue souvent autour d’un point de fonctionnement, aux alentours duquel,
le comportement du systeme est considéré comme linéaire.

Il existe une troisieme approche, la modélisation boite grise, combinant ces deux ex-
tremes. Cette approche exploite les connaissances physiques a priori sur le procédé, sans
que la structure du modele et les parametres ne soient completement déterminés. Les
parametres du modele sont alors estimés comme dans le cas des modeles boite-noire, par
des méthodes d’identification. Un cas classique d’identification de type boite grise se
produit lorsque la structure du modele peut étre déterminée par les relations physiques
mises en jeu - d’ou le terme modéle physique. Dans ce cas, I'identification est effectuée
avec une structure de modele fixe et seule la valeur des parametres inconnus est estimée.
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Cette these porte a la fois sur les aspects commande et identification des systemes,
dans le but de concevoir un systeme de commande basé un modele de type boite blanche
du procédé. Cette approche est en partie illustrée sur 'exemple industriel du lecteur
DVD (Digital Versatile Disk-video), contenant un systéme opto-électro-mécanique de
positionnement haute-précision.

L’étude contient deux parties principales. La premiere traite des aspects théoriques
et méthodologiques de [“dentification en boucle fermée des systémes boites-noires, en
utilisant la représentation d’état comme structure de modele. La deuxiéeme partie de
cette these présentera la modélisation et la synthése de la commande pour le systeme de
lecture de DVD.

Généralités

Dans cette these, nous allons tout d’abord étudier des méthodes pour l'identification des
systemes dynamiques linéaires et invariants dans le temps, a partir de données échantil-
lonnées et d’une structure donnée du modele. Actuellement, il existe différentes méthodes
pour identifier les modeles linéaires en temps discret, e.g. la méthode de la prédiction de
Perreur [Lju99; LLM97|, les approches de type sous-espace [OM96], le filtre de Kalman
étendu [WP97]. Nous nous focaliserons plus spécialement sur les méthodes de prédiction
de I'erreur pour l'identification des systemes opérant en boucle fermée et connues sous
le nom de méthodes CLOE (Closed-Loop Output-Error), voir e.g. [LK97a], [LLM97] et
[LK97b].

L’identification en boucle fermée a souvent été suggérée comme un outil pour 'identi-
fication de modeles convenables pour la commande et donc appelée identification pour
la commande [HGAB96], [Lju99], [FL99], [GdHO1], [Ver93], [dHS95] et [LLM97]. Dans
la situation typique, le procédé a identifier est cours de fonctionnement et soumis a une
commande par retour. L’objectif de cette commande peut étre de réduire le temps de
réponse ou rendre le systeme moins sensible aux bruits ou aux perturbations. Dans ce
cas, il est possible d’effectuer soit une identification en boucle ouverte en déconnectant le
correcteur, soit une identification en boucle fermée. Par contre, si le systéeme est instable
ou doit étre régulé pour des raisons économiques ou de sécurité, une identification en
boucle fermée est inévitable.

Les méthodes couramment utilisées pour 'identification en boucle ouverte ne perme-
ttent pas en général d’exploiter les données obtenues en boucle fermée. C’est notamment
le cas de la méthode des variables instrumentales, de I'analyse spectrale et de nombreuses
méthodes basées sur les sous-espaces par exemple [FL99]. Ces méthodes ne peuvent pas
étre appliquées en raison de la corrélation entre ’entrée du systeme et le bruit en sortie,
non mesurable et inévitable en boucle fermée.

Puisqu’on ne peut pas, en général, appliquer directement aux données acquises en
boucle fermée les méthodes développées pour l'identification en boucle ouverte, il faut
utiliser des méthodes spécifiques. Les méthodes de prédiction de I'erreur peuvent, elles,
étre adaptées, pour palier au probleme de corrélation entre entrée et bruit. Une certaine
classe d’algorithmes issus de ces nouvelles méthodes est basée sur I’erreur de sortie et a été
développée pour l'identification des modeles entrée-sortie. Ces algorithmes sont connus
sous le nom d’algorithmes CLOE [LK97b].
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Voici maintenant quelques généralités concernant la modélisation et la conception des
systemes de commande des lecteurs DVD.

Le probleme relatif a la commande du mécanisme optique d'un lecteur de DVD est
similaire a celui qui se pose pour les lecteurs CD (Compact Disk). Il s’agit de garantir
que le faisceau laser, utilisé pour lire les données, suit convenablement les pistes du
disque. Contrairement aux anciennes platines des disques vinyles, ou transducteur piézo-
¢électrique ou magnétique est guidé physiquement par le sillon, dans les systemes optiques,
seule la lumiere touche le disque. Le suivi de la piste optique doit alors étre réalisé par une
commande par retour. Dans les réalisations industrielles actuelles, ce retour est assuré
par un simple PID. Or, depuis quelques années, les mécanismes utilisés pour la lecture des
supports optiques sont utilisés dans un nombre croissant d’applications, de plus en plus
exigeantes. Le CD, support audio, est devenu CD-ROM (Read Only memory), support
multimédia, alors que se développait le DVD Vidéo puis le DVD-ROM multimédia. Les
nouvelles applications multimédia requieérent des niveaux de performance supérieurs a
ceux exigés pour les systemes de lecture des CD audio. En effet, on souhaite augmenter
petit a petit les densités de stockage, tout en exigeant des temps d’acces aux données
plus faibles [ECM96], [ECMO1].

Jusqu’a maintenant, pour les lecteurs DVD, les niveaux de performances désirés ont
pu étre atteints par une commande heuristique et par un réglage plus fin, et ce, au prix
de couteuses améliorations des outils de production. Ce choix ( 'amélioration des outils
de production plutot que celle systeme de commande lui-méme) est vraisemblablement
du au fait que les modeles du systeme optique actuellement disponibles, notamment ceux
concernant la génération des signaux nécessaires a la commande, sont trop complexes,
[BW8T], [BBH'85], et [Bragsg].

Les modeles proposés dans cette these seront donc un compromis entre complexité
et précision. Ce travail envisagera donc la possibilité d’améliorer les performances du
systeme en basant la conception du systeme de commande sur un modele physique.

Motivation et but de la these

Le contenu de ce manuscrit peut donc étre divisé en deux parties. La premiere par-
tie concerne l'identification en boucle fermée des modeles boites-noires, en utilisant la
représentation d’état pour définir la structure du modele. La deuxieme partie se focalise,
elle, sur la description physique des lecteurs DVD, sur 'analyse mathématique de la
génération des signaux de lecture et de commande et enfin sur la conception du systeme
de commande.

Partie I

La figure 1 présente la boucle de commande standard pour un systeme monovariable
(SISO). Elle est composée du correcteur K et du modele de procédé Gs; r(t) est la
consigne, e(t) et u(t) sont 'entrée et la sortie du correcteur, y(t) est la sortie du procédé,
p(t) est la perturbation en sortie et w(t) est 'excitation extérieure pouvant étre ajoutée
a la sortie u(t) du correcteur (ou a la consigne r(t)) pour l'identification du systéme.
Afin d’identifier les procédés fonctionnant en boucle fermée, voir fig. 1, dont la struc-
ture du modele est donnée, des algorithmes d’identification sous forme de représentation
d’état en temps discret ont récemment été développés [Bez01; Bez04]. Ils sont basés
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w(t) p(t)

Figure 1: Closed-loop scheme for SISO systems.

sur la méthode d’identification de l'erreur de sortie en boucle fermée (CLOE) introduite
précédemment, et développés en premier lieu pour les systemes SISO boites-noires, voir
e.g. [LK97a] et [LLM97]. Ces algorithmes donnent de bons résultats pour I'identification
en boucle fermée. Cependant, 'analyse de leurs propriétés n’apparait pas dans ces
références. Elle sera effectuée dans cette partie. De plus, des exemples d’application
seront étudiés en simulation.

L’objectif premier de cette these était d’utiliser ces algorithmes pour identifier les
parametres physiques inconnus du lecteur DVD), afin de proposer une nouvelle méthode de
synthese du systeme de commande du DVD. Malheureusement, cette approche n’a pu étre
retenue. En effet, les contraintes d’expérimentation associées a ce type d’identification
se sont trouvées incompatibles avec les possibilités actuelles du banc d’essais industriel
du lecteur DVD étudié [Fil03]. L’alternative a donc été de construire a partir des spéci-
fications un modele linéaire de type boite blanche des actionneurs du lecteur DVD, et de
I'utiliser pour la synthese de la commande.

Les buts de cette partie peuvent étre résumés de la facon suivante:

e Présenter de nouveaux algorithmes pour I'identification en boucle fermée de modeles
d’état en temps discret et donnés sous forme de représentation d’état.

e Analyser les propriétés de ces algorithmes.

e Appliquer ces algorithmes a des exemples de systemes mono et multivariables en
simulation.

Partie 11

Pour des applications telles que la lecture d’informations numériques stockées sur supports
optiques (CD, DVD,...), le controle en temps réel de la position de 1'objectif est impératif.
Le faisceau laser utilisé pour lire les données enregistrées doit étre focalisé sur la surface
et suivre la piste avec une grande précision. Cette tache est réalisée par les boucles de
controle de position qui minimisent, a chaque instant, les signaux d’erreur de position
générés par le dispositif optique. On distingue en général trois boucles de commande
principales dans un lecteur DVD:

e Une boucle de focalisation, pour réguler la distance entre ’objectif et le support,
voir fig. 3.12.

e Une boucle de suivi de piste primaire (Basse Fréquence), pour position-
ner grossierement le dispositif de lecture optique (OPU, Optical Pic-up Unit) en
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Figure 2: Block scheme of the DVD optical system.

amenant le chariot au voisinage de la piste recherchée, voir fig. 3.12, il s’agit la
d’une procédure de saut.

e Une boucle de suivi de piste fin (haute Fréquence) pour maintenir le faisceau
LASER sur la piste désirée.

Les deux boucles les plus critiques sont celles de focalisation et de suivi de piste fin
(plus tard appelée boucle radiale ou de suivi de piste).

La figure 2 donne le schéma-bloc du systeme optique du DVD. Les quatre photodiodes
(A, B, C, D) regoivent la lumiere réfléchie par la surface du disque et génerent les tensions
de sortie du photorécepteur Vy, Vg, Vi, Vp. Ces tensions sont utilisées pour restituer les
données enregistrées sur le disque, mais également pour générer les signauz d’erreur de
focalisation et d’erreur de position radiale qui permettent de déterminer la position du
spot par rapport a la piste. De nombreuses méthodes pour générer les signaux d’erreurs
de focalisation et de suivi de piste, a partir du faisceau LASER réfléchi, ont été dévelop-
pées, voir [Sta98] et [Bra9d8|. La minimisation de ces signaux d’erreur par le systeme de
commande permet d’assurer la qualité du signal de lecture des données.

Deux problemes seront traités dans cette partie afin d’améliorer les performances
globales du systeme de lecture du lecteur DVD:

1. La modélisation de la génération des signaux d’erreur radiale, d’erreur de focalisa-
tion et de lecture.

2. La conception du systeme de commande pour les boucles de commande de focali-
sation et positionnement radial.
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Modélisation de la génération des différents signaux d’erreur

Pour I'analyse et la synthese de la commande de la boucle de focalisation, une des étapes
particulierement importante est de déterminer la relation qui lie le signal d’erreur de
focalisation ep(Az) a lerreur de position verticale Az du spot.

Ce signal d’erreur en focalisation peut étre obtenu s’il existe une asymétrie dans le
chemin optique du faisceau laser. De nombreux principes ont été proposés pour mesurer
I'erreur de positionnement dans le cas des lecteurs CD (e.g. la méthode astigmatique,
la méthode de l'angle de Foucault, la méthode de l'angle de réflexion critique, etc.)
[BBH'85]. Dans le cas des lecteurs DVD, seule la méthode astigmatique est largement
utilisée. Son principe n’est, en général, expliqué que tres schématiquement [BBHT85],
INO92], [Poh95], [Sin88], [Stad8] et [Wil94]. Au final, on montre que la relation entre le
signal d’erreur de focalisation ep(Az) et l'erreur de position verticale Az est une fonction
non-linéaire, connue sous le nom de S-curve.

Malgré son intérét pratique, il n’existe pas, a notre connaissance, de modele analytique
ou numérique de la fonction S-curve, utilisable pour la synthese de la commande. En
pratique, une approximation tres grossiere de la relation entre le signal d’erreur et ’erreur
réelle, est utilisée. En effet, développer d’'un modele numérique ou analytique fait appel a
beaucoup de notions complexes de la théorie de I'optique et nécessite des calculs laborieux.
Pour cette raison, un des objectifs de ce travail est de présenter une nouvelle méthode
pour modéliser la génération du signal d’erreur de focalisation.

Dans la boucle de commande radiale, le point clé est cette fois la méthode de génération
du signal d’erreur radiale. La relation entre le signal d’erreur de position radiale du spot
er(Ax) et I'erreur de position radiale Ax effective est aussi une fonction non-linéaire. Des
méthodes particulieres ont été développées [BBH'85], [Sta98] et [Poh95] pour mesurer
lerreur Ax.

La méthode la plus utilisée dans les lecteurs DVD est une variante des méthodes de
Détection de la Différence de Phase. Similairement au probleme relatif au signal d’erreur
de focalisation, seulement quelques études de cette variante sont disponibles, voir [Bra9§|
et références incluses. Cette méthode sera donc présentée et analyser dans cette partie.

Les données numériques enregistrées sur le DVD sont restituées a partir du signal de
lecture, disponible si le faisceau laser est correctement focalisé et suit avec une grande pré-
cision la piste. Pour étudier la qualité de ce signal, de nombreux articles sont disponibles,
voir e.g. [MCWT96], [Mil98], [MU99], [UAM*00] et [UMO1]. Ils traitent des perturba-
tions induites par la structure du disque (interférences radiales, interférence inter-symbole,
et signal de gite résultant). Les algorithmes proposés sont souvent complexes mais per-
mettent d’analyser la compatibilité entre lecteurs CD et lecteurs DVD. Deux méthodes
basées sur la théorie de la diffraction seront brievement résumées. Elles permettent de
modéliser la génération du signal de lecture.

La premiere méthode utilise les séries de Fourier pour obtenir un modele symbolique
de la génération du signal de lecture et étudier sa qualité [Hop79]. La deuxiéme méthode
est basé sur un modele numérique global, obtenu en utilisant la transformée de Fourier
rapide (FFT) pour résoudre les équations de propagation du champs optique entre deux
plans arbitraires, voir [BW8T7], [Sta86] et [Nut97].

Les objectifs de cette sous-partie sont donc les suivants:
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e Trouver une nouvelle méthode de modélisation de la génération du signal d’erreur
de focalisation.

e Présenter la méthode de modélisation de la génération du signal d’erreur en position
radiale.

e Présenter les méthodes de modélisation de la génération du signal de lecture.

e Analyser I'influence des variations de parametres, sur la qualité du signal d’erreur
de focalisation.

Conception du systeme de commande

Les spécifications de performances imposées aux systemes de lecture des supports op-
tiques sont de plus en plus strictes. Leur respect doit passer par une amélioration de
I’asservissement du systeme de lecture. D’une part, le controle de la position du faisceau
laser doit étre plus précis pour faire face aux vitesses de rotation et aux densités de stock-
age croissantes. D’autre part, le systeme de commande doit étre tolérant aux variations
de parametres, liées a la production de masse [VSAT01], et rendre le systéme insensible
aux perturbations extérieures telles que les chocs et les vibrations.

La commande par retour, basée sur une description mathématique du comportement
du systeme, est 'outil généralement utilisé pour satisfaire a ces contraintes. L’expérience
montre que la synthese de la commande est plus fiable et plus robuste si elle est réalisée a
partir d’'une connaissance précise de la dynamique du procédé a controler, plutot qu'une
connaissance moins bonne et 'utilisation d’une méthodologie d’ajustements successifs.

La conception du systeme de commande sera donc basée sur les modeles mathéma-
tiques présentés dans la premiere partie. L’amélioration des performances obtenue grace
aux correcteurs proposés répond a la fois aux exigences industrielles et au souci de pro-
poser une solution innovante dans le cadre d’un travail de recherche. Notamment, une
des fortes contraintes industrielles concerne 'implémentation du correcteur. En effet, la
procédure de conception du correcteur doit fournir des correcteurs de complexité réduite.

Des techniques de conception de systemes de commande pour les mécanismes de lec-
ture de CD ont déja été proposées dans différents articles ou theses ([Det01], [DPS98],
[DS99], [DS00], [DS02], [dCdAH96], [DSAHI5], [KON95], [Sta99], [Lee98], [SGSBI4], [SSBI6],
[Ste00], [VSAT02] et [VSAT03]), mais peu de travaux ont étés publiés en ce qui concerne
les techniques de conception de commande appliquées au lecteur DVD.

Les filtres coupe-bande (notch filters) sont utilisés pour 'estimation de la vitesse de
rotation, afin de concevoir des schémas de commande rejetant sélectivement les pertur-
bations bandes-étroites [BS98]. L’article [ZKS02] présente un systeme de commande
par mode glissant pour traiter les chocs et les vibrations. Le travail [YCCT02] propose
une commande robuste basée sur un observateur du signal d’erreur en suivi de piste.
Enfin, une nouvelle méthode est proposée dans [KYT*03]. La commande de type feed-
back/feedforward est alors basée sur 'annulation de I’erreur de phase.

La plupart de ces méthodes conduisent a des correcteurs de structure complexe. Des
composants particuliers doivent étre utilisés pour les implémenter - DSP (Digital Signal

Processeur) haute performance. Il existe cependant des études récentes sur les correcteurs
d’ordre réduits appliquées aux lecteurs de DVD ([BDCS01], [Fil03]).



xxiv IDENTIFICATION IN CLOSED-LOOP FOR CONTROL DESIGN

L’étude [BDCS01] propose une architecture de suivi de piste utilisant un filtrage de
type notch et une commande multi-échantillonnée, tandis que la these [Fil03] utilise une
description mathématique du procédé et la commande robuste. L’amélioration des per-
formances et ’atténuation des perturbations sont obtenues par une synthese de correcteur
de type norme. L’influence des variations paramétriques sur les performances du systeme
et la robustesse sont analysées par la théorie u.

Dans ce contexte, I’'objectif est ici de présenter une méthode de synthese de correcteurs
pour l'asservissement en position du faisceau laser d’un lecteur de DVD industriel, util-
isant également une description mathématique du procédé. La méthodologie de synthese
proposée permet d’obtenir des correcteurs d’ordre réduit répondant aux spécifications
imposées. L’amélioration des performances en focalisation/suivi et celles du rejet des
perturbations sont obtenues par un placement de podles robuste suivi d’une réduction
d’ordre du correcteur. Le placement de poles est ici bien adapté pour le rejet des pertur-
bations répétitives dans une certaine bande passante.

Les limitations liées a I'implémentation sont évaluées en simulation, avant la phase
de test. Enfin, les résultats expérimentaux, réalisés sur le banc de test industriel de
STMicroelectronics, sont présentés, ainsi que la comparaison entre la solution industrielle
actuelle et les correcteurs proposés dans cette étude.

Les objectifs de cette partie peuvent donc étre résumés de la fagon suivante:

e Trouver de nouveaux algorithmes de commande pour les boucles de commande en
focalisation et suivi de piste, utilisable pour un grand nombre de lecteurs.

e Améliorer les performances du systeme de commande, malgré les contraintes d’im-
plémentations et les variations possibles du systeme de lecture, liées aux aléas de
fabrication.

Organisation de la these

Partie I

Le chapitre 2 est divisé en cinq parties. Dans la premiere, les objectifs de I'identification
sont décrits. Dans la deuxieme, les algorithmes d’identification en boucle fermée des
systemes monovariables (SISO) sous forme de représentation d’état et basés sur 'erreur
de sortie sont présentés. Ces algorithmes sont étendus, dans la troisieme partie, aux
systemes multivariables (MIMO). Dans la quatriéme partie, les propriétés des algorithmes
présentés sont données. Des résultats expérimentaux pour des systemes monovariables
concluent ce chapitre. D’autres résultats expérimentaux sont donnés en annexe B, pour
des systemes monovariables et multivariables.

Partie 11

Modélisation de la génération des signaux d’erreur

Dans le chapitre trois, le mécanisme général de commande des lecteurs DVD est présenté.
Il se compose d'une partie optique qui reconstitue les données et génere les signaux
d’erreur, et d'un systéme de commande mécanique, pour ’asservissement de la position
du faisceau laser par rapport a la surface du disque.
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Puisqu’un modele précis de la génération des signaux d’erreurs est utile pour con-
struire un meilleur simulateur du systéeme de commande, le principe du systeme optique
et les modeles simplifiés connus (analytiques et numériques) sont présentés. Ensuite, les
problemes de modélisation des photodétecteurs sont exposés, la formulation du probleme
de commande des lentilles optiques ainsi que les contraintes liées a I'implémentation sont
décrites.

L’annexe C traite de la modélisation des caractéristiques non linéaires des photodé-
tecteurs de lecteurs DVD, en utilisant les théories de I'optique. Tout d’abord, des bases
théoriques de I'optique y sont rappelées. Un modele analytique et un modele numérique
de la génération du signal d’erreur de focalisation sont développés. Ils sont basés sur la
méthode astigmatique et sur ’analyse opto-géométrique. Ensuite, la validité du modele
est illustrée par une comparaison avec un signal d’erreur de focalisation réel, enregistré
lors d’'une procédure de démarrage (de boucle ouverte a boucle fermée).

Le modele de génération du signal d’erreur radiale est présenté en annexe D et le
modele de génération du signal de lecture est donné en annexe E.

Conception du systéeme de commande

Le chapitre 4 traite de la conception du systeme de commande. En premier lieu, des
modeles simples de perturbations répétitives sont donnés, ainsi que les bases théoriques
de la méthode de placement de pole. Les propriétés physiques des actionneurs électromé-
caniques des lecteurs DVD et les modeles physiques du procédé sont brievement présentés.
En deuxiéme lieu, la synthese d’un correcteur numérique a deux degrés de liberté (RST)
est réalisée, en imposant des gabarits sur les fonctions de sensibilité du systeme en boucle
fermée. Ces gabarits sont fixés a partir des spécifications des performances a atteindre et
les fonctions de sensibilité sont calculées a partir d’un modele simplifié du procédé. Apres
une réduction d’ordre du correcteur, la solution obtenue est implémentée et testée sur le
systeme industriel. Finalement, les résultats sont comparés aux solutions actuellement
implémentées. Une analyse simple des incertitudes paramétriques clot ce chapitre.

La conclusion et les perspectives de ce travail sont présentées dans le chapitre 5.

La structure de la these est représentée schématiquement en figure 3.

Résumé du chapitre 2

Ce chapitre introduit une nouvelle approche au probleme d’identification en boucle fermée
sous forme de représentation d’état. Dans cette approche, la famille des algorithmes de
Perreur de sortie en boucle fermée est considérée comme point de départ.

Ces algorithmes permettent 1’estimation des parametres d’'un modele de type boite-
noire ordinaire, en utilisant un schéma d’identification en boucle fermée. Ceci est d'une
importance particuliere pour la commande adaptative. Il a été montré dans [LK97b]
que les algorithmes d’identification en boucle fermée sont capables de fournir un meilleur
prédicteur que ceux opérant en boucle ouverte.

Dans le cadre de ce travail, 'approche de I’erreur de sortie en boucle fermée est étendue
afin d’identifier le comportement des systemes sous forme d’un modele d’état en temps
discret avec une structure donnée. Ce sujet est traité de maniere tres générale.



XXVi IDENTIFICATION IN CLOSED-LOOP FOR CONTROL DESIGN

Chapter 5
Conclusions and
perspectives
A
Parametric Part Il
uncertainty [ L—» Chapter 4 Implementation
Control system » and performance
Performance |  —» design analysis
objectives A
Appendix C
Modelling of the
focus error
signal generation
Mechanical
Chapter 3 servo system
System
description L Optics
Algorithms for Part|
j SISO systems
Closed-loop output- Chapter 2
error identification Closed-loop Algorithms for
method for SISO "l identification of the "l MIMO systems
systems state-space models
Properties of the
algorithms

Figure 3: Thesis outline.

Plusieurs nouveaux algorithmes récursifs d’adaptation des parametres sont proposés.
L’algorithme RLS-2 est dérivé du critere des moindres carrés. Il incorpore une composante
d’optimisation numérique représentée par le calcul de la pseudo-inverse d’'une matrice.
Alors que les algorithmes IGM-1, IGM-2 et GM-2 utilisent la technique du gradient pour
minimiser un critere quadratique. Ils ont ’avantage d’avoir une forme analytique bouclée.

L’étude du comportement de ces nouveaux algorithmes a été effectuée de maniere
extensive en simulation sur des procédés mono et multivariables. Les résultats et in-
terprétations font 1'objet des paragraphes 2.9, B.2 et B.3. Il est monté qu’en général,
Ialgorithme RLS-2 converge le plus rapidement. La force des algorithmes IGM-1 et
IGM-2 repose dans leur robustesse, i.e. dans leur insensibilité aux réalisations du bruit
et aux conditions initiales (réglage du gain d’adaptation et valeur initiale du vecteur des
parametres & estimer).

Tous ces algorithmes ont les inconvénients classiques des méthodes de gradient itéra-
tives. Leur convergence et leur stabilité ne sont pas garanties et ils ne sont pas capa-
bles d’éviter le piege des minima locaux. La stabilité dans un environnement détermin-
iste, la convergence paramétrique et la distribution en fréquence du biais asymptotique
sont analysées. Ces propriétés sont liées a la valeur courante du modele d’état et a sa
paramétrisation.

Le cas particulier de paramétrisation, ou la fonction de transformation est linéaire
par rapport au vecteur des parametres, est analysé de facon détaillée. Les propriétés des
différents algorithmes sont exposées pour cette paramétrisation.

De cette étude, on peut conclure d’'une part, que la représentation d’état canonique
est le meilleur cas théorique, et d’autre part, que I'observabilité de chaque parametre a
estimer doit étre considérée pour la construction de la paramétrisation du modele d’état.
Cette derniere dépend en général de deux conditions: L’observabilité des coefficients de la



RESUME xxvii

fonction de transfert et la détermination des parametres estimés a partir des coefficients
de la fonction de transfert.

Résumé du chapitre 3

Ce chapitre présente une description du lecteur DVD, propose une modélisation des ca-
ractéristiques du photodétecteur et introduit la problématique de la commande.

Dans un premier temps, ’architecture du systeme de lecture est présentée et une de-
scription détaillée des optiques permet de clarifier les principes utilisés pour la génération
du signal de lecture et des signaux d’erreur en position, nécessaires a la commande. La
modélisation effective de la génération du signal d’erreur en focalisation, du signal d’erreur
en position radiale et celle du signal de lecture sont données en annexes C, D et E.

La seconde partie de ce chapitre est consacrée a la description du systeme électromé-
canique de commande, & la définition des sources de perturbation et a la définition du
probleme de commande. L’objective principal est de limiter I'amplitude des signaux
d’erreur en position du spot (Az, Ax) dans les directions radiales et verticales (z, ), en
présence de perturbations périodiques dont la fréquence varie avec la vitesse de rotation
du disque.

Résumé du chapitre 4

Ce chapitre présente la méthodologie de synthese de la commande du systeme de lecture
du lecteur DVD (focalisation et du suivi de piste). L’objectif est d’améliorer les perfor-
mances de la commande vis-a-vis du rejet des perturbations périodiques et d’améliorer la
robustesse aux aléas de fabrication.

L’étude montre que les perturbations périodiques sont principalement dues a la géomé-
trie du disque. Des modeles simples de perturbation sont donnés avant la phase de
synthese de la commande.

La méthodologie de synthese du correcteur utilisée est le placement pole robuste avec
calibrage des fonctions de sensibilité. Les gabarits de performance imposés aux fonctions
de sensibilité sont obtenus a partir des spécifications du cahier des charges de 'industriel.
Une réduction d’ordre du correcteur est effectuée pour rendre possible I'implémentation
du correcteur numérique. Un ensemble d’incertitude sur le modele, basé sur une descrip-
tion paramétrique, est considéré, afin d’étudier I'influence des variations des parametres
physiques du procédé, sur la robustesse en performance et en stabilité de la solution
proposée. Une analyse simple de robustesse montre que le systeme reste stable et les
performances sont conservées pour des incertitudes importantes sur les parametres des
actionneurs.

Comparée au correcteur actuellement implémenté, la solution proposée améliore les
performances et la robustesse du systeme. Les résultats obtenus montrent, en outre, que
les limites en terme de réduction d’ordre du correcteur sont atteintes, pour les perfor-
mances spécifiées et les contraintes d’implémentation actuelles.
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Chapitre 5: Conclusion

Rappels

Les trois principales motivations de cette these se résument de la fagon suivante:

1.

Développer et analyser les propriétés des méthodes d’identification en boucle fermée
sous forme de représentation d’état.

Trouver les outils théoriques de l'optique permettant de développer les modeles de
la génération des signaux d’erreur en position dans la partie optique des lecteurs
DVD.

Mettre en place une méthodologie conception, issue de I’automatique avancée, pour
la synthese de la commande du systeme optique d’un lecteur de DVD industriel.

Contributions de cette these

Compte-tenu de la structure présentée ci-dessus, les aspects suivants ont été traités dans
ce travail:

Premiere Partie - Identification

Différents algorithmes récents d’adaptation récursive des parametres ont été présen-
tés pour l'identification des modeles de procédés sous forme de représentation d’état
discrete avec une structure donnée (paramétrisation). Ils font partis de la classe des
algorithmes de 'erreur de sortie et peuvent étre considérés comme des algorithmes
de type régression pseudo-linéaire récursive. L’algorithme RLS-2 incorpore une
composante d’optimisation numérique représentée par le calcul de la pseudo-inverse
d’une matrice. Alors que les algorithmes IGM-1, IGM-2 et GM-2, qui utilisent
tous la technique du gradient pour minimiser un critere quadratique, ont I’avantage
d’avoir une forme analytique bouclée.

En général, 'algorithme RLS-2 converge le plus rapidement. La force des algo-
rithmes IGM-1 et IGM-2 repose dans leur robustesse, 7.e. dans leur insensibilité
aux réalisations du bruit et aux conditions initiales (réglage du gain d’adaption
et valeur initiale du vecteur des parametres a estimer). De cette étude, on peut
conclure I'algorithme RLS-2 offre les meilleures propriétés.

Les conditions suffisantes de stabilité dans un environnement déterministe et de
convergence dans un environnement stochastique sont toujours liées a la valeur
courante du modele d’état et a sa paramétrisation. Seulement le cas particulier de
paramétrisation, ou la fonction de transformation est linéaire par rapport au vecteur
des parametres, a été analysé de facon détaillée. Les propriétés des différents algo-
rithmes ont été exposées pour cette paramétrisation. Elles sont liées a une condition
réelle positive d'une fonction de type fonction de sensibilité. Cette condition peut
étre relaxée par un filtrage des données ou une adaptation proportionnelle. De cette
étude, on peut conclure que la représentation d’état canonique est le meilleur cas
théorique.
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e Il a été montré que les algorithmes développés conduisent, d’une part, a une dis-
tribution du biais non influencée par le bruit et contenant, d’autre part, un filtre
de pondération fréquentielle implicite, relié a un critere de performance de la com-
mande robuste. Ces propriétés font de ces algorithmes des outils bien adaptés a
I'identification des systéemes pour la commande.

e Les parties théoriques nouvelles des algorithmes développés et les expérimentations
sur des systemes mono et multivariables ont été présentées dans le chapitre 2 et
dans I'annexe B. Les résultats de cette étude ont été publiés dans [BBVHO3] et
[HBVBPO04], respectivement.

Deuxiéme Partie - Lecteur DVD: Modélisation et commande

Modélisation de la génération des signaux d’erreurs de lecture et de focalisa-
tion radiale et verticale

e Une nouvelle approche a été adoptée pour la modélisation des propriétés des lecteurs
DVD. Un modele analytique et un modele numérique de la génération du signal
d’erreur de focalisation ont été développés en se basant sur la méthode astigmatique
et une analyse opto-géométrique.

e Pour estimer les parametres inconnus du modele, une méthode d’ajustement de
courbe (“curve fitting”) est appliquée, en utilisant des données mesurées sur un
lecteur de DVD industriel.

e Les performances du modele analytique sont inférieures a celles du modele numé-
rique, mais ce modele est intéressant car il s’agit d'un modele analytique complet.
L’obtention d’un tel modele est d’autant plus importante d’un point de vue identifi-
cation. En effet, les parametres non-mesurables ou difficilement mesurables peuvent
étre identifiés beaucoup plus rapidement que dans le cas du modele numérique. Ce
modele analytique est particulierement utile dans le cas de la boucle commande de
focalisation du lecteur DVD. De plus, le modele analytique de la fonction “S-curve”
er(Az) permet de réduire de fagon significative les temps de simulation.

e La comparaison avec les données réelles, enregistrées sur un lecteur de DVD pendant
une procédure de démarrage, illustre la qualité du modele analytique.

e La partie théorique des modeles développés et les résultats expérimentaux sont dis-
cutés dans I'annexe C. Les résultats de cette étude ont été présentés dans [HBVSdF02],
[HBVSd03] et [HVSdO04].

e Le modele de la génération du signal d’erreur en position radiale est présenté dans
Iannexe D, le modele de génération du signal de lecture dans I'annexe E. Ces
modeles sont utiles pour tester la fonctionnalité du lecteur de DVD et pour les
améliorations futures de ce systeme.
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Conception du systéme de commande

e La conception d'un nouveau systeme de commande, basée sur une méthodologie
associant placement de pole et mise en forme des fonctions de sensibilité, a été
proposée pour la synthese de correcteurs d’ordre réduit. Les correcteurs obtenus
améliorent les performances des boucles de focalisation et de suivi de piste et per-
mettent, notamment, de réduire I'effet des perturbations répétitives.

e La réduction d’ordre des correcteurs est effectuée pour permettre I'implémentation
pratique de ceux-ci.

e Un ensemble d’incertitude sur le modele basé une description paramétrique est con-
sidéré, afin d’analyser I'influence des variations des parametres physiques du procédé
sur les performances et la robustesse de la solution proposée. Une analyse simple
de la robustesse montre que les correcteurs synthétisés conduisent a des boucles
restant stables méme pour des grandes variations sur les parametres physiques des
actionneurs et les performances sont conservées.

e Cette méthodologie de conception du systeme de commande peut étre appliquée a
d’autres familles de lecteurs de DVD (DVD-ROM, DVD-audio, DVD enregistrables)
ou a la nouvelle génération de lecteurs DVD haute densité, a laser bleu.

e La conception du systeme de commande et les résultats sont donnés dans le chapitre 4.
Les résultats sont publiés dans [HBVFSd03a], [HBVFSd03b], [HVP03], [HBVF04]
et [HVFS04].

Cette these répond donc aux objectifs fixés en introduction.

Perspectives
Premieéere Partie - Identification

Dans cette these, le cas particulier de paramétrisation, pour lequel la fonction de trans-
formation de I'espace d’état a 'opérateur de transfert entrée-sortie est linéaire vis-a-vis
du vecteur paramétrisation, a été traité. Ensuite, les algorithmes proposés ont été éten-
dus aux systemes multivariables. Néanmoins, la fonction de paramétrisation est donnée
d’une maniere tres générale. Le développement d’une méthodologie plus générale pour
la construction d'une paramétrisation convenable des modeles en représentation d’état
pourrait donc étre une voie intéressante a explorer.

De plus, 'estimation des parametres physiques via 'identification d’'un modele d’état
en temps discret introduit une transformation non-triviale entre modele en temps con-
tinu et modele a temps discret. Pour cette raison, des algorithmes d’optimisation plus
sophistiqués doivent étre utilisés pour minimiser un critere non-linéaire dépendant des
parametres du modele.

Deuxieme Partie - Lecteur DVD: Modélisation et commande

Modélisation de la génération des signaux d’erreurs et de lecture
Les modeles proposés sont un compromis entre complexité et précision. Une analyse
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complete de la propagation en terme de faisceau gaussien a été effectuée analytiquement
pour améliorer la précision des modeles proposés, autour de la position de focalisation.

Des aspects intéressants liés a la diffraction au niveau des couches du disque optique
comme, par exemple, les interférences entre signaux de suivi de piste et de focalisation et
les perturbations de signaux dans les supports multicouches, pourrait étre étudiés. Pour
ce, la compréhension des théories complexes de la diffraction et ’acces a un environnement
de simulation sont nécessaires.

Enfin, des aberrations d’ordre supérieur de la lentille astigmatique et des lentilles
sphériques utilisées dans I'unité de lecture optique et leurs tolérances optiques pourraient
étre incluses dans des modeles plus complexes. Un compromis entre complexité du modele
et précision doit étre fait en raison de la complexité et le temps de la simulation.

Conception du systéeme de commande
Cette these a montré que la synthese de la commande basée sur un modele et appliquée
au systeme physique que représente le lecteur DVD, nécessite:

1. La connaissance des perturbations affectant le systeme.

2. La connaissance des incertitudes sur le modele pour évaluer la robustesse en per-
formance.

3. L’utilisation d’'une méthodologie systématique pour synthétiser un correcteur ro-
buste.

Dans ce travail, les incertitudes relatives a une a la modélisation, plus ou moins précise,
de I'actionneur électromécanique du lecteur ont été considérées.

Cependant, les performances des boucles de focalisation et de suivi de piste sont aussi
fonction de la précision du correcteur, limitée par l'implémentation méme de celui-ci.
La méthodologie de synthese du correcteur pourrait donc étre étendue pour prendre en
compte cette restriction.

Un autre probleme, souvent rencontré dans la production de masse des lecteurs op-
tiques, est la sensibilité du comportement dynamique du systéeme aux conditions d’utilisa-
tion et au vieillissement. Il existe un besoin net de modeles prenant en compte ce type
de modifications de comportement, pour un grand nombre de systemes, afin d’améliorer
la robustesse du systeme de commande.

Dans ce travail, 'ensemble d’incertitude sur le modele, pour I’analyse de I'influence
des variations de parametres sur la robustesse et les performances, est basé sur les spé-
cifications techniques d’un type d’unité de lecture du lecteur de DVD-vidéo industriel.
Une étude plus approfondie des incertitudes paramétriques mises en jeu dans les unités
de lecture serait utile pour améliorer la robustesse.
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Introduction 1

Feedback control is a widely accepted and frequently used technique in order to enforce a
dynamical system to behave in a satisfactory manner. The broad concept of a dynamical
system can thereby refer to many biological or engineering processes. The application
of automatic control can be found in many complex industrial processes or sophisticated
mechanical systems to attain a properly operating dynamical system.

Next to feedback control, system identification is used repeatedly to elucidate the
dynamical aspects of the system. This procedure enables one to predict the dynamical
behavior of an unknown system on the basis of foregoing observations of the system. In
this way, knowledge of the dynamical aspects of an industrial process or of a mechanical
system is acquired on the basis of experiments and construction of adequate mathematical
models. Models are of rapidly increasing importance in engineering and today all control
designs are more or less based on them. Models are also extensively used in other,
nontechnical areas such a biology, ecology, and economy.

If the physical laws governing the behavior of the system are known we can use them
to construct so called white-box models of the system. In white-box model, all parameters
and variables can be interpreted in terms of physical entities and all constants are known
a priori. The opposite extreme is known as black-boxr modelling. In this approach the
models are constructed from measured input-output data. A priori knowledge about the
model structure is eliminated and therefore the model and the parameters of it usually
have little physical significance.

Linear model structures have been widely used for black-box modelling because they
are mathematically attractive. This class of models is rich enough to cover a large number
of applications, since systems are often controlled around an operating point and can be
considered to behave linearly for small variations of the input.

A third approach is a combination of two extremes, and is called grey-box modelling.
This approach exploits the a priori physical knowledge about the process, but the model
structure and the parameters are not assumed to be completely known. The parameters
of the model are estimated as for black-box models, by using identification methods. A
typical grey box situation is when the model structure is determined by the physical rela-
tions of the process, hence the term physical models. In this situation, the identification
is done with a fixed model structure (only the unknown parameters are estimated).

This thesis focuses on both control design and system identification, with the aim
to design a control for a given system on the basis of white-box model. This approach is
partly illustrated for an industrial Digital Versatile Disk-video player (DVD-video player),
a high accuracy opto-electro-mechanical positioning system.

The thesis contains two main parts: The first part deals with theoretical and method-
ological part on system identification in closed-loop of black-box models using state-space
representation to define a model structure. The second part of this thesis presents one
case-study part on the modelling and control system design of a DVD player.
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1.1 Background

In this thesis we will study methods for identification of linear, time-invariant dynamical
systems by using discrete-time data and given model structure. By now, several gen-
eral methods exist for identifying discrete-time linear models, e.g. the prediction error
methods [Lju99; LLM97], the subspace approaches [OM96], the extended Kalman filter
[WP97]. We will focus especially on prediction error methods for identifying systems
operating in closed-loop known as a Closed-Loop Output-Error (CLOE) identification
method, see e.g. [LK97al, [LLM97] and [LK97b].

Closed-loop identification has often been suggested as a tool for identification of mod-
els that are suitable for control, so called identification for control [HGdAB96], [1Lju99],
[FL99], [GAHO1], [Ver93], [dHS95] and [LLM97]. It results when the identification is per-
formed in closed-loop (the system is controlled by some feedback controller). Controllers
are frequently used for changing the behavior of dynamical systems. The objective may
be, for instance, to increase the speed of response of the system or to make it less sensitive
to disturbances, noises. In such cases it is possible to choose to perform the identification
experiment in open-loop (if the controller is disconnected) or in closed-loop. However, if
the system is unstable or has to be controlled for economic or safety reasons, closed-loop
experiments are unavoidable.

A problem with closed-loop data is that many of the common identification methods,
that work well in open-loop, fail when applied directly to measured input-output data.
This is true for instrumental variables, spectral analysis, and many subspace methods, for
instance [FL99]. The reason why these methods fail is the correlation between the system
input and the unmeasurable output noise, that is inevitable in a closed-loop situation.

Instead of applying open-loop type identification methods on data acquired in closed-
loop, if the output noise is important, than one has to use specific identification methods
for closed-loop data. Prediction-error methods can be adapted for this case, in order
to deal with the input and noise correlation. One class of such new methods is based
on output-error and has been developed for identifying input-output models. They are
known as CLOE algorithms [LK97b].

Let us now give some background material on modelling and control system design of
a DVD player.

The control problem for a DVD player is similar to the one defined for the Compact
Disk player (CD player) mechanism, and it consists in guaranteeing that the laser beam
used to read the data follows the track on the disk. Contrary to the vinyl disks players,
where the piezo-electric or magnetic transducer (device that convert vibration into electric
signal) is guided by the tracks along the disk radius, in optical disk drives only the light
touches the disk. Track following should be thus guaranteed by means of feedback control,
that in the current industrial applications is achieved with simple PID controllers. In
the last years, however, the optical storage device mechanisms have been used for an
increasing number of new applications, like the Compact Disk-Read Only Memory (CD-
ROM), Photo and Video CD, Digital Versatile Disk-Read Only Memory (DVD-ROM) and
Video DVD. These new applications require higher performance levels than the original
audio system conceived for CD, since higher data density on the disk and shorter data
access time are demanded [ECM96], [ECMO1].
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Figure 1.1: Closed-loop scheme for SISO systems.

Up to now, in the DVD-video player devices, the desired levels of performance have
been usually achieved by heuristic control design and tuning, and through expensive
improvements in the system manufacturing. This is partially caused by the fact that
models of the relevant signals generation are very complex, as in [BW87], [BBH"85],
and [Bra9g].

Therefore, the proposed models in this thesis make a compromise between complexity
and accuracy. In this work we will investigate the possibility of improving the control
system performance using physical models.

1.2 Motivation and Goals of the Thesis

The material in this thesis divides naturally into two parts. Part I concerns identification
in closed-loop of black-box models using state-space representation to define a model
structure and part II focuses on the physical system description of the DVD-video player,
mathematical analysis of servo and read-out signals generation together with control
system design.

Part I

Fig. 1.1 illustrates a general closed-loop scheme for SISO systems, and it is composed of
the controller K and plant model Gg; r(t) is the reference, e(t) is the controller input,
u(t) is the controller output, y(t) is the plant output, p(t) is the output disturbance and
w(t) is the external excitation that can be added to the controller output wu(t) (or the
reference r(t)) for the system identification.

To identify systems operating in closed-loop, see fig. 1.1, in case of given model
structure, algorithms for discrete-time state-space model have been developed recently in
[Bez01] and [Bez04]. They are based on the Closed-Loop Output-Error (CLOE) identi-
fication algorithms developed for black-box Single-Input Single-Output (SISO) systems,
see e.g. [LK97a] and [LLM97], used successfully in closed-loop scheme.

Nevertheless, the analysis of their properties has not been done there. The aim of
this work is to present these algorithms and analyze their properties. Moreover, several
simulation cases also have been studied here.

The original objective of the thesis was also to identify the unknown physical parame-
ters of a DVD player by these algorithms in order to design new controllers. Nevertheless,
this approach was not successful in this case due to the constraints of the identification
experiment on the industrial DVD player benchmark, see [Fil03], and the identification
algorithms useability. For this reason, alternative plan has been applied: The linear
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white-box model of the DVD player actuator obtained from the specification has been
used in control design procedure.

Despite the fact that the developed and analyzed algorithms did not lead to the new
control system design for the DVD player, in general, they are new and applicable on
other examples, and therefore they are presented in this thesis.

The goals of this part can be summarized as follows:

e Present new algorithms for the identification of discrete-time models, given by state-
space representation, in closed-loop.

e Analyze the properties of these algorithms.

e Apply the algorithms on SISO and MIMO simulated systems.

Part 11

The need for a real-time control of the objective lens position is imperative for applications
such as reading digital information from an optical medium as a DVD. The laser beam
which is used to read the recorded data from the disk must be focused on its surface and
follow the track very accurately. This task is accomplished by the position control loops
which minimize the position error signals generated by the optical device.

In general, three main control loops can be distinguished in DVD players:

e A focus loop to ensure the distance between the objective lens and the disk, see
fig. 3.12.

e A coarse (low frequency) tracking loop to position the Optical Pick-up Unit
(OPU) roughly pulling the so-called sledge in the vicinity of the desired tracks, see
fig. 3.12; this is done by a long jump procedure.

e A fine (high frequency) tracking loop to lock the focused laser beam onto the
track position.

The most critical control loops are particularly the focus and the fine tracking loop (called
shortly the tracking or radial loop in next text).

Fig. 1.2 shows the block scheme of the DVD optical system. The four photodiodes
(A, B, C, D) receive the light reflected from the disk surface and generate the output
voltages of the photodetector Va, Vg, Vi, Vp that are used to retrieve both data recoded
on the disk, and position error signals (focus and radial errors), used to measure the spot
position with respect to the track position. Many focus/tracking methods to generate
focus/track error signal from the reflected laser beam have been developed, see e.g. [Sta9d8|
and [Bra98]. These error signals are minimized by the controllers in corresponding closed-
loops in order to ensure the read-out signal quality.

In this thesis we will study two problems of DVD players to improve the system
performance:

1. Modelling the focus error, radial error and read-out signals generation.

2. Control system design for the focus control loop and the radial control loop.
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Figure 1.2: Block scheme of the DVD optical system.

Modelling the focus error, radial error and read-out signals generation

In the focus control loop, one very important element is the dependence between the focus
error signal ep(Az) and the vertical spot position error Az which is a non-linear function
known under the name “S-curve”.

A focus error signal can be obtained if some asymmetry is present in the optical
path. Numerous schemes have been proposed to measure the spot position error for CD
players (e.g. the astigmatic method, Foucault knife edge method, critical angle reflection
method, etc.) as in [BBH'85]. However, only the astigmatic method is widely used
in DVD players. Nevertheless, its principle is often explained, only schematically, as in
[BBH*85], [NO92], [Poh95], [Sin88], [Stad8] and [Wil94].

Despite its present practical importance, to our knowledge, no useful model (analytical
or numerical) of the S-curve is available. Practically, a very rough approximation of
the function between the focus error signal and the vertical spot position error is used.
Indeed, the development of an analytical or numerical model of this function involves
a large amount of the optical theory and some tedious computations. For this reason,
the aim of this work is to present a new method for modelling the focus error signal
generation.

In the radial control loop, a key element is the radial error signal generation method.
It defines the dependence between the radial error signal eg(Ax) and the radial spot
position error Az which is also a non-linear function. Special methods like those presented
in [BBH*85], [Sta98] and [Poh95] have been developed.

Currently, one of the most widely used method in DVD players is a variant of the
Differential Phase Detection (DPD) methods. Despite its practical importance, to our
knowledge, only few modelling approaches of this method are available, as in [Brad8| and
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references therein. Therefore, the Differential Phase Detection (DPD) method that has
been adopted as the standardized method for the radial error signal generation in DVD
players will be analyzed in this thesis.

The recorded digital data on the DVD are retrieved from a read-out signal which is
available if the laser beam is focused on the disk data layer surface and follows the track,
both with high precision. To study the read-out signal quality, many papers have been
presented, see e.g. [MCW196], [Mil98], [MU99], [UAM'00] and [UMO01]. They deal with
the disturbances that become from the disk structure (the radial cross-talk, inter-symbol
interference and the resulting signal jitter). The proposed algorithms are very complex
for this study but they enable to analyze a compatibility between CD and DVD drives. In
this context, our aim is to summarize briefly two useful methods, based on the diffraction
theory for modelling of the read-out signal generation.

The first method uses a Fourier series to create symbolic model of the read-out signal
generation to study its quality, see [Hop79]. The second method is based on the general
numerical model, using Fast Fourier Transformation (FFT) to solve the optical field
propagation between two arbitrary planes, see e.g. [BW8T], [Sta86] and [Nut97].

The goals of this section can be summarized as follows:

e Find a new method for modelling the focus error signal generation.
e Present the method for modelling the radial error signal generation.
e Present the methods for modelling the read-out signal generation.

e Analyze the influence the varying model parameters on the focus error signal quality.

Control system design

The strict performance specifications imposed on optical disk drive systems demand an
enhancement of tracking control behavior. In addition, due to the higher storage capacity
and disk rotational speed, the spot position control system must be more accurate to cope
with parameter tolerances due to mechanism mass production, as outlined in [VSAT01],
and guarantee an insensitivity to external disturbances like shocks and vibrations.

Feedback control design, usually based on a mathematical description of system be-
havior, is a tool used to satisfy these requirements. From the experience, it is well known
that a robust and reliable control design is achieved if an accurate knowledge of the plant
dynamics is taken into account during the synthesis, rather than repeatedly applying
fine-tuning methodologies.

Accordingly to the industrial objectives and to research requirements of finding in-
novative solutions, an enhanced control system performance is realized by the designed
controllers, on the basis of a mathematical parametric model of the system. An im-
portant specification for implementation purposes is that a controller design procedure
should deliver controllers of reduced complexity.

Control system design techniques applied to CD mechanisms have already been ex-
posed in several papers and Ph.D. theses as in [Det01], [DPS98], [DS99], [DS00], [DS02],
[dCdH96], [DSAH95], [KON95], [Sta99], [Lee98], [SGSBI4], [SSBI6], [Ste00], [VSAT02]
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and [VSAT03], but only few works have been published about control design techniques
applied to a DVD player.

The notch filters are used for the rotational speed estimation in order to implement
a control scheme which selectively cancels narrow-band disturbances in [BS98]. The
paper [ZKS02] presents a control system using sliding mode control to handle shock and
vibration disturbances. The work [YCC'02] is devoted to robust tracking control using
observer of the tracking error signal. A new tracking control method consists of a feedback
controller and a feed-forward controller that employs the zero phase error tracking method
is proposed in [KYT*03].

Most of these methods result in controllers with a complex structure and a special
device (high performance Digital Signal Processing/Processor (DSP)) is necessary to
implement such controllers. However, there are recently developed studies on reduced
order controller, applied to an industrial DVD player, like [BDCSO01], [Fil03].

The work [BDCSO01] proposes a control architecture for track following using the notch
filtering and multirate control. On the other hand, the thesis [Fil03] is focused on usage
of a mathematical description of the plant to compute robust controllers. An enhanced
tracking performance and disturbance attenuation have been obtained via norm-based
control design, and the influence of drive parametric uncertainties on the system perfor-
mance and robustness has been analyzed by means of u-theory.

In the same context, our aim is to present controllers design methodology applied to an
industrial DVD-video player spot positioning control system, also by using a mathemati-
cal description of the plant. This synthesis is proposed to compute restricted complexity
controllers that are able to comply with tough DVD specifications. An enhanced fo-
cus/tracking performance and disturbance attenuation are obtained with pole placement
design followed by controller order reduction. Pole placement method is adapted here to
realize repetitive disturbance rejection in a certain bandwidth.

Design limitations are evaluated in simulation before the implementation step. Ex-
perimental results, obtained on the STMicroelectronics industrial benchmark, are finally
presented to compare the current industrial solution and the computed controllers.

The goals of this section can be summarized as follows:

e Find a new control algorithms for the focus/radial control loops that may be used
for a large quantity of DVD-players.

e Improve the control system performance to compensate drives manufacturing tol-
erances and improve disk playability under implementation constraints.

1.3 Thesis Outline

Part 1

Chapter 2 is divided into five parts substantially. In the first part, the identification
objectives are described. In the second part, the single-input single-output state-space
versions of closed-loop output-error algorithm are presented. The algorithms are further
extended in the third part to incorporate Multi-Input Multi-Output (MIMO) systems.
In the fourth part, the properties of the presented algorithms are given. Experimental
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results on the SISO systems conclude this chapter. Another experimental results on the
SISO and MIMO systems are presented in appendix B.

Part 11

Modelling the focus error, radial error and read-out signals generation

In chapter 3, a general DVD player servo mechanism is presented as composed of two
main parts: The optics that retrieves the data and generates the error signals and the
mechanical servo system that has to control the laser beam position with respect to the
disk surface.

Since an accurate model of position error signals generation can be useful to build a
more precise servo system simulator, optical system principles and known simplified an-
alytical and numerical models of optics are presented here. Then, the modelling problem
description for the photodetector and the control problem formulation for the optical lens
together with the implementation constraints are described.

Appendix C treats the modelling of the non-linear characteristics of a photodetector in
a DVD player by using optical theory. Firstly, theoretical background on optical theory
is given. An analytical and a numerical models of the focus error signal generation
are developed here based on the astigmatic method and the opto-geometrical analysis.
Secondly, model quality is illustrated by a comparison with the real focus error signal
acquired during the start-up procedure (from open-loop to closed-loop).

Model of the radial error signal generation is presented in appendix D and model of
the read-out signal generation is given in appendix E.

Control system design

Chapter 4 deals with the control design of the DVD-video player. Firstly, simple repeti-
tive disturbance models and theoretical background on pole placement method are given.
Physical properties of the DVD electro-mechanic actuator and plant physical modelling
are presented briefly. Secondly, a two degree of freedom digital controller (RST controller)
design is performed by imposing frequency templates on the system closed-loop sensitiv-
ity functions together with the performance specifications and simplified plant model
knowledge. After the controller order reduction, the achieved solution is implemented
and tested in the industrial system. These results are finally compared to those obtained
with the actual implemented industrial controller. Simple parametric uncertainty analysis
closes this chapter.

Conclusions and perspectives of the work are presented in chapter 5.

The thesis structure is schematically represented in fig. 1.3.
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IDENTIFICATION IN CLOSED-LOOP FOR CONTROL DESIGN




State-space Identification for 9
SISO/MIMO Systems

2.1 Introduction

This chapter is devoted to the problem of state-space identification in closed-loop. The
family of closed-loop output-error algorithms, presented in appendix A, is considered as
a starting point.

These algorithms allow to estimate the parameters of an ordinary black-box model,
utilizing the closed-loop identification scheme. In order to identify various discrete-time
state-space plant models with a given structure, the closed-loop output-error method is
expanded here.

Algorithms for the closed-loop identification of discrete-time state-space models are
presented, using the results from [Bez01] and [Bez04]. Nevertheless, the analysis of their
properties has not been done there.

Our contribution consists of the algorithm properties analysis, developed in [Bez01]
and [Bez04], namely, the convexity of criterion function, the stability of Parameter Adap-
tation Algorithm (PAA) in deterministic environment, the parametric convergence and
the frequency distribution of the asymptotic bias. The same techniques as in appendix A
are used to analyze their properties. In addition, the experimental results are illustrated
to compare the developed identification algorithms and study their behavior.

The structure of this chapter is the following: The description of the state-space
identification problem is presented in section 2.2. In section 2.3, a brief state of the art is
presented. Some theoretical background on the model structures is given in section 2.4.
An overview on the optimization algorithms is described in section 2.5. The state-space
identification algorithms for SISO systems are presented in section 2.6. In section 2.7 we
give an extension of these algorithms for MIMO systems. The properties of the proposed
parameter adaptation algorithms are shown in section 2.8. The convexity of criterion
function, the stability of parameter adaptation algorithm in a deterministic environment,
the parametric convergence and the frequency distribution of the asymptotic bias are
studied here.

The algorithms are illustrated on simulation experiments which involve a closed-loop
identification of a SISO and MIMO model. Two simulation experiments on the SISO
systems are shown in section 2.9 and another experiment is presented in appendix B.1.
The simulation experiments on the MIMO systems are presented in appendix B.2.

Finally, in appendix B.3, real-time experiment on the SISO system, a bipedal robot
(RABBIT), is illustrated. Unfortunately, presented algorithms have not been used in this
case due to the constraints of the identification experiments on the bipedal robot. There-
fore, another identification technique has been applied to estimate unknown parameters
of black-box model. This model will be used in future to eliminate some of the actual
constraints, and therefore it is presented in this thesis.
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We draw some conclusions in section 2.10.

2.2 Problem Description

For most physical systems it is easier to construct models with physical insight into con-
tinuous-time because most physical laws (Newton’s laws of motion, relationships between
electrical quantities etc.) are expressed in continuous-time. This means that modelling
leads to a state-space representation:

() = Fo(0o)x(t) + Go(0o)ult), (2.1)

where Fy(f.) and Go(6.) are the matrices of appropriate dimensions (n x n and n X r,
respectively, for an n-dimensional state and an r-dimensional input) and 6. is a vector
of parameters that typically corresponds to unknown values of physical coefficients in
continuous-time model (material constants, etc.). Such a selection of the parameter vector
0. is called the physical parametrization of a plant model. The model (2.1) also defines the
vector of state variables  which usually have the physical significance (position, velocity,
charge, current efc.). The measured outputs are known combinations of the states.

The corresponding discrete-time state-space model can be obtained by sampling the
input and output signals of the parametrized continuous-time model (2.1):

o(kTs + Ty) = Ao(0:)x(KTy) + Bo(0)u(kTy), (2.2)
where Ty denotes the sampling period and f; = 1/7; is the sampling frequency. Briefly:
z(k+1) = Ag(6.)x(k) + Bo(0:)u(k). (2.3)

The discrete-time state-space matrices Ag(f.) and By(f.) can be expressed using the

following formulae:
AO(QC) = eFO(QC)Tsa

Ts
Bo(6.) = / efo TGy (6,)dr.

0

(2.4)

Under certain conditions it is possible to replace this complex relationship by a first-order
approximation obtained if higher-order terms in the power series expansion of the matrix
exponential are neglected:

Ao(0.) ~ I+ T.Fy(b.), (2.5)
Bo(ec) ~ TSG()(QC). '
Considering the formulae (2.4) or (2.5), the discrete-time representation has a disadvan-

tage that the matrices Ag(f.) and By(f.) are more complicated functions of the parameter
vector 0. than the matrices Fy(6.) and Gy(6.).
Adding the output equation, the standard discrete-time state-space model is obtained:

v(k+1) = Ao(b)x(k) + Bo(bc)u(k),

y(k) = Co(0c)a(k) + Do(bc)u(k). (2.6)

The matrices Ay(6.), Bo(f.), Co(0.), Do(f.) of the model (2.6) can depend on the
parameter vector . in different ways. A typical case is when certain elements of matrices
Ap(0.), Bo(0.), Co(b.), Do(6.) may be known or fixed values. The reason may be that
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the values of the parameters are a pripori known physical constants; or, we would like
to impose a certain structure on the model. If model (2.6) is a canonical form then
the parameter vector 6. consists of the parameters of the original input-output transfer
operator, [Kai80].

Although sampling of input and output signals of a continuous-time model is a natural
way to get the discrete-time model (2.6), for certain applications it could be also given
directly in discrete-time, with the matrices Ag(6), By(6), Co(6), Do(0) parametrized in
terms of the parameter vector 6, rather than via (2.4) or (2.5).

For this assumption, only few specific identification methods in closed-loop are avail-
able, [Mel94], [Lju99]. Therefore, new identification algorithms for the discrete-time
state-space models have been developed recently, see [Bez01] and [Bez04]. Nevertheless,
useful analysis of their properties is missing. This is important for their use and the
following improvement.

For these reasons, our study is only focused on the particular case of the identification
algorithms where the state-space matrices Ag(6), Bo(6), Co(0), Do(6) are parametrized
in terms of the parameter vector #. Our contribution in this chapter is an analysis of the
state-space identification algorithm properties developed in [Bez01] and [Bez04].

This analysis naturally depends on the parametrization of the matrices Ag(), By(0),
Co(0), Dy(0). In fact, if all matrix elements of Ay(6), Bo(0), Co(0), Dy(#) are assumed to
be unknown, uniqueness cannot hold because the input-output transfer operator of the
model is the same for the different state-space realizations. The multiplicity of realizations
of a given system is well illustrated by the fact that given realization Ay(6), By(8), Co(0),
Do (0), [Kai80]:

v(k+1) = Ao(0)x(k) + Bo(0)u(k),
y(k) = Co(0)x(k) + Do(0)u(k),

we can form to another realization by a change of variables (note the order: old variables
= T - new variables):

(2.7)

(k) = Tapew(k), detT #0, (2.8)

so that, say:
' Tpew(k+1) = THANO) T Zpew (k) + T 1By (0)u(k),
y(k) = Co(0)Txnew (k) + Do(0)u(k).

Since there is a multiple infinity of nonsingular matrices 7', there is clearly multitude
realization. Matrix T is known as similarity matriz.

Therefore, to get a unique model it is necessary to impose restrictions of some form on
the matrix elements, e.g. to set a few matrix elements to constant values or to find smaller
number of estimated parameters in parameter vector 6 or to find the different connections
between estimated parameters of the parameter vector 6, etc. All restrictions have one
goal, to uniquely estimate the parameter vector 6 of the state-space model Ay (), By(0),
Co(0), Do(0) from the model input-output transfer operator. This is known under the
name structural identifiability.

To sum up, when identifying a model of the form (2.7), the following a priori knowl-
edge is required:

(2.9)

e The structural parameters, i.e. the dimension n of the state vector, the number r
of inputs and the number s of outputs.
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e The parametrization itself, i.e. the way in which the parameter vector # enters the
matrices Ag(6), Bo(6), Co(0), Do(0).

2.3 State of the Art

Identification of SISO and MIMO systems has been a topic of big interest in the feedback
control and signal processing literature for several years already (for some recent refer-
ences, see e.g. [Zhu0l] and [CPO01] and the references therein). This is given by the still
practical importance of plant model identification for: Firstly, to obtain better model
for new controller design (redesign) and secondly, to identify unknown physical model
parameters for the following system development.

A natural way, how to construct models with physical insight is to use the continuous-
time state-space model (2.1). Nevertheless, to avoid the optimization problem during
parameter vector 6, estimation, the identification is usually performed using the discrete-
time state-space model (2.6) which directly corresponds to the original continuous-time
state-space model (2.1). Moreover, the measured data are acquired in discrete-time. In
this case the parameter vector 6. that corresponds to the continuous-time model unknown
parameters is often transformed to another parameter vector 6, and therefore the discrete-
time state-space model for identification takes the form (2.7).

To identify the discrete-time state-space model (2.7), the subspace methods based on
the geometrical properties of the input and output sequences have been proposed, initially
developed in the open-loop context, [OM96]. Nevertheless, the practical importance of
closed-loop identification caused that they have been extended to the closed-loop case,
see e.g. [OMO7] and [Ver93]. The subspace methods are numerically robust, they do
not require iterative optimization and their adjustment can be reduced to the selection
of the model order. Moreover, the subspace identification methods have been recently
extended, see [VV02], to deal with multivariable linear parameter-varying state-space
systems. Nevertheless, the subspace methods use fully parametrized state-space models
which means that all elements of the matrices Ay(6), Bo(0), Co(0), Do(#) are estimated
parameters, [Lju99], [McK95]. In addition, usually the physical insight of each parameter
is lost.

On the other hand, a different approach based on fractional representation of the
SISO and MIMO systems in state of the state-space model description (2.7) has been
proposed for identification in closed-loop in [dHAC96] and [dC98]. The main motivation
to use fractional model representations is due to the fact that both stable or unstable
systems can be represented by (the ratio of two) stable factors. The advantage of this
method is ability to estimate not only a nominal model but also the sets of models tuned
towards a robust control design. Nevertheless, this fractional approach does not allow to
incorporate the physical insight of estimated parameters and given model structure.

Therefore, a statistic method, directly concerning to the problem of the physical
SISO models identification, has been proposed in [Mel94]. The model has been based on
the frame of stochastic differential equations that allow to account random phenomena
explicitly in order to obtain the desired accuracy in the modelling. The identification
approach has been based on the approximation of the partial differential equation by set
of ordinary differential equations and an estimation of the parameters has been done in
the time domain. The maximum likelihood method, [Lju99], has been considered for the
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choice of the estimator for identification only in the open-loop. The advantage of this
approach is that it is easy to extend it to more complex systems and even consider non-
linearities in the model, [Mel94]. Moreover, the parameters of the original equation can
easily be calculated from the parameters of the ordinary differential equations afterwards
if that is of interest. The main drawback of this approach is the computation efforts
involved, e.g. the maximization of the likelihood function during optimization has to be
done by using a numerical method of iterative character.

To the contrary, another approach to estimate the state-space model (2.7) known as
an extended Kalman filter, [WP97], obtains popularity from its remarkable simplicity of
implementation. It offers to identify the state vector z(k) of the system together with the
elements of matrices Ay(6), Bo(#), Co(#). It has been used in a large number of practical
applications even though it presents some hard-to-comprehend divergence phenomena,
[WP97]. In the special case of stationary linear input models, the introduction of cor-
rective term to the parameters makes the convergence properties of the filter identical to
those of the estimator obtained with a maximum likelihood approach, [Lju79]. However,
the state-space model identification without the state estimation is not possible.

From this bibliographic search one can conclude that there is still need to find iden-
tification algorithms to estimate some system matrices elements, using the advantage of
working in the closed-loop identification scheme.

For this reason, the new identification algorithms for discrete-time state-space model
(2.7), using given model structure, have been developed in [Bez01] and [Bez04]. This
kind of algorithms is based on the the CLOE algorithms developed for black-box SISO
systems, identified in closed-loop, as presented in appendix A. Nevertheless, the analysis
of their properties that is important from practical point point of view is missing.

Therefore, our aim in this chapter is to analyze their properties and to compare their
different variants on the simulation experiments. Before going further in treating the
identification algorithms presentation, the model structure and optimization of criterion
function is discussed in section 2.4 and section 2.5, respectively.

2.4 Model Structures

The model of a system is a rule to compute, from quantities known a priori or mea-
sured from the system, other quantities that we are interested in and which we hope will
resemble their actual values in the system.

The choice of a structure for the mathematical model is called model-structure se-
lection, or more consistently characterization and it is a crucial step in the modelling.
The following sections, (2.4.1 - 2.4.3 ), give a brief theoretical background on the various
classes of state-space models and their properties.

2.4.1 Deterministic and Stochastic State-space Models

A deterministic model describes the outputs y as if it was uniquely determined by the
inputs u. This is often unrealistic, because of the various perturbations that act on
the system or corrupt measurements. It is then necessary to find the description of these
perturbations. A statistical description is usually used, where perturbations are described
as stochastic process.
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Let’s consider the following SISO stochastic state-space model:

2k +1) = Ap(@)a(k) + Bo(0)u(k) + v(k),
y(k) = Co(0)x(k)+ p(k),

where z(k) is an n-dimensional state vector, p(k) is an output disturbance noise and v(k)
is an n-dimensional random quantity acting on the state vector z(k):

(2.10)

v(k) = [vr(k) ... va (k)] (2.11)

Disturbance vector v(k) is often called process noise. In addition, we assume that Dy = 0,
i.e. there is no direct connection from the input to the output.

Furthermore, the transfer operators Sy, (¢~') and Sy (¢™') are introduced by the equa-
tions:

y(k) = Spla ) u(k), (2.12)
y(k) = Sy(q k), (2.13)
where the vector transfer operator Sy, (¢ ') is defined as follows:
Sy(a™) = [Sp(a7) - S, (@], (2.14)
yi(k) = Sy, (g Hvi(k) fori=1,... ,n. (2.15)

Using (2.12) and (2.13) for the state-space representation (2.10), one can easily obtain
the well-known transfer operators Sy,(¢~') and Sy, (¢~ 1):

—1 . -1
-1y _ -1 -1 4 Coadj(I — ¢~ A)Bo .
Syule™) = ¢ CoI —q "Ay) By = det (1 — g~ Ag) =

B¢
o AlgY)’ (2.16)
_ Bl Bula D] (2.17)

A(g™) A(g™)

One can clearly see that the transfer operators Sy,(¢™') and Syv,(¢”') have a common
denominator A(¢™1).

The aim of this section is to analyze the way to transform the process noise v(k) of the
state-space model (2.10) to the output y(k). It leads to the modified output disturbance
noise p(k) — pnew (k) of the following state-space model:

x(k+1) = Ag@)z(k)+ Bo(0)u(k),
y(k) = Co(0)z(k) + pnew(k),

This analysis is useful because the basic CLOE algorithm, presented in appendix A and
extended here, uses only the output disturbance noise p(k).

(2.18)

IThis corresponds to the black-box model given by (A.1). Taking into account the definitions (A.2)
and (A.3), the relative order of G(g~!) is always bigger than zero, therefore there is also no direct
input-output relation.
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Without any loss of generality one can assume:

v(k) = [Ci(g ™) .. Culg )] e(k), (2.19)

where e(k) is a zero-mean Gaussian white noise and C1 (¢ 1), ..., C,(g™') are polynomials
representing different “coloring” Finite Impulse Response (FIR) filters. Introducing (2.17)
and (2.19) into (2.13), one can express the effect of the process noise v(k) on the scalar
output y(k):

3(k) = Sy(g Hu(k) = {% %1 (Cy ... G e(k) =
_ DG+ - T BuCon gy, (2.20)
and defining:
Bi(g)Ci(g™h) + -+ Bulg )Cnlg™!) = Cs(g™), (2.21)
one obtains:
(k) = %e(k}. (2.22)

This means that the process noise v(k) defined by (2.19) can be transformed to the output
as an additional disturbance noise (k) given by (2.22).
(

v
If the output disturbance noise p(k) in model (2.10) is assumed in the following form:

e(k), (2.23)

one can finally express the aggregate output disturbance model:

Pl = p(8) + 000 = () 4 G Y e, (2:24)

and denoting:
Clg™") =GCpla™) + Celg™), (2.25)

the resulting output disturbance model is obtained:

Prew () = p(k) + 0(k) = (k). (2.26)

One can see from table A.1 that the output disturbance model (2.26) is equivalent
to the one considered in the X-CLOE algorithm. Therefore, this algorithm should be
used in the presence of the process noise. Correspondingly, if Infinite Impulse Response
(IIR) “coloring” filters are assumed, which leads to the -<~e(k) noise model, the G-CLOE
algorithm will be applied.

Nevertheless, in section 2.6, only the basic CLOE algorithm is considered to illustrate
the development of the new output-error state-space identification algorithms.
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2.4.2 State-space Representation—Canonical Forms

As presented in section (2.2), a natural way to represent linear systems is by the state-
space representation (2.7). The state-space representation describes the internal behavior
of the system and in that sense is richer than the input-output transfer operator Sy, (¢ ")
given by (2.16).

The problem of finding a state-space representation such that (2.16) holds for a given
Syu(g™1) is called the realization problem. In this case one looks in general for a minimal
realization a state space representation of minimal order. In this section we shall present
an overview of the systems representations which are well adapted to the study of the
structural properties of linear systems. The reachability and observability concepts are
recalled [Kai80] and their canonical forms that use the similarity matrix 7" are introduced
in general case, only for MIMO state-space systems.

Reachability Indices and Reachable Canonical Form
Assume a state-space model (2.7) and denote the reachable subspace, [Kai80]:
R = Im[By, AoBy, ..., A" ' By. (2.27)

If we denote B = Im(By) the image of the linear map By we can equivalently write (2.27)
as:

R=B+AB+...+ Ay 'B, (2.28)
where “+” stands here for the subspace addition. Then we can introduce the subspaces:
Ro=0, Rp=B+AB+...+A'B, k=1,...,n, (2.29)
with the properties:
RoCRy... CR,=<Ay|B>. (2.30)
Let us define the following list of integers:
pi=dim(R;/R;1), i=1,....,n with Ro=0. (2.31)

If we consider a finite list of positive integers decreasingly ordered, we can associate
with this list a “dual” list. Denote by pq, ..., o, the initial list with the property that
p1>po...>prand pp >0,4=1,... k. The dual list is obtained as:

p; = number of p; > i. (2.32)
Using definition p; = dimB = rank[B,] and

D pi = dim < 4B >, (2.33)

pi=0

the dual list p; will have p; = rank[B;] = m/ non zero elements called the reachability
(controllability) indices of (Ag, By) and

!

D pi=dim < Ag|B > . (2.34)

=1
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In the particular case of a reachable pair (Ay, By)

i pi = n. (2.35)
i=1

One can note that, from the definition of p;’s, they are invariant under a change of basis
in the state-space and so is the list of p;’s. Let us now present a simple form that any
reachable pair can be brought to by a suitable change of basis.

Theorem 1 Let (Ag, By) be a reachable pair with By of full column rank m. There exists
a non singular matriz T such that

A.=T1'AT and B.=T'B, with (2.36)
[0 1 i [0 i
0 0 0
1 0 0
T T r x T T T 1l 2 =z =«
0 1 0
0
0 1 0 0
Ac= |z 2z r x x x T x x| -B=101 2 2|,
0 0 0 0
0 1 0
0 0 1 0 0
|z ... x x v ... T ... X T ... T | i I
(2.37)

where x stands here for the nonzero elements.

The ith diagonal block of A. has dimension p;, the ith reachability index, and has a
companion form. The (i, j)th block of Ae, i # j, contains only zero entries except for the
last row, moreover in that last row the (p; — p;) last elements are zero if p; > p;. The B,
matrix is null except for rows:

Zpi for j=1,....m (2.38)

i<j

In that row the first non-zero element is the jth one with value 1. (A., B.) is said to
be the reachable (controller) canonical form of (A, By).

However, even with this theorem, there are many ways of selecting an appropriate
transformation matrix 7', and correspondingly there is no unique reachable (controller)
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form (similar statement can be made for the controllability form) in the multivariable
case.

We will not prove this result here but we give the practical procedure for getting
(Ae, B.) starting with a reachable pair (A, By) (see [Pop72] and [Kai80] for more details).
It contains the following steps:

Step 1: Compute the reachability matrix:
R - [BQ, A(]Bo, “e ,AgilBo]. (239)

By assumption this matrix has rank n. This matrix is also called the controllability
or the model controllability matrix.

Step 2: Extract from R a non singular matrix by the following procedure: Select columns
in R starting from the left and keeping only the columns which are independent of
the columns already selected. Call this matrix P.

Step 3: Reorder the columns of P in order to obtain:
Q = [by, Aoby, ..., A5 by by, Ao, ., AP by, by Agbi, - . APTT,].(2.40)

This may imply a renumbering of inputs to get the ordered list of reachability
indices.

Step 4: Compute Q! and denote [, its kth row. Denote:

J
Bi=Y p j=1...,m (2.41)
=1

Form the matrix:

lﬂ1
Aplg,

A81_11ﬂ1
I,
(2.42)
A827llﬂ2

L6,

| A5, ]

Step 5: The required change of basis is T = S~!'. Compute the reachable (controller)
canonical form:

A =T'AT, B.=T7'B,, C,=CyT. (2.43)
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Observability Indices and Observer Canonical Form

We could introduce observability indices similarly as for the reachability (controllability)
indices using the subspaces N but we prefer to use duality.

Define that dual realization Ag, By, Cy of the triplet (Ag, By, Cp) of system (2.6) as
follows: (A, Bo, Cy) = (AL, BE,CT). Tt is easy prove that (Ag, By, Cp) is reachable (resp.
observable) if and only if (A, BJ,CJ) is observable (resp. reachable). The observability
indices of the pair (Cy, Ag), 0;, i = 1,...,p where p' = rank(C}), can be computed as
the reachability (controllability) indices of the pair (A, CJ).

The observer canonical form of the pair (Cy, Ag) denoted (Cop, Aop) can be computed
for an observable pair with C full row rank by the following procedure:

Step 1: Compute first the reachable (controller) canonical form (A., B.) of (AT, BY).

Step 2: It turns out that A,, = AT and C,, = BT.

2.4.3 Model Structural Identifiability

Once a model structure has been chosen, its properties should be studied. As a matter
of fact, this study should if possible be done before the parameters estimation, to detect
protectional problems before collecting data. These problems can become if the estimated
parameters 0 do not correspond uniquely to the parameters of the model 6 as presented
in section 2.2.

For this reason, the identifiability of a model has to be analyzed, see [WP97]. It is
defined as follows:

Let M and M(0) respectively denote the model structure and the model with struc-
ture M and parameters 6. The prior feasible set for 6 will be denoted by ©. In what
follows, © will usually be either R™ or a subset of R™ defined by a finite set of inequality
contrariness.

We wish to know whether the identical input-output behavior implies that the pa-
rameters 6 of the model equal those of the process 8*. More precisely, parameter 6; will
be structurally globally (uniquely) identifiable if for almost any 6* in ©,

M(0) = M(0%) = 0; = 0"

The structure M will be structurally globally identifiable if all its parameters are be
structurally globally identifiable.

When one cannot prove that the structure considered is globally identifiable, one
may try establish that it is at least locally. The parameter 6; will be structurally locally
identifiable if for almost any 6* in ©, there exists a neighborhood V(6*) such that

0eV(0) and M) = M(0*) = 0; = 0",

Local identifiability is therefore a necessary condition for global identifiability. The struc-
ture M will be structurally locally identifiable if all its parameters are be structurally
locally identifiable.

The parameter 0; will be structurally unidentifiable if for almost any 6* in ©, there is
no neighborhood V(6*) such that

0 V() and M) = M(0*) = 6; = 6",
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The structure M will be structurally unidentifiable if one at least of its parameters is
structurally unidentifiable.

In the following section, the choice of the adjustable predictor used in optimization
algorithm is discussed.

2.5 Optimization

The identification of the model can be formalized as an optimization problem [Lju99],
1.€e.:

Oy = argyep,, min Jy (0, 7N, (2.44)

where 0y is the estimated parameter vector, Z" is the data set of the length N, Dy, is
the set of models M(6) and Jy (0, Z") is the criterion function of the model parameter
. In general, it is defined by the following norm:

In (0,27 = % > Lew(k,0)), (2.45)

t=1

where L(-) is a scalar-valued function (typically the quadratic norm Ly or L; norm or L,
norm) obtained from the filtered prediction error ep(-) as follows:

er(k,0) = L(g H)e(k, ), (2.46)

where L(g™!) is a stable linear filter and £(k, #) is the prediction error by a certain model
M at time sample k.

In general, the function (2.44) cannot be minimized by analytical methods. The
solution then has to be found by iterative, numerical techniques. This is usually done
according to:

G+D ) 4,0 pi) (2.47)

where 6 specifies the current iterate (number z')A, f@ is the search direction and p®® is
the step size. The iterations are continued until #@*1) is believed to be sufficiently close
to the 6.

Remark 1 In this context, notation i stands for iteration, while further, in the context
of recursive algorithms, notation i stands for number of sample.

The family of minimization methods can be divided into three groups, [Lju99]:

1. Descent method or steepest descent method: Gradient, conjugate gradient, IGM,
Back-propagation, etc.

2. Quadratic convergence rate method: Newton, Gauss-Newton, RLS (Gauss-Newton
where the Hessian is solved by very well known matrix inversion lemma), etc.

3. Combination of them: Levenberg-Marquard.
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In many cases it is necessary, or useful, to have a model of the system available on-line
while the system is operating. The model should be then based on the observations up
to the current time. The need for such an on-line model construction typically arises for
either of two reasons, see e.g. [WP97], [LS83], [Lju99]:

1. There may be too many data to be stored simultaneously in the computer.

2. One may wish to use the results of the identification to take immediate decisions
from the measurements performed so far, without having to wait until all data have
been collected.

Identification techniques that are used in these cases are called recursive identification
methods or on-line identification or adaptive parameter estimation, since the measured
input-output data are processed recursively as they become available. Apart from the use
of recursive methods in adaptive schemes, the algorithms can also turn out to be quite
competitive alternatives for parameter estimation in off-line (non-recursive) situations.
The similarities and differences between the off-line (non-recursive) and the recur-
sive identification algorithms have been investigated for the open-loop identification in
[TCPGO2] and the final results are presented here.
This analysis is focused on the convergence properties of the identification algorithms
by using Ordinary Different Equation (ODE) method, [Lju99]. Only the case of the linear
“dp(,—~1
discrete-time black-box SISO systems (A.1) (Gg(q_l) = %(ql))
there, using two different model adjustable predictor structures, [LLM97]:

has been studied

1. Recursive Least Squares (“Equation Error”) predictor:
gk +1) = 6" g (k). (2.48)

where 0T denotes the estimated parameter vector:

0T = [@1 ey by byl (2.49)
and ¢(k) is the predictor regressor vector:
o(k) = [—yk) ... —ylk—na+1) wk—d) ... u(k—np+1—d)]". (2.50)

2. Output-Error predictor (a parallel adjustable predictor known also as parallel Model
Reference Adaptive System):

gk +1) = 0T (k, 6), (2.51)

where 6T denotes the estimated parameter vector:

>

0T = [al N O T (2.52)

and ¢(k, ) is the predictor regressor vector:

ok, 0) = [=j(k) ... —g(k—na+1) wk—d) ... u(k—ng+1—d)]". (2.53)
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One can see from (2.50) and (2.53) that only the past values of the predictor output g
are replaced by the corresponding values of the output y in case of the output-error pre-
dictor. This is a fundamental difference between both approaches that leads to different
convergence properties.

For this reason, a quadratic criterion (non-recursive) for the “Equation Error” predictor

becomes:
k

win J(b) = 3 [ol0) — 90 = 3 [ot0) — 0%(0)] 2:5)

a quadratic criterion (non-recursive) for the Output-Error predictor is:

min J(k) = > [y(0) = [ — 0T 9)] (2.55)

(k) i=1 =1

and it corresponds to the criterion of the recursive algorithm as follows, [LLM97]:

min J(k) = Xk: {y(z’) 0T (k)i — 1, é)}Q + {9 - é(O)}T F(0) {e - é(o)}gz.esﬁ)

0(k) i—1

where F' is the adaptation gain.

The aim of the analysis was to compare the off-line (non-recursive) method to minimize
the quadratic criterion (2.54) and the recursive method to minimize the criterion (2.56).

One can conclude that if the criterion (2.54), minimized by the non-recursive method,
is used one can find secondary minima, [TCPGO02]. Only for the zero mean value of the
output noise p and infinity number of the measured samples k& — oo, the non-recursive
method converges to the true parameter vector é(k’) — 0.

On the other hand if the criterion (2.56) is minimized by the recursive method, one
can find a condition of the global convergence, [TCPG02]:

Lig") 1
Re {A(ql) - 5} >0, (2.57)

where, in general, L(¢!) is a filter used to obtain the filtered error e (k, 0) = L(q~1)e(k, 0)
(see (2.46)) if it is necessary The adaptive algorlthm proposed in [LK97b], it is the only
case when the filter is L(¢™) = A(0(k — 1),¢7 ).

Practically, a useful choice of the filter L(g™') — A(¢™!), to satisfy the global con-
vergence guaranty, is an advantage of the recursive output-error method against the
non-recursive method using the “Equation Error” predictor. Therefore, the output-error
predictor has been used for the new state-space identification algorithms.

2.6 State-space Identification Algorithms for SISO
Systems

As discussed in section 2.4.1, the basic CLOE algorithm is taken here to illustrate the
development of the output-error identification algorithm of the state-space systems.

Some results of this chapter have been presented in [BBVHO03] and [HBVBPO04]. This
work is based on the results [Bez04] and [Bez01].
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The aim of the original output-error state-space identification algorithms, which are
presented in this section, is to estimate the parameters of the SISO discrete-time state-
space model:

z(k+1) = Ao(0)z(k)+ Bo(O)u(k — d),
y(k) = Co(0)z(k) + p(k),

where x(k) is an n-dimensional state vector, p(k) is an output disturbance noise and 6 is
a dop-dimensional parameter vector:

(2.58)

0=160 ... 04]". (2.59)

One should note that the number of parameters dy is not anyhow related to the model
order n.

To simplify notation, backward shift operator ¢~* will be omitted in some terms. In
the sequel parameter vector 6 and estimated parameter vector 0 are also omitted in some
terms whenever there is no risk of confusion.

The state-space model (2.58) replaces the black-box model (A.1) in the closed-loop
identification scheme (see fig. A.1). Hence, the time delay of d sampling periods is intro-
duced into the model. In addition, it is assumed that there is no process noise (v(k) = 0)
and Dy(0) = 0, as explained in section 2.4.1.

The input-output transfer operator is given by:

¢ Coadj(I — ¢ Ao)Bo

u -1y _ —d—1 I — —lA —lB — 9.
Sy (q ) q OO( q 0) 0 det (I _ q_lAO) ( 60)
Denoting the numerator and the denominator:
—dp(,—1
- ¢ "Blq")
Seu(g™h) = —~ 1 2.61
y ( ) A(q_l) ( )
B(g™") = big '+ 4bg " =B (¢, (2.62)
A(q71> = 1+ aqul 4+ .. 4 aann =14+ qilA*(qfl), (263)
one obtains:
B<q_1) = q_lcﬂ adJ([ - q_lAO)BOa (2 64)
Algh) = det (I —qtAy), '
B*(¢7') = Coadj(I —q "Ao)By, (2.65)
A*(q™") = q(det (I =g~ Ay) = 1), '
and the output of the plant is given by:
y(k+1) = Spulg Hulk+1)+p(k+1),
y(k+1) = —A'yk)+ B u(k —d)+ Ap(k +1). (2.66)

Taking into account that state-space matrices Ay(0), By(#), Co(f) are functions of
the parameter vector 6, the equations (2.64) or (2.65) also define the transfer function
coefficients by,...,b, and ay,...,a, as functions of §. Therefore using (2.64) or (2.65),
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one can determine the function I'(#), which transforms the parameter vector 6 to a vector
of the transfer function coefficients:

TT(0) = [a1(0) ... an(6) bi(0) ... bu(0)]. (2.67)

This transformational function plays a key role in all the newly proposed algorithms.
One can clearly see that I'(f) is a 2n-dimensional vector function of a dyp-dimensional
parameter vector #. It is generally non-linear, the estimated parameters can appear in
sums, products, ratios and other aggregate terms. It is assumed differentiable.

Using (2.67), (2.66) can be rewritten to the regressor form:

y(k +1) =TT (0)p(k) + Ap(k + 1), (2.68)

where (k) denotes the regressor vector:
ok)=[-yk) ... —ylk—n+1) ulk—d) ... u(k—n+1—d)]", (2.69)

and the closed-loop predictor is given by:
§(k+1) =TT (0)¢(k), (2.70)

where 0 denotes the estimated parameter vector:
. . . 1T
h= {91 . edo] , (2.71)
and ¢(k) the predictor regressor vector:
(k) = [—g(k) ... —glk—n+1) w(k—d) ... a(k—n+1—d)" . (2.72)
)

Replacing the fixed predictor of the closed-loop (2.70) by an adjustable predictor, one
obtains a priori predicted output:

Pk+1) =g [k; + 1|é(k)] - [é(k)] k), (2.73)
and a posteriori predicted output:
Gk +1) =19 [k 10k + 1)} _ [é(k + 1)] (k). (2.74)
Consequently, the a priori prediction error can be defined as:
eoL(k+1)=ylk+1)—9°(k+ 1), (2.75)
and the a posteriori prediction error as:
con(k+1) =y(k+1)—g(k+1). (2.76)

The development of the parameter adaptation algorithms will be shown now. One
should follow the procedures described in section A.4. Firstly, the state-space algorithm
based on the gradient method is given. It has been named as GM-2 algorithm in the
following text. Then two variant of the improved gradient algorithms, namely IGM-1
and IGM-2 are developed. Finally, the state-space algorithm based on the recursive least
squares method is presented, named the RLS-2 algorithm. It is discussed more precisely
than previous algorithms (GM-2, IGM-1, IGM-2) to demonstrate some specific problems
related to the I'(f) transformational function.
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2.6.1 The SISO GM-2 Algorithm

Let’s consider a quadratic criterion in terms of the a priori prediction error:

1
min J(k 4+ 1) = = [e2 (k + 1)]*. (2.77)
o(k) 2

To minimize this criterion, the gradient technique is used:

0(k+1) = 0(k) — Fw, (2.78)
00(k)
where F'is a constant matrix adaptation gain, and:
k+1 o (k+1
OJ k1) _ Oeeuktl) o fyqy (2.79)
00(k) 00(k)
Since the a prior: prediction error is given by:
e+ 1) =y(k+ 1) = 5k +1) = y(k + 1) = T [6(k)| o(k), (2.80)
one can continue:
Oy (k + 1) o [5 o(k)" 1,
S " o] et - Z50 T [0 (281)

where d¢(k)/00(k) is the Jacobian matrix of the predictor regressor vector defined by:

_ 29k k)
d01 (k) T 804, (k)
_ag}(é—n+1) . _8g(k.—n+1)
0o(k) _ 0Bi(k) T 0bay (k) (2.82)
90k da(k—d) da(k—d) : -
(k) 96, (k) 904, (k)
8ﬁ(k71'1+17d) ' 8ﬁ(kfr.z+1fd)
961 (k) T 804, (k)

As explained in section A.4, the Jacobian matrix d¢(k)/00(k) cannot be generally
considered null in the closed-loop identification scheme, since §(k) is a function of (k)
and, moreover, @(k — d) can also become a function of (k) under certain circumstances.
However, this function is controller-dependent, therefore it must be separately determined
in each particular case.

Introducing (2.81) into (2.79), the parameter adaptation algorithm (2.78) becomes:

Og(k) "
a0 (k)

Gk +1) = d(k) + F (r;,T {é(zg)] (k) + T {é(zf)]) eoy (k+1). (2.83)

If the matrix adaptation gain is assumed in the form F' = o, where o > 0, an equivalent
algorithm is obtained when replacing the matrix adaptation gain F' by a scalar adaptation
gain «.
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Finally, the GM-2 state-space parameter adaptation algorithm for SISO systems can
be formulated:

~ A

Gk +1) = 6(k) +a (r;T [é(k)] d(k) + =2 T [é(@]) 2 (k+1)

k1) = ylk+1)=T7[0(k)| 6(k)

(2.84)

One should note that the GM-2 algorithm have the advantage of a closed analytic
form.

2.6.2 The SISO IGM-1 and IGM-2 Algorithms

In order to improve the performance and stability properties of the GM-2 algorithm, the
gradient technique is used again but a criterion in terms of the a posteriori prediction
error is considered:

1
min J(k+1) = = [ecL(k + 1)]°. (2.85)
O(k+1) 2

The gradient of the criterion becomes:
dJ(k+1)  Oecr(k+1)
a(k+1)  90(k+1)

ecL(k + 1), (2.86)

and since the a posteriori prediction error is given by:
con(k+1) =ylk+1) — gk +1) = y(k + 1) — T [é(k; v 1)} k), (2.87)

one gets:

0k +1)

In this case, the Jacobian matrix d¢(k)/00(k + 1) is null as explained in section 2.
Introducing (2.88) into (2.86), the parameter adaptation algorithm becomes:

Gecnlb+1) _ v [é(k + 1)} (k). (2.88)

(k +1) = (k) + F,TT [é(k + 1)] o(k)ecr (k + 1), (2.89)

where F) is a constant matrix adaptation gain. This algorithm depends on ecr,(k + 1)
and T, [é(k + 1)] , which are functions of (k+1). For implementing the algorithm, these

terms must be expressed as functions of f(k) instead.
One can rewrite (2.87) as:

con(k+1) =y(k+1) -7 [é(zc)] (k) — {r [é(k + 1)} T [é(k)] }T oK),  (2.90)

or simply:
ccr(k+1) =edp (k+1) — AT (k + 1)p(k). (2.91)

Hence, one needs to express the increment of the vector of transfer function coefficients
AT'(k + 1) in terms of the prediction error. Two different approaches can be used to
achieve this objective.
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1. Although the algorithm (2.89) directly controls the parameter vector é, one can
assume that the evolution of the vector of transfer function coefficients I' [é(k)}

can be approximated by the evolution of the parameter vector controlled by the
primary improved gradient algorithm (see section 2). Therefore using (A.75), one
obtains:

AT (k+ 1) = Fyo(k)ecL(k + 1), (2.92)

where F, is a constant matrix adaptation gain (dim Fy # dim F}).

Introducing (2.92) into (2.91), the a posteriori prediction error is obtained in the

following form:
ed(k+1)
1) = oL 2.
alt D = T ETam) 29

and the algorithm (2.89) becomes:

R [é(k + 1)] d(k)eoy (k + 1)
1+ ¢T(k)FS p(k)

0(k+1) = 0(k) + (2.94)

2. Under the assumption that the Jacobian matrix I, (#) varies slowly and/or the
parameter vector increments Af(k + 1) keep small, linearization can be applied:

AT(k+ 1)~ T}, [é(k;)] Ak + 1), (2.95)
From (2.89) one obtains:
Ad(k+1) = AT [é(k + 1)] ¢(k)ecr(k + 1), (2.96)
and therefore:

AT(k+ 1)~ T [é(k)] AT [é(k n 1)] d(k)ecn(k +1). (2.97)

Introducing (2.97) into (2.91), the a posteriori prediction error is obtained in the
following form:

een(k+1) = okt , (2.98)
L+ 6T (k)T B0k + 1)| FETGE [0(k)] o(k)
and the algorithm (2.89) becomes:
A : AT 0k +1)] o(k)ee, (k +1)
Ok +1) = (k) + (2.99)

L+ G ()T, |00k + 1)] FITE [0(k)| o(k)

One can see that both algorithms (2.94) and (2.99) still contain the term I'; [é(k: + 1)] .

Under the assumption stated above in order to apply the linearization (2.95), one can
resolve:

r, [é(k + 1)} ~T), [é(k;)] . (2.100)
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Finally, introducing the approximation (2.100) into (2.94) and using the scalar adap-
tation gains oy and «s, the IGM-1 state-space parameter adaptation algorithm for SISO
systems can be summarized:

A Ty 0] o(k)zey(k + 1)
O(k+1) = 6(k)+ 1 T aad () o(k) (2.101)
Sulk+1) = ylk+1) =T [0(k)] 6(k)

Correspondingly, the IGM-2 algorithm is obtained from (2.99):

aaTy" [00k) | ok}t (k + 1)
1+a1¢T() (00| 5T [000) | (k) (2.102)

O(k+1) = 0(k)+ T
sk +1) = ylk+1) =7 [0k)| 6(k)

One should note that the IGM-1 and IGM-2 algorithms have the advantage of a closed
analytic form.

2.6.3 The SISO RLS-2 Algorithm

One starts with the least squares (LS) criterion:

k R 2 K . 2
. . N _ N T -
min () = 3 {u() =3 [10(0)] } =32 {ut) -1 o] oli =)} (2109
To get the value of 0(k), which minimizes the criterion (2.103), one seeks the value that
cancels 0J(k)/00(k):

ag((;;) _ —2i1 [y 17 [60)] oG~ DT [dm)] ot~ =0, (2100

where the Jacobian matrix I';(6) is introduced by:

© 0a1(0) dai(0) T
80; T 004
aa,;(e) . 8(17;(9)
/ 81“(0) 90 cee 90
Ty(0) = 00 a6, (0) oD | - (2.105)
901 T 904,
obu®)  obu(0)
004 T 89d0 |
From (2.104) one obtains:
k k

ST 00| 66— DT [0k 66— 1) = Sy [0k)] 6 1), (2.106)
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and transposing both sides:

i {7 [8(k)] 0 - 166 — 1) 1 [6k)] = i{ D™ - 1)1, [ak)] . (2107
i=1 —
One can see that the Jacobian matrix I [é(k)] is ready to be canceled out of (2.107).

However, since this matrix is not generally square, its rigid inverse cannot be found.
Therefore, the resulting equation (2.108) is not equivalent, but it can be understood as a
sufficient condition (which is not always necessary):

Z T [é ] P =167~ 1) = Y y(i)o" (i~ 1). (2.108)
Re-transposing (2.108), the following form is obtained
k k

[Z Bli —~ 1)¢"(i - 1)] P[] = Yot - 1), (2.109)

in which:

F(k)y™ =Y (i —1)¢"(i — 1). (2.111)

=1

Replacing I' [é(l{)] by 0(k), these formulae become equivalent to (A.83) and (A.84).
Hence, the procedure shown in section 2 can be used to obtain the recursive algorithm:

r [é(k + 1)] . [é(k)] 4 F(k+ Do(k)esy (k + 1), (2.112)

e 1) — F - FRO0O 0 F(R

1+ ¢ (k) F(k)o(k) -

This result can be easily interpreted. The algorithm is a traditional recursive least

squares algorithm for an estimation of black-box model parameters, in which the vector

of transfer function coefficients is represented as I'(f). However, the aim is to estimate

the parameter vector 6. Therefore, the algorithm must be expanded to contain the direct

0 estimation.

For this purpose, linearization is applied. Using (2.112), one obtains:

(2.113)

AT(k+1) =T [é(k + 1)} T [é(k)] — F(k + 1)o(k)edy (k + 1). (2.114)

Under the assumption that the higher-order terms in the Taylor series expansion of
r [é(k)] can be neglected, the difference AT'(k + 1) can be approximated by a first-order

formula:

AT(k+1) ~ T}, [é(k:)} Ad(k + 1), (2.115)
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where:
AOk+1)=0(k+1)—0(k). (2.116)
The equation (2.115) represents a system of 2n linear equations with dy unknowns, in
which AG(k +1) is a vector of unknowns and T, [é(k‘)] is a 2n x dy dimensional equation

system matrix. Hence, three different cases can be distinguished:

e 2n = dy, i.e. the number of transfer function coefficients is equal to the number
of estimated parameters. The Jacobian matrix I'j [é(k‘)} is square, and if it is

S ra 71—l
nonsingular, the inverse I, [9(1{)} can be found and the system (2.115) has a
unique solution.

e 2n < dy, i.e. there are more parameters to be estimated than transfer function
coefficients. The system (2.115) may be underdetermined and infinity solutions
possibly exist. However, one of them can be selected using an additional criterion.

e 2n > dy, i.e. there are less parameters to be estimated than transfer function
coefficients. The system (2.115) may be overdetermined and it possibly does not
have any exact solution. However, an optimal solution in the least square sense can
be always found.

The appropriate algorithms for solving under- and overdetermined systems of equations

are implemented in MATLAB® slash operator, for example. Thus, the solution of (2.115)

can be obtained: )

AG(k+1) =~ T [é(k)]( ) AT(k + 1), (2.117)

1| A (1)
where Iy [0( )} denotes so-called pseudoinverse or generalized inverse of the Jacobian
matrix 'y [é } see [SS89] for theoretical treatment of this issue).

Putting (2.114), (2.117) and (2.116) together, the recursive formula for parameter
vector estimate is gained:

-1

0(k+1) = 0(k) + T [é(k)} o Fk+1)¢(k)edy (k + 1), (2.118)

and replacing (2.113) by (A.102), the RLS-2 state-space parameter adaptation algorithm
for SISO systems can be summarized in the following three equations:

Ok+1) = 0(k)+T, [é(/g)]( 'k + D(k)eiy (k + 1)

1 F(k)p(k)¢" (k) F (k)

iD= M’f)[ - 2 1 G (k) F (k) (k)

k1) = ylk+1) = T7 [0(k)| 6(k)

(2.119)

One should note that when transforming the vector of transfer function coefficients
r [é(k + 1)} to the parameter vector 6(k 4 1), two sources of inaccuracy arise:
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1. The linearization used in (2.115) if I'(#) is a non-linear function of 6.
2. The pseudoinverse used in (2.117) if the system (2.115) is overdetermined.

Therefore, the stability and convergence properties of the algorithm are difficult to ex-
plore. They will always depend on the parametrization itself.

One can see that a numerical approach needed to compute the pseudoinverse matrix
in the RLS-2 algorithm is avoided in the GM-2, IGM-1 and IGM-2 algorithms. Hence,
the closed analytic form is an advantage of the GM-2, IGM-1, IGM-2 algorithms over
the RLS-2 algorithm. However, stability and convergence still cannot be assured. In
addition, gradient algorithm generally suffers from lower performance.

In the following section, we give an extension of these algorithms (GM-2, IGM-1,
IGM-2, RLS-2) for MIMO systems.

2.7 State-space Identification Algorithms for MIMO
Systems

Let’s consider a MIMO discrete-time state-space model now:

x(k+1) = Ag(0)z(k)+ Bo(0)u(k), (2.120)
y(k) = Co(0)x(k) + p(k),

where z(k) is an n-dimensional state column vector:

w(k) = [x1(k) ... za(k)]", (2.121)
u(k) is an r-dimensional input column vector:

w(k) = [uy(k) ... up (k)" (2.122)
y(k) is an s-dimensional output column vector:

y(k) = [ (k) - ys(R)]T (2.123)
and w(k) is an s-dimensional output disturbance column vector:

p(k) = [pr(k) - ps(R)]" (2.124)

Hence, one has an nth-order MIMO model with r inputs and s outputs, and the state-
space matrices are of the following dimensions:

dim Ap(f) = nxn,
dim By(f) = nxr,
dimCy(f) = sxn.

As usual, 0 is a dp-dimensional parameter vector:

0=10 ... 04" (2.125)
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The state-space model (2.120) replaces the black-box model in the closed-loop identi-
fication scheme (see fig. A.1). One should note that all the quantities marked in fig. A.1
become vectors of appropriate dimensions.

The input-output transfer operator of the model (2.120) is an s X r dimensional matrix
given by:

q 'Coadj(I — q~'Ay)By

W@ =g Col =g A0) ' By = 2.12
Sy (q ) q OO( q 0) 0 det (] _ q_lAO) ( 6)
Denoting the numerator and the denominator:
- B(q")
Splg™h) = , 2.127
y (q ) A(q_l) ( )
B(g™) = ¢ 'B*(¢7), (2.128)
Algh) = 1+q 'A%, (2.129)
one obtains:
B(q™) = ¢ 'Coadj(I —q ' Ag)Bo,
Alg™) = det(I—q A, (2130)
B*(¢7') = Coadj(I — g "Ao)B,,
2.131
A = q(det (I - g7 Ag) — 1) (2131
and the output of the plant is given by:
y(k+1) = Spulg Hulk+1)+p(k+1),
y(k+1) = —A'y(k)+ B*u(k) + Ap(k +1). (2.132)

As expected, the equations (2.130)—(2.131) derived for MIMO systems formally corre-
spond to the equations (2.64)—(2.65) derived for SISO systems. In this case, the numerator
of the transfer operator Sy, (¢™") is an s X dimensional polynomial matrix of the following
form:

B¢~ ... BY(q7)
B(g™") = : : , (2.133)
B g .. BY(q7)
where B (q71) (for j =1,...,sand i = 1,...,7) denotes the numerator of the transfer

operator between the ¢th input and the jth output:
Big Yy =bqg 4 g (2.134)
On the contrary, the denominator is a common polynomial:
Al =1+a g+ +ag ™ (2.135)

Since the numerator B(q™!) contains nrs coefficients and the denominator A(¢~!) con-
tains n coefficients, there are n(rs+1) different transfer function coefficients in the MIMO
case.
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Taking into account that state-space matrices Ay(8), Bo(6), Co(6) are functions of the
parameter vector 6, the equations (2.130) or (2.131) also define all the transfer function
coefficients as functions of #. Therefore using (2.130) or (2.131), one can determine the
function I'(6), which transforms the parameter vector @ to a vector of the transfer function
coeflicients:

T(0) = [a() b"(O) ... b"(0) ... ... pL(O) ... b ()] (2.136)

where:
a(@) = [a1(0) ... an(0)], (2.137)
vO) = [b]'(0) ... bI(0)]. (2.138)

In this case, I'(#) is generally a non-linear n(rs + 1)-dimensional vector function of a
do-dimensional parameter vector #. It is assumed differentiable again.
Using (2.136), (2.132) can be rewritten to the regressor form:

y(k+1) = o(k)'(0) + Ap(k + 1), (2.139)

where (k) denotes the regressor matrix:

=Yi(k) Ui(k) ... Us(k) 0
p(k) = : - , (2.140)
—Y,(k) 0 Ur(k) ... Un(k)
using the notation
Yi(k) = (k) . sl n+ 1), (2.141)
Ui(k) = [ui(k) ... ui(k—n+1)]. (2.142)

The closed-loop predictor is given by:
gk +1) = o(k)T(0), (2.143)
where 6 denotes the estimated parameter vector:
. . . 1T
ezklmeﬂ , (2.144)

and ¢(k) the predictor regressor matrix:

~Yi(k) Ui(k) ... U(k) 0
o(k) = : " . (2.145)
Y, (k) 0 U(k) ... U.(k)
%%)z [9;(k) ... g;(k —n+1)], (2.146)
U(k) = [()”. (k—n+1)]. (2.147)

Replacing the fixed predictor of the closed-loop (2.143) by an adjustable predictor,
one obtains a prior: predicted output:

g%h+m:g@+uam]zamrpwﬂ, (2.148)



36 IDENTIFICATION IN CLOSED-LOOP FOR CONTROL DESIGN

and a posteriori predicted output:
gk +1) =7 [k T 100k + 1)] — (k)T [é(k: + 1)] . (2.149)

Consequently, the a priori and the a posteriori prediction error can be defined in the
usual way:

ce(k+1) = ylk+1)—y°(k+1), (2.150)
ec(k+1) = ylk+1)—gk+1). (2.151)

One should note that € and e¢y, are s-dimensional vectors this time.
Now, the MIMO state-space parameter adaptation algorithms will be derived in a
concise way. One should follow the pattern given in section 2.6 to gain a complete image.

2.7.1 The MIMO GM-2 Algorithm

As usual, one minimizes the quadratic criterion:

1
min J(k+1) = 2€CL(k + Degn(k+1), (2.152)
o(k)

using the gradient technique:

Bk +1) = (k) — p2ZE D (2.153)
00(k)
where F' is a constant matrix adaptation gain, and the gradient is given by:
° T
OJUkt+1) _Oeenk+ 1) o )y q). (2.154)
00(k) 09 (k)
Since the a priori prediction error is defined as:
k1) =yl + 1) = §°(k + 1) = y(k +1) = o(k)T |0(k)] (2.155)
one can continue:
850L(k + ) T T 99 (k) A
el T o o)) o"(k) — S22 o 1 [ak)] (2.156)
505 o] k) - 5555 ©T 060

where 8¢(k)/00(k) is a tensor-like structure obtained by differentiating each element of
the predictor regressor matrix ¢(k) defined by (2.145)-(2.147) with respect to the pa-
rameter vector 6(k). Hence, the dimension of d¢(k)/00(k) can be symbolically expressed

as:
dim 8%(1{:)
00(k)

The operator ® realizes dot product along rows of the same dimension, which is n(rs+1),
so that the resulting dimension is compatible with the other terms in (2.156):

i 221
00 (k

=sxn(rs+1) x do.

[é(k)] —dy x 5.
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As observed in section A.4, the derivative d¢(k)/d0(k) is generally nonzero in the
closed-loop identification scheme, and it is controller-dependent.
Introducing (2.156) into (2.154), the parameter adaptation algorithm (2.153) can be
rewritten:
5 iy [ T 9¢(k) ; o
Ok+1)=0k)+F Ty |0(k)| o (k) + 8@(@ o' |0k)| | ein(k+1). (2.157)
Using the scalar adaptation gain a;, the MIMO version of the GM-2 state-space parameter
adaptation algorithm can be summarized:

A~

0k+1) = (k) +a <r’9T {é(@] (k) + 222 or [é(k)}) e (k+1)

Serlk+1) = ylk+1)— ¢k |6(k)]

(2.158)
2.7.2 The MIMO IGM-1 and IGM-2 Algorithms
A quadratic criterion in terms of the a posteriori prediction error is taken:
1
min J(k+1) = =&y (k+ Decr(k + 1). (2.159)
0(k+1) 2

In order to minimize the criterion (2.159), the gradient technique is used. The gradient
is given by:
0J(k+1) ek +1)7

~ ~ ecL(k+1). 2.160
00k +1)  00(k+1) ok +1) (2.160)
The a posteriori prediction error is defined as:
contbh+ 1) =yk+1) — gk +1) = y(k + 1) — (k)T [é(k: + 1)] , (2.161)
and one obtains: -
65CL(k + 1) A T
— =TIy |0(k+1 k). 2.162
G TT 00+ )] 67 ) (2.162)

Introducing (2.162) into (2.160), the parameter adaptation algorithm becomes:
Gk + 1) = d(k) + F,0T [é(k + 1)} ¢ (k)ecr (k + 1), (2.163)

where F} is a constant matrix adaptation gain. One has to express the terms ecp,(k + 1)
and ', [é(kz + 1)] as functions of A(k) now.

One can rewrite (2.161) as:

eon(k+1) =y(k+1) — (k)T [é(/c)} — (k) {r [é(k + 1)] T [é(k)] } . (2.164)

or simply:

ecr(k+1) =gy (k+1) — ¢(k)AT(k + 1). (2.165)
As shown in section 2.6.2, two different ways are proposed to express AI'(k+ 1) in terms
of the prediction error.
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1. Using the results obtained for the primary improved gradient algorithm (see sec-
tion 2), one can similarly assume in the MIMO case:

AT(k+1) = Fo" (k)ecL(k + 1), (2.166)

where F is a constant matrix adaptation gain (dim F # dim F}).

Introducing (2.166) into (2.165), the a posteriori prediction error is obtained in the
following form:

ek +1) = [I+ (k) Fag" (k)] " 2y (k + 1), (2.167)
and the algorithm (2.163) becomes:

Ok +1) = (k) + BT [é(k + 1)} T (k) [1 +

+ Ok P (k)] 28y (k + 1), (2.168)
2. Applying linearization, one can assume:
AT(k+1) ~ T} [é(k)] Ak + 1), (2.169)
From (2.163) one obtains:
Ak +1) = FTT [é(k: + 1)] ¢ (k)eor(k + 1), (2.170)
and therefore:
AT(k+1) ~ T, [é(k)] At [é(k + 1)} ¢T(k)eor(k + 1). (2.171)

Introducing (2.171) into (2.165), the a posteriori prediction error is obtained in the
following form:

corlk+ 1) = {1+ o, [00k)] BT [0k + 1)] 67 (h )}_1 e (k+1), (2.172)
and the algorithm (2.163) becomes:

~

O(k + 1) = O(k) + F,T)T [ (k + 1)} T (k ){
+o(k)T, [é(k)] AT [é(k n 1)] ¢T(k)}* e (k1) (2.173)

Furthermore, the following approximation is utilized to finish the development of
(2.168) and (2.173):

r, [é(k; + 1)} ~T), [é(k)] . (2.174)

Hence, using the scalar adaptation gains o and s in (2.168), the MIMO version of the
IGM-1 state-space parameter adaptation algorithm is obtained:

O(k+1) = (k) + By
+ a3t [00k)| 67 (k) [T+ cx6(k)6" (k)| cen(k+1) | (2.175)
Stk +1) = ylk+1) = o(k)T |0(k)]
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Correspondingly, the MIMO version of the IGM-2 algorithm can be obtained from (2.173):

Ok +1) = O(k) +a, I [( )} T (k ){

+ (BT [006)] T [0)] 67 () ) e+ 1)
sk +1) = ylk+1) = o(R)T |6(k)]

2.7.3 The MIMO RLS-2 Algorithm

The least squares criterion takes the following form in the MIMO case:

min J (k) = i {uti) — [itowm) }T {0 = a0 } =

o(k)
_ Z Ly(i) — ol — 1T [d(k)] }T Ly(i) —oli — 11 [0k}

To minimize the criterion (2.177), one solves:

ZZ—ZZF 00| 67 = 1) {y(i) = 6 = DT |6k)] } =0,

where the Jacobian matrix I';(6) is introduced by:

B (90,1(0) 8(11(9) T
001 Tt 89d0
aa,;(e) ' 8aT;(9)
o
abl1 () abl1 ()
rgy = O | T o,
o 00 : :
o7 (0) a7 (0)
L 06 T 00q,
From (2.178) one obtains:
k k

O [0k)| D2 6™ = e — T |0(k)| = 157 [00k)] D 6™ (0 = 1y,

=1 i=1

and after canceling out the term I';’ [é(k)} , a sufficient condition is obtained:

[Z 0" (i — D)o — 1)] T [é(k:)} = Z ¢ (i — D)y(i).

(2.176)

(2.177)

(2.178)

(2.179)

(2.180)

(2.181)
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Therefore:
A k -1 g
rom)] = Z¢T<z’—1>¢<z’—1>] D= 1yli) =
= (k) Yo" = 1y(), (2.182)
in which: i
F(k)™t = Z¢T(i — )i — 1). (2.183)

These formulae are analogous to the formulae obtained in the SISO case. Therefore,
the well-known procedure can be utilized to derive a recursive form. However, one should
remember that ¢ is a matrix and y is a vector now.

The resulting recursive algorithm can be formulated:

DIk+1)] = T 6]+ Fe+ 16" (k)i (k+ 1), (2.184)
Flk+1) = F(k)— F(k)o (k) [1 +
FORERSTR)] o) F(h) (2185)

One can see that this algorithm is only able to estimate the transfer function coefficients
represented as I'(€). To include the direct 6 estimation, linearization is applied. Using
(2.184) to express:

AT(k+1) =T [é(k + 1)} T [é(k)] = F(k + 1) (k) (k + 1), (2.186)
and denoting: K R )
AY(k+1)=0(k+1)—0(k), (2.187)
the difference AI'(k + 1) can be approximated by a first-order formula:

AT(k+1) ~ T} [é(k)] Ad(k + 1), (2.188)

The equation (2.188) represents a system of n(rs + 1) linear equations with dy un-
knowns, in which Af(k + 1) is a vector of unknowns and T [é(k‘)} is an(rs+1) x dy

dimensional equation system matrix. Hence, the system (2.188) may generally become
under- or overdetermined. The solution can be expressed using a pseudoinverse:

Ab(k+1) ~ T, [é(k)] AP+ 1), (2.189)

1 | A (=1) r | A
where Iy [H(k)] is the pseudoinverse of the Jacobian matrix Iy [H(k)] (see [SS89] for

theoretical treatment of this issue).
Putting (2.186), (2.189) and (2.187) together, the recursive formula for parameter
vector estimate is gained:

-1

0(k+1) = 0(k) + T, [é(k)} oY F(k+1)¢T (k)edy (k + 1), (2.190)
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and taking the generalized matrix adaptation gain instead of (2.185), the MIMO version
of the RLS-2 state-space parameter adaptation algorithm can be given:

Ikt 1) = 60+ 1, [0 Bk o+ 08T (ke (k + 1)
A(k)

1
F%+1>—'Axm{F%”‘F%W(@[ N (2.191)
+o(k)F(k)o" (k)| ¢(k)F(k)

Seulk+1) = yk+1) = (k)L |d(k ]

2.7.4 A General Structure of PAA for State-space Systems

One can consider as a general structure the following PAA (integral type), which is given
in the similar way as in section 2:

Ik 1) = 6k + 15 [0 Bk -+ DT (Recuk + 1)
Fk+1)™" = A(F)F(R)™" + Aa(k)o (k)™ (k),
A = M
A2 == )\2[,
F0)>0,  Fk) ' >aF(0)", 0<a< oo (2.192)
Pl = {09 - o) |3
SR F ()67 (k) ] }
con(k+1) = ggL(k+1){1+¢T( )o(k) b

where the a priori predicted output is given by:
g [k 11000)| = o) [6(k)]
the a priori closed-loop prediction error is:
etk +1) =y(k+1) = [k +10(k) |
and the a posteriori closed-loop prediction error is:
conk+ 1) =y(k+1) -9 [k 10k + 1)] .

The different criterion functions that are summarized in table 2.1 and minimization
techniques lead to the different adaptation gain matrices in PAA.

One can see that GM-2, IGM-1 and IGM-2 algorithms correspond to the RLS-2 al-
gorithm using a constant adaptation gain matrix F(k + 1) = F(k) = F' > 0. Therefore,
the properties of RLS-2 algorithm, studied in the following sections, are assumed to be
closed to the properties of GM-2, IGM-1 and IGM-2 algorithms.

Remark 2 One step criterion used in the GM-2, IGM-1 and IGM-2 algorithms means
that at any instant k we have a different criterion with a different minimum. As time
goes on and the recursive algorithm is applied we hope to find the true minimum 6*.
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Table 2.1: Summary of the non-recursive and recursive algorithm criterions.
‘ ‘ Name H Criterion ‘

Non-recursive | GM || ming,, J(k + 1) = seen(k+ e (k+1)
IGM rmng(,€+1 J(k+1) = sed (k+ Decr(k +1)

LS | mingg, J(k)=, {{y(z‘) — i [l60)] } {u) — o [104)] }}

Recursive GM || ming,, J(k+1) = —5CL(I<: + Deg (E+1)
IGM | ming, ) J(k+ 1) = dedy (k + Decw(k + 1)

S {{y(i)_g 60 }T{y(z’)—@ 10(k)| }}+

+{rp-r[oo]} Fo {re -rlio))

RLS || mingq, J(k)

2.8 Properties of Parameter Adaptation Algorithms
for State-space Systems

The same techniques, as presented in section A.5, have been used to analyze the properties
of the parameter adaptation algorithms for state-space systems. This analysis is given in
appendix 2.8.

2.8.1 Convexity of Criterion Function

The criterion function of the recursive least squares (RLS-2) algorithm as a function of
the parameter vector 6 (see (2.177) and (2.144)), is given by:

i ( ¢(t—1I (9)>T <y(i) — i — 1)F(é)). (2.193)

=1

The same criterion function is obtained also for the other developed algorithms (GM-
2, IGM-1, IGM-2) if the time horizon is one sample, i.e. if i = 1. Therefore, all new
algorithms can be studied together, using the same theoretical analysis.

Assuming a particular parametrization of I'(d) function, () = M8, where M is the
square matrix given from the parametrization and 0 is the estimated parameter vector,
then the criterion function .J(f), given by (2.193), is a convex function.

Remark 3 The condition F(é) = M6 means that the transformation function F(é), given
by (2.136), is linear towards the parameter vector 0. In general, this restriction is difficult
to be satisfied for MIMO systems.

Proof: Any convex function T(X) : R' — R has to verify the following condi-
tion, [SW70] and [Roc82]:

TOAX: + (1= N)X) < AT(X)) + (1= MY (Xo)
VYA € (0, 1); VX, X, € R.
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In this case J (é) = T(X) and the convexity condition becomes for the criterion function
(2. 193) as follows:

Z { o(i — HYMOX; + (1 — A)XQ)}T {y(i) — o — DMOX; + (1 — )\)Xg)} <
AZ { o(i — 1 M)\Xl}T {y(i) (i — 1)M)\X1} v
(1-)) zk: {y(i) — (i — 1)M/\X2}T {y(i) — (i — 1)M)\X2} (2.194)

i=1
Using basic matrix operations, the inequality (2.194) becomes:

A2 i {cb(z' - 1)MX1}T {gb(z - 1)MX1}+)\Z { i1 MXl}T o —1) MX2}

=1

{
/\Qi {—(Z)(é . 1)MX1}T {gb(z _ 1)MX2}+)\Z { i1 MX2}T {¢ i~ 1) MXl}
{

1=

)\Z{ d)z—lMXg} {¢(i—1)MX2}+A2§k:{ z—1MX2}T qﬁz—lMXl}

k
=1 =1

=1

2 Z{ é(i — 1) MXQ} {W . 1)MX2}+)\i {—¢(z‘ - 1)MX1}T {W - 1)MX1} <0

(2.195)

The term (A% — \) can be separated as follows:

(A2 — /\){ zk: {qﬁ(i - 1)MX1}T {¢>(z’ - 1)MX1} - {(;S(i - 1)MX1}T {(b(i . 1)MX2} -

=1

{¢>(¢ _ 1)MX2}T {¢(i - 1)MX1} n {¢(i - 1)MX2}T {d)(i — 1)MX2}} <0

(2.196)

Finally, the inequality (2.196) becomes:
k

MA =1 {606 - DMX, — 0l - )MX.} {0~ D)MX, — o6~ DMK, } <0

i=1

(2.197)

which is always true because the term inside of the summation is a quadratic form and
(A=1) <0.

2.8.2 Stability of PAA in a Deterministic Environment
Equivalent Feedback Representation of PAA

In the case of recursive least squares or of the improved gradient algorithm, the following
a posteriori predictor has been used, see (2.149):

Gk+1) =7 [k+ 10k + 1)] — (k)T [é(m 1)]. (2.198)
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A~

Assume that the transformation function I'(#), given by (2.136), is linear in the parameter
vector 6, i.e. I'(6) = M6. Then (2.149) becomes:

Gk +1) =19 [k 10k + 1)] — S(k)MAK + 1). (2.199)
The PAA has the following form, see (2.192):

O(k+1)=0(k)+T, [é(/{)} Y F(k+1)¢"(k)ecr(k + 1) (2.200)

~

and if [(d) = M6 then T [é(l{:)} = M. This enables to write (2.200) as:
O(k+1) = 0(k) + M 'F(k + 1o (k)ecw(k + 1). (2.201)

A vector of the parameter errors is defined as follows:

0(k) =0(k)—0. (2.202)
Subtracting € in both sides of (2.201) and taking into account (2.202), one obtains:
Ok +1)=0(k)+ M 'F(k+1)¢" (k)ecr(k + 1) . (2.203)

From definition of the a posteriori prediction error ecy,(k+1) given by (2.151) and taking
into account (2.139) for zero output disturbance noise p(k) = 0 (deterministic case) and
(2.202), one gets: )

ecn(k+1) = —Hy(q¢ )0 (k + 1)o(k), (2.204)

where H.(g™') is a transfer function matrix given from the closed-loop predictor. It will
be defined in the following. Using (2.203), one can write:

0" (k + 1) (k) = 0(k) o (k) — (k)M F(k)p(k)ecr(k +1). (2.205)

Equation (2.203) through (2.205) defines an equivalent feedback system illustrated in
fig. 2.1. Equation (2.204) defines a linear block with constant parameters on the feed-
forward path, whose input is —0T (k + 1)¢(k) in the similar way as in the case of SISO
black-box model identification in section A.5. This block is characterized by a transfer
function matrix H,(g~') in the case of output error predictor (OE plant model). Equa-
tions (2.203) and (2.205) define a non-linear time-varying block in the feedback path.

The equivalent feedback representation associated to PAA is also formed by two
blocks, namely the linear time-invariant block and the non-linear time-varying block,
as presented in section A.5. Therefore, the passivity (hyperstability) properties have
been used for the stability analysis of such feedback system.

Stability of PAA Using the Equivalent Feedback Representation

Assuming that the closed-loop system (with the controller transfer function matrix K)
is stable and the function I'(6) is linear in the parameter vector 0, i.e. I'(6) = M0, the
recursive parameter estimation algorithm given by (2.192) assures

klim &TCL(k + 1) = O,
l|lo(k)|| < C, 0 < C < o0, Vk
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Linear block

Non-linear time-varying block

Figure 2.1: Equivalent feedback representation of PAA associated to the output error
predictor (OE plant model) for MIMO systems.

Design systen#

Figure 2.2: Closed-loop identification scheme for MIMO systems.

for all initial conditions A(0), £&; (0) and ¢(0) if

T —1 -1 )\2 —1/ g% * -1 )\2
H(:") = H(z) = I = I+ (A" + B'K)| -1 (2.206)

T

is strictly positive real matrix, where: max (A2(k)) < Ay < 2.

Proof: Assume that the plant is described by the input-output transfer operator of the
true system Gs = Syu(g™ ') (see (2.126)) and it is operated in closed-loop with a digital
controller K(g~1) (without lack of generality) as it is shown in fig. 2.2.

The output of the plant operating in closed-loop is given by:

y(k+1)=—-A"y(k)+ B*u(k) + Aw(k+ 1)+ p(k + 1). (2.207)

In deterministic case, w(k + 1) = 0, p(k + 1) = 0. Therefore the output of the plant
becomes:
y(k+1) = —A"y(k) + B*u(k) = p(k)I'(0), (2.208)
where .
B*(q™") = Coadj(I —q 'Ay)DBy,

A (g = q(det (I —q"Ag) —1). (2.209)
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For a fixed value of the estimated parameters, the a posteriori predictor of the closed-loop
is expressed as:

Gk +1) =7 [k+ 100k + 1)] — (k)T [é(m 1)]. (2.210)
Then the closed-loop a posteriori prediction (output) error can be expressed as follows:
ek +1) = y(k +1) — gk + 1) = p(k)T(0) — $(k)T [é(k + 1)} . (2.211)

The aim of the following mathematical operations is to transform (2.211) to similar
form (A.121), presented in section A.5, which is useful for passivity feedback system

analysis.
The term ¢(k)I'(#) in (2.211) can be written using (2.208) as follows:

o(k)T(0) = —A*y(k) + B u(k) + A*j(k) — B a(k) — A*(k) + B a(k).  (2.212)

Using the following expressions:

u(k) —Ky(k) + w(k),
a(k) —Kj(k) + w(k),
glk+1) = —A"5(k) + Ba(k) = o(R)T |8k + 1))
the relationship (2.212) becomes:
(k)T (0) = —A"y(k) — B Ky(k) + A(k) + B Kij(k) + ¢(k)T [é(k + 1)}
= ORI |0k +1)] + A" (3(k) — (k) ) + B'K (3(k) — y(k))
= SR [0k + 1] + (4" + BK) (3k) — (k) (2.213)

Assuming that the A* = A*, B* = B* and ecp,(k) = y(k) — (k) the equation (2.213) can
be expressed as follows:

o(T(O) = (k)T 0] — <A* + B*K) con (k) . (2.214)
Then the equation for the a posteriori prediction error (2.211) can be written as:

conlk+1) = (k)T ]0] - (A* + B*K) ecr (k) — p(k)T [é(k + 1)}

= (R{T 0] =T |0k + )] J = 2 (4" + BK )ecu (k)

= oW{rE-T [0k +1)] } - ¢ (4 + B'K)zcrlk+1). (2.215)

One can separate the a posteriori prediction error from (2.215) as follows:

1

ecLlk+1) = {J AT+ B*K)}_ ¢(k;){r 9] - T [é(k; + 1)} } . (2.216)
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Strictly passive system

Passive system

Figure 2.3: Transformed equivalent feedback systems associated to the PAA with time-
varying gain for MIMO systems.

Moreover, if there is a unique solution of the function I'(d) = M6 then (2.216) becomes:
1 ! A
ec(k+1) = {1 YA+ B*K)} gb(k)M{G — 0k + 1)} . (2.217)

Now, one can use the results, [LS79] and [Lan80], on the global asymptotic stability
of the feedback system that is composed from a linear time-invariant feedforward block
belonging to the class L(A) and a linear time-varying feedback block belonging to the
class N(A).

Using the Theorem 2.1 from [Lan80], it can be shown that in a deterministic environ-
ment the sufficient condition for

lim {r[e] T [é(kﬂ)] } —0

k—oo
together with the boundedness of ¢, (k + 1) for any initial condition is that:

, -1
H(:Y) = H(Y) - %1 - [1 A B*K)] - %1. (2.218)

is strictly positive real matrix, where max (Aa(k)) < Ay < 2 and the term H,(z7') is given
by:

Ho(=Y) = [1 YA 4 B*K)} . (2.219)

The feedback system corresponding to the PAA time-varying gain for MIMO systems is
shown in fig. 2.3.

2.8.3 Parametric Convergence Analysis in a Stochastic Envi-
ronment
If the estimated parameters do not converge to the values corresponding to the determin-

istic case (under same input richness conditions), the resulting estimates is called biassed
estimates, and the corresponding error is termed asymptotic bias.
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One of the objectives of closed-loop identification is to obtain asymptotic unbiased
estimates in the presence of noise on the plant output. We shall use for this analysis the
Ordinary Different Equation (ODE) approach [Lju77] and a specific results for a class of
parameter estimation algorithms, [DL80].

Using a decreasing adaptation gain a possible equilibrium point 0=0is given by the
condition:

E{o(k)p(k+1)} =0 (2.220)

i.e., the observation vector and the image of the stochastic disturbance in the adaptation
error equation should be uncorrelated. This observation is used in an averaging method
for the analysis of PAA in a stochastic environment.

The Averaging Method for the Analysis of Adaptation Algorithms in a
Stochastic Environment

We will try next to further explore the effect of the stochastic disturbances by examining
the behavior of the PAA for large k, when the adaptation gain is very small by using an
averaging approach. To simplify the analysis, without loss of generality, we will consider

1
F(k) = T i.e., the adaptation gain F'(k) tends to zero when k — oo (vanishing adaptation

gain). Consider an algorithm with scalar decreasing adaptation gain of the form:

A~

O(k +1) = 0(k) + %gb(k)eCL(k: +1), (2.221)

where ¢(k) is the measurement vector and ecr,(k + 1) is the a posteriori adaptation error.
Taking a number of steps N such that 1 < N < k, one obtains from (2.221):

~

O(k+N+1) = 0(k)+

¢(k +i)ecn(k +1+1)

0 47

Il
o

k41

7

(k) + <

1
k41

Q

> ﬁ ; o(k +i)ecL(k +1+1i) (2.222)

1

In general, ¢(k +¢) and ecr,(k + 1 +4) will depend on the values of é(k + ). Since

k41
is very small, #(k + i) is slowly varying and one can write:
1 < - A .
N1 ZO ¢k +i)ecL(k +1+1) = N1 ZO ok +1,0(k))ecn(k +1+14,0(k)), (2.223)

where ¢(k + i, 91(1{:)) and ecr(k + 1 + 4, é(k)) are stationary quantities generated when
i >0, one fixes 0(k + 1) = 0(k).
If N is sufficiently large:

ﬁZWk—I—Z’,é(k))E@(k—i—1+i,é(k)) ~ E{¢(k+i,§(k))5CL(k+1+i,9(k))}

= f(O(k)) (2.224)
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and (2.222) becomes:

Bk +N+1)— (k) ~ (Zkii)f(é(k:)). (2.225)

When k£ — oo (2.225) can be considered as a discrete time approximation of the
Ordinary Different Equation (ODE):

dé -
o =10 (2.226)

where:

Moo

AT,ﬁV—H £ Zk—k"
7

1=0

F0 = E{¢(k,é)sCL(k+1,é)}. (2.227)

The correspondence between the discrete time k£ and the continuous time 7 is given by:

T o= Zl (2.228)

Equation (2.225) can be interpreted as a discretized version of (2.226) with a decreasing
sampling time. Equation (2.226) is an average type equation since the right hand side
corresponds to the averaging of the product of stationary process ¢(k, é)&CL(/f + 1,@)
evaluated for a value 6 of the estimated parameters.

The asymptotic behavior of (2.226) gives information upon the asymptotic behavior
of the parameter adaptation algorithm in stochastic environment, [Lju77]. To use this
analogy, there is an assumption of the stationary process ¢(k + 1, é) and ecp(k + 1, é)
existence for any possible value é(l{:) This signifies that the system generating ¢(k) and
ecn(k + 1) are stable for any possible value 0(k) generated by (2.221).

Once this assumption is satisfied, the ODE of (2.226) can be used for the analysis of
the asymptotic behavior of the adaptation algorithm of (2.221). The following correspon-
dences between (2.221) and (2.226) have been established:

1. The equilibrium points of (2.226) correspond to the only possible convergence points
of the algorithm (2.221).

2. The global (or local) asymptotic stability of an equilibrium points 6* of (2.226)
corresponds to the global (local) convergence with probability 1 of the algorithm
(2.221) towards 6*.

The first step for effectively applying the associated ODE for convergence analysis is
the evaluation of f(#) which requires the knowledge of the equation governing ecy,(k +
1, é) However, for many recursive schemes used for identification the equation governing
eon(k+1, é) has a normalized form and therefore, one can obtains the following stochastic
theorem which can be used, (Theorem 4.2.1 in [LLM97]):
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Theorem 2 Consider the recursive parameter estimation algorithm.:

Ok +1) = 0(k)+ F(k)p(k)ecw(k + 1),
Fk+1)™t = Fk)™ -+-A2( Yo(k)oT (k), (2.229)
0< Nao(k) <2, F(0) >

e Assume_that the stationary process ¢(k, é) and ec(k + 1,@) can be defined for
0(k)=90.

o Assume that é(k’) generated by the algorithm belongs infinitely often to the domain
Dy for which the stationary process ¢(k, 0) and ecr(k + 1,60) can be defined.

o Assume that ecp(k + 1, é) s a given by an equation of the normalized form:
ecn(k+1) = Ho(qg Yo  (k, 0)[0" — 0] + we(k +1,0), (2.230)
where H.(q7') is a discrete transfer operator, ration of monic polynomials.
o Assume that either:

a) w(k + 1,@) is a sequence of independent equally distributed normal random
variables (0,0), or

b) E{¢(k, 0),w:(k+1,6)} =0.

A

Define convergence domain: D, = {0 : (¢™(k, 6))[0* — 0] = 0}.
Then if there is g : max (A2(k)) < Ao < 2 such that:

(2.231)
is strictly positive real (SPR) discrete transfer function, one has:
H%{EEQMED$:L
Corollary 1: If ¢* (k, é)(@ — é) = 0 has a unique solution (richness condition) then the
condition H/(z7') given by (2.231) be strictly positive real implies that
Prob{ kh_}rglo Ok +1) = 0} =

1
Corollary 2: If the adaptation gain given by (2.229) is replaced by F(k) = EF’ F > 0.

Then the condition of (2.231) is replaced by the condition that H.(z~!) be a strictly
positive real discrete transfer function.
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The Closed-Loop Output-Error Algorithm

If a particular case of parametrization is assumed F(é) — M0, where M is a square
matrix, then the a posterior: prediction error in the presence of output disturbance noise
is given by:

1

ecr(k+1) = {1 b (A + B*K)}_ qﬁ(k;)M{& — Ok + 1)}

+{I +q (A + B*K)}lAp(k +1). (2.232)

Consider the recursive parameter estimation algorithm given by (2.192) with A\, (k) =
1. Define

ok, 0) 2 Ok ) |5(k)=b=const.» (2.233)
ec(k+1,0) 2 ecn(k+ 1)l 4(ky=f=const.» (2.234)
Dy, = {é : fl(z_l)S(z_l) + 2Bz YRz = 0= |z| < 1} (2.235)
Assume that é(k) generated by the algorithm belongs infinitely often to the domain
Dy for which the stationary process ¢(k, 0) and ecL(k + 1,6) can be defined.

Assume that p(k) is a zero-mean stochastic process with finite moments independent

of the reference sequence 7*(k).
If

, 1

H(zY = H(="Y) - %1 — {1 YA+ B*K)] - %1. (2.236)

T

is strictly positive real (SPR) transfer function matrix, where: max (A2(t)) < A2 < 2 then
Prob{ lim (k) € DC} ~1,

where D, = {6 : (¢ (k, 0))(§ — 6) = 0}. If, furthermore, ¢T(k, 6)(0 — 6) = 0 has
a unique solution (richness condition) then the condition H/(z7!) given by (2.236) be
strictly positive real matrix implies that

Prob{ Jim Ok +1) = 9} ~ 1.

Proof: Assume that the plant is described by the input-output transfer operator of the
true system Gs = Syu(¢™") (see (2.126)) and it is operated in closed-loop with a digital
controller K(g~1) (without lack of generality) as it is shown in fig. 2.2.

Then the closed-loop a posteriori prediction (output) error can be expressed as follows:

con(k+1) = y(k +1) — gk +1) = o(k)T(0) + Ap(k + 1) — ¢(k)T [é(k: + 1)] . (2.237)

Using the results from (2.212) through (2.214) one can write:

con(k+1) = (k)T [0] — (A* + B*K) eon (k) + Ap(k + 1) — ¢(k)T [é(k + 1)]
= ow{rEl-T[dk+ 1]} - g<A* + B'K ey (k) + Ap(k + 1)
_ ¢(k){F ] - T [é(k n 1)} } g (A* + B*K)aSCL(k F 1)+ Aplk+1).
(2.238)
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One can separate the a posteriori prediction error from (2.238) as follows:

calk+l) = {T+a' @+ B R} sm{re -1 [ok+1) )+

{1+ + B*K)}—lAp(k +1). (2.239)

Moreover, if [(0) = M0 then (2.239) becomes:

1

con(k+1) = {I AT+ B*K)}_ (b(k)M{H Ok + 1)} +

{I+q—1(A* +B*K)}_1Ap(k:+ 1. (2.240)

From (2.240), it results that, for 6(k) = 6,

1

con(k+1) = {I +q (AT + B*K)}_ qb(k)M{e - é} +

{I+qha+ B*K)}_lAp(k +1). (2.241)

which has the form of (2.230) of Theorem 2. Since p(k) and u(k) are independent, one
concludes that ¢(k,0) and p(k + 1,60) are independent for 8(k) = 6, and therefore:

E{d)(k, 0),we(k +1, é)} = E{¢(k, 0), {1 +q A+ B*K)}_lAp(k + 1)} —=0.
(2.242)

It results that global convergence toward unbiased estimates can be obtained with prob-
ability 1 if
’ -1 )\
H(:Y = [I YA+ B*K)} -2 (2.243)
is strictly positive real transfer function matrix. Notice that a similar convergence con-
dition has been obtained in the deterministic case.

2.8.4 Frequency Distribution of the Asymptotic Bias

The asymptotic expression for the bias distribution of model estimate plays important
role in the analysis of different identification method.

One can consider that the various recursive parametric adaptation algorithms try to
minimize recursively a quadratic criterion in terms of the plant model prediction error
or, in general, in terms of the adaptation error, and the optimal value of the estimated
vector is given by:

N

A 1 A A

0" = argmin lim — E 3y (k,0) ~ argmin E{c?; (k,0)}, (2.244)
bep k—oo N feD

where D is the domain of admissible parameters related to the model set and ecy, (%, é) is
the adaptation error.
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Under the basic assumption that:

N
1 .
khigo N Zé‘%L(k,@) < 00
k=1
one can use the Parseval Theorem to get a frequency interpretation of the criterion (2.244):
- 1T w 2
0" ~ arg min g Gecy, (€, 0)dw,

where ¢., (e, é) is the spectral density of the adaptation error (the i can be dropped
out). The (2.245) allows to assess the possible achievable performances of a given PAA,
e.g. a frequency distribution of the asymptotic bias. This method has been introduced
by Ljung, [Lju99].

Consider the closed-loop output error recursive algorithm where the excitation signal
w(k) is added to the controller output. Assume the system described by:

y(k) = Syalq " ulk) + H(q™ )e(k), (2.245)

where Sy, (¢!) is the input-output transfer operator of the model (2.120) and H(¢ ') is
the input-output transfer operator of the noise model.
The a posteriori prediction error is given by:

5CL<k) = Z/() @(k) R
= Syulg u(k) + H(qg ')e(k) — Sy
= Syulg ulk) + H(g™elk) = Spulg™)alk) + Syulg™)a(k) — Syulg™)i(k)
= (syu<q-1>—éyu<q—1>)a<k>+syu<q—1>(u<k:>—a<k>) H(g e(k) (2.246)

Using the following relationship:
u(k) = (k) = (= K(q k) +wik)) = (= K(g )ik +wk))
= —K(a)(yk) — 3k

the expression (2.246) becomes:

=
—~
’QI
-
~—
>

A

conh) = (Swla™) = Swla™))alk) = Syala ™K (™) (y(k) = §(k)) + Hlg™)e(k),
= (Swla™) = Sualg™) k) = Syulg ™)K (g™ ecr (k) + H(g )e(k),
which can be write as follows:
(1+Swla™HK @) zan®) = (Swla™) = Swla™))alk) + H(g ™ )e(k) (2.247)
One can separate ecr,(k) and (2.247) takes the form:

calh) = (1+ syu<q1>f<<ql>)‘1{ (Sula™) = Sula™) ) alk) + H(gek) }.

Syp<q—1>{ (Svula™) = Syula™) )ilhk) + H(g Me() ], (2.248)
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and using the expression:
a(k) = Sypla " w(k),

one obtains the following result:
For the case of the closed-loop methods, the formula for the estimated parameter
vector when number of data N — oo is

0* = arg min/ |Syp|2 [\Syu — gyu|2|gyp\2¢w + |H|2¢e] dw,
0eD J—x

where Sy, (w) corresponds to the true output sensitivity transfer function matrix between
the output disturbances vector p and the plant outputs vector vy, Syp (w) is the estimated
output sensitivity transfer function matrix, ¢y (w) corresponds to the spectral density of
the external excitation signals vector w, and the ¢.(w) is the spectral density of the noise
vector e. This formula shows that the noise does not affect the parameter estimation.

2.9 Simulation Experiments for SISO Systems

In order to compare the different state-space identification algorithms and study their
behavior, several simulation experiments are considered. In the case of SISO systems,
the experiments are performed in the closed-loop identification scheme (fig. A.1) using
the basic CLOE approach. One should note that, independently of the criterion taken,
the simulation results are controller-dependent. A SISO test plant S is operated by a
digital PID controller I which represents a special case of the RST controller depicted
in fig. A.1.

A Monte Carlo simulation with /N runs is carried out in order to examine the statistical
behavior of the algorithm with respect to different realizations of the output disturbance
noise p(k). One can introduce the mean value and the standard deviation of the jth
estimated parameter éj, respectively:

= 1 N 1 A R\ 2
i=1

i=1

where é; is the final estimate of the jth parameter obtained in the ith simulation run.

In order to evaluate the algorithm, the mean value of the parametric error and the
standard deviation of the estimated parameter vector are used. These criteria are defined
as follows:

do
= 1 =
h = d—Z\ej—ej\, (2.250)
05
do
1
o = — o, 2.251
dojzl J ( )

where 0; is the true value of the jth estimated parameter.
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In addition, the parametric distance defined by:

do

Dik) = | 3 [6:k) — 6] " (2.252)

j=1

is used to observe the evolution of the estimated parameter vector during one simulation
run 4.
The following discrete-time state-space representation of the test plant § is considered:

Ao — 0.9986 | 0.0001612 B _ | 1.648-10°
S 7 | =1r21| 09902 | 7° | 02031 |’

Cs = [ 1794-10° | 0 ].

This test plant represents a DVD focus actuator second-order system, [BBVHO03]:
2.9573¢™" + 2.9490¢ 2

S: Gs(gh)= : 2.253
s = T 088741 + 0.9915¢ (2.253)
The controller K has the following form:
07179 — 0.1382¢! . 4q72
K- K(q71)2007 79 — 0.1382¢" + 0.06654¢ (2.254)

1—0.8021¢=! — 0.1979¢—2

The sampling period is Ty = 0.162ms which corresponds to 20 times higher sampling
period then is used in an actual DVD drive.

In order to test the proposed state-space identification algorithms, various state-space
representations {Ao(6), Bo(#),Co(0)} of the plant S operated by the controller K are
identified in the following simulation experiments.

A pseudo-random binary sequence (PRBS), generated by a 11-bit register, added to
the controller output u is taken as excitation signal w. Its value alternates between +0.02
and —0.02 and its clock frequency is equal to f;/2. A zero-mean Gaussian white noise
of standard deviation o, is used as the output disturbance signal e(k) and a noise filter
H =1 has been considered.

2.9.1 Simulation Experiment 1

The following state-space representation of the test plant S is considered:

a0 = [ me = |,
Co0) = [ 65| 04 ],
for the parameter vector defined by:
0 =01, 05, 03, 04"

This parametrization (a canonical controller form) corresponds to the elementary case of
direct estimation of the transfer function coeflicients:

6 1 0 0 0

e s . 1o 10 0
PO =0=| 2| TO=I=|, 5 1 4
0, 00 0 1
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Table 2.2: Settings of the SISO experiment 1.

Initial parameter vector estimate 0(0) = [0, 0, 0, 0]
Standard deviation of white noise 0. = 0.00001
RLS-2 initial matrix adaptation gain F(0) = 10000/
RLS-2 variation profile sequence A (k) A1(k) =0.98
RLS-2 variation profile sequence Ay (k) Xo(k) =1
IGM-1, IGM-2 scalar adaptation gain a; = ag = 300
GM-2 scalar adaptation gain a=0.12
Number of simulation steps kena = 2047
Number of simulation runs N =100

Table 2.3: Results of the SISO experiment 1.

0[x107Y  &[x107Y]
RLS-2 9.972 +2.214
IGM-1 15.416 +1.216
IGM-2 15.416 +1.216
GM-2 15706 +357

This model structure is linear in its inputs but nonlinear in its parameters since the ride-
hand side of closed-loop predictor (2.70) involves the product of parameters by model
outputs that depend on 0. Identifiability of this model is satisfied (Laplace transform
approach [BA?O]). The true values of the estimated parameters are straightforward:

—1.9887
0.9915
2.9573
2.9490

0 =T(0) =

Table 2.2 gives an overview of the simulation settings. Omne can see that a constant
forgetting factor of 0.98 is selected as an adaptation gain variation profile for the RLS-2
algorithm.

The mean value of the parametric error 6 and the standard deviation of the estimated
parameter vector & are compared for the different algorithms in table 2.3. One can see
that the RLS-2 algorithm gives the best estimate, as expected. On the other hand, the
GM-2 algorithm provides a very inaccurate result. Since the Jacobian matrix I'y(6) is an
identity matrix, the algorithms IGM-1 and IGM-2 are equivalent. These facts can be also
observed in fig. 2.4, where the evolution of the parametric distance Dy(k) is illustrated.
The convergence speed of the GM-2 algorithm is very low in comparison with the RLS-2
algorithm. In addition, it becomes unstable if a wrong value of the scalar adaptation gain
« is selected. As the examples, the evolutions of the individual parameters for the RLS-2

and IGM-2 algorithms are illustrated in figs. 2.5 and 2.6, respectively. Mean values @ and
standard deviations of the individual estimated parameters o; for the RLS-2 and IGM-2
algorithms are given in table 2.4.
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Figure 2.4: Evolution of the parametric distance for one simulation run (SISO experi-
ment 1).

Table 2.4: Results of the SISO experiment 1, mean values and standard deviations of the

individual parameters.

| J L+ [ 2 | 3 [ 4 |
RLS-2 éj —1.9886 | 0.9914 | 2.9586 | 2.9466

0;[x107?] || £0.0364 | £0.0316 | £0.3301 | +0.4876

IGM-2 | 0; —1.9891 | 0.9920 2.9536 2.9506
o;[x107%] || £0.1225 | £0.0795 | £0.1293 | £0.1553
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Figure 2.5: Evolution of the estimated parameters for one simulation run (RLS-2, SISO
experiment 1).
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2.9.2 Simulation Experiment 2
The following state-space representation of the test plant S is considered:

—01+605| —0s5+0 1
Ao(0) = 11 2} 30 4}’ BO(Q)Z[T],

Co(0) = [91+92+93+94‘—93},

for the parameter vector defined by:
0 = [ela 027 037 94]T-

Since the state-space matrices are given in a canonical controller form, one can imme-

diately determine the vector of transfer function coefficients I'(¢) and its Jacobian matrix
Iy (6):

01 — 0, 1 -1 0 0

B 05 — 0, con 00 1 1
PO=1 0 100,40 |0 TO= 11 1 1
—b, 0 0 -1 0

This model structure is linear in its inputs but nonlinear in its parameters since the ride-
hand side of closed-loop predictor (2.70) involves the product of parameters by model
outputs that depend on 0. Identifiability of this model is satisfied (Laplace transform
approach [BA?O]). The true values of the estimated parameters are calculated to obtain
the transfer operator of the test plant S:

3.9291 —1.9887
5.9179 0.9915

O=1 50u00| = TO=1] 59573
_3.9406 2.9490

Table 2.5 gives an overview of the simulation settings. One can see that the constants
of 0.11 and 300 are selected as the scalar adaptation gains for the IGM-1 and IGM-2
algorithms, respectively. In additional, the four periods of the excitation signal w(k) has
been applied on controller output u(k) for the IGM-1, IGM-2 and GM-2 algorithms in
order to show their convergence properties in more details.

The simulation results are summarized in tables 2.6 and 2.7. Figure 2.7 shows that
the convergence speed of the RLS-2 algorithm remains unbeaten. The RLS-2 algorithm
offers the best estimation. The IGM-2 algorithm suffers from a lower convergence speed,
the IGM-1 and GM-2 algorithms have the worst convergence speed irrespective of the
scalar adaptation gain settings.

Figures 2.8 and 2.9 illustrate the evolution of the individual parameters in the case of
the RLS-2 and IGM-2 algorithms, respectively. One can see that the IGM-2 algorithm
requires more simulation steps than the RLS-2 algorithm to come near the true values.

The other state-space identification experiments are illustrated in appendix B.

2.10 Conclusions

This chapter introduces a new approach to the problem of state-space identification. As
a starting point, the family of closed-loop output-error algorithms has been considered.
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Table 2.5: Settings of the SISO experiment 2.

Initial parameter vector estimate

0(0) = 1[0, 0, 0, 0]"

Standard deviation of white noise o, = 0.00001
RLS-2 initial matrix adaptation gain F(0) = 100001
RLS-2 variation profile sequence A; (k) A (k) =0.98
RLS-2 variation profile sequence Ay (k) Ao(k) =1
IGM-1 scalar adaptation gain a; = 0.11
IGM-2 scalar adaptation gain as = 300

GM-2 scalar adaptation gain a = 0.015
Number of simulation steps (RLS-2) kena = 2047
Number of simulation steps (IGM-1, IGM-2; GM-2) | kenq = 8185 (4 periods)
Number of simulation runs N =100

Table 2.6: Results of the SISO experiment 2.

0[x107  &[x107Y]
RLS-2 21.45 +4.3247
IGM-1 7868 +0.4003
IGM-2 159.4 +1.3768
GM-2 8987 +13.65

Table 2.7: Results of the SISO experiment 2, mean values and standard deviations of the

individual parameters.

| J Lo+ [ 2 [ 3 [ 4 |
RLS-2 | 6, 3.9274 | 59160 | —2.9466 | —3.9381
0;[x107%] | £0.3510 | £0.3778 | £0.4876 | £0.5132
IGM-2 | §; 39153 | 58991 | —2.9352 | —3.9233
0;[x1079] | £0.1763 | £0.1372 | £0.1284 | +0.1087
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These algorithms can estimate the parameters of an ordinary black-box model, utilizing
the closed-loop identification scheme. This is of particular importance in adaptive control.
It has been shown in [LK97b] that the closed-loop identification algorithms are able to
provide a better predictor for the closed-loop via an estimation of the plant model in
comparison with algorithms operating in the traditional open-loop scheme.

The closed-loop output-error approach has been expanded in order to identify state-
space discrete-time models with given structure in this chapter. This issue has been
treated in a very general way.

Several novel recursive parameter adaptation algorithms have been proposed for this
purpose. The RLS-2 algorithm, which has been derived from the well-known least squares
criterion, incorporates a numerical optimization component represented by computation
of a matrix pseudoinverse. On the other hand, the IGM-1, IGM-2 and GM-2 algorithms,
which all use the gradient technique to minimize a one-step quadratic criterion, have the
advantage of a closed analytic form.

Extensive simulation experiments have been performed in order to study the behavior
of the newly proposed algorithms. Both SISO and MIMO test plants have been consid-
ered. One should refer to sections 2.9, B.2 and B.3 to obtain the particular results and
their interpretations.

In general, the RLS-2 algorithm possesses the fastest convergence. The strength of the
IGM-1 and IGM-2 algorithms lies in robustness, i.e. in their insensitivity to the realization
of the disturbance noise and to various initial settings (initial parameter vector estimate,
adaptation gain settings).

All the algorithms suffer from the typical disadvantages of gradient iterative methods.
Their convergence and stability are not guaranteed and they are not able to avoid the
trap of a local minimum of the objective criterion generally. Therefore, the stability in
a deterministic environment, parametric convergence and frequency distribution of the
asymptotic bias have been analyzed. These properties are always related to the actual
state-space model and its parametrization.

The particular case of parametrization, where the transformation function is linear
towards the parameter vector, has been assumed. The properties of the algorithms have
been shown for this parametrization and one can conclude that the canonical state-space
representation is the best theoretical case. Nevertheless, the parametrization function is
given in general way and the other parametrization can be of further interest for research.

Furthermore, the identifiability of each individual estimated parameter should be con-
sidered when constructing the parametrization of a state-space model. It generally de-
pends on two conditions: Identifiability of the transfer function coefficients and determi-
nation of the estimated parameters from the transfer function coefficients.

One should also note that the estimation of physical parameters of continuous-time
model via identification of a discrete-time state-space model requires the nontrivial trans-
formation from a continuous-time to a discrete-time model. This transformation is gen-
erally a non-linear and therefore, the analysis of the convergence, stability and bias dis-
tribution of the related discrete-time state-space model is difficult.
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The DVD Player System 3
Description

3.1 Introduction

This chapter is devoted to the description of the DVD player, and to the definition
of modelling the photodetector characteristic problem together with the control system
problem formulation.

Before going further in treating the modelling and control problem, we have considered
necessary to describe the general principles which make the system work. This would
render the subject of this work more accessible and easier to understand to the reader.

The contribution of our investigation in this chapter can thus be described in the
context of a pure description of the system under study, including the presentation of
optics and the description of principles used to generate the servo and the read-out
signals.

In section 3.2, the DVD drive architecture is presented. Section 3.3 gives a detailed
description of the optical procedure used in industrial systems for generating the posi-
tion errors and the data read-out signals. The problem of modelling the photodetector
characteristic is formulated here. In section 3.4, the servo mechanical system is pre-
sented. Section 3.5 describes the disturbance sources coming to the system. Specification
requirements on the focus and radial control loops are given in section 3.6.

Finally, in section 3.7, the industrial performance limitation together with the com-
parison between the CD and DVD player control difficulties are presented. Here, the
control problem is also treated. Conclusions are drawn in section 3.8.

3.2 DVD Drive Architecture

Almost all DVD drives rely on the same system architecture. In general, the drive can
be divided into a basic engine and a data path, symbolically separated by a control
signals bus, as presented in fig. 3.1. Apart from other specific DVD functions, the data
path provides also the interface between the basic engine and the host system (usually a
personal computer).

The rotating disk is read out without any mechanical contact with its surface. An
Optical Pick-up Unit (OPU) generates a laser beam to the disk and receives back the
reflected light, optically modulated by the disk geometrical structure. The OPU contains,
among other components, a semiconductor laser, optical elements to guide the laser beam
and a photodetector used to transform the optical power into electrical current.

By properly processing this current, two servo signals are derived for positioning the
laser beam along the disk radius and spiral, respectively. At the same time, a high-
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Figure 3.1: Schematic view of the DVD architecture.

frequency signal, carrying the information recorded on the disk, is also extracted and
forwarded to the decoding electronics.

The laser beam displacement along the vertical and radial directions, with respect to
the disk, is accomplished by two voice-coil motors. These actuators keep the laser beam
on track and in focus by executing fine displacements. An additional servo motor is
also used to perform large displacements of the laser spot along the disk radial direction.
This electromechanical construction is usually called as “two-stage” or “sledge-actuator”
servo [Sta98]. The functionalities of all electromechanical components are governed by
a firmware running on a micro Controller (uC). The decoding electronics process the
incoming high-frequency signal and regenerates the digital data, stored on the disk, that
are then processed by the data path and send to the host system. In the following
sections, a more detailed description of the DVD optics and servo mechanical subsystem
is presented.

3.3 The Optics

3.3.1 Optical Pick-up Organization

In fig. 3.2, a schematic view of the DVD mechanism for a single-layer single-side optical
disk is shown. The system is composed of an Optical Pick-up Unit (OPU) that retrieves
data from the disk. The optical disk is rotated by a Direct Current (DC) turntable motor
with the spindle rotation frequency f,o.

A laser diode (1) located in the OPU emits a laser beam which is guided through
the optical elements (2, 3, 4, 5, 7) to the disk information layer (10). An objective
lens (7) is the last optical element for laser beam focusing on the disk information layer
(10). The objective lens (7) can be moved in vertical direction z, to give focusing action,
and in radial direction z, to perform track following. It is suspended by leaf springs
and its position is controlled by electromagnets in vertical and radial directions (z, x),
respectively.
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Figure 3.2: Optical pick-up unit organization of the DVD mechanism for a single-layer
single-side optical disk.

In fig. 3.2, only the focus electromagnet elements (i.e. a focus coil (8) and a permanent
magnet (6)) are shown, because the radial electromagnet elements are placed in perpen-
dicular direction and cannot be easily shown on the same figure. To focus the incident
beams on the disk information layer (10), the focus coil (8) is placed in the electromagnetic
field of the permanent magnet (6), under the influence of the input current ig.

The mean beam (9) of incident rays meets the information layer (10) at a focusing
area (15) whose zoom is also illustrated in fig. 3.2. Here, the focused laser spot position
error (in next called shortly the spot position error (Az, Ax)) is the distance between
the laser spot and the real track position in vertical and radial directions (z, z).

The return beam (11) passes through the objective lens (7) and the optical elements
(5, 4). Then the return beam is splitted by a polarizing beam splitter (3) in perpendic-
ular direction to the beam emitted by the laser diode (1). Therefore the return beam
(11) passes through a cylindrical lens (12), shaping the laser spot that is falling on a
photodetector (13). The photodetector (13), composed of the four photodiodes (14) (A,
B, C, D), is a detection area (16) for the returned beam (11).

Since only light touches the disk information layer (10), the light intensity distribution
of the returned beam (11) carries knowledge about the information layer (10) position
with respect to the objective lens position (zobj, Zob;). The four photodiodes (14) (A,
B, C, D) are used to measure this light intensity distribution of the laser spot on the
photodetector (13). Therefore to generate the focus and radial error signals (ep, er) for
the controllers, the four output voltages from the photodiodes (14) (Va, Vs, Vo, Vp) are
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completely sufficient. The recorded data reconstruction is also realized from the output
voltages (Va, VB, Vi, Vb).

The goal of the control design is to minimize the focused laser spot position error
(Az, Azx) (measured from the output voltages (Va, Vg, Vi, Vb)), despite the presence of
internal and external disturbances, in order to preserve the read-out signal quality.

Digital Versatile Disk standard

Since the disk itself is part of the optical subsystem of a DVD drive, it will co-determine
the way the recorded information is being processed. Fortunately, the disk has been
standardized by the five books Book A-E, [ECMO1].

A DVD disk is a transparent plastic (polycarbonate) disk carrying a continuous spiral
of impressed pits. The impressed surface is covered with a thin metallic layer, on top
of which another plastic layer is being used for protection. The laser beam reads the
profiled polycarbonate surface from below, perceiving the impressed pits as bumps and
being reflected back by the metallic layer.

On a DVD, the digital information is organized as sectors of 2048 bytes plus 12 bytes
of header data. Blocks of 16 sectors are error protected using RSPC (Reed Solomon
Product Code). In addition, DVD uses an 8 to 16 modulation scheme, giving pit lengths
of 3 to 14 (minimum to maximum length), compared with CDs 3 to 11 obtained with
EFM (Eight to Fourteen) modulation. This makes the jitter specification (defined as the
standard deviation of the time variation of the read-out signal passed through the given
filter (equalizer)) slightly tighter for DVDs, see [ECM96] and [ECMO1].

Data are physically contained on a spiral-shaped track that evolves from the innermost
to the outermost position of the disk. The track is constituted by a sequence of pits and
lands of varying length as shown in fig. 3.3. The shape of the pits is prefixed and their
length can be distinguished because of the discrete distribution along the track, as shown
in fig. 3.4. Here, the pit length L, and land length Lj,,q are proportional with the
channel bit length Ti; = 0.133 pm, i.e. Lpiy = 3 — 14T and Liang = 3 — 13T for a
DVD. The distance gea of two subsequent track locations along the disk radius (track
pitch) is equal to 0.74 pm. The width of the pit is v ~ 0.4 pum.

Another important parameter of the pit geometry is its real mechanical depth dyrear =

A
4ny,
is the refractive index of the transparent substrate for a DVD. Its value determines the
reflected laser beam phase, generating then constructive or destructive beam interferences.
The read-out (high frequency) signal is given by the relief of the track that is detected
via light intensity measurements.

= 104nm, where A = 650 nm is the wavelength of the laser beam in air and n, = 1.55

3.3.2 Light Intensity Distribution

From physical optics it is well known that a light beam passing through an aperture of
dimensions which are small relative to the light wavelength A will give rise to Fraunhofer or
far-field diffraction. However, it can be shown mathematically that an aperture situated
just before a converging lens will also produce a similar Fraunhofer diffraction in the
focal plane of the lens. This situation is also characteristic for CD/DVD players where
the converging objective lens is used in the OPUs.
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Figure 3.3: Schematic view of the DVD impressed structure.

Figure 3.4: Simplified view of the disk impressed structure.
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The resulting light intensity of the focused laser spot depends on the incident illumina-
tion distribution coming through the optical system from the laser diode. Two interesting
cases can be distinguished.

If the incident illumination is uniform in distribution, then the normalized light in-
tensity I/l is given by a squared first-order Bessel function divided by a quarter of its
own squared argument as described by (3.1), which is well known Airy disk formula, see
e.g. [BW87] and [NFPOO]:

(3.1)

Io(f"(r—) . (2]1(27T - NA- m—l))27

- 27 - NA - rA-1

where 7 is the normalized focused spot radius on DVD (see fig. 3.5), A is the wavelength
of the laser beam, NA is the numerical aperture of the objective lens. The integral
representation of the Bessel function is given by:

T2

j—n 27 ) )
In(2) / e day, (3.2)
0
therefore, its first order, reduces to recurrence relation:

/0 o) = 3 (x). (3.3)

The Airy disk diameter da;y is usually taken to be the distance between the first two
minima, located on either side of the main peak, and is a quantitative measure of the
width of the focused spot. It can be shown that the width of the Airy disk is given by:
)‘f obj A

~1.22—, (3.4)

Apey = 1.22
Ay Ro; NA

where Rgp; is the objective lens radius, fo; is the objective lens focal length.
The numerical aperture is generally defined by:

NA = n, sin (¢n2lax) , (3.5)

where ¢« is the opening angle of the objective lens, as shown in fig. 3.2, and n, is the
refractive index of objective space, n, = 1 for the objective lens in air, [Mah98].

Fig. 3.5 illustrates the Airy disk focused spot profile, and the Airy disk diameter
dairy measurement. The numerical value dasy = 1.322 pm is given using the following
parameters: A = 650 nm and NA = 0.6.

An alternative expression for the spot size of the Airy disk is that of the Full Width
at Half Maximum (FWHM) daiy@win), also shown in fig. 3.5. The FWHM of the Airy
disk is: \

danyEwam) = 0.6 VA (3.6)

On the other hand, if the incident illumination distribution is Gaussian and assuming
it is untruncated by the aperture of the objective lens then the light intensity on the
DVD is given by the Gaussian distribution. The width of the Gaussian focused spot is
governed by the width of the incident Gaussian distribution in relation to the aperture
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Figure 3.5: The light intensity distribution of the Airy disk (solid line) and Gaussian (bold
dashed line) focused spot profiles illustrating the measurement of dasy and daiyEwrm
of the Airy disk profile, and d.-2 of the Gaussian profile.

diameter of the the objective lens d,. For example, when d, = Rop;/2 (i.e. the effectively
an untruncated Gaussian illumination), then the e~ diameter of the Gaussian intensity
distribution on DVD is given by:

ADfobj 4N A

=~ ~1.22 —. 3.7
7TRobj m- NA NA ( )

dy > =

Fig. 3.5 illustrates the Gaussian focused spot profile and the measurement of its di-
ameter d -2.

From the comparison between the Airy disk and Gaussian spot profiles, illustrated in
fig. 3.5, one can conclude that the Airy disk spot is narrower than the Gaussian spot, for
an untruncated incident Gaussian illumination. Therefore, the highest imaging resolution
is observed for a uniform incident objective lens illumination. However, the sidelobes in
the Airy disk focused spot can give rise to undesirable imaging phenomena, like the
crosstalks of the two adjacent tracks.

For these reasons, a compromise is usually done between these two incident illumina-
tions. Moreover, the optical abberations of the lens and the optical properties of generated
laser beam have to be taken into account during OPU design. In practice, the light in-
tensity distribution generated by the laser diode in the OPUs is close to the Gaussian
distribution as it is shown in fig. 3.6.

3.3.3 Focus Error Signal Generation: Modelling Problem De-
scription

Numerous optical properties have been used to generate focus error signal er from small
vertical spot position error Az in CD players, as presented in [BBH'85] and [Sta98],
but for DVD systems, the astigmatic method is the most widely used. The principle
of the astigmatic method is based upon an optical aberration, called astigmatism. This
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Figure 3.6: The focused laser spot and its light intensity distribution.

distortion is usually introduced by the cylindrical lens (12), see fig. 3.2. Fig. 3.8 represents
the simplified model of the reflected beam optical path, presented in fig. 3.2 from the
focusing area (15) to the detection area (16).

An astigmatic image is rotated with respect to its optical axis z and a focus error
signal ep can be extracted if a special arrangement of the four photodiodes A, B, C, D is
used. The focus error signal is given by:

er(Az) = (Va+ Vo) — (VB + V), (3.8)

where Vi, Vg, Vo, Vp are voltages from the quadrants A, B, C, D of the photodetector and
Az is the vertical spot position error, see fig. 3.2. The focus error signal e is feed back to
the servo system, to control the actuator fine displacement along the vertical direction z.

The photodetector (13) in fig. 3.2 provides a non-linear bipolar focus error charac-
teristic ep(Az), usually called S-curve, which is used to determine if the laser spot is
correctly focused on the disk information layer (10).

In fig. 3.7 an example of the S-curve measured in the time-domain ep(t) is presented.
This characteristic has been obtained from the industrial DVD-video player available in
the STMicroelectronics laboratories. As discussed in section 3.3.1, the light reflected from
the impressed pit/land grating is falling on a photodetector, by means of optical elements.
This spot can have variable size, depending on the de-focus Az existing between the disk
information layer and focused laser spot.

Some preprocessing procedures, described in section C.6, have to be carried out on
the measured data to obtain the focus error characteristic (S-curve) in the vertical spot
position error domain er(Az) from the time domain ep(t). Fig. 3.9 shows the focus error
characteristic ep(Az) after the preprocessing procedures.

Looking at figs. 3.8, 3.9 and 3.10, the principle used to generate the focus error signal
in a DVD player, can be easily resumed as follows:

e In the optimal focus condition Az = 0, the laser is correctly focused with respect to
the disk layer, and all the light reflected by the disk is focused on the photodetector
as a circular spot, whose intensity is equally distributed on its four quadrants. In
this situation, (Va + Vo) — (VB + Vb) = 0 and the so-called focus point is reached
(see point Ss in fig. 3.9), where the focus control loop can be locked.
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Figure 3.7: An example of measured S-curve, in the time-domain, from an industrial
DVD-video player.

e When Az > 0, the disk information layer is too far from its ideal position and the
reflected light forms on the photodetectors an elliptical shaped spot. The amount
of light reflected on the pair A and C is bigger than the one on the pair B and D,
so that (Va + Vo) — (Ve + Vb) > 0 and the point Sy is reached on the focus S-curve.

e When Az < 0, the disk information layer is too close from its ideal position and the
reflected light forms on the photodetectors an elliptical shaped spot. The amount
of light reflected on the pair B and D is bigger than the one on the pair A and C,
so that (Va + Vo) — (Vs + Vb) < 0 and the point Sg is reached on the focus S-curve.

e When the de-focusing Az becomes bigger (or smaller) than a pre-fixed value, then
the laser spot is reflected on the photodetectors as a slanting straight line. In these
cases, points Sz and Sy of fig. 3.9 delimit the so called linear zone of the focus error
S-curve. Inside this region the photodetector behavior can be assumed linear, and
a gain proportional to the slope of the S-curve, is used to characterize the relation
between input and output signals. This is very useful for control design, as will be
presented in section 3.4.1.

e When the objective lens is too far from the disk information layer, the spot is said to
be “out of focus”, and the generated focus error signal would be zero (the points Sy
and Sy in fig. 3.9). Similarly, the spot will be “out of focus” in the other direction,
when the objective lens is too close to the disk information layer, generating a
reflected beam larger than the detector size (the points Sg and Sy in fig. 3.9). In
both cases the amount of light falling in the photodetector is too weak to retrieve
information about focusing. The optimal focus condition is recovered by means of
software servo algorithms, implemented on a dedicated micro controller.

Parameters characterizing the S-curve are specified in [PEC00] and [SEC01]: The area
of the region delimited by its peaks is called lock-on range, and the physical distance
corresponding to this area represents the voltage range in which the system is able to
compensate the maximum actuator displacement to remain still locked. The acquisition
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Figure 3.8: Astigmatic method for focus error signal generation.

range is defined as the maximum distance from the focus point Ss, in which ep is large
enough to still allow the system to perform focusing. Finally, the S-curve symmetry gives
an indication on the quality of the error detection procedure. A very asymmetric S-curve
would lead to measurement problems, since the system should be electronically adjusted
to compensate the fact that the error signal ep is not equal to zero at the system’s best
focus.

Problem Description

Despite the S-curve practical importance, no simple analytical or numerical model of the
S-curve is available to our knowledge at present. These models could be important for
more sophisticated control system design and for testing its functionality (normal playing
mode, start-up procedure, calibration, error detection, offset compensation, etc.).

More complex models could be devised using diffraction theory to take crosstalk ef-
fects into account, see e.g. [MCWT96], [Mil98], [MU99], [UAMT00], [UMO1] and [Hop79].
However, the model complexity is an important issue, because the unknown model pa-
rameters have to estimated. Furthermore, the modelling using the diffraction theory is
very computational time-consuming.

Therefore, in appendix C, we propose the models of the S-curve, constructed from an
opto-geometrical analysis, to achieve compromise between complexity and accuracy.

Radial error signal generation and read-out signal generation are discussed in ap-
pendixes D and E, respectively.

3.4 The Mechanical Servo System

The DVD-video player servo mechanics is mainly constituted by three control loops that
keep the laser spot in focus on the disk information layer and, during playback, allow
the beam to follow the disk spiral. The servo circuitry must also be able to allow high-
speed tracks crossing in the radial direction without loosing focus, and to find the target
location on the disk (long jump or jump-n-track modes).

The three main control loops are in both the CD and DVD players:
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Figure 3.11: An industrial DVD mechanical servo system.

e A focus loop to ensure the distance between the objective lens and the disk.

e A coarse (low frequency) tracking loop to roughly position the Optical Pick-
up Unit (OPU), pulling the so-called sledge, in the vicinity of the desired tracks;
this is done with a long jump procedure.

e A fine (high frequency) tracking loop to lock the focused laser beam onto the
track position.

In addition, two others servo loops are used to regulate the speed of the turntable
motor (spindle motor control) and to load/unload the disk (tray control), respectively.

In this work we concentrate on the focus and the fine tracking loop (in next called
shortly the tracking or radial loop) used to perform the actuators fine displacements
along the vertical and radial directions, since they represent the more complex and critical
feedback systems implemented in a DVD drive.

Two actuators are used to perform fine displacement of the laser objective lens along
the vertical and the radial direction, in order to keep the laser spot in focus and on track.
At the same time the whole system, composed by actuators and optics, is positioned by
a sledge at a raw radial location. The sledge, together with the turntable motor, the
actuators and the optics, form a rigid body that present the advantage to passively dump
unwanted vibrations due to disk rotations.

A picture showing an industrial DVD mechanical servo system is presented in fig. 3.11,
where the turntable motor, the Optical Pick-up Unit, the sledge motor, the connection
plug, the sledge and the objective lens are shown. A schematic representation of the
construction of a DVD drive mechanical servo system is given in fig. 3.12 (case A), where
it can be seen that the sledge, the turntable motor and the turntable itself form a rigid
body being further consolidated by what is commonly called the baseplate.

On a general DVD drive there are three rotary DC motors: The turntable motor
for spinning the disk, the sledge motor for long jump procedure and the tray motor for
load/unload the disk. Two other actuators are needed to achieve very fine laser spot
positioning on the disk, and they rely on pairs of coils and permanent magnets which
can move the objective lens in the vertical or in the radial direction. They are commonly
designated as focus an radial actuators and they are presented in fig. 3.12 (case B).
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Figure 3.12: Case A: Representation of the DVD drive servo system mechanical construc-
tion. Case B: Schematic cross section of the DVD drive actuators.

In optical disk devices, to achieve the highest data capacity on the disk, a constant
scan velocity is used for data read-out. This method allows to obtain a constant data
density from the inside to the outside of the disk, and it consists in varying the disk
rotational frequency f,o(t) accordingly to the position of the track that is being read.

The disk rotational frequency fio(t) is related to the scanning spot velocity v, and to
the desired spot position x..(t) along the disk radius, by the following relation:

Va = N2 frot(t) 1o (t) = constant. (3.9)

This behavior is known in DVD players as Constant Linear Velocity (CLV), and is
achieved using a control loop with the turntable motor. It is interesting to notice that
the value of the scan velocity v, is given in [ECMO01], where is said that for the over-speed
factor N = 1, v, = 3.49m/s, and v, = 3.84m/s for a Single Layer (SL) and for a Dual
Layer (DL) DVD respectively, as presented in table 3.1. The constant N is a number,
usually referred as over-speed factor (or X-factor). It expresses the ratio between actual
read-out speed and its fundamental value given by specification.

3.4.1 Optical Pick-up Unit Control Loops

The quality of data read-out signal is given by a good positioning of the laser beam on
the track, which quantitatively means very small focus and radial errors e, eg.

Focus and radial error

The only measurable signals are the four voltages (Va, Vi, Vi, Vp) generated by the
photodiodes, and these voltages are used to calculate the focus error ep, radial error eg
and read-out data. The read-out signal is available only during playback mode when the
focus error er and the radial error eg are smaller than critical values.

To minimize these errors (ep, er) during playback, despite the presence of distur-
bances, the presence of a controller in closed-loop is needed. Two main control loops are
designed for these purposes: the focus loop which maintains the focus point of the laser
on the disk layer, and the radial loop which allows the laser to follow the tracks.

The focus error ep is a linear function of the spot position error Az in vertical direction
z only for small values of Az, as explained in section 3.3.3. For larger values (larger than
critical value), the focus error has a nonlinear dependence on Az. The radial error eg is
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Table 3.1: Physical parameters of CD and DVD. N =1

| Symbol | Parameters H CD | DVD ’
Layers single single/dual
Substrate thickness || 1.2mm 0.6 mm
Sides 1 2
Capacity 0.65GB 4.7/17GB
Thit Channel bit length || 266.6 nm | 133.3/146.7 nm
(real Track pitch 1.6 ym 0.74 pm
Minimum pit length || 0.83 pm 0.4 pm
Ua Scan velocity 1.3m/s | 3.49/3.84m/s
A Wavelength 780 nm 635/650 nm
NA Numerical aperture 0.45 0.6
Modulation EFM ! 8 to 16
ECC? CIRC? RSPC*
Subcode/Tracks Yes No

Remark 4 EFM: Fight to Fourteen Modulation used on every CD for modulation and
error correction.

Remark 5 ECC: Error Correction Code. CDs use CIRC®, DVDs use RSPC*.

Remark 6 CIRC: Cross Interleaved Reed-Solomon Code, which adds two dimensional
parity information, to correct errors in CDs, and also interleaves the data on the disk to
protect from burst errors.

Remark 7 RSPC: Reed-Solomon Product Code to correct errors in DVDs.

also a linear function of the spot position error Az in radial direction x only for small
values of Ax, as presented in section D.

The vertical spot position error Az = 2,1; — 2 is defined as the difference between the
objective lens position z.p; from the disk information layer and its reference value z.. In
other words, z.¢ is the desired objective lens position from the disk information layer in
vertical direction z, see fig. 3.13 where the solid layers correspond to the desired objective
lens position and the dashed layers correspond to the situation where the objective lens
is too close the information layer. Using optical theory, one can verify that z.s = f7;
and fi; = — fobj, Where fop; is the objective lens focal length. Since the objective lens
focal length fop; is constant, the reference value 2. is also constant.

The radial spot position error Az = zgh; — Tyt is defined as the difference between
the objective lens position x.p; from the center of the disk and its reference value ¢ in
radial direction x. In other words x. is the desired position of the laser spot from the
disk center in radial direction x. In general, this reference x,¢ is not a linear function of
time but for the playback operating mode it can be approximated by a linear function
of time as follows: yef(t) = vxt + Tmin, Where vy is the desired velocity of the laser spot
in radial direction z and x,;, is the minimal radius of data zone. A very slowly rising
reference value x,f in radial direction x during playback can be ignored because the radial
disturbances rejection is more important.
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Figure 3.13: Beam focusing upon the disk information layer.

Remark 8 In the playback mode the laser spot must follow a given track, while the
system delivers data to the host interface. What happens in practice is that the accurate
objective lens positioning is performed by the fine tracking loop, while the sledge is set
to slowly follow the fine actuator movements, by means of the controller in the coarse
tracking control loop. In this particular mode, the spot mowves towards the outer disk
radius, leaving the sledge behind. As the fine actuator displacement is relatively small,
the sledge has to advance, but slowly, without following the fast laser spot movements.
More detailed information can be found in [Fil03].

Focus and radial control loops

A complex diagram for the optical pick-up unit control of the DVD player is illustrated
in fig. 3.14 as a Two-Input Two-Output (TITO) system. Figures 3.15 and 3.16 show the
Single Input Single Output (SISO) focus and tracking control loops, respectively, with
the controller on one hand (Kp, Kg) and the plant on the other hand (G, GRr).

To move the objective lens (7) (see fig. 3.2) in vertical /radial direction, the focus/radial
coils, which are used to generate the electromagnetic field, are supplied by the input
currents ip, ig (the radial coil is not mentioned in fig. 3.2). These currents ir, ig are the
inputs to the mechanical actuators described by the continuous-time transfer functions
GFact(5), Gract(s). The mean beam (9) of incident rays, generated by the laser diode (1),
is reflected by the disk information layer (10) (fig. 3.2). Therefore the light intensity of
return beams (11), which is the input to the sensor, contains the information about the
actual vertical /radial spot position error Az, Az, respectively.

The equivalent path between the input currents ip, ig and output voltages from the
photodetector (13) Vi, Vg, Vi, Vp in fig. 3.2 is realized by two blocks (named actuators
and sensor in fig. 3.14).

In figs. 3.15 and 3.16 the plants outputs yr, yr are obtained from the measured
voltages Va, Vg, Vo, Vp. Firstly, the voltages Va, Vg, Vo, Vp are converted by the
Analog to Digital (A/D) convertors. Secondly, some calculations are done to generate
the focus/radial error signals ep, eg from the measured voltages Vi, Vi, Vi, Vb. The
optical gains (Apopt, Aropt) are here defined by the slope of the non-linear functions for
small spot position errors (Az, Az).
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Figure 3.14: Control of the DVD player, the focus and tracking loop, and main physical
components.
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Figure 3.15: Block diagram of the focus control loop of fig. 3.14, and main signals.

The plant outputs yg, yr corresponds to the error signals with inverse signs ep = —yp,
er = —Yygr in this case because the reference values (z.f, Trer) are inside of the optical
system (see figs. 3.15 and 3.16).

Kr(¢™'), Kr(¢™"') denote the digital controllers transfer functions whose digital out-
puts are converted to analog signals by the Digital to Analog (D/A) converters.

Finally, the power drivers, which gains are Apg.i, Arari, amplify the controllers outputs
voltages ur, ug to supply the focus/radial coils with sufficient currents i, ig.

There exists different kind of disturbance sources which affect the normal behavior of
a DVD player. They are described in the following section.
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Figure 3.16: Block diagram of the tracking control loop of fig. 3.14, and main signals.

3.5 Disturbances Sources

The disturbances affecting the DVD systems have different sources and they can be
divided according to whether they come from the optical imperfections or from the DVD
player itself (internal disturbances) or from the environment (external disturbances) or
from the disk surface defects. These different kinds of disturbance sources are studied in
following sections.

3.5.1 Optical Imperfections

Optical imperfections can be summarized as follows:

1.

Laser noise, illustrated in fig. 3.17a, gives a background high frequency noise which
may alias into the servo frequencies if an anti-aliasing filter is not used.

. Optical misalignment and optical skew, shown in fig. 3.17b&c, cause asymmetry

and cross coupling between the focus and radial error signal. This means that
focus/tracking control loops create a true MIMO system with two inputs ip, ir
which influence two outputs ep, eg.

The optical cross coupling between the focus and tracking loops have been mini-
mized for the DVD players. The CD mechanism, shown in fig. 3.18 (case A), usually
consists of a radial arm in order to follow the spiral track of the disk (a coarse track-
ing loop). This induces the optical cross coupling between the focus and tracking
loops, caused by a changing of the skew angle, see fig. 3.17c. Instead of the radial
arm, all DVD drives use a linear actuator to roughly position the optical head as-
sembly in the vicinity of the desired tracks, see fig. 3.18 (case B). This improvement
prevents the changing of the skew angle. Therefore the optical cross coupling be-
tween the focus and tracking loops has been suppressed and control design is always
done for two decoupled SISO systems.

The photodetector is subject dead-zones between photodiodes segments as it is
illustrated in fig. 3.17d.

Lens and groove imperfections show up as spurious signals on the detectors, see
fig. 3.17e.
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Figure 3.17: Sources of optical disk noises.

The numerical aperture NA, defined by (3.5), is for CD players NA = 0.45 and for

DVD players NA = 0.6. Higher numerical aperture NA for DVD players causes the
following phenomena:

1. Decreasing of the focused spot size which corresponds to the increasing the disk

capacity. The focus spot size corresponds to the Airy disk diameter, given by

dairy = 1.22m. A = 780nm is used in CD players while A = 650 nm is used in
DVD systems. Generally, DVDs have higher data recording density than CDs. Ca-
pacity of the CD is usually 0.65 GB while capacity of the one-layer one-side DVD
is 4.7 GB. Notice that the one-layer one-side DVD of new blue laser DVD format
(A =405nm, NA = 0.65) has capacity 15 GB.

. Decreasing of the focus depth, defined by:

A

—. 3.10

A Zmax —

The focus depth is the maximal spot position error in vertical direction and the
controller in the focus control loop should control the objective lens position within
+Aznax to avoid loosing the data read-out signal during playing.

. Increasing of the coma non-linearly, [BW87]. The coma is the primal abberation of

the objective lens. It causes the non-uniform intensity distribution of the focused
laser spot which leads to worse returned laser beam quality. Non-uniform intensity
distribution induces higher sensitivity of returned laser beam quality to the disk tilt
and disk thickness variations.

. Influences the disk removability because the distance between the disk and objec-

tive lens is smaller. DVDs have thinner protective layers than CDs to improve the
returned beam quality and preserve the compatibility of CD/DVD reading systems,
therefore they are more susceptible to destruction during handling.

These optical imperfections can finally generate the offsets which are added to the

output voltages Va, Vg, V¢, Vpb.
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Figure 3.18: Case A: Optical disk and actuators of the CD player. Case B: Optical disk
and actuators of the DVD player.

Figure 3.19: Disk eccentricity as the maximal value of the disk displacement on the
spindle.

3.5.2 Internal Disturbances

Internal disturbances are mainly due to the spindle rotation frequency f.o; and to the
reaction force that the actuators develop on the drive baseplate and housing, during
playback. Usually, also internal disturbances are synchronous with the spindle rotational
frequency for, introducing thus harmonics at this frequency. Disk warping and disk
eccentricity, known as disk displacement on spindle, belong to this class of disturbances.

Disk warping, shown in fig. 3.17g, is a vertical deviation zq that puts a large repetitive
error into the focus loop. In case of the tracking control loop, repetitive disturbance is
caused by a disk misalignment, known as the disk displacement on the spindle xq.

Disk eccentricity £q_max 1S the maximal distance between the disk hole center and the
spindle rotational axis (i.e. the maximal value of disk displacement on the spindle zq).
A detailed zoom on the disk eccentricity xq_max is illustrated in fig. 3.19.

Disk warping zq(zyef, £4) and disk displacement on the spindle z4, are not only syn-
chronous with the spindle frequency f,; but have also higher harmonics of f,,;. The power
spectrum of the radial error signal eg, at the given rotational frequency f,o,; = 15 Hz shown
in fig. 4.25, has been acquired on the real DVD system in STMicroelectronics laboratories.
One can see that the main disturbances are given by the first and the third harmonic
components of disk rotational frequency fof.

The repetitive disturbance modeling will be shown in section 4.3.

The optical head remains relatively large to hold the focus and tracking motors in
the optical pick-uk unit of DVD/CD players, compared to a hard disk reading head.
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Spindle speeds are also slower than in the hard disks. Thus an air turbulence (windage) is
negligible in DVD/CD systems, in contrast to the hard disks where it induces vibrations of
the magnetic-head. Critical speeds and aerodynamic flutter instability of various optical
disks and hard disks are studied in [LKKO02]. This analysis shows that it is possible
to increase the rotational speed f,o of current DVD/CD drivers up to 233 Hz without
self-excited vibration due to aerodynamic flutter.

All DVD and last CD drivers rely on mechanical concepts similar to those depicted
in fig. 3.12 (case A). The focus and radial actuators are dedicated to keep the laser
spot in focus and on track. They can perform fine displacements along the focus and
respectively radial direction relative to the disk while being positioned by a sledge at a
raw radial location. The sledge forms a rigid body together with the turntable motor
and turntable itself, being consolidated on what is called the baseplate. In this structure,
the baseplate and the housing itself are considered as one body. Therefore the internal
disturbances that come from the internal vibrations of the mechanical components, are
largely stimulated by the spindle rotation of the disk and the actuators reaction forces
on the drive baseplate and housing.

Repetitive disturbances are typically dealt with using some form of harmonic cancella-
tion, typically either repetitive control [MLCO8] or disturbance observer design [YCCT02].
The spectral disturbances which are not repetitive must be handled by the servo loop or
removed by some modification of the mechanics. Mechanical methods for compensating
such problems involve changing the disk substrate, either with a stiffer material such as
glass, or with an internal layer of viscoelastic damping material. The former method has
the advantage of having been already tested on small form factor portable drives and the
most recent high performance drives.

3.5.3 External Disturbances

The external disturbances affecting drives are typically environmental shocks and vibra-
tions, whether from a moving vehicle, a factory floor environment, a computer under
a desk being kicked, or simply the motion of a laptop computer. For streaming media
such as DVD/CD, they are usually overcome by data buffering in the portable play-
ers or cars. Therefore the practical use of accelerometers to disturbance cancellation in
DVD/CD players has been limited. On the other hand the accelerometers are widely
used to disturbance cancellation in random access applications, as hard disks.

3.5.4 Disk Surface Defects

The scratches, dust, fingerprints and impressed pit and land imperfections can give spu-
rious signals on the photodetector. Disk thickness variations and disk tilt, shown in
fig. 3.17h, also belong to this class of disturbances.

Generally, they have the high-frequency contents and the relevant influence on the
performance of controllers that are designed to achieve high bandwidth. An affective
way to deal with this problem is increasing the rotational frequency of the disk. As a
consequence, the “frequency contents of the surface irregularities” will be shifted to higher
frequencies, where the controller has low gain.
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Table 3.2: An overview of the disturbance frequencies, DVD player, radial loop, N = 1.

‘ Frequency range (Hz) ‘ Cause of the disturbance
output voltages offsets photodetector displacement, optical skew,
photodetector dead-zone, spherical abberation
(9.6 — 23.1) and harmonics disk displacement on the spindle
30 — 80 mild mechanical resonance of actuator (construction)
~ (> 100) scratches, dust, fingerprints, disk thickness variation
5000 — 11000 slight mechanical resonances of actuator (construction)
~ (> 5000) laser background noise, pit structure
random shocks, external vibration
2.4kHz closed-loop bandwidth
9.6 —23.1 spindle rotational frequency

3.5.5 Disturbances Summary

In fig. 3.20 and fig. 3.21 an overview of the disturbance and noise sources acting in both
the control loops is shown. In these pictures, it is possible to distinguish additional
sources of disturbance entering in the loops, as the noise introduced by the A/D and the
D/A converters, the sensing noise, cross coupling phenomena and non-linearities due to
the error signals generation methods, as presented in sections 3.3.3 and D.

More detail information on the presented disturbances sources of both the DVD/CD
and hard disks systems are in [Abr01] and the references therein.

In this work we consider low-frequency disturbances mainly due to non perfect location
of the hole at the center of the disk or non-perfectly orthogonal disk clamping. These
imperfections may produce eccentricity in radial direction and vertical deviations. Shocks
and vibrations are not taken into account since they are random events that don’t often
affect the behavior of a home DVD player. Since disk surface defects present high-
frequency contents, we don’t take them into account in the design of controllers, which
are basically conceived to achieve limited bandwidth.

The disturbance frequencies on DVD players are difficult to specify exactly but we
can give some ranges. An overview of them for the over-speed factor N = 1 is briefly
presented in table 3.2.

From the control point of view, the influence of the different components such as
power drivers, A/D and D/A converters, sensors and error signal generation blocks, can
be included in a high-level blocks, as shown in the schematic diagram of fig. 4.3 in section
4.4.1. Here, we consider the controller, the plant, to simplify the control loop scheme,
and define the standard control problem.

The control problem consists in projecting the laser spot with high accuracy onto the
track, in the vertical and in the radial direction, in a way that the error between the track
and the spot positions should not exceed the its critical values. These values are defined
from the desired control loop performances which are presented in the following section.
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Figure 3.20: Disturbance sources acting in the focus control loop.
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3.6 Control Loops Specifications

3.6.1 Focus Control Loop

The laser spot position must follow the disk track (in the focus/radial directions) despite
the presence of disturbances. There is a standard specification [ECMO1] to enable the
DVD disks interchanging between the disk drivers.

This specification is given when an over-speed factor N = 1 is considered, and it
prescribes values for the maximal deviations of the disk from nominal position for different
disk rotational frequencies fyor. Since the complete specification can be find in [ECMO01],
only important definitions are presented in the following.

The actual (spindle) rotational frequency of the disk fio, given by (3.11), is not
constant for DVD players where a Constant Linear Velocity (CLV) method is used to
read the data on the disk.

Nu,

frot(t) = I ()]

(3.11)
where N is the over-speed factor, v, = 3.49m/s is the constant scanning velocity and
is the distance between the disk hole center and the falling laser beam (i.e. the desired
reference position), Zret(t) € (Tmin, Tmax), (see figs. 4.1 and 4.2). Here, xp;, = 24 mm is
the minimal radius of the disk data zone and .« = 58 mm is the maximal radius of the
disk data zone with respect to the disk hole center.

Since the rotational frequency f.o is not constant during playing, one can determinate
for the over-speed factor N = 1 the maximal rotation frequency of the disk fiot_max at the
beginning of data zone x,f(t) = i, and the minimal rotational frequency of the disk
frot_min at the end of data zone Z,ef(t) = Tmax-

An additional information, concerning the closed-loop performances, can be given
from the rise time t, of the closed-loop step response, defined as the time it takes for
the output yr to first reach 90 % of its final value. The rise time ¢, usually verifies the
following equation:

2.3 2.3

= fn 202 x 107

ty = 0.183 ms, (3.12)
where f., is the cross-over frequency of the compensated open-loop. The rise time t, of
real closed-loop system has to be smaller than this critical value.

As presented in section 3.5.1, the important parameter for focusing is the focus depth
Azpmax that establishes the maximal vertical spot position error. Az, is defined by (3.10)
and its numerical value Az, = 0.903 um is given using the laser wavelength A = 650 nm
and the objective lens numerical aperture NA = 0.6. The focus servo should control the
objective lens position within +Az,.. to avoid loosing the data read-out signal during
playing.

The focus servo loop performance, to define the disk parameters for both the manu-
facturing process and the controller design, is briefly presented in table 3.3.

Finally, fig. 3.22 (case A) shows the upper and lower limits of the disturbance rejection
requirements on the output disturbances in frequency domain, for the focus control loop,
N = 1. Here, the curve L; illustrates the requirements for manufacturing of the disk.
The curve Ly is an upper limit and curve L3 is a lower limit on the output sensitivity
function Sy, (defined in section 4.4.1) for controller design.
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Table 3.3: Focus servo specification for the DVD, N = 1, compensated open-loop.

‘ ‘ Parameter ‘ Range | Value ‘
Va Scanning velocity 3.49m/s
frot_min Min. spindle frequency 9.6 Hz
frot_max Max. spindle frequency 23.1Hz
fer Cross-over frequency 2kHz
of compensated open-loop
Tin Min. radius of data zone frot = frot_max 24 mm
- Max. radius of data zone frot = frot_min 58 mm
Zd_low Max. deviation from nominal frot < frot_max | £0.3mm
position for low fio
Zd_high Max. deviation from nominal frot > fer +0.23 yum
position for high f.o
Gmax Max. vertical acceleration frot > frot_max 8 m /s>
of end point on data zone
fBW | Desired closed-loop band-width R for
Azmax | Max. vertical spot position error 0.903 pm
t, Rise time of closed-loop 0.183 ms

3.6.2 Radial Control Loop

The radial servo performance specification is given in a similar way in [ECMO1]. There-
fore, its overview is presented briefly in the following.

The track pitch, ¢ea = 0.74 pm, is an important parameter for tracking that estab-
lishes the distance between the centerlines of a pair of adjacent physical tracks, measured
in radial direction. It is difficult to define Az, as the maximal radial spot position error
to avoid loosing the data read-out signal during playing. As a rule of thumb normally a
deviation 10 % of the track pitch is appropriate. This leads to the following formula:

AZmax = 0.1 Great = 0.1+ 0.74 x 1076 = 0.074 pm. (3.13)

In table 3.4, the radial servo specification is briefly shown.

Finally, the upper and lower limits on the output sensitivity function Sy, (defined in
section 4.4.1) in frequency domain for the radial control loop are given in fig. 3.22 (case
B).

3.7 Performance Limitations

In the actual industrial solution the spot position control loops are implemented by using
a dedicated DSP module.

Although this device is very cheap and simple to program, quantization effects due
to the A/D converters, finite precision of digital computation and rounding errors pose
strong limitations on the complexity of the computational structure and on the choice
of coefficients used to implement the digital filters. When implementing digital signal
processing systems one must represent signals and coefficients in some digital number
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Table 3.4: Radial servo specification for the DVD, N = 1, compensated open-loop.

‘ | Parameter ‘ Range | Value ’
fer Cross-over frequency 2.4kHz
of compensated open-loop
Td low | Max. deviation from nominal | fiot < frot_max 450 pm
position for low fi
Ta_nign | Max. deviation from nominal frot > for +0.022 pm
position for high fio
Omax Max. radial acceleration frot > frot_max | 1.1m/s?
of end point on data zone
BV | Desired closed-loop band-width A for
Axnax | Max. radial spot position error 0.074 pm
t, Rise time of closed-loop 0.153 ms
A B
ISy,;‘IA (dB) 1S,,”| (dB)
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69,2
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Figure 3.22: Specification of the control loops, N = 1. Case A: Focus loop. Case B:
Radial loop.

system that must always be of finite precision, since the output samples from the A/D
converter are quantized and represented by binary numbers.

As stated in [OS97], the operation of quantizing a number with a finite sequence of bits
can be implemented by rounding or by truncation, but in both cases quantization is a non
linear operation, which affects the implementation of linear time-invariant discrete-time
systems.

Hence, because of the finite precision of digital computation, the digital filters imple-
mentation structures must be carefully chosen and the controllers complexity should be
limited to reduce the effects of rounding errors and quantization noise, as suggested in
[(WYO02].

In the actual control solution adopted for a DVD-video player, the precision is of 8-bit
for coefficients and of 16-bits for data. Controller order reduction and choice of the filter
structures, are related to implementation constraints, such as the fixed number of bits
used for represent coefficients and data, and to the chosen computational frequency f;.
All these factors have to be taken into account, during the controller implementation
phase, when the DSP is programmed by using a dedicated assembler language.
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Table 3.5: Requirements on the typical CD/DVD players, radial loop.
| | Parameter | CD (1x) [ DVD (1x) | CD (52x) [ DVD (12x) |
frot (Hz) Rotational frequency | 4 —8 | 9.6 —23.1 || 208 — 416 | 115 — 277
BV (kHz) CL bandwidth 0.5 2.4 26 28.8
AZpax () Max. radial spot 0.16 0.074 0.16 0.074
position error

3.7.1 Control Difficulties of the CD and DVD Players

Many papers are devoted to the control design of CD players, mostly for the tracking
loop. Linear Matrix Inequality (LMI) techniques [Det01], u-synthesis [SSB96], repeti-
tive control [Ste00], deterministic method for obtaining nominal and uncertainty mod-
els [VSAT02], applied to a CD mechanism, are the topics treated in the literature up to
Now.

The important difference between CD and DVD players, in sense of mechanical con-
struction, lies in the course tracking loop. The CD mechanism, usually consists of a
radial arm in order to follow the spiral track of the disk, see 3.18 (case A). This induces
an non-linear gain variation in the fine tracking loop, [Det01], and also introduces the
optical cross coupling between the focus and fine tracking loops. Instead of the radial
arm, all DVD drives use a linear actuator to roughly position the optical head assembly
in the vicinity of the desired tracks, see 3.18 (case B). This improvement leads to the
constant radial actuator gain in the fine tracking loop and it suppress the optical cross
coupling between the focus and fine tracking loop.

Smaller wavelength of laser beam and higher objective numerical aperture of the
objective lens, used in DVD drivers than in CD players, increase the DVD capacity,
the desired Closed-Loop (CL) bandwidth and cause stronger requirements on the spot
position accurate for higher disk rotational frequencies in order to read data correctly.
The requirements on CD/DVD players for the typical over-speed factor N = 52 (52 times
the transfer rate of the original CD) and N = 12 (DVD), together with N =1 (CD/DVD)
are briefly presented in table 3.5.

An objective comparison of control difficulties of the CD and DVD players is hard.
Many technological and software improvements in DVD players construction (the linear
radial motor, smaller number of the photodiodes in Optical Pick-up Unit (OPU), different
algorithms for radial error signal generation, smaller frequency rotational range for the
typical over-speed factor N) simplify some parts of the control design. On the other
hand, smaller maximal radial and vertical spot position error tolerances for DVD players
to avoid loosing the data read-out signal, increase performance requirements.

3.7.2 Control Problem Description

Concerning DVD players, to our knowledge, only recently few papers have been dedi-
cated to a narrow-band disturbance suppression in a high-speed DVD players system.
In [BDCSO01], a control architecture for track following using the notch filtering and mul-
tirate control is proposed. Paper [ZKS02| presents a control system using sliding mode
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control to handle shock and vibration disturbances while paper [YCCT02] is devoted to
robust tracking control using observer of the tracking error signal. In [KYT'03], a new
tracking control method consisting of a feedback controller and a feed-forward controller
that employs the zero phase error tracking method is proposed. All these methods result
in controllers with a complex structure, and to implement such controllers, special device
(high performance Digital Signal Processing/Processor (DSP)) is necessary. This is still
needed to search for simpler controller structure for industrial application.

In the present study, the aim is to find a fixed low-order controller being able to
improve the eccentricity suppression in the focus/radial control loops for DVD players.
It is shown that this can be achieved with pole placement design, followed by controller
order reduction. Pole placement method is here adapted to realize repetitive disturbance
rejection in a certain bandwidth. The control system design will be presented in chapter 4.

3.8 Conclusions

In this chapter we have described the DVD player and defined the modelling the pho-
todetector characteristic problem and the control system design problem.

In the first part of this chapter, we have presented the DVD drive architecture, and a
detailed description of optics, in order to clarify principles used to generate the servo and
the read-out signals. Model of the radial error signal generation has been presented in ap-
pendix D while model of the read-out signal generation has been presented in appendix E.

The problem definition of modelling the photodetector characteristic has been intro-
duced in section 3.3.3. In the following chapter C the focus error characteristic modelling
will be proposed.

The second part of this chapter is devoted to the description of the electro-mechanical
servo system and to the definition of the disturbances sources and spot position control
problem together with system’s performance specifications.

The main control objective is to impose a hard bound on the time-domain amplitude
of the spot position errors (Az, Ax), along the radial and the vertical directions (z, z), in
the presence of periodic disturbances whose period varies with the rotational frequency
of the disk fot.

The proposed control design will be presented in chapter 4.
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Control System Design 4

4.1 Introduction

As presented in section 3.7.2, this chapter is devoted to the design of a control system
applied in an industrial DVD-video drive.

A model-based control design procedure is proposed in this chapter for the construc-
tion of a low complexity controller that achieves an enhanced track following perfor-
mance for the DVD-video player. As stated in section 3.7, low complexity controllers
are motivated by the need of keeping the design cost low, and to make digital controllers
implementation feasible in the actual industrial solution.

A combined pole placement /sensitivity function shaping methodology is used for the
control design purposes to reduce the effect of repetitive disturbances. Controller order
reduction is performed to allow its practical implementation. Experimental results, ob-
tained on a real system in STMicroelectronics laboratories, illustrate the performance of
the proposed algorithms for both the focus and radial control loops.

Our contribution consists of providing a general and simple methodology for con-
trol design of a DVD-video servo system, that is more suitable for unknown parameter
variations and real-time implementation. This methodology leads to the development of
controllers which are potentially more accurate, powerful and more simple to implement.

This chapter is organized as follows: In section 4.2, a brief state of the art is presented.
Section 4.3 describes the modelling the repetitive disturbances. We show that these
disturbance are due to the geometry of the disk. The control methodology is described in
section 4.4. Section 4.5 shows the control system design. The simulation and experimental
results are given in section 4.6. Finally, in section 4.7, we draw some conclusions.

4.2 State of the Art

In the literature, there exist several studies concerning application of different control
synthesis applied to Compact Disk mechanism. In the following, we briefly summarize,
by author, the subjects treated in the previous researches.

Many papers are devoted to the control design of CD players, mostly for the tracking
loop. Linear Matrix Inequality (LMI) techniques [Det01], u-synthesis [SSB96], repeti-
tive control [Ste00], deterministic method for obtaining nominal and uncertainty mod-
els [VSAT02], applied to a CD mechanism, are the topics treated in the literature up to
now.

Moreover, in the presence of eccentricity, the controller should be able to deal with
this repetitive disturbance, which has a variable frequency (depending on the beam actual
position on the track). The resulting controller structure is often quite complex (robust,
adaptive).
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Concerning DVD players, to our knowledge, only recently few papers have been ded-
icated to a narrow-band disturbance suppression in a high-speed DVD players system.
In [BDCSO01], a control architecture for track following using the notch filtering and mul-
tirate control is proposed. Paper [ZKS02| presents a control system using sliding mode
control to handle shock and vibration disturbances while paper [YCCT02] is devoted to
robust tracking control using observer of the tracking error signal. In [KYT'03], a new
tracking control method consisting of a feedback controller and a feed-forward controller
that employs the zero phase error tracking method is proposed. All these methods result
in controllers with a complex structure, and to implement such controllers, special device
(high performance Digital Signal Processing/Processor (DSP)) is necessary. This is still
needed to search for simpler controller structure for industrial application.

In [Fil03], an H., norm-based control design procedure has been proposed for con-
struction of a low-complexity controller, able to achieve an enhanced track following
performance and periodic disturbance rejection. The same DVD-player benchmark, but
different control system design methodologies, have been used in [Fil03] and our work
because they have been done in parallel at STMicroelectronics laboratories.

In the present study, the aim is to find a fixed low-order controller being able to
improve the eccentricity rejection in the focus/tracking control loops for DVD players.
It is shown that this can be achieved with pole placement design, followed by controller
order reduction. Pole placement method is here adapted to realize repetitive disturbance
rejection in a certain bandwidth.

The control design method is validated on a real system from STMicroelectronics.

In this chapter, we will use combined pole placement /sensitivity shaping method
methodology exposed in [LLM97], [LL99], to perform a single-objective controller design
and study the system steady-state behavior, its disturbance rejection properties, and
simply robustness analysis against structural parametric uncertainty.

4.3 Repetitive Disturbances Modelling

A laser beam is used to read the recorded digital data from the optical disk. In order to
retrieve the data correctly, the laser beam must be focused on the data layer disk surface,
and must follow the track, both with high precision, as discussed in 3.6. This is difficult
in the presence of disturbances and control loops are necessary.

As presented in section 3.4.1, the goal of the focus controller design is to minimize
the amplitude of the vertical spot position error Az, measured by the focus error signal
er, during playback. On the other hand, as shown in section 3.4.1, the goal of the
radial controller design is to minimize the amplitude of the radial spot position error Az,
measured by the radial error signal er, during playback.

One of the most important disturbances are the repetitive disturbances which have
been introduced in section 3.5.2. In this context, the following sections dealt with the
modelling of the repetitive disturbances for both the focus and radial control loop.

4.3.1 Focus Loop

The repetitive disturbances have mainly the rotational frequency f,o; of the spindle, that
is not constant during playback, (see (3.11)), because a constant linear velocity is used
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to read the data recorded on the disk (i.e. v, = constant). The repetitive disturbances
are mostly caused by the disk warping and disk displacement on the spindle x4(t).

Disk warping, illustrated in fig. 4.1, causes the non-zero disk vertical deviation zq(t)
of the turning disk from the reference plane also for the zero disk displacement on the
spindle (z4(t)=0). Moreover, the disk vertical deviation z4(t) depends on the reference
value of the objective lens x.¢(t) in radial direction x. To describe disk warping, the
linearity of the disk vertical deviation amplitude zqa (Zyef, t) has been assumed along the
increasing reference value (1), see (4.1).

Moreover, in real DVD/CD players, the disk is not ideally placed on the turntable
of the spindle. It leads to the non-zero disk eccentricity (4 max 7 0), defined as the
maximal distance between the hole center and the spindle rotation axis, see fig. 3.19.
It causes the time varying radial disk displacement on the spindle x4(Zq_max, t) which
slightly influences disk warping. Modelling of the radial disk displacement on the spindle
(T _max, t) is explained in section 4.3.2.

An amplitude of the vertical deviation zqa (Zyef, 4, t), including the disk warping and
disk displacement on the spindle, is given by the following expression:

van (Tnety T, 1) = 2min (:Uref(t) + xd(t)> _ Zdmax (:L’ref(t) n :zcd(t)>, (4.1)

Lmin Tmax

where zq_pmin and 2zq_max are the minimum/maximum vertical deviations at the mini-
mal/maximal data zone radii for zero disk eccentricity (Zq_max = 0). The geometry of
the vertical deviation sources is shown in fig. 4.1.

Finally, the vertical deviation model can be approximated by:

2d(Tref, Ta, t) = zqa(t) ( Sin(27 frot + gOF)>, (4.2)

where o is the initial phase of the repetitive disturbance in the focus loop and the other
variables have their usual meaning.

One can verify that the minimal vertical deviation zq i, see fig. 4.1, at the minimal
radius of data zone Tyin (Where fiot = frot_max) 1S $maller than the maximal vertical
deviation zq_max at the maximum radius of data zone . (Where fior = frot_min)-

Hence, the different requirements on the disturbance rejection can be given in fre-
quency domain. The sensitivity function shaping method is a useful tool to design con-
trollers satisfying these system requirements.

4.3.2 Radial Loop

The repetitive disturbance is mainly caused by time varying disk displacement on the
spindle 24(Zda_max, t). Its amplitude, called the disk eccentricity, is defined by Z4_max
here, see fig. 3.19. This repetitive disturbance zq(2q_max, t) is synchronous with the time
varying spindle frequency f,o;. The geometry of the radial deviation source is illustrated
in fig. 4.2.

One can see that the disk displacement amplitude on the spindle x4_p.x is constant
from the starting radius of the data zone i, (Where fior = frot_max), to the maximum
radius of data zone Zyay (Where fiot = frot_min)-

Therefore the disk displacement on the spindle can be approximated by the following
relationship:

xd<xd_maX7 t) = Td_max ( Sin(2ﬂ—frott + @R)) ) (43)
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Figure 4.1: Geometry of the vertical deviation sources that are mainly caused by the disk
warping and disk displacement on the spindle.
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Figure 4.2: Geometry of the radial deviation source that is mainly caused by disk dis-
placement on the spindle; 7.e. the disk is not ideally placed on the spindle.

where g is the initial phase of the repetitive disturbance in the radial loop and the other
variables have been introduced above.

In general, the amount of data on the DVD/CD area increase proportionally to the
square of the disk radius z,e(t) € (Tmin, Tmax). This means that more recorded data are
read from the DVD/CD if the reference value x,(t) is closed to its maximal value 2.
Therefore, the controller design method should also take into account the fact that the
disturbance is larger near the maximal radius of data zone x,,,, than near the minimal
radius of data zone x;,.

Such a method is the sensitivity function shaping method that has been used to design
the controller of the radial loop.

4.4 Control Design Methodology

4.4.1 Combined Pole Placement/Sensitivity Function Shaping

The standard digital control configuration obtained with polynomial RS controller, see
e.g. [LLM97], is presented in fig. 4.3. Part T of RST structure has been omitted because
the control design in the focus/tracking loop of DVD/CD players only deals with the
disturbance rejection problem. The detailed block diagrams of the focus/tracking control
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(disturb?tslce)

Controller

(measurement noise)

Figure 4.3: Closed-loop system with RS controller.

loops, illustrated in figs. 3.15 and 3.16, are possible to be transformed to the general
structure for the digital closed-loop controller that is shown in fig. 4.3.

The linear time invariant model of the plant is in general described by the transfer
function:

g *B(q")

Alg™)
q—d (bl q—l et by, q—nB)
l+aiqg 4 +an,¢m

Gl =

(4.4)

where ¢! is the backward time shift operator, d is the pure time delay, T is the sampling
period and f; = 1/7; is the sampling frequency.

Pole placement method has been used to design the RS controller which has the
following transfer function:

R(¢™') _ R(¢”")Hr(q")
S(')  S'(¢") Hs(q™)
ro+ gt A g

- , 45
1+81q_1+"'+8nsq_”s ( )

K" =

where Hgr(q™') and Hg(¢™') denote the fixed parts of the controller (either imposed by
the design or introduced in order to shape the sensitivity functions) and R'(¢~"), S'(¢~")
are the solutions of the Bezout equation:

AS'Hs + BR Hy = P, (4.6)

where P represents the characteristic polynomial (closed-loop poles).

The sensitivity functions play a crucial role in the robustness analysis of the closed-
loop system with respect to modelling errors. These functions are shaped in order to
assure nominal performance for the rejection of the disturbances and the stability of the
closed-loop system in the presence of model mismatch.

The output sensitivity function Sy,(¢~') is the transfer function between the output
disturbance p(t) and the plant output y(t). It is given by expression:

_ y(t) AS'Hg
Syp(q 1) = -~ p
p(t)

The other sensitivity functions are defined in the same way as follows: The input sen-
sitivity function Syp(g™") is the transfer function between the output disturbance p(t) and

(4.7)
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the plant input u(t). The output sensitivity function with respect to an input disturbance
Syw(g™") is the transfer function between the input disturbance w(t) and the plant output
y(t). The complementary sensitivity function Sy (q~') is the transfer function between
the reference r(t) and the plant output y(¢). This complementary sensitivity function
with a negative sign is called the noise sensitivity function Sy,(q!).

In our case not only robustness (the modulus margin AM, delay margin A7 and phase
margin A¢) but also the performances specifications, (described in section 3.6), have to
be checked. Therefore the sensitivity function shaping is a useful tool to the controller
design in case of DVD/CD players.

4.4.2 Controller Order Reduction

Experience shows that simple linear model of DVD/CD system leads to sufficient good-
performance controllers, see [BDCS01], given by specifications presented in section 3.6.
More complex controllers, based on high order model, have higher performance but they
are more difficult to implement, almost if there are implementation constraints on the
controller order.

One useful methodology, that has been used here, is the balanced reduction method
in state space domain which is using a Gramian of the balanced state-space realization
of the reachable, observable, stable system, [SP96]. If the system is normalized properly,
small elements in the balanced Gramian indicate states that can be removed to reduce
the controller to lower order.

By applying this algorithm, a 3rd order controller has been obtained, i.e. ng = 3,
ns = 3in (4.5), which has been implemented in discrete-time on the industrial benchmark.

4.4.3 Generalized Stability Margin

The resulting reduced order controller should stabilize the nominal model and should
give sensitivity functions which are close to the nominal ones in the critical frequency
regions, to ensure performance and robustness. One way to verify the stability margin
of the whole system is the generalized stability margin b(K, G), [Vin93|, defined from all
sensitivity functions

l if (K, Q) is stable,
> (4.8)

0 otherwise,

frsco)
b(K,G) =

where

e - | o]

in which Sy, Syw, Sup and Sy, have been defined in section 4.4.1. Higher value of b(K, G)
generally corresponds to better generalized stability margin of the whole system.
4.5 Control System Design

Some presented results have been published in [HBVFSd03a|, [HBVFEFSd03b], [HVPO03],
[HBVF04]. An application of this methodology will be presented in more detail for the
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Table 4.1: Values of the physical parameters for the radial actuator.

‘ Symbol ‘ Parameter ‘ Nominal value ‘
Ry Coil resistance 6.5
Ly Coil inductance 18 uH
KRe Back efm constant 0.061 Vs/m
My Actuator moving mass 0.33 x 103 kg
Dy Damping constant 0.014 Ns/m
Kgs Elastic constant 35.2N/m
Krgs Force constant 0.061N/A
Agrari1 | First power driver gain 3.13V/V
ARdriz Second power driver gain 4V/V
ARopt Optical gain & remanent gains | 1.447 x 105V /m

radial loop. Nevertheless, the final results are given for both the focus and radial control
loop.

4.5.1 Plant Model in Radial Loop

A simplified, linear transfer function of the plant in the radial control loop Gg(s) is derived
from the physical equations of the radial system as follows, see e.g. [Sta98], [Fil03]:

K
BE Ap 4ri1 ARdri2 ARopt

GR(S) = Mr LR

- R D DR R K KpiK KRR
34 (Br R ) (2 RER Rs RfERe RsER
5 +(LR+MR)S +(MRLR+MR+ MgrLr >S+ MgRLR

(4.9)

The values of the physical parameters are presented in table 4.1. The discrete transfer
function of the radial system Gr(g™') is given by conversion from the continuous-time to
the discrete-time using a zero-order hold and the sampling period Ty = 8.1 us.

4.5.2 Physical Model Validation

In [Fil03] the frequency-domain procedure has been used to identify the plant model of an
industrial DVD-video player servo system. SISO local linear models of the moving lens
focus/radial actuators have been derived, which are valid around a certain track location,
through closed-loop frequency response measurements obtained with a dynamic signal
analyzer and curve fitting procedure.

In this chapter the validated physical plant models, given in [Fil03], are used for
designing a low complexity focus/radial loop controllers to achieve enhanced disturbance
attenuation.

Moreover, the coupling phenomena between the focus and radial loops have been also
analyzed in [Fil03], using the measured frequency responses of the system closed-loop
transfer functions. It can be pointed out that, in the frequency range of interest for
control, the dynamic interaction between the both loops remains relatively weak.

4.5.3 Nominal and Uncertainty Model

To verify the robustness of the proposed controllers, different models of the radial actu-
ator, based on the parameters specification and their variation, have been created. The
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Table 4.2: Values of the radial actuator physical parameters together with their maximum
percentage variation.

‘ Symbol ‘ Nominal value ‘ Variation ‘

Ry 6.5Q +15%
Ly 18 uH +33 %
JRo 52 Hz +5%

Mg 0.33g +10%
Krpe | 0.27-1073 +20 %

nominal model of the plant is obtained considering the values of physical parameters of a
DVD optical pick-up unit, which is used in the industrial application. Then, the model set
is created by taking into account the variation of each physical parameter in an interval
of values, as indicated in the optical pick-up unit data-sheet, [FSBVSdO03].

The nominal values of the actuator physical parameters, together with their maximum
percentage variation, are shown in table 4.2. fr, and Kgrpc are the values of the actuator
resonance frequency and DC sensitivity, that are used to compute the values of K, Dg,
Kgs and Kg¢ in the model transfer function (4.9), see [Fil03] for more details.

4.5.4 Standard Controller

The 2nd order lead-lag controller K,.(¢™!), given by (4.10), is used in many actual
DVD/CD applications as a standard controller structure.

1=z Y (1 —202¢7Y)
(1 — PL11 Cfl) (1 — PLL2 qfl)

Kact(q_l) = gL (4'10)

This standard 2nd order lead-lag controller Kact(q_l) for RS structure: ng = 2,ng = 2
is actually replaced by a 3rd order Krs3(¢!): ng = 3,ns = 3 or a 4th order Kgrss(q™'):
nr = 4,ng = 4 controller in order to meet higher performance on the disturbance rejec-
tion.

The aim of this work is to provide a methodology to design the 3rd and 4th order
controllers that improve the actual performance on the disturbance rejection and fulfil
the implementation constraints on the actual DVD platform.

4.5.5 New Controller Design

The 3rd order RS controller Krs3(q~1), (ng = 3,ng = 3), and the 4th order RS controller
Kgrsa(q™), (ng = 4,ns = 4), are designed for an over-speed factor N = 1.5.

When the disk rotates at higher speeds, say Nv,, the minimal, maximal and cross-over
frequencies (frot_mins frot_max, fer) have to be linearly shifted by the over-speed factor N,
and the focus and radial accelerations have to be multiplied by the factor N2.

It means that the maximal spindle rotational frequency is fiot_max = 23.1-1.5 = 34.7THz
at the minimal radius of data zone w,;, while fiot_min = 14.4 Hz at the maximal radius

of data zone x.,. The cross-over frequency of the compensated open-loop is equal to
for = 3.6 kHz in this case.
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The main improvement of repetitive disturbance rejection has been done by output
sensitivity function shaping at the spindle frequencies fiot € (frot_min, frot_max). Gen-
erally, more recorded data are read from the DVD/CD if the reference value w,qf(t) is
closed to its maximal value Ty, (see section 4.3.2). Therefore the main improvement
of disturbance rejection has been imposed to the minimal rotation frequency frot_min by
modification on the output sensitivity function template. For higher spindle frequencies
frot € {frot_min, frot_max), the template has been modified with respect to the ratio of the

I‘ .
mm) as it is described in the following.
x

The minimum output sensitivity rfnljﬁ(lction magnitude S, at the low rotational fre-

quencies fror < frot_max, for the manufacturing process, is given by:

minimal/maximal data zone radii (

Stow = 201og (M) — —67.13dB. (4.11)

| Td_low ’

This slight modification on the |Sy,| template has been proposed to suppress the
repetitive disturbances:

1. fior = 34.7THz:
|Syp| = Slow — 27dB= —94.13dB

2. frot = 14.4Hz:
|Syp| = 201og ("”"—“g“' : m) —27dB= —101.80dB

de_low ‘ Tmax

3. frot € (14.4Hz,34.7 Hz):
|Syp| = linear interpolation between |Sy,| at two given frequencies: fiot_min =
14.4Hz and fiot_max = 34.7Hz

4. frot > 34.7THz: |S,| is given by specification in [ECMO01]

The low limit at the rotational frequency fiot_max = 34.7 Hz has been toughened up with
27dB. The low limit at the rotational frequency fiot_min = 14.4Hz has been linearly

xmln . .
decreased with respect to the ratio of data zone radii —), in order to take into
ax

L
account data distribution on the disk, and also shifted with 27 dB.

The specification requirements, defined for the DVD manufacturing and for the control
design by the compensated open-loop (normalized servo) transfer function, together with
the modification are illustrated as the output sensitivity function modulus |Sy,| templates
in fig. 4.4.

The controller design of the fourth order controller Krsy has been realized using the
following specifications:

e P (closed-loop poles, see also (4.6)):

- a pair of complex poles near the models slowest vibration frequency fp =
52Hz — 170 Hz but well damped &p = 0.068 — 0.936

- two multiple real poles v = 0.9 for keeping in the |Sy,|, |Sup| templates

- one complex pole fr = 13800 Hz, &g = 0.927 to restrain the controller action
in higher frequencies where the gain of the system is low

e Hg: a pair of complex poles fs = 19Hz, & = 0.4 to ensure disturbance rejection in
the frequency range f,oy € (14.4Hz,34.7 Hz)
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Figure 4.4: Desired template for the modulus of the output sensitivity function |Sy,| for
radial tracking (radial loop) of the DVD, N = 1.5.

e Hg: areal zero yg = 0.1 to lower the magnitude of the input sensitivity function
|Sup| at high frequencies where the gain of the system is low.

e The resulting controller has the orders ng = 5 and ng = 5. Therefore the balanced
reduction method [SP96] has been used to obtain a controller structure ng = 4 and
ns = 4.

o Check the sensitivity functions |Syp|, [Supl, |Sy:r| again. End the design procedure
if the requirements on the sensitivity functions were satisfied.

The same procedure has been used to the 3rd order RS controller Krgs design except
balanced reduction. Nevertheless, the restrictions on the resulting controller result in
smaller performance in the frequency range fio; € (14.4 Hz,34.7 Hz).

Remark 9 The 2nd order controller is used as the standard controller in the actual
DVD-video industrial player radial loop, i.e. K,(q¢™'), (ng = 2,ng = 2). To compare
the same complexity controller performances together, the 2nd order controller has been
also designed as follows.

Since the pole/placement method together with the balance reduction method do not
allow to design a suitable 2nd order controller Kgrsa, a digital version of the continuous-
time PID controller has been used. It is a proportional-summation-derivation structure,
using the filtrated derivation part. This controller can be defined by, see e.g. [Piv02]:

T.q* 1—qg!
Krsa(qg ') =K |1+ % + Na ( quNd ) ; (4.12)
Ti(1—q™) (1—e Ta ¢

where K 1is the proportional gain, T; is the integration-time constant, Ty is the derivation-
time constant and Tq/Nq is the filtration constant, Ng € (3,20) . The equation (4.12)
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can be rewritten to general polynomial RS form as follows:
TsNg TsNg TsNg
(K+KNg)+(—Ke T —K4+2E_2KNy) ¢ '+(Ke T —£e T +KNy)g™?
RS2 _TslNd TN - .

I+(—e T —1)g'+(e T )q?

(4.13)
The parameters of the 2nd order controller Krso have been obtained by using the sensitiv-
ity function shaping methodology, presented above, where the well known Ziegler-Nichols’s
relations for the continuous-time PID controller have been used as the initial parameters

setting (for K, T;, Ty).

Remark 10 On the other hand the 3rd order controller is used as the standard controller
in the DVD-video industrial player focus loop, i.e. K.(qg7'), (nr = 3,ns = 3). In this
case, the designed 2nd order controller, given by (4.13), has not satisfied the performance
specifications and therefore the results obtained by using this controller are not presented
in the following.

4.6 Simulation and Experimental Results

In this section we present simulation and experimental results obtained when the full and
the reduced order controllers are considered.

4.6.1 Focus Loop: Simulation Experiments

The simulation results are presented for the designed RS controllers of the 3rd/4th order
(Krs3, Krss) and the 3rd order controller which is the actual implemented (standard)
controller on the DVD-player benchmark (/).

The disturbance rejection is illustrated by the output sensitivity function modulus
|Syp| in fig. 4.5 for the Krgy and K, controller. Notice that the perturbations suppression
at fiot = 22 Hz has been achieved by the Hg polynomial choice. Fig. 4.6 presents the input
sensitivity function modulus |S,,| while fig. 4.7 presents the complementary sensitivity
function modulus |Sy,| for these controllers. The lower peak in |Sy,| and lower values of
|Sup| in low frequencies for the controller Krsy than ones for actual controller K, are
seen in fig. 4.5 and fig. 4.6, respectively.

The disturbance rejection of the 3rd order controller Krgs and actual controller K,
is shown by the output sensitivity function modulus |Sy,| in fig. 4.8.

A good controller order reduction methodology and a good generalized stability mar-
gin of the 3rd/4th order designed controllers (Kgrss, Krss) are shown in table 4.3, where
the parameters of reduced controllers are ng, ng, b(K,G) and the parameters of non-

—

reduced controllers are ng, ng, b(K, G).

Finally, the comparison of the various reduced controllers performances is shown in
table 4.4. One can see that the specification requirements are satisfied by all controllers.
In additional, the lower values of |Syp|14.4 and |Syp|s47 for the designed controllers than
ones for actual controller lead to higher disturbance suppression at low frequencies which
correspond to the varying disk rotational frequencies f,o;. This advantage is compensated
by the higher overshot values of the closed-loop step response and maximal values of
output sensitivity function modulus [Syp|max for the designed controllers in contrast to
actual controller.
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Figure 4.5: Output sensitivity function, focus loop.
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Figure 4.6: Input sensitivity function, focus loop.
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Figure 4.7: Complementary sensitivity function, focus loop.

Table 4.3: Comparison of the controller order reduction and generalized stability margin,
N = 1.5, focus loop.

K(g) [ nn [ ns [ 7w | 73 | o(K.G) [ (K. C) |
Kot 3 13| 3| 3 ]0.15563

KRrgs 3 13| 4| 4 ]0.16476 | 0.16476
KRrsa 4 | 4| 5 | 5 ]0.23351 | 0.23294

4.6.2 Focus Loop: Real-time Measurements

The experimental results are shown only for the 3rd order RS controller Krg3 and the
3rd order actual (standard) controller K, because the 4th order controller is not imple-
mentable into a DSP controller structure in DVD-video player benchmark.

In fig. 4.8 the measured and the simulated output sensitivity function magnitudes
|Syp|, obtained for the 3rd order controller Kggs are presented. Here, as term of com-
parison, we present also the measured and the simulated output sensitivity function
magnitudes computed with the actual implemented controller K.

From this figure it can be seen that closed-loop measurements are very ill-conditioned
at low frequencies since the high attenuation level needed at low frequencies to suppress
external disturbances reduces the output Signal to Noise Ratio (SNR). This is true when
both designed and actual controllers are used. This explains why, in fig. 4.8, the measured
frequency responses of |Sy,|, obtained for both controllers, lie above the specification
requirements up to 100 Hz, and matches with the simulated curves obtained with the
same controllers only after this frequency.

Finally, in figs. 4.9 and 4.10 the measured Power Spectral Densities (PSD) of the
focus error signal ep, obtained for the 3rd order controller Krs3 and the actual controller
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Table 4.4: Comparison of the various reduced controllers, N = 1.5, focus loop.

K(qil) |Syp | max |Syp |14.4 |Syp |34.7 |Sup | nax tr Overshot | AT Ag¢
(dB) (dB) (dB) (dB) | (ms) (%) | (ps) | (degree)
Kot 3.02 —-73.5 —74.9 16.1 72.9 25 48.0 51.6
KRrss 3.28 —80.2 —82.5 15.5 72.9 31 46.4 48.5
KRgrsa 3.45 —88.0 —80.3 12.3 81.0 32 48.9 46.1
Spec. 3.85 —66.0 —66.0 122.5

|Syp| - Output sensitivity function
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Exp.results:
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Figure 4.8: The measured and the simulated magnitude of the output sensitivity function
obtained for the 3rd order controller Krg3 and the actual controller Krss3, focus loop.

implemented in the current industrial solution K., are presented. Measurements have
been acquired by using the worst-case disk (test disk having nominal vertical deviation
at the disk outer edge z4_max = 0.5 mm and nominal eccentricity of £q_max =~ 0pm) and
for two different disk rotational frequencies of about f,, = 15Hz and f.o; = 33 Hz. From
these figures it appear that the 3rd order designed controller Krgs3 provides better level
of periodic disturbance rejection than the actual implemented (standard) controller K,
for these rotational frequencies.

These results also point out that the obtained improvements are still influenced by
disk rotational frequency f,o; and its harmonics.
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Figure 4.9: The measured power spectrum density of the focus error signal er for the 3rd
order designed controller Krg3 and actual implemented controller K. The test disk has
very small disk eccentricity xq_max, but with high disk vertical deviation at the disk outer
edge 24 max = 0.5mm, f,o; = 15 Hz.
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Figure 4.10: The same as in fig. 4.9 but for f,,; = 33 Hz.



110 IDENTIFICATION IN CLOSED-LOOP FOR CONTROL DESIGN

|Syp| - Output sensitivity function
20 e ey ey

1
N
o

Magnitude (dB)

|
o
o

-80

-100F 7T

= Actual controller

=+ RS4 controller
Specification

T n PR

_120 L Ll L PR | " Ll
10° 10 10° 10° 10

Frequency (Hz)

Figure 4.11: Output sensitivity function, radial loop.

4.6.3 Radial Loop: Simulation Experiments

The simulation results are shown for the designed RS controllers of the 2nd/3rd/4th
order (Kgrs2, Krs3, Krss) and the 2nd order actual implemented (standard) controller
K,.:. In fact, actual controller K, is the 2nd order controller because some constants
are set to zero in the implemented structure which can be also used for the 3rd order con-
troller implementation. Therefore the 4th order can not be implemented on the industrial
benchmark.

The disturbance rejection is illustrated by the output sensitivity function modulus
|Syp| in fig. 4.11 for the Krgy and K, controller. Notice that the perturbations suppres-
sion at f,or = 19 Hz has been achieved by the fixed Hg polynomial choice, as explained in
section 4.5.5.

Figs. 4.12 and 4.13 present the input sensitivity function modulus |S,,| and comple-
mentary sensitivity function modulus |Sy,| for these controllers, respectively. The lower
peak in |Sy,| and lower values of |Sy,| in high frequencies for the controller Krgy than
ones for actual controller K, are seen in these figures. However, in case of the 4th or-
der controller Kgg4, higher peak of |Sy,| is a trade-off between disturbance rejection and
robustness requirements.

To compare all designed controllers, the disturbance rejection of the 3rd order con-
troller Krgs3 and the 2nd order controller Krgo together with K, and Kgrsys is shown by
the output sensitivity function modulus |Sy,| in fig. 4.14. Here, one can see the possibil-
ities of each controllers to suppress the repetitive disturbances at low frequencies.

Another way how to compare the designed controllers is given in fig. 4.15 where the
step responses of the closed-loop are shown. One can see that the rise time is satisfied in
all cases but the overshot values are different.

A good controller order reduction methodology and the generalized stability margin
of the 2nd/3rd/4th order designed controllers (Kgrsa, Krss, Krss) are shown in table 4.5,
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Figure 4.12: Input sensitivity function, radial loop.
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Figure 4.14: Summary: Output sensitivity function, radial loop.
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Table 4.5: Comparison of the controller order reduction and generalized stability margin,
N = 1.5, radial loop.

K(g™) | ne | ns | 7m | 75 | 0(K, @) | 0(K,G) |
Ke: | 2121 272702127
KRso 2 2 2 2 0.1984
KRs3 3 3 3 3 0.2156
Krsa | 4| 4|5 | 5] 0223 | 02151

Table 4.6: Comparison of the various reduced controllers, N = 1.5, radial loop.

K(q™) |Syplmax | [Sypliaa | Syplaa7 | [Suplmax | te | Overshot | A7 Ag
(dB) (dB) (dB) (dB) [ (us)| (%) | (ps) | (degree)
Koot 2.95 —82.3 —80.6 12.1 64.8 22 42.1 54.4
KRrgso 2.78 —87.8 —84.4 12.5 64.8 22 44.0 55.4
KRas 2.88 -94.1 —90.8 12.0 64.8 28 42.4 52.1
Krsa | 267 | —1013 | —945 | 118 |648| 26 |447| 535
Spec. 3.86 —69.2 —69.2 102

where the parameters of reduced controllers are ng, ng, b(K,G) and the ones of non-

—

reduced controllers are ng, ng, b(K, G).

Finally, the comparison of the various reduced controllers performances is given in
table 4.6. One can see that the specification requirements are satisfied by all controllers.
Moreover, the lower values of |Syp|144 and |Syp|sar for the designed controllers than
ones for actual controller lead to higher disturbance suppression at low frequencies which
correspond to the varying disk rotational frequencies f,o; as in the focus control loop.

In table 4.6 the overshot values of the all controllers are comparable to each other
and the maximal values of output sensitivity function modulus |Syp|max for the designed
controllers are even smaller in contrast to actual controller.

Figs. 4.16, 4.17 and 4.18 illustrate the envelopes of the output sensitivity functions
modulus |Sy,| that have been calculated for the plant model set, given from the percentage
variation of the actuator physical parameters, and the actual/2nd/3rd order designed
controllers, respectively. This simple robustness analysis have been also used to show the
envelopes of the closed-loop step responses, illustrated in figs. 4.19, 4.20 and 4.21. One
can see that the stability templates and the desired performances are fulfilled in all cases.

4.6.4 Radial Loop: Real-time Measurements

The experimental results are shown for the 2nd/3rd order RS controller (Kgrss, Kgrs3)
and the 2nd order actual (standard) controller K, because the 4th order RS controller
is not implementable into a DSP controller structure in DVD-video player benchmark.
In figs. 4.22, 4.23 and 4.24 the frequency responses of the output sensitivity function
magnitude are shown for the actual/2nd/3rd order controllers (K,e, Krse, Krs3) on
simulation using the actuator linear model and on experimentations using the industrial
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Figure 4.16: Envelopes of the output sensitivity functions, actual controller, radial loop.
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Figure 4.17: Envelopes of the output sensitivity functions, RS2 controller, radial loop.
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Figure 4.18: Envelopes of the output sensitivity functions, RS3 controller, radial loop.
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Step response of the closed loop
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Figure 4.20: Envelopes of the radial closed-loop step responses, RS2 controller.
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Figure 4.22: Magnitude of the output sensitivity function obtained from measurements
and the envelopes of output sensitivity functions from simulation for K,., radial loop.

benchmark. In this setup, since real-time measurements are only available under closed-
loop conditions, the measurements are very ill-conditioned at low frequencies, like in the
focus control loop.

This explains why, in figs. 4.22, 4.23 and 4.24, the measured frequency responses
of |Syp|, obtained for three controllers (K,, Krs2, Krss), lie above the specification
requirements up to 500 Hz, and matches with the simulated envelope curves obtained
with the same controllers only after this frequency. Nevertheless, one can see that the
stability and performances conditions are satisfied for all controllers.

Finally, in figs. 4.25 and 4.26 the measured Power Spectral Densities (PSD) of the
radial error signal eg, obtained for the 2nd/3rd order designed controllers (Kgrss, Krs3)
and the actual controller implemented in the current industrial solution K., are pre-
sented. Measurements have been acquired by using the best-case disk (test disk having
nominal vertical deviation at the disk outer edge z4_max &~ 0 mm and nominal eccentricity

of Tq_max =~ 0 pm) and for two different disk rotational frequencies of about fiox = 15 Hz
and f.or = 33 Hz.

From these figures it appear that the 2nd order designed controller Kgrso provides
comparable level of periodic disturbance rejection as the actual implemented (standard)
controller K, for these rotational frequencies. On the other hand the 3rd order designed
controller Krg3 provides better level of periodic disturbance rejection than the actual
implemented (standard) controller K., for these rotational frequencies. One can see
that the disturbance rejection levels between disk rotational frequencies harmonics is
trade off between the controller complexity and first harmonics disturbance rejection.

These results also point out, as in focus control loop, that the obtained improvements
are still influenced by disk rotational frequency f,o; and its harmonics.



118 IDENTIFICATION IN CLOSED-LOOP FOR CONTROL DESIGN

|Syp| — Output sensitivity function

20 T T

Magnitude (dB)

-100{ -0

’ = RS2 controller: Upper envelope ||

N = RS2 controller: Lower envelope

+ RS2 controller: Nominal
Specification

-120 ! ! T
10° 10" 10° 10° 10

Frequency (Hz)

Figure 4.23: Magnitude of the output sensitivity function obtained from measurements
and the envelopes of output sensitivity functions from simulation for Kggo, radial loop.
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Figure 4.24: Magnitude of the output sensitivity function obtained from measurements
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Figure 4.25: The measured power spectrum density of the radial error signal egr for the
2nd/3rd order designed controllers (Kgrss, Krs3) and actual implemented controller K.
The tested disk has very small disk vertical deviation at the disk outer edge zg4_max =~ 0 pm
and very small disk eccentricity xq_max ~ 0 pm, fios = 15 Hz.
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4.7 Conclusions

In this chapter we have presented a model-based control design methodology applied to
an industrial DVD-video player, to enhance track following (in the focus and radial direc-
tions) and improve control performances with respect to different repetitive disturbances
and manufacturing tolerances of optical pick-up units.

We have shown that repetitive disturbances are mainly due to the geometry of the
disk. For these reasons, the simple models of the repetitive disturbances generation are
given before control system design.

The combined pole placement /sensitivity function shaping control methodology, under
industrial performance specifications, followed by the controller order reduction have been
used to design a robust SISO controllers to minimize the laser spot position errors in the
focus and radial control loop. Modifications on the output sensitivity template have
been explained and directly fulfill in controllers design to obtain improvement in terms
of repetitive disturbances. Control order reduction is performed to make the digital
implementation feasible on the industrial benchmark.

An uncertainty model set, based on a parametric description, is considered to analyze
how the variations of the plant physical parameters influence performances and robust-
ness of the achieved solution. Simple robustness analysis point out that the achieved
controllers remain stable for large uncertainty of the actuator physical parameters, and
that performance specifications are met.

Final comparison of the actual and designed controllers illustrates that new controllers
provide better system performances and robustness than the actual controllers. It is clear
from these results that we have obtained the limit of the controller order reduction for
these imposed performances and implementation constraints.

This methodology can be applied to other families of DVD players.
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5.1 Review

Three reasons are the main motivation of this thesis:

1. Develop and analyze the properties of a closed-loop identification method for state-
space models with a given structure.

2. Find optical theory in order to develop physical models of the position error signals
generation in DVD-player optical device.

3. Design advanced automatic control method in order to develop model-based control
design for an industrial optical disk drive system.

5.2 Contributions of Presented Thesis

In the context of the structure outlined above, the following points have been elaborated
in this work:

Part I - Identification

e Several novel recursive parameter adaptation algorithms have been presented to
identify various state-space discrete-time plant models with a given structure (pa-
rametrization). They belong to the class of output-error algorithms, and can be
interpreted as a recursive pseudolinear regression. The RLS-2 algorithm incorpo-
rates a numerical optimization component represented by computation of a matrix
pseudoinverse. On the other hand, the IGM-1, IGM-2 and GM-2 algorithms, which
all use the gradient technique to minimize an one-step quadratic criterion, have the
advantage of a closed analytic form.

e In general, the RLS-2 algorithm possesses the fastest convergence. The strength of
the IGM-1 and IGM-2 algorithms lies in robustness, ¢.e. in their insensitivity to the
realization of the disturbance noise and to various initial settings (initial parameter
vector estimate, adaptation gain settings). One can conclude from the verification
that RLS-2 algorithm offers the best properties from these algorithms.

e Sufficient conditions for stability in a deterministic environment and convergence in
a stochastic environment are always related to the actual state-space model and its
parametrization. Only the particular case of parametrization, where the transfor-
mation function is linear towards the parameter vector, has been analyzed in more
detail. The properties of the algorithms have been shown for this parametrization
and they are related to a positive real condition on a sensitivity-type function. This
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condition can be relaxed by data filtering or adding a proportional adaptation. It
can be concluded that the canonical state-space representation is the best theoret-
ical case.

e [t has been shown that developed algorithms give on one hand a bias distribu-
tion which is not influenced by noise and, on the other hand, contain an implicit
frequency weighting filter which is matched with a robust performance control cri-
terion. These properties make these algorithms a suitable tool for control relevant
identification.

e The new theoretical part of developed algorithms and the experiment for SISO and
MIMO systems were discussed in chapter 2 and appendix B. The results of this
study have been presented in [BBVHO03] and [HBVBP04], respectively.

Part II - DVD player: Modelling and Control

Modelling the focus error, radial error and read-out signals generation (Ap-
pendix C)

e A new approach has been developed to model the DVD players properties. An
analytical and a numerical model of the focus error signal generation have been
developed, based on the astigmatic method and the opto-geometrical analysis.

e To estimate the unknown model parameters, a curve fitting method is applied, using
measured data from an industrial DVD-video player.

e The performance of the analytical model is inferior in comparison with the numerical
model but this model is important because it is a complete analytical model. This
advantage is most important from the identification point of view where the non-
measurable parameters (or hardly measurable ones) could be estimated much faster
than in the case of the numerical model. Then, the analytical model is more useful
in the focus closed loop of the DVD player. Moreover, any analytical model of the
S-curve ep(Az) significantly saves simulation time.

e Comparison with the real data, acquired from an industrial DVD-video player dur-
ing start-up procedure, illustrates the quality of the analytical model.

e The theoretical part of the developed models and the experimental results were dis-
cussed in appendix C. The results of this study have been presented in [HBVSdF02],
[HBVSd03] and [HVSd04].

e The model of the radial error signal generation has been presented in appendix D
and the model of the read-out signal generation has been presented in appendix
E. The presented models are useful for testing the DVD player functionality and
future improvements of this system.
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Control system design

e A new designed control system based on a combined pole placement /sensitivity
function shaping methodology is proposed for construction of a low-complexity con-
troller, being able to achieve an enhanced focus/radial following performance and
repetitive disturbance rejection.

e Controller order reduction is performed to allow its practical implementation.

e An uncertainty model set, based on a parametric description, is considered to an-
alyze how the variations of the plant physical parameters influence performance
and robustness of the achieved solution. A simple robustness analysis demonstrates
that the designed closed-loops remain stable for large uncertainty of the physical
actuator parameters and the performance specifications are met.

e Final comparison of the existing and designed controllers illustrates that new con-
trollers provide better system performance and robustness than the existing con-
trollers. It is clear from these results that we have obtained the limit of the controller
order reduction for the imposed performance and implementation constraints.

e This control design methodology can be applied to the other families of DVD players
(DVD-ROM, DVD-Audio, DVD-Recordable) and a next generation, high-capacity,
blue-laser DVD format.

e The control system design and the experiment results were shown in chapter 4. The
results of this study have been published in [HBVFSd03a|, [HBVFSd03b], [HVP03],
[HBVF04] and [HVFS04].

This thesis fulfilled the goals traced out in the introduction. It can be considered that
the chapters 2, C and 4 create the core of this thesis.

5.3 Perspectives

Part I - Identification

In this thesis, has been assumed the case of the parametrization, where the transformation
function from state-space to the input-output transfer operator is linear towards the
parameterization vector. Furthermore, the proposed algorithms have been extended for
MIMO systems. Nevertheless, the parametrization function is given in a very general way.
Therefore, a development of a methodology for building a convenient parametrization of
state-space models can be of further interest for research.

Moreover, the estimation of physical parameters via identification of a discrete-time
state-space model requires the nontrivial transformation from a continuous-time model
to a discrete-time model. For this reason, more sophisticated optimization algorithms to
minimize a non-linear criterion function of its parameters should be used.
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Part IT - DVD player: Modelling and Control

Modelling the focus error, radial error and read-out signals generation

The proposed models make a compromise between complexity and accuracy. Full analysis
of propagation in terms of Gaussian beams can be carried out analytically to improve the
accuracy of proposed models near the focus position.

Interesting aspects related to diffraction from the optical disk layer(s), like radial
tracking to focus cross-talk and signal perturbation due to more than one information
layer can be studied. Nevertheless, understanding of complicated diffraction theory and
an access to a simulation environment are necessary.

Finally, possible higher order abberations of the astigmatic lens and spherical lenses
used in the optical pick-up unit and their optical tolerances can be included in more
complicated models, based on diffraction theory. Consequently, a compromise between
model complexity and accuracy has to be done because of increase of the simulation
time-complexity.

Control system design

This thesis has proved that model-based control design applied to a physical system
requires understanding:

1. The disturbances affecting the DVD systems.
2. The model uncertainty for evaluating the system robust performance.
3. The need of a systematic methodology useful to perform robust controllers design.

We have considered in this work the uncertainty of inaccurate modelling of an optical
disk drive electro-mechanical actuator.

However, the system focus/radial performance is also determined by the limited accu-
racy of the implemented controller which operates in the feedback loop. For this reason,
control design methodology should be extended in order to take also into account these
restrictions.

Another problem, often encountered in consumer optical disk drives mass production
is the variability of dynamical behavior, due to variation of environmental conditions and
system aging. There is a clear need for models that accurately describe this variable dy-
namical behavior for a large number of systems in view of an enhanced robust focus/radial
performance and disturbance rejection control design.

In this work, we have used a model uncertainty set based on technical specifications
of one industrial DVD-video optical pick-up unit to analyze how the variations of the
plant physical parameters influence the performance and the robustness of the achieved
solution. However, the utility of this approach to achieve a large number of optical pick-up
units demands a more detailed analysis of parametric uncertainty acting on DVD-video
players, and it requires a thorough investigation of alternative modelling techniques.



Closed-loop Output-Error
Identification Method for A
SISO Systems

A.1 Introduction

This chapter is devoted to the description of the closed-loop output-error identification
method for SISO systems.

The aim of this chapter is to describe the closed-loop output-error identification re-
cursive method and to present its properties. It makes more easier to understand the
identifications algorithms for state-space systems that are presented in chapter 2.

In practice, many plants cannot be easily operated in open loop for carrying an exper-
imentation protocol for identification (e.g. integrator behavior, drift). In some situations,
a controller may already exist and there is no reason to open the loop when the object
of the identification will be to get a better model for either design a new controller or
re-tuning the existing controller.

In adaptive control, one also has to estimate the parameters of the plant model in
closed-loop operation. In the context of adaptive control, the study of recursive plant
model identification in closed-loop will emphasize on the one hand the importance of the
filters to be used with open loop recursive identification algorithms, [LLM97; LK97b], and,
on the other hand, the use of specific algorithms dedicated to recursive identification in
closed-loop.

The problem of plant model identification in closed-loop is also of crucial importance
in the context of the iterative combination of the identification in closed-loop and robust
control re-design, see [Lju99; LLM97; LK97b]. This can be viewed as an adaptive control
scheme in which data acquisition and parameter identification is done at sampling period,
but the up-dating of the controller is done only on longer time horizons.

Figure A.1 illustrates the basis of the closed-loop identification iterative procedure (for
the case of an RST digital controller). The upper part represents the true closed-loop
system and the lower part represents the design system. The objective is to minimize the
error between the two systems by using new data acquired in closed-loop operation. In
adaptive control, the idea is first to improve the plant model estimation, and then to re-
design the controller based on the new model. This sequence of operations is carried out
one or several times. However, a key point is that the new plant model estimation should
be done in order to reduce the error between the two systems. In fact, the objective of the
plant model identification in closed-loop is to get a better predictor for the closed-loop
via a better estimation of the plant model.

The problem of plant model identification in closed-loop can be viewed in two different
ways:
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2
Design system

Figure A.1: Closed-loop identification scheme for SISO systems.

e Model Refence Adaptive Control (MRAS) point of view. The true closed-loop system
corresponds to a reference model, and a parallel adjustable system having a feedback
configuration is built up. This adjustable feedback system contains a fixed controller
and an adjustable model of the plant.

e [dentification point of view. The aim is to construct an adjustable predictor for the
closed-loop system in terms of a known fixed controller and of an adjustable plant

model G.

The external excitation can either be applied on the reference r*(t) or added to the
output of the controller w(t), see fig. A.1. This does not change the structure of the
algorithm; it just affects the external quantity added to the input of the plant and of the
estimated plant model.

From the basic scheme in fig. A.1, the family of closed-loop output-error recursive
algorithms can be derived, in which the parameters of the estimated model are driven by
a Parameter Adaptation Algorithm (PAA) using the closed-loop prediction error ecy, as
adaptation error.

This chapter is organized as follows: The overview on the basic equations is in sec-
tion A.2 and the family of the closed-loop out-put error algorithms is presented in sec-
tion A.3.

Parameter adaptation algorithms are discussed in section A.4 and their properties are
presented in section A.5. The stability of PAA in deterministic environment, paramet-
ric convergence analysis in a stochastic environment and frequency distribution of the
asymptotic bias are discussed here.

Conclusions are presented in section A.6.

A.2 Basic Equations of Plant, Fixed Predictor and
Output-Error

The objective is to estimate the parameters of the plant model defined by the transfer
operator:
g B(q")

Gs(q™') = TR

(A.1)
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where:

Blg) =big '+ +buyg " =q "B (¢ "), (A.2)
Al =14aqg '+ +a,qg™=1+qg A (¢"). (A.3)

In these formulae, we introduce the forward shift operator q which is defined by:
qu(k) = u(k +1),
and the backward shift operator ¢~ which is defined by:
¢ u(k) = u(k - 1),

where T} is the sampling period and f; = 1/7; is the sampling frequency. One should

note that ¢ and ¢~! operate in time domain, therefore they cannot be confused with

Z-transform operators z and 2z~ 1.

The output of the plant can be expressed from (A.1) using (A.2) and (A.3):

Alg") [y(k+1) = p(k +1)] = ¢ "Blg u(k + 1)
y(k+1) = —A(g ) *y(k) + B(g~ ") u(k — d) + A(g~")p(k + 1),
(A.4)

where u(k) is the plant input, y(k) is the plant output and p(k) is the output disturbance
noise given by:

p(k) = H(q "e(k), (A.5)
where e(k) is a zero-mean Gaussian white noise and H(g™') is the transfer operator of
the noise model, as it is illustrated in fig. A.1. The equation (A.4) can be rewritten to
the following form:

y(k+1) = 0" p(k) + A(g " p(k + 1), (A.6)
where 8% denotes the true parameter vector:
GT:[al e Qpy b1 an], (A7)

and ¢(k) the plant regressor vector:
o) =[—y(k) ... —ylk—na+1) uwk—d) ... ulk—ng+1—d)]" . (A.8)

The plant is operated in closed-loop with an RST digital controller which is given by
three polynomials R = R(q™'), S = S(¢~') and T'=T(q™'). In this case, the plant input

is expressed as follows:

(k) =~ Sy(h) + w(k), (A9)

where w(k) is the equivalent external excitation added to the output of the controller
either directly, either indirectly if the external excitation is applied on the reference

T
r*(k)), in which case w(k) = gr*(k;)
If the external excitation w(k) is added directly to the output of the controller, it will
y®) _ 1

0 = e which will enhance
P S

be filtered by the output sensitivity function Sy,(¢7") =
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the plant input signal in the frequency region where the output sensitivity function has
its maximum. As a consequence, a more precise model will be obtained in the frequency
regions which are critical for control design [HGdB96; LLM97; dH98; FL.99].

~

For fixed values of the estimated parameters §7 = [&1 ceeQpy, byl l;nB , the pre-

dictor of the closed-loop is described by:
gk +1) = =A(g™ ") 9(k) + Blg™ ") a(k — d), (A.10)

where 4(k) is the model input and (k) is the model output, see fig. A.1. One can also
write:

gk +1) = 076k, 0). (A.11)
where 6T denotes the estimated parameter vector:
0T = [al e, by byl (A.12)
and ¢(k, ) is the predictor regressor vector:
ok, 0) = [—g(k) ... —jlk—na+1) alk—d) ... a(k—np+1—d)]". (A.13)
The model input is given by:
. R
u(k) = —Ey(k) + w(k). (A.14)

One can compare the equations (A.4)—(A.9) describing the plant branch with the equa-
tions (A.10)—(A.14) describing the model branch. Finally, the closed-loop prediction
output-error is defined as:

ccp(k+1)=ylk+1) —g(k+1). (A.15)

It should be mentioned that, as clearly results from fig. A.1, for constant values of the
estimated parameters the predictor regressor vector ¢(k) depends only on the external
excitation. Therefore, under the assumption that the external excitation r*(k) or w(k) is
independent from the stochastic disturbance p(k), ¢(k) and p(k) are not correlated.

We may note that the previous predictions g(k — i) are used rather than the observed
outputs in the predictor regressor vector ¢(k). This is in accordance with fig. A.1, and mo-
tivates the name “output error method” or “model reference method”. As a consequence,
the predictor regressor vector ¢(k) does not directly depend on the observed variables
y(k) and hence not on any output disturbance noise p(k) added to the measurements.
This also means, as it is shown in section 2.4.1, that the convergence properties of pa-
rameter adaptation algorithm using (closed-loop) output error predictor is less sensitive
to the properties of p(k) than the usual recursive least square predictor (known also as
equation error) algorithm, see [L.S83; Lju99; LLM97].

Output error algorithm can also be interpreted as a pseudolinear regression. Since, in
(A.13), the sequence y(k — i) is known then (A.11) is a pseudolinear regression for this
model. To simplify notation, backward shift operator ¢! will be omitted. In the sequel
6 is also omitted in pseudo terms whenever there is no risk of confusion.
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A.3 The Family of Closed-loop Output-Error Meth-
ods

One can easily prove the relationship:

de*
650 = 000 — (474 L) ccut) (A.10)
which enables to rewrite (A.6) as:
~B*R
y(k+1) =0T p(k) — (A* +1 5 ) ecr(k) + Ap(k +1). (A.17)
Subtracting (A.11) from (A.17), one obtains:
AT q—dB*R
ecL(k+1)=(0—0) ¢(k) — (A* + 5 ) ecr(k) + Ap(k +1). (A.18)

Furthermore, one can write:

—ap* A B P
1+q_1(A*—|—q R)z SteBR_P

= : =, (A.19)

where P = AS + ¢ “BR defines the poles of the true closed-loop system. From (A.19) it
results that:

—d D%
qg “B*R P
A* = ——1]). A .20
P g (- 1) (A.20)
Introducing (A.20) into (A.18), one finally gets:
S X AS
corlk+1) = 50— 06k + Sp(h + 1), (A21)
and in the deterministic case (p(k + 1) = 0):
S A\T
ec(k+1) = F(@ —0) o(k). (A.22)

The closed-loop prediction error written as (A.21) or (A.22) is the main player of the
identification methods from the family of the closed-loop output-error (CLOE).

In the following subsections, different versions of the closed-loop prediction error ecy,
will be presented, in the case of adjustable predictors.

CLOE Method

Now replacing the fixed predictor ¢ of the closed-loop (A.11) by an adjustable predictor,
one obtains a priort predicted output which can be computed:

§(k+1) = § [k +110(8)| = 6" (R)o (), (A.23)
and a posteriori predicted output which can be computed only after deriving é(k +1) as:

Gk +1) = § [+ 1000k + 1)] = 07(k + 1o (k). (A.24)
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Defining the a priori prediction error which can be computed just after the acquisition
of the new measurement y(k + 1) (before deriving §(k + 1)) as:

eoL(k+1)=ylk+1)—9°(k+1), (A.25)

and the a posteriori prediction error which can be computed only after deriving é(k‘ +1)
as:
ecu(k+1)=ylk+1)—g(k+1), (A.26)

and using (A.17) and (A.24), the equation for the a posteriori prediction error becomes
in the deterministic case:

S . T
calk+1) =5 [e Ok + 1)} (k). (A.27)
In the stochastic case, one obtain:
S . T
sk +1) =3 {9 Ok + 1)] o(k) + Ap(k + 1), (A.28)

This is termed the closed-loop output-error method (CLOE).

F-CLOE and AF-CLOE Methods

However, (A.22) can also be rewritten as:

culk+1)= 220 - é)T%W«) = 20— ) oh), (A.20)
where:
S
(k) = Zo(h) (A.30)
P=AS+ ¢ *BR. (A.31)

In (A.31) P is an estimation of the true closed-loop poles based on an initial estimation
of the plant model /21, B (for example using an open-loop experiment). This formulation
leads to the filtered closed-loop output-error method (F-CLOE) which uses the same
adjustable predictor as CLOE (see (A.23) and (A.24)). An advantage of the F-CLOE
method is that it gives the minimum value of the uncorrelation test in comparison with
other methods, see [LLM97].

If one replaces P(¢~") by P(q~', k) (the current estimate of the closed-loop character-
istic polynomial) in the data filter of the F-CLOE method, the adaptive filtered closed-loop
output-error method (AF-CLOE) is obtained.

X-CLOE Method

Let’s consider the following disturbance model now:

pk+1)=He(k+1) = %e(k +1), (A.32)
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where e(k + 1) is a zero-mean Gaussian white noise, H, is the transfer operator of the
noise model and:

Clg")=1+q7'C* (¢ ). (A.33)

An extended output-error prediction model can be defined:

*ECL(/{i)

gk +1) = —A*j(k) + B*a(k — d) + H, = (A.34)
~ A x k N
ik +1) = 0%o(k) + 1. g1, 1), (A35)
where:

HY = hi+hoqg '+ 4 by ™ =C*S — A*S — ¢ B*R, (A.36)
Ho=14+¢'H =1+0S - P. (A.37)

The equation (A.17) for the plant output becomes in this case:

— T *ECL(k) *

y(k+1) =0T¢(k) + H; — C*eon(k) + Ce(k + 1). (A.38)

S

Subtracting (A.35) from (A.38), one obtains the expression for the closed-loop prediction
€ITor:

coL(k+1) = %(96 0 ge(k) + ek + 1), (A.39)

where the extended parameter vectors are defined:

0T = [0 hy ... hay]. (A.40)
0T = [éT hy ... fan], (A.41)

and the extended predictor regressor vector:

Po(k) = [¢T(k?) ecre(k) ... ecui(k —ny + 1)}T, (A.42)
ecut(k) = %5CL<I{7)- (A.43)

The equation (A.39) clearly shows that for 6, = 0. the closed-loop prediction error tends
asymptotically towards e(k + 1).

Replacing the fixed predictor (A.35) by an adjustable one, the extended closed-loop
output-error method (X-CLOE) can be obtained. Thus, the a priori prediction error is
given by:

cen(k+1) = y(k +1) = 6 (k) (k) (A.44)

and the equation for the a posteriori prediction error becomes:

ec(k+1) =y(k+1) — 05 (k + 1)oe (k). (A.45)
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G-CLOE Method

For the case of narrow-band disturbances, it is interesting to consider a disturbance model
of the form:

plk+1)=Hge(k+1) = %e(/{: +1), (A.46)

where e(k + 1) is a zero-mean Gaussian white noise, H, is the transfer operator of the
noise model and:
Clg ) =1+q¢"'C"(g), (A.47)
Dig"Y)=1+¢'D(¢)=1+dig "+ +d,,q """ (A.48)

The same procedure as for X-CLOE can be used for deriving a recursive parameter
estimation method. Briefly, the asymptotically optimal predictor takes the form:

Gk + 1) = —A"j(k) + B a(k — d) — D*oy(k) + H, €CLS( ). (A.49)

where:
ag(k) = Aj(k) - Ba(k — d), (A.50)
Hg = hl + hgqil + -+ haninH+1 (A51)
=C*S —A*S — ¢ “B*R— D*AS — D*q “BR, (A.52)
Hy,=1+4q 'H =1+CS— DP. (A.53)

In the deterministic case, the closed-loop prediction error is given by:

cor(k+1) = (00 — 0) 65 (k), (A.54)
where:

0F = [07 hi oo hay i day), (A.55)
L T S A (A.56)

(k) = [ng(k) cont(k) -.. cone(k —ng +1)
—ag(k) ... —ag(k—np+ 1)} ' (A.57)
Hiy = hy+hoqg '+ 4 hnuq " = —A*S — B*R, (A.58)
ecre(k) = %5@(1{:). (A.59)

Taking an adjustable predictor instead of the fixed one, these expressions lead to the
generalized closed-loop output-error method (G-CLOE) which uses the following definition
of the a priori prediction error:

etn(k+1) = y(k +1) = 6, (k)oy(k) (A.60)
and the equation for the a posteriori prediction error becomes:
ecL(k+1) = y(k +1) — 07 (k + 1)¢y (k) (A.61)

See [LK97b] for more detailed information about the G-CLOE method. Finally, a
summary of presented closed-loop output-error methods is shown in table A.1.
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Table A.1: Summary of closed-loop output-error methods.

Noise model | Parameter | Observation | Adaptation error

p(k) vector ecL(k+1)
CLOE e(k) 0 o(k) y(k+1) —0T¢(k)
F-CLOE e(k) 0 s (k) y(k+1) — 0% (k)
X-CLOE Ce(k) 0. e (k) y(k +1) — 0T o (k)
G-CLOE | Se(k) 0, g (k) y(k + 1) — 07 ¢y (k)

A.4 Parameter Adaptation Algorithms

In this section, we will focus on the parameter adaptation algorithms that are used in the
closed-loop identification scheme.

The key element for implementing the on-line estimation of the plant model param-
eters is the parameter adaptation algorithm (PAA) which drives the parameters of the
adjustable predictor from the data acquired on the system at each sampling instant. This
algorithm has a recursive structure, i.e. the new value of the estimated parameters is
equal to the previous value plus a correcting term which depends on the most recent
measurements.

Parameter adaptation algorithms generally have the following structure:

New estimated Previous estimated Adaptation
parameters = parameters + gain X
(vector) (vector) (matriz, scalar)
Measurement Prediction error
X function X function
(vector) (scalar)

This structure corresponds to the so-called integral type adaptation algorithm. The al-
gorithm has memory, and therefore maintains the estimated value of the parameters
when the correcting term becomes zero. The algorithm can be viewed as a discrete-time
integrator fed by the correcting term at each instant.

The adaptation gain plays an important role in the performance of the parameter
adaptation algorithm and it can be constant or time-varying. The measurement function
is generally called the observation vector. The prediction error function is generally called
the adaptation error.

In the case of the basic CLOE algorithm, the estimated parameter vector is denoted
by é, the observation vector corresponds to the predictor regressor vector ¢(k) and the
adaptation error corresponds to the closed-loop prediction error ec,. Accordingly, this
notation is used in the following text. However, if a different closed-loop output-error
algorithm (F-CLOE, AF-CLOE, X-CLOE or G-CLOE) is needed, the appropriate defi-
nition should be considered, as shown in table A.1.
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Gradient Algorithm

The idea of the gradient parameter adaptation algorithm is based on the minimization
of a quadratic criterion in terms of the a prior: prediction error:

1
min J(k +1) = = [e3.(k + 1))
(k) 2

(A.62)

A solution can be provided by the gradient technique. In order to minimize the value
of the criterion, one moves in the opposite direction of the gradient of the criterion. Hence,
the corresponding PAA has the form:

0J(k+1)

Ok +1)=0(k)— F %E

, (A.63)

where F is the matrix adaptation gain and 8J(k+1)/80(k) is the gradient of the criterion
at k + 1 with respect to the estimated parameter vector at k. From (A.62) one obtains:

0J(k+1)  0Oegp(k+1)

~ ~ eon(k+1). A.64
0 LSk (A.64)
In addition, the a priori prediction error is given by:
se(k+ 1) =y(k+1) = §°(k + 1) = y(k + 1) = 07 (k)o(k), (A.65)
and therefore: .
Oegp(k+1) 0o(k) ™ »
L T — (k) — —— 0(k), (A.66)
00(k) 00(k)
where d¢(k)/80(k) is the Jacobian matrix of the predictor regressor vector defined by:
- ouk) __oik) _ 9ik) k)
a1 (k) Dy, (K) dby (k) b 5 (k)
 9g(k—natl) 0g(komatl)  9g(k—natl) .  0g(k—natl)
99 (k) B day (k) dan , (k) by (k) Obn 5 (k) A
EY A da(k—d) da(k—d) i (k—d) da(k=d) (A.67)
(k) 91 (F) Daar, (5 91 (F) Doy ()
Dilh—ngtld)  dilk—nptl-d) dulk—ngtl-d)  dulk-ng+l-d)
a1 (k) i , (k) b1 (k) Obpy (k)

From (A.24) one can clearly see that §(k) is a function of §(k). Moreover, @(k—d) can
also become a function of (k) under certain circumstances (if d is zero and the relative
order of R/S is zero—see (A.14)). Therefore, the Jacobian matrix d¢(k)/80(k) cannot
be generally considered null in the closed-loop identification scheme.!

Introducing (A.66) into (A.64), the parameter adaptation algorithm (A.63) becomes:

Ok +1) = (k) + F (¢(k) + 8?—$Té(k)> o (k+1). (A.68)

(ol

There are two possible choices of the matrix adaptation gain F

'However, in the open-loop identification scheme the plant regressor vector ¢(k) is used, which ob-
viously does not depend on the estimated parameter vector, see (A.8). Hence, the second term of the
right hand side of (A.66) becomes (k)T /06(k) which is null.
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e ['=qal, where o > 0 and [ is the identity matrix,
e [ >0 (positive definite matrix).

The resulting algorithm (A.68) has an integral structure. Unfortunately, it presents
instability risks. If the adaptation gain is large near the optimum, one can move away
from this minimum instead of getting closer.

It is well known that this method is fairly inefficient, in particular when the iterates
are getting close to the minimum. So-called Newton methods or quasi-Newton methods
(see e.g. [LS83]) give a distinctly better results. In these variants the search direction
Ik +1,0(k))

902(k)
criterion function .J(k+ 1,0(k)). These iteration algorithms give convergence in one step
to the minimum of J(k + 1,0(k)), if this function is quadratic in #. Therefore, close to

the minimum, where a second-order approximation of J(k + 1, é(k’)) describes well the
k

least squares criterion Z gy (i+1), the Newton method is very efficient. Far away from

is modified using the Hessian: , i.e. the second derivative matrix of

the minimum, the algozriqchm maybe inefficient or even diverge. Therefore, the Hessian
is usually replaced by a guaranteed positive-definite approximation in order to secure a
search direction that points “downhill”.

Our study, nevertheless, also uses the gradient technique to minimize a one-step
quadratic criterion because the proposed algorithms take advantage of their closed ana-
lytical forms (see chapter 2).

Improved Gradient Algorithm

In order to assure the stability of the PAA for any value of the adaptation gain F', the same
gradient approach is used but a different criterion is considered, using the a posterior:
prediction error ey, (k + 1):

1
min J(k+1) = = [ec(k + 1)]°. (A.69)
0(k+1) 2

The gradient of the criterion becomes:

dJ(k+1)  decr(k+1)

(k+1)  90(k+1)

ecL(k + 1), (A.70)

and since the a posterior: prediction error is given by:

ek +1) =ylk+1) =gk +1) = y(k +1) — 0 (k + 1)o(k), (A.71)
one gets: Decn )
eoL(k +1 _

In this case, the Jacobian matrix d¢(k)/00(k + 1) is null because all elements of the
predictor regressor vector ¢(k) are independent of the estimated parameter vector 0(k+1).
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Introducing (A.72) into (A.70), the parameter adaptation algorithm becomes:
O(k +1) = 0(k) + Fo(k)ecr(k + 1). (A.73)

This algorithm depends on e¢y,(k + 1), which is a function of é(k +1). For implementing
the algorithm, ecr,(k + 1) must be expressed as a function of €@ (k + 1).
One can rewrite (A.71) as:

con(k+1) = ylk+ 1) — 07 (K)o(k) — [60k +1) — é(k:)]T 6(k). (A.74)

The first two terms of the right hand side correspond to €2 (k+ 1), and from (A.73) one
obtains:

0k +1) — 0(k) = Fo(k)ecr(k + 1), (A.75)
which enables to rewrite (A.74) as:

ccn(b+1) = (k+1) — ¢"(B)FTé(k)ecr(k + 1), (A.76)

from which the desired relation between ecr,(k + 1) and €g (k + 1) is obtained:

edL(k+1)
k+1)= —<= A.
elh D = T e AT
and the algorithm (A.73) becomes:
A 5 Fo(k)ed, (k
Ok +1) = 0(k) + Tarsss (A.78)

which is a stable algorithm irrespective of the value of the matrix adaptation gain F
(positive definite).

The division by 1+ ¢T(k)F¢(k) introduces a normalization which reduces the sen-
sitivity of the algorithm with respect to F' and ¢(k).

Recursive Least Squares Algorithm

When using the gradient algorithm, one moves in the quickest decreasing direction of the
criterion, with a step depending on F. However, the minimization of eZ; (k + 1) at each
step does not necessarily lead to the minimization of:

k
Z €QCL<i + 1)7
=0

on a time horizon. If the adaptation gain F' is not low enough, oscillations may occur
around the minimum of the criterion (A.62) used in gradient algorithm. On the other
hand, a high adaptation gain F' is preferable in order to reach a satisfactory convergence
speed at the beginning of iteration when the optimum of the gradient criterion (A.62)
is far away. In fact, the least squares algorithm offers such a variation profile for the
adaptation gain F'.
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The aim is to find a recursive adaptation algorithm which minimizes the least squares
(LS) criterion:

min J(k

i [uti) 1oli—1)] . (A.79)

M;r

=1

The term 67 (k)¢(i — 1) corresponds to §(i) = §[i,0(k)], the prediction of the output
at instant i (i < k) based on the parameter estimate at instant k obtained using k
measurements.

The value of 0(k), which minimizes the criterion (A.79), is obtained by seeking the
value that cancels d.J(k)/90(k):

k

i 2 ; [y(z') 0Tkl — )] e(i — 1) = 0. (A.80)

From (A.80), taking into account the relationship:

076G~ D] 6 = 1) = 6 = 1)6" (i = DA(R), (A81)
one obtains: i i
[Z 8= 1)9"(i - 1>] 0(k) = S yli)oti — 1) (A52)
and therefore, the estimation algorithm is:
= [Z ¢(i —1)p" (i — 1)] Zy (i —1) = F(k) Zy(i)cb(i -1),  (A83)
in which: i
F(k)™ = ZW —1)p"(i—1). (A.84)

It is assumed that the matrix S5 ¢(i — 1)¢" (i — 1) is invertible, which corresponds to
the so-called excitation condition. See [LLM97] for explanation.

This estimation algorithm does not have a recursive form. To obtain a recursive
algorithm, the estimation of §(k + 1) is considered:

k+1
Ok +1)=F(k+1) Zy (i —1), (A.85)
where: -
F(k+1)"' = Z P(i —1)p (i — 1) = F(k) ™ 4 ¢(k)o (k). (A.86)
From (A.85) one gets:
k
Ok +1)=F(k+1) | Y _y()e(i — 1) +y(k+ 1)o(k) | . (A.87)

i=1
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Taking into account (A.83), one can rewrite (A.87) as
Ok +1) = F(k + 1) [F(k)*lé(k) +y(k+ Dok)] . (A.88)

From (A.86), after multiplying both sides by (k), the following relation is obtained:

F(k) (k) = F(k+1)7'0(k) — ¢(k)o" (k)0(k), (A.89)
and (A.88) becomes:

Ok +1) = F(k + 1){F(k +1)70(k) + (k) |y(k+1) — éT(k>¢(k)] } (A.90)
Using the expression (A.65) for the a priori prediction error €&y (k + 1), the result is:
Ok +1) = 0(k) + F(k + 1)o(k)edy (k4 1). (A.91)

The adaptation algorithm (A.91) has a recursive form similar to the gradient algorithm,
except that the matrix adaptation gain F'(k + 1) is time-varying now. It corrects the
gradient direction and the step length automatically. A recursive formula for F(k + 1)
remains to be given from the recursive formula for F(k 4+ 1)~! given in (A.86). This is
obtained using the following matriz inversion lemma.

Matrix Inversion Lemma: Let F' be an n X n dimensional nonsingular matrix, R an
m x m dimensional nonsingular matrix and H an n X m dimensional matrix of maximum
rank. Then the following identity holds:

(F'+HR'H"Y'=F-FH(R+H"FH)'H'F. (A.92)

In our case, one selects H = ¢(k), R = 1, F = F(k) and the following recursive
formula is obtained:

Pt 1) = pipy - ERABTOR0) .

Putting together the different equations, a basic formulation of the recursive least squares
(RLS) parameter adaptation algorithm can be given:

0(k+1) = 0(k) + F(k+ 1)p(k)e2y (k + 1), (A.94)

F(R)$(k)6™ () F (k)
Flh+1) = Fb) =7 +¢T< VER)S(h)
)

eon(k +1) = y(k+1) — 07 (k)o(k

(A.95)

(A.96)

An equivalent form of this algorithm is obtained by introducing the expression of F'(k+1)
given by (A.95) in (A.94) and using equations (A.65) and (A.71). Then the equivalent
form of the parameter adaptation algorithm for the recursive least squares is obtained:

0(k+1) = 6(k) + F(k)p(k)ecn(k + 1),
F(k+1)"" = F(k)™" + ¢(k)o" (k),

FO)6" () F(1) A.97

Flk+1) = F( (k))_éT%+)¢?<)fc>F<k>¢(k> : (A9
oy =0T (k) (k

ecn(k +1) = Sormmmem
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For the recursive least squares algorithm to be exactly equivalent in sense of criterion
minimization to the non-recursive least squares algorithm, it would have to be started
from a first estimation obtained at instant kg = dim ¢(k), since F(k)~! given by (A.84)
becomes nonsingular for £ = ky. In practice, the algorithm is started up at k£ = 0 by
choosing;:

F(0) = %I = Giuil, (A.98)

in which the typical value is § = 0.001 (Gjy; = 1000). It can be observed in the expression
of F(k+1) given by (A.86) that the influence of this initial error decreases with the time.
In this case one minimizes the following criterion:

k

min J(k) = 3 [y(z') — 0T (k)i — 1)} g [9 - 9(0)} F(0)! [9 - 9(0)} L (A

o) =

Choice of the Adaptation Gain F

The RLS algorithm is an algorithm with a decreasing gain. This can be clearly seen if the
estimation of a single parameter is considered. In this case, F'(k) and ¢(k) are scalars,
and (A.95) becomes:
Fk+1)= F(k) < F(k) (A.100)
14+ @*(k)F (k) = 7 ‘

In fact, the RLS algorithm gives less and less weight to the new prediction errors, and
thus to the new measurements. Consequently, this type of variation of the adaptation
gain is not suitable for the estimation of time-varying parameters, and therefore other
variation profiles must be considered in this case.

The recursive formula for the inverse of the adaptation gain F'(k+1)~! given by (A.86)
can be generalized by introducing two weighting sequences A (k) and A\y(k):

F(k+1)7" = M(k)F(E)™ + Ao (k)o(k)o" (k), (A.101)
0<A(k) <1, 0< A(k) <2, F(0)>0.

Note that A(k) and Ay(k) have the opposite effect. A(k) < 1 tends to increase the
adaptation gain while Ay(k) > 0 tends to decrease the adaptation gain.
Using the matrix inversion lemma (A.92), one obtains:

U [y - FR0RE WF(R)

n® | TR P

Fk+1) = (A.102)

Each choice of the sequences \;(k) and \y(k) corresponds to a variation profile of the
adaptation gain. Several possible choices are presented now:

Al. Decreasing (vanishing) gain. In this case:
)\1(k') = )\1 == 1, )\Q(k') - )\2 - 1, (A103)

and F'(k+ 1) is given by (A.95), which leads to a decreasing adaptation gain. This
type of profile is suitable for the estimation of the parameters of stationary systems
and it represents the particular case of the previously presented “standard” RLS
algorithm.
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A2. Constant forgetting factor. In this case:

A3.

)\1(]{3) = /\1, 0< A\ < 1, )\2(]{3) =Xy = 1, (A104)
where the typical Ay values are:
A1 = 0.95 to 0.99.

The criterion to be minimized will be:
k . R 2
qnnJ@9::§:A¥F”[yu)—eT@9¢@-m . (A.105)
0(k) i=1

The value A\;(k) < 1 introduces increasingly weaker weighting of the old data. The
maximum weight is given to the most recent prediction error. This is why A; is
known as the forgetting factor. The use of a constant forgetting factor without
monitoring the maximum value of F'(k) causes problems in adaptive control if the
(k)¢ (k) sequence becomes null in the average (i.e. steady state is reached). In
such a case, the adaptation gain tends to infinity:

F(k+i)"h = (M) F(k)™,
F(k+1i) = (\)'F(k),
lim (\) ™ =00 for \; < 1.

This type of profile is suitable for the estimation of the parameters of slowly time-
varying systems.
Variable forgetting factor. In this case:
Ao(k) = Ao =1, (A.106)
and the forgetting factor A\;(k) is given by:
M(E) =XoM(E—1)+1 =X, 0< X <1, (A.107)
where the typical values are:

A1(0) = 0.95 t0 0.99, Ao = 0.5 to 0.99.

This type of profile is recommended for the model identification of stationary sys-
tems, since it avoids a too fast decrease of the adaptation gain, which generally
results in acceleration of the convergence.

Other types of A;(k) evolution can be considered. For example:

[t (k)
L+ ¢t (k) F(k)¢(k)

This forgetting factor tends towards 1 when the prediction error tends towards zero.
On the other hand, when a change occurs in the system parameters, the prediction
error increases which leads to a forgetting factor smaller than 1 to assure a good
adaptation capability.

Mk)=1-8 , B> 0. (A.108)
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A4. Constant trace. In this case, A\ (k) and \y(k) are automatically chosen at each step
in order to assure a constant trace of the gain matrix (constant sum of the diagonal
elements):

tr F(k+1) =tr F(k) = tr F(0) = doGini, (A.109)

in which dy is the number of parameters and Gj,; determines the initial matrix
adaptation gain:

Gini 0
F(0) = , (A.110)
0 Gini
where the typical Gy,; values are:
Gini = 01 to 4

Using this technique, there is a movement in the optimal direction of the RLS
algorithm at each step, but the gain is maintained approximately constant. The
values of \;(k) and A\y(k) are determined from the equation:

R P ALYl
Ai(k) V() + o1 (R)E(R)o(k) |~
fixing the ratio v(k) = A1(k)/A2(k). This relationship is a direct consequence of

(A.102).

This type of profile is suitable for the model identification of systems with time-
varying parameters and for adaptive control with non-vanishing adaptation.

tr F'(k+1)

(A.111)

A5. Constant gain (gradient algorithm). In this case:
M) =M =1, Ao(k) = Ao =0 (A.112)
and thus from (A.102), one obtains:
F(k+1) = F(k) = F(0). (A.113)

The improved gradient adaptation algorithm given by (A.73) or (A.78) is then
obtained.

This algorithm can be used for the identification and adaptive control of stationary
or time-varying systems with few parameters (< 3) and in presence of a reduced
noise level.

This type of adaptation gain results in performance that are inferior to those pro-
vided by the A1, A2, A3, A4 profiles, but it is simpler to implement.

Choice of the Initial Matrix Adaptation Gain F(0)

The initial matrix adaptation gain F'(0) is usually chosen as a diagonal matrix of the
form given by (A.98) and, respectively, (A.110).
In the absence of initial information upon the parameters to be estimated, a high
initial gain Gjy; is chosen. A typical value is Gi,; = 1000 but higher values can be chosen.
If an initial parameters estimation is available, a low initial gain is chosen. In general,
in this case Giy; < 1.
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A General Structure of PAA

For all methods the parameter adaptation algorithm (PAA) has the general form (integral
type), [LK97h]:

Ok +1) = 0(k) + F(k)p(k)eor(k + 1),
F(k+1)7 = M(k)F (k)™ + M (k)o(k)o" (),
0<M(k)<1, 0<M(k)<2,
F(0)>0, Fk)'>aF0)! 0<a<oo, (A.114)

_ 1 _ _FR)$k)T(WF ()
Fk+1) = 5@ {F () ST R F(R)$(R) |

I CanY)
ec(k +1) = ool rmam

where £2 (k+1) = fi((k), O(k—=1), ..., y(k+1), ecL(k), ecL(k—1), ...) is the a priori

A ~

adaptation error, ecr,(k+1) = fo(0(k+1), 0(k), ..., y(k+1), ecL(k), ecL(k—1), ...) is
the a posteriori adaptation error and ¢(k) is the observation vector.

For each recursive identification algorithm (CLOE, F-CLOE, AF-CLOE, X-CLOE, G-
CLOE), the variables 6, ¢, €2 (k+ 1) have a specific expression. Note that the sequences
A1(k) and Ao(k) have different laws for the time evolution of the adaptation gain F'(k).
For convergence analysis in the stochastic environment, it is assumed that a PAA with
decreasing gain is used (i.e. Aj(k) =1, Aa(k) > 0 or Aa(k) = Ag).

A.5 Properties of Parameter Adaptation Algorithms

In this section, only the properties of CLOE algorithm are summarized briefly. The
properties of the other algorithms (F-CLOE, AF-CLOE, X-CLOE and G-CLOE) are
given in the same way in [LK97b].

Stability of PAA in a Deterministic Environment
Equivalent Feedback Representation of PAA

In the case of recursive least squares or of the improved gradient algorithm, the following
a posteriori predictor has been used, see (A.24):

Gk +1) =7 [k+1|é(k+ 1)] — 07 (k + 1) (k). (A.115)
The PAA has the following form, see (A.114):
O(k+1) = 0(k) + F(k)p(k)ecr(k +1). (A.116)
The parameter error is defined as:
O(k) =06(k)— 6. (A.117)
Subtracting € in both sides of (A.116) and taking into account (A.117), one obtains:

O(k +1) = 0(k) + F(k)p(k)ecL(k +1). (A.118)
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Linear block

Non-linear time-varying block

Figure A.2: Equivalent feedback representation of PAA associated to the output-error
predictor (OE plant model).

From the definition of the a posteriori prediction error ecr(k + 1) given by (A.26) and
taking into account (A.6) for zero output disturbance noise p(k) = 0 (deterministic case)
and (A.117), one gets:

ecL(k+1) = —H (¢ H0" (k + 1)o(k), (A.119)

where H.(g™') is a transfer operator given from the closed-loop predictor. The operator
H.(q7') will be specified more precisely for CLOE algorithm in the following (see (A.122)
and (A.125)). Using (A.118), one can write:

67 (k + 1)o(k) = 87 (k)b (k) — 6" (k) F(k)g(k)ecn (k + 1) (A.120)

Equation (A.118) through (A.120) defines an equivalent feedback system represented
in fig. A.2. Equation (A.119) defines a linear block with constant parameters on the
feedforward path, whose input is —87 (k+1)¢(k). This block is characterized by a transfer
function H,(¢"!) in the case of output-error predictor (OE plant model). Equations
(A.118) and (A.120) define a non-linear time-varying block in the feedback path.

The equivalent feedback representation associated to PAA is always formed by two
blocks: The linear time-invariant block and the non-linear time-varying block. Passivity
(hyperstability) properties or Lyapunov functions are well suited for the stability analysis
of such feedback system and the same results can be obtained with both approaches.

We shall next present the results of the stability of PAA for CLOE algorithm using
passivity approach. Detailed analysis can be found in [LLM97].

Stability of PAA Using the Equivalent Feedback Representation

Associated with the PAA (A.114) one considers the class of adaptive systems for which
a posteriori adaptation error satisfies:

corlk+1) = Hy(g™)[0 - 6k +1)] (k). (A.121)

see (A.27), where:

(A.122)
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with:
U]
Hi(g ") =1+ hig j=1,2 (A.123)
i=1
and @ is a fixed value of the unknown parameter vector.

The equation for the a posteriori prediction error, in the deterministic case (p(k) = 0),
is:

Sa N, 5 T
carlk+1) = B {e Ok + 1)} (k) . (A.124)
and consequently one can define H,(g™!) as:
He(q™") = Jiiz_l)) : (A.125)

Exploiting the input-output properties of the equivalent feedback and feedforward
block from fig. A.2; one has the following general result for CLOE algorithm, see [LK97b]:

Theorem 3 Assuming that the closed-loop system (operated in closed-loop with a RST
digital controller) is stable, the recursive parameter estimation algorithm given by (A.114)
assures
klirn ecL(k+1)=0,
khm 6(6L(k + ].) — 0,
llp(k)|] < C,0< C < o0, Vk
for all initial conditions 6(0), &, (0) and ¢(0) if

_ _ Ao S(zTH A

! 1y 1 — —2 = — —2

H(=) = (=) = 5 = P = (A.126)
is strictly positive real (SPR) transfer function, where: max (Ao(k)) < Ay < 2 and P(z71)

k
represents the characteristic polynomial (closed-loop poles).

The transformed equivalent feedback associated to the Theorem 3 is shown in fig. A.3.
Xo(k) Ao
< 5

The equivalent feedback path has a local negative feedback with a gain max

which makes the transformed feedback path passive. However, in order that the whole

feedback system remains unchanged, a gain —Z2 should be added in parallel to the feed-

forward path and, therefore, the equivalent transformed linear path will be characterized

, A
by the transfer function Hr(q’l) = Hr(qfl) - ?2

Parametric Convergence Analysis in a Stochastic Environment

One of the objectives of closed-loop identification is to obtain asymptotic unbiased es-
timates in the presence of noise on the plant output. We shall use for this analysis an
approach based on an associated Ordinary Differential Equation (ODE), see [Lju77], and
a specific result for a class of parameter-estimation algorithms [DL80].
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Strictly passive system

Passive system

Figure A.3: Transformed equivalent feedback systems associated to the PAA with time-
varying gain for the output-error predictor (OE plant model).

The equation of the a posteriori prediction error in the presence of noise is:

S(g™) Alg™)S(h)
P(qg™) P(g™)
One has the following result, see Theorem 4.1 in [LK97a]:

ECL(k + 1) =

(60— 60k+ )] o(k) + p(k+1).  (A127)

Theorem 4 Consider the recursive parameter estimation algorithm given by (A.114)

with A1 (k) = 1. Define

3k, 0) £ &(k) |y —d—const. (A.128)
ecr(k +1,0) 2 ecn(k + 1|5 _s—const. (A.129)
D2 {0: Az"HS(EY429B(z"HYR(z"") =0=|z| <1} (A.130)

Assume that é(k:) generated by the algorithm belongs infinitely often to the domain Dy
for which the stationary process ¢(k, é) and ecr(k + 1, é) can be defined.
Assume that p(k) is a zero-mean stochastic process with finite moments independent
of the reference sequence r*(k).
If
)\2 . S(Z_l) /\2
2 Pzl 2
is strictly positive real (SPR) transfer function, where: max (A2(t)) < A2 < 2 then

Hi(z") = Hy(=7")

(A.131)

Prob{ lim (k) € DC} _ 1,

where D, = {0 = (¢T(k, 0))(0 — 0) = 0}. If, furthermore, ¢*(k, 0)(0 — 0) = 0 has a
unique solution (richness condition) then the condition on H!(z') (A.131) to be strictly
positive real implies that

Prob{ Jim Ok +1) = 9} ~1.

This theorem is establish here because it is useful for the parametric convergence
analysis in a stochastic environment of the state-space identification methods in chapter 2.
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Frequency Distribution of the Asymptotic Bias

The asymptotic expression for the bias distribution of model estimate plays an important
role in the analysis of different identification methods, particulary when the true system
does not belong to the model set. In this section the bias distributions of the estimates
for CLOE algorithm is presented using the framework considered in [Lju99].

Consider the discrete-time SISO system with the additive disturbance p(k):

Gs(q ) u(k) + p(k),
H(qg Ye(k),

where y(k) is the output signal, u(k) is the input signal and e(k) is a zero-mean Gaussian
white noise signal. Gs(¢™') and H (g ') are the transfer operators of the plant and noise
model, respectively.

Consider the excitation signal w(k) is added to the plant input. For the case of the
closed-loop methods, the formula for the estimated parameter vector when number of
data N — oo is given by:

y(k
p(k

) =
) =

~

0* = arg mein/ sk [\GS — GY| Sy |2 bw + |H\2¢e] dw, (A.132)

where Sy,(w) corresponds to the true output sensitivity transfer function between the
output disturbance p and the plant output y, S’yp(w) is the estimated output sensitivity
transfer function, ¢y (w) corresponds to the spectral density of the external excitation
signal w and the ¢.(w) is the spectral density of the noise e. This formula shows that the
noise does not affect the parameter estimation.

On the other hand, for the case of open-loop identification (direct method) e(k) and
u(k) are independent, the formula for the estimated parameter vector when number of
data N — oo is given by:

b — arg m@in/ B P[1Gs — GPo + |H — HPa] o, (A.133)

where H is the estimate of noise model transfer operator H and ¢,(w) corresponds to
the spectral density of the input u. Comparing this equation (A.133) with (A.132), one
observes that in the closed-loop operation the bias of the plant model is related to the
bias of the noise model. It means that contrary to the open-loop case when the noise
model and plant model are independently parametrized, incorrect estimation of the noise
model leads to the bias estimation of the plant model. It can be shown that this bias is
proportional to the noise variance and H — H, [Lju93].

For more details see [LK97b], [LK97a] and [LLMIT].

A.6 Conclusions

In this chapter, we have presented the parameter adaptation algorithms using closed-loop
output-error identification predictor. We have examined their properties in deterministic
and stochastic environment.

We can emphasize the following properties:
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The recursive algorithms for plant model identification in closed-loop operation are
efficient tools either for improving open loop identified models or for re-design and re-
tuning of existing controllers, based on the improved models.

Identification in closed-loop allows the identification of models for plants which can
hardly be operated in open loop (presence of integrators, open loop unstable, drift, etc.).

Recursive identification in closed-loop is based on the use of an adaptive predictor
for the closed-loop which is re-parameterized in terms of the model to be identified. The
estimated parameters asymptotically minimize a criterion of the closed-loop predictor
error.

As for the case of identification in open loop, there is no single algorithm which gives
the best identified model, but a family of algorithms are available.

The properties of the PAA (stability, convergence, frequency distribution of the asymp-
totic bias) in the presence of stochastic disturbances depend upon the structure of the
adjustable predictor and the way in which the observation vector and adaptation error is
generated.
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State-space Identification B
Experiments

B.1 Simulation Experiments for SISO Systems

Simulation Experiment 3

The following state-space representation of the test plant § is considered:

a0) = [ 74| o) =[]

Co(0) = | 29573 | 2.9490 |,
for the parameter vector defined by:
0 =1[6, 6" .

This is the first experiment in which the number of estimated parameters is smaller
than the number of transfer function coefficients (2n > dy). It means that some knowledge
about identified systems constants have been included to the estimated model. Two
constants remains to be estimated in this case.

Since the state-space matrices are given in a canonical controller form, one can imme-
diately determine the vector of transfer function coefficients I'(¢) and its Jacobian matrix
Iy (6):

0, 10
|6, P N
PO = 190573 Tl =1¢ ¢
2.9490 0 0

This model structure is also linear in its inputs but nonlinear in its parameters since the
ride-hand side of closed-loop predictor (2.70) involves the product of parameters by model
outputs that depend on 0. Identifiability of this model is satisfied (Laplace transform
approach [BA?O]). The true values of the estimated parameters are straightforward:

—1.9887
—1.9887 0.9915

b= { 0.9915 ] = T =1 59573
2.9490

Table B.1 gives an overview of the simulation settings. One can see that the same constant

of 100 is selected as the scalar adaptation gain for the IGM-1 and IGM-2 algorithm.
The simulation results are summarized in tables B.2 and B.3. Figure B.1 shows

that the convergence speed of the IGM-1 and IGM-2 algorithms are the best. The RLS-2
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Table B.1: Settings of the SISO experiment 3.
Initial parameter vector estimate 6(0) = [0, 0]
Standard deviation of white noise 0. = 0.00001
RLS-2 initial matrix adaptation gain | F'(0) = 10000/
RLS-2 variation profile sequence A\ (k) | A (k) = 0.98
RLS-2 variation profile sequence (k) Xo(k) =1
IGM-1, IGM-2 scalar adaptation gain | a; = as = 100

GM-2 scalar adaptation gain a=0.04
Number of simulation steps kena = 2047
Number of simulation runs N =100

Table B.2: Results of the SISO experiment 3.

0[x107Y  &[x107Y]
RLS-2 1.3895 +0.3771
IGM-1 4.5635 +0.7992
IGM-2 4.0345 +0.8429
GM-2 7599 +0.0716

algorithm suffers from a lower convergence speed while the GM-2 algorithm has the worst
convergence speed irrespective of the scalar adaptation gain settings.

Lower mean value of the parametric error 6 and standard deviation of the estimated
parameter vector ¢ for the RLS-2 algorithm in table B.2 in comparison with the IGM-1
and IGM-2 algorithms are caused by the time-varying adaptation gain matrix for the
RLS-2 algorithm.

Figures B.2 and B.3 illustrate the evolution of the individual parameters in the case
of the RLS-2 and IGM-2 algorithms, respectively. One can see that the IGM-2 algorithm
requires only 80 steps in comparison 1000 steps for the RLS-2 algorithm in order to come
near the true values.

Table B.3: Results of the SISO experiment 3, mean values and standard deviations of the
individual parameters.

| J ot [ 2 |
RLS-2 | 6; —1.9886 | 0.9914
0;[x107%] || £0.0343 | £0.0410
IGM-2 | 6 ~1.9891 | 0.9919
0;[x1073] || £0.0964 | £0.0721
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Evolution of the parameric distance for RLS-2
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Figure B.3: Evolution of the estimated parameters for one simulation run (IGM-2, SISO
experiment 3).
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B.2 Simulation Experiments for MIMO Systems

In the case of MIMO systems, the experiments are performed in the closed-loop identi-
fication scheme (fig. 2.2) using the RLS-2 and IGM-2 algorithm. One should note that,
independently of the criterion taken, the simulation results are controller-dependent. A
MIMO test plant S is operated by a digital linear quadratic (LQ) controller K.

The statistic criteria (2.249), (2.250), (2.251), (2.252) have been used to evaluate the
results.

The following discrete-time state-space representation of the test plant S, which rep-
resents a flying insect model [DSS03], is considered:

0.9923  10.5807-1073]0.1472-107313.1350 - 108
Ao — 0.1229-1073] 0.9900 [4.5050-1078[0.1471-1073
S —102 7.6770 0.9600 [0.6065-103 |’
| 1616 —131.8 [0.6338-1073] 0.9579
[ —1.015-107%] 0.5643 - 1073
B 1.122-1073 |—1.133- 1073
S —0.0119 7472 ’
I 14.85 —14.97
F110]0]0
0ol1]0]0
Cs = 1 0T0(1l0
L o[ofo[1

The matrices {As, Bs, Cs}, that describes two inputs and four outputs MIMO system,
can be obtained directly from micromechanical flying insect morphological parameters
such as mass, moment of inertia, center of mass, etc. if a continuous-time nonlinear
system is approximated by a linear discrete-time system, [DSS03].

The output feedback LQ controller u(k) = —Ky(k) has been designed to minimizes
the following quadratic cost function:

N
leimE( xk:Txk:—l—ukTRuk>,
dim B3 07 Qe(0) + " Rat)

where () > 0 and R > 0 are the weighting matrices to reflect the trade-off between
regulation performance and control effort, and the diagonal entries in the weighting ma-
trices are iteratively tuned to ensured a good transient response without saturating the
control inputs. The final choice of the weighting matrices () and R for the controller are
@ = diag(10, 20, 1, 1) and R = diag(1, 2). The sampling period is Ty = 0.15 ms.

In order to test the proposed state-space identification algorithms, various state-space
representations {Ag(0), Bo(0),Co(0)} of the plant S operated by the controller I are
identified in the following simulation experiments.

Two pseudo-random binary sequences (PRBS), generated by a 8-bit register, added
to the controller outputs vector u(k) are taken as excitation signals vector w(k). Their
value alternates between +0.02 and —0.02 and their clock frequency is equal to fs/2.

Four zero-mean Gaussian white noises of standard deviation o1, 0ea, Te3, Tes are used
as the output disturbance signals vector e(k) = [e(k), ea2(k), es(k), es(k)]T and a noise
filter H = diag|[1, 1, 1, 1] has been considered.
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Simulation Experiment 4

The following state-space representation of the test plant S is considered:

0.9923  10.5807 - 10~3]0.1472 - 10~3|3.1350 - 108
Ao(6) = 0.1229-1073| 0.9900 | 4.5050 - 10~8]0.1471 - 103
0\Y) = —102 7.6770 0.9600  |0.6065-10—2 |’
1616 ~131.8  |06338-10"3] 0.9579
[ —1.015-107%] 0.5643 - 1073
1.122-10°° |—1.133-10°3
Bo(e) = 91 02 5
i 05 04
r1]olo]o
0/1]0]0
Co(0) = 0/0]1]0
L 0]o]o]T

for the parameter vector defined by:

0 = [917 927 937 04]T-

One can see that the parameter vector is composed of four parameters which define the
unknown parameters in matrix By(6). The state-space representation used for identifica-
tion {Ao(0), Bo(#), Co(8)} corresponds directly to the discrete-time state-space physical
description. Moreover, this form has also canonical observer form.
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The vector of transfer function coefficient I'(#) and its Jacobian matrix can be defined

as follows:

—3.9003
5.7385
—3.7744
9.3648 - 10"
—1.0151 - 106
3.6033 - 1076 4+ 1.4718 - 10%6, + 3.1347 - 1086,
—2.8674-107% +1.1354 - 107795 — 2.8670 - 10746,
3.1940 - 1077 4 2.5609 - 10865 + 1.4244 - 10746,
5.6429 - 1074
—1.6416 - 1072 + 1.4718 - 10~*05 + 3.1347 - 10~%6,
1.6014 - 1073 +1.1354 - 10770, — 2.8670 - 10~*6,
—5.2365 - 107% + 2.5609 - 10786, + 1.4244 - 10~6,
1.1216 - 1073
—3.2642 - 1072 4 1.4707 - 107405 + 4.5046 - 10786,
3.1830 - 1073 + 2.3461 - 10780, — 2.8714 - 10405
—1.0397 - 1072 — 3.2032 - 10786, + 1.4232 - 10404
—1.1306 - 1073
3.2904 - 1073 4 1.4707 - 10740, + 4.5046 - 10786,
—3.2085 - 1072 + 2.3461 - 10730, — 2.8714 - 10744,
1.0479 - 1073 — 3.2032 - 1073605 + 1.4232 - 10746,
th
8.7144 - 1073 — 2.94036; + 6.0646 - 10~0;
—1.7151 — 7.6295 - 10°65 + 2.90076,
8.4384 - 1073 — 5.3016 - 10~*65 — 9.6032 - 10716,
0
—6.6265 - 1072 — 2.94036, + 6.0646 - 10-%6,
1.2926 - 10! — 7.6295 - 10750, + 2.90076,
—6.4135 - 1072 — 5.3016 - 107*0, — 9.6032 - 10716,
03
—1.4786 - 107! + 6.3384 - 10740, — 2.94246,
2.8869 - 10~ 4 2.900565 — 1.0246 - 10~36,
—1.4309 - 10~! — 9.5802 - 107145 + 3.9072 - 10~6,
04
1.4996 - 107! + 6.3384 - 10749, — 2.94240,
—2.9282- 107! +2.90050, — 1.0246 - 1036,

| 1.4514-1071 —9.5802 - 10710, + 3.9072 - 10710, |
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i 0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
1.4718 - 10~* 0 3.1347-1078 0
—2.8670 - 1074 0 1.1354 - 1077 0
1.4244 -10~* 0 2.5609 - 108 0
0 0 0 0
0 1.4718 - 10~* 0 3.1347 - 1078
0 —2.8670 - 10~* 0 1.1354 - 1077
0 1.4244 - 1074 0 2.5609 - 108
0 0 0 0
4.5046 - 1078 0 1.4707 - 10~* 0
2.3461 - 1078 0 —2.8714-107* 0
—3.2032 - 1078 0 1.4232-10~* 0
0 0 0 0
I (6) = 0 4.5046 - 10~ 0 1.4707 - 10~*
0 0 2.3461 - 1078 0 —2.8714 - 10~
0 —3.2032-10°8% 0 1.4232-10~*
1 0 0 0
—2.9403 0 6.0646 - 1074 0
2.9007 0 —7.6295-107° 0
—9.6032- 107! 0 —5.3016 - 1074 0
0 1 0 0
0 —2.9403 0 6.0646 - 1074
0 2.9007 0 —7.6295-107°
0 —9.6032- 107! 0 —5.3016 - 10~*
0 0 1 0
6.3384 - 1074 0 —2.9424 0
—1.0246 - 1073 0 2.9005 0
3.9072 - 1074 0 —9.5802 - 10! 0
0 0 0 1
0 6.3384 - 1074 0 —2.9424
0 —1.0246 - 1073 0 2.9005
i 0 3.9072 - 10~ 0 —9.5802 - 107! |

The true values of the estimated parameters are straightforward:

—1.1898 - 1072
7.4716
14.849

—14.967

Table B.4 gives an overview of the simulation settings. There are two cases (A, B) which
have been studied using RLS-2 algorithm. The difference comes from two different initial
matrix adaptation gains F'(0). Initial matrix adaptation gain F'(0) is equal to 0.1/ in the
first case (A) while it is equal to 2/ in the second case (B).
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Table B.4: Settings of the MIMO experiment 4.

Standard deviation of white noise e; (
Standard deviation of white noise es(

Standard deviation of white noise e4(

o1 = 0.000001
oe2 = 0.000001
oe3 = 0.000001
0eq = 0.000001

k)
k)
Standard deviation of white noise e3(k)
k)
B

Initial parameter vector estimate (A,

)

0(0) = [—0.01, 7.4, 14, —14]"

RLS-2 initial matrix adaptation gain (A) F(0)=0.11
RLS-2 initial matrix adaptation gain (B) F(0)=21
RLS-2 variation profile sequence A; (k) A1 (k) =0.995
RLS-2 variation profile sequence Ay (k) Xo(k) =1
Initial parameter vector estimate 0(0) = [0, 0, 0, 0]"
IGM-2 scalar adaptation gain as = 100
Number of simulation steps Kena = 255
Number of simulation runs N =100

Table B.5: Results of the MIMO experiment 4.

6[x1074 a[x1074]
RLS2 (A) - -
RLS-2 (B) . .
IGM-2 1.4892 +19.8312

One can also see that a constant forgetting factor of 0.995 is selected as an adaptation
gain variation profile in both cases (A, B) for the RLS-2 algorithm.

The simulation results are summarized in tables B.5 and B.6. The evolution of the
parametric distance for RLS-2 algorithm in both cases (A, B) is shown in fig. B.4. One
can see that RLS-2 does not converge for given number of simulation step irrespective
of the initial matrix adaptation gain settings. Better estimate is provided by the IGM-2

algorithm.

Figures B.5 and B.7 illustrate the evolution of the individual parameters in the case
of the RLS-2 and IGM-2 algorithms, respectively. One can see that the IGM-2 algorithm
requires about 200 steps to come near the all true values.

Table B.6: Results of the MIMO experiment 4, mean values and standard deviations of

the individual parameters.

| L I 3 [ 4 |
IGM-2 | 6, —0.01181 | 7.4715 | 14.8487 | —14.9673
oi[x1073] | +1.1816 | £2.0679 | £1.7008 | +2.9821
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Estimated value of theta2 parameter for RLS-2
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Estimated value of thetal parameter for IGM-2
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Table B.7: Settings of the MIMO experiment 5.
Standard deviation of white noise e;(k) | o1 = 0.000001
Standard deviation of white noise es(k) | ge2 = 0.000001
Standard deviation of white noise e3(k) | o3 = 0.000001
Standard deviation of white noise e4(k) | geq = 0.000001

Initial parameter vector estimate 0(0) = [0]"
IGM-2 scalar adaptation gain as = 1.8
Number of simulation steps keng = 255
Number of simulation runs N =100

Simulation Experiment 5

The following state-space representation of the test plant § is considered:

0.9923  ]0.5807-1073]0.1472 - 1073 3.1350 - 10~8
40(6) = 0.1229-1073]  0.9900 [4.5050-10-8/0.1471 - 1073
AN —102 7.6770 6, 0.6065-1073 |’
| 1616 —131.8 [0.6338-1073] 0.9579
[ —1.015-1076] 0.5643 - 103
1.122-1073 [=1.133-1073
Bo(0) = —0.0119 7472 '
I 14.85 —14.97
F1]0]0]0
ol1]o]o
Co®) = | 510710
L 0[0[0]1

for the parameter vector defined by:
0=16]".

One can see that the parameter vector is composed of one parameter which define one un-
known diagonal parameter in matrix Ay(#). The same state-space representation (canon-
ical observer form) as in simulation experiment 4 has been used. The true value of the
estimated parameter is straightforward:

6 = [0.9600 |

Table B.7 gives an overview of the simulation settings.

The simulation results are summarized in tables B.8 and B.9. The RLS-2 does not
converge irrespective of the initial matrix adaptation gain setting and therefore only the
results of the IGM-2 algorithm are presented. The evolution of the parametric distance
for IGM-2 algorithm is shown in fig. B.8 while fig. B.7 illustrates the evolution of the
individual parameter for the IGM-2 algorithm. One can see that the IGM-2 algorithm
requires about 100 steps to come near the all true values.
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Table B.8: Results of the MIMO experiment 5.

O] x1071] o[x1071]

RLS-2 — —
IGM-2 2.7441 +38.211
0.95 V

k

Figure B.8: Evolution of the parametric distance for one simulation run (MIMO experi-
ment 5).

Table B.9: Results of the MIMO experiment 5, mean value and standard deviation of the
individual parameter.

IGM-2

| 1 ]

; 0.9603
0;[x1073] || £3.8211

Qb>| .

Evolution of the parameric distance for IGM-2
0.5 T
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0.1

I
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k

Figure B.9: Evolution of the estimated parameters for one simulation run (IGM-2, MIMO
experiment 5).
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Table B.10: Settings of the MIMO experiment 6.

Standard deviation of white noise e
Standard deviation of white noise ey

0'81:0
0'62:0
JeSZO
0'6420

Standard deviation of white noise e
Standard deviation of white noise e3

(
(
(
Standard deviation of white noise e (
(
(
Standard deviation of white noise e4(

o1 = 0.000001
02 = 0.000001
oe3 = 0.000001
oeq = 0.000001

Initial parameter vector estimate 0(0) = [0]"
IGM-2 scalar adaptation gain as =0.3
Number of simulation steps Kend = 255
Number of simulation runs N =100

Simulation Experiment 6

The following state-space representation of the test plant § is considered:

0.9923  |0.5807-10"30.1472-1073|3.1350 - 10~8
40(6) = 0.1229-10-3]  0.9900 |4.5050-10-8/0.1471 - 1073
0w = —102 7.6770 0.9600 0, ’
| 1616 —131.8 [0.6338-1073] 0.9579
[ —1.015-107%] 0.5643 - 1073
1.122-1073 |—1.133- 1073
Bo(0) = —0.0119 7472 '
1485 —14.97
[1]0]0]0
ol1]o]o
Co®) = | 510710
L 0[0[0]1

for the parameter vector defined by:
0=16]".

One can see that the parameter vector is composed of one parameter which define one
unknown non-diagonal parameter in matrix Ag(6). The same state-space representation
(canonical observer form) as in simulation experiment 4 has been used. The true values
of the estimated parameters are straightforward:

6 = [0.6065 - 107 |

Table B.10 gives an overview of the simulation settings. There are two cases (A, B)
which have been studied using IGM-2 algorithm. The difference comes from two different
output disturbances e(k). The standard deviations of white noises o.; are zero in the first
case (A) while they are equal to 0.000001 in the second case (B).

The simulation results are summarized in tables B.11 and B.12. The RLS-2 does not
converge irrespective of the initial matrix adaptation gain setting and therefore only the
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Table B.11: Results of the MIMO experiment 6.

O[x1074] o[x1074]
RLS-2 — —
IGM-2 (A) 0.0237 +1.1986 - 10~
IGM-2 (B) 0.0776 +1.9046
A B

x107* Evolution of the parameric distance for IGM-2 x107 Evolution of the parameric distance for IGM-2
T T

IS
T
»

Parametric distance
w

Figure B.10: Evolution of the parametric distance for one simulation run (MIMO exper-
iment 6). Case A: g.; = 0. Case B: g.; = 0.000001.

results of the IGM-2 algorithm are presented. The evolution of the parametric distance
for IGM-2 algorithm is shown in fig. B.10 while fig. B.11 illustrates the evolution of the
individual parameter for the IGM-2 algorithm. One can see that the IGM-2 algorithm
is very noise sensitive and in additional, there is also small bias if the zero output noise
disturbances have been used (case A).

Table B.12: Results of the MIMO experiment 6, mean value and standard deviation of
the individual parameter.

| LJ H ! |
IGM-2(A) | 6 0.6040 - 1073
o;[x107%] | £0.1986 - 10~
ICM-2(B) | 6; 0.5986 - 1073
0;[x1072] +0.1904
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A B
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Figure B.11: Evolution of the estimated parameter for one simulation run (IGM-2, MIMO
experiment 6). Case A: 0; = 0. Case B: g; = 0.000001.
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Figure B.12: The biped prototype RABBIT’s experimental setup. Schematics of the
prototype RABBIT with measurement conventions are illustrated on the right side.

B.3 Real-time Experiment for SISO System

The bipedal robot (RABBIT), see fig. B.12, constructed jointly by several research lab-
oratories by the French project Commande de Robots a Pattes of the CNRS—GdR Au-
tomatique [Buc], [CAAT03], consists of five-link.

RABBIT weights approximately 32kg and is 1.43 m tall. Its five links are connected
by revolute joints that form two symmetric legs and a torso, see fig. B.12. Actuators
supply torque between each of the four internal joints: One at each knee and one between
the torso and each femur. All actuators are identical and capable of producing a peak
torque of 150 Nm, though, for safety reasons, the peak torque was limited to 70 Nm during
the experiments reported here. To prevent motions in the frontal plane, RABBIT was
constructed with a boom attached at the hip, see fig. B.12. RABBIT has no feet and no
means of supplying actuation between the stance leg end and the ground.

To obtain configuration information, encoders are located at each internal joint giving
the robot’s shape, and between the boom and hip giving the robot’s orientation with
respect to a world frame. Binary contact switches located at the leg ends are used to
detect whether or not a leg is in contact with the walking surface.

The experimental measurement was performed for one knee of the RABBIT, the angle
¢3(t) has been chosen as the controlled system output, see fig. B.12. In the actual imple-
mentation a decoupled PD controller with friction compensation was used, see [CAAT03].
The PD based feedback was chosen over sliding mode, or finite-time converging controller
because of its robustness to noise and uncertainty. The controller was implemented on
the dSpace DS1103 system running with a sampling period Ty = 1.5ms, ¢.e. a sampling
frequency f; = 666, 6 Hz.

The identified system S can be described by the following differential equations of
Direct Current (DC) motor:

Jsq3(t) = T = kia(t),
Uw<t) = k2(j3(t)7
. o ua(t) - k2(j3<t)
ia(t) = I :
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where u,(t) denotes the armature voltage, ¢3(t) the output angle, Js the inertia of the
shaft, 7, the electrical torque, i,(t) the armature current, v, (t) the angular velocity, R,
the armature resistance, ki, ks constants. Thus, the model input u(t) = u,(t) and the
model output y(t) = gs(t).

This model can be converted to state-space form by introducing:

z1(t) = g3(1),
332@) = (13<t>~

The model can be written as

() - e 0]+ [ 0

y(t)

I

[ —

-

o

| I
—
82 R
[
/N /N
~
S—
[

The continuous-time transfer function can be written as:

1

S: Gsls) = —r2— (B.1)

s(%s—i— 1)

This linear model corresponds to the second order discrete-time model:

big! + byg?
. —1\ 19 24
S: Gs(q ) = 11 aqul T a2q72. (B2)

A pseudo-random binary sequence (PRBS), generated by a 10-bit register, added to
the controller output u is taken as excitation signal w. Its value alternates between
+20Nm and —20 Nm and its clock frequency is equal to f,/20.

The measured data have been acquired from the closed-loop operation and they have
been used to identify unknown parameters of discrete-time model (B.2). Only the non-
recursive identification algorithm has been used to identify three parametric models of
the second order, namely the Output-Error model (OE), AutoRegresive with eXogenous
variable model (ARX) and AutoRegresive with eXogenous variable and Moving Average
noise model (ARMAX). A generalized model structure of SISO models is given by, [Lju99]:

B(q™)
F(qg™)

where A(¢!), B(¢™'), C(¢™'), D(¢g7') and F(q~') are polynomials representing the model
input-output transfer operator.

The identified models obtained by using the developed state-space identification algo-
rithms and the basic CLOE algorithm for the black-box model are not usable in this case
because these algorithms need higher sampling period of the control algorithm. It is dif-
ficult to increase this sampling period because of RABBIT complexity. Nevertheless, the
identified OE, ARX and ARMAX models are usable for the following controller redesign
and therefore they are presented in the thesis.

To evaluate the results the following criteria have been used: The comparison of the
measured and simulated model output is given by the best fits in table B.13.

Alg My (k) =

u(k) +

e(k), (B.3)
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Table B.13: Statistical parameters of measured and simulated model output.

‘ Model structure name ‘ Best fits ‘

ARX221
ARMAX2221
OE221

73.1
72.6
64.6

The autocorrelation of residuals for output and crosscorrelation for input and output
residuals of identified models are illustrated in fig. B.13 while their frequency responses
are shown in fig. B.14. It can been conclude that the Output-Error model (OE) is the
best identified model while the AutoRegresive with eXogenous variable model (ARX)
has the worst performance. AutoRegresive with eXogenous variable and Moving Average

noise model (ARMAX) is very closed to the Output-Error model.

Numerical values of corresponding models and their variations are summarized as

follows:

ARX221:

A(q) =1 — 1.861(£0.002895)g " + 0.8654(40.002898)¢ 2
B(q) = —2.706 x 10~7(+1.078 x 10~7)g~ + 2.695 x 10~6(£1.14 x 10~7)g~2

ARMAX2221:

A(g) = 1 — 1.908(£0.001186)g " + 0.9131(£0.001184)¢ 2
B(q) = —5.24 x 1077(£6.667 x 1078)g~" + 2.544 x 10~5(£7.099 x 10~8)q2
C(q) = 1 — 0.8708(£0.009175)g " + 0.308(£0.009096 )¢ >

OE221:

B(q) = —7.577 x 1077(£6.78 x 10~7)q~* + 2.688 x 1076(£7.286 x 10~7)q 2
F(q) = 1—1.91(£0.005384)¢™! + 0.9151(40.005315)q 2



170

IDENTIFICATION IN CLOSED-LOOP FOR CONTROL DESIGN

A

Autocorrelation of residuals for output y

B

Autocorrelation of residuals for output y

05 T T T 0.1 ‘ T .
0.05
0 /\
ok N .
-05f 4 \/
-0.05
-1 L L L L L L L 01 L L L L L L L
-20 -15 -10 -5 0 5 10 15 20 =50 15 Z10 5 0 5 10 15
Cross corr for input u and output y resids Cross corr for input u and output y resids
0.2 T T T 0.1 T T T
o1r 1 005 /
0 i or N/
~
\ o/
(.
-0.1F b -0.05[ / /
-0.2 L L L L L L L —0.1 I 1 1 1 1 1 1
-20 -15 -10 -5 0 5 10 15 20 -20 -15 -10 -5 0 5 10 15
Samples Samples
Autocorrelation of residuals for output y
1 ————1—
05F q
or 4
—05 I I I I . . .
=20 -15 -10 -5 0 5 10 15 20
Cross corr for input u and output y resids
0.1 T T T
0.051- q
—
or P i
-
- — —
-005- T S - 1
—01 I I I I I I I
-20 -15 -10 -5 0 5 10 15 20

Samples

20

Figure B.13: Autocorrelation of residuals for output and crosscorrelation for input and
output residuals (SISO experiment 7). Case A: ARX221. Case B: ARMAX2221. Case

C: OE221.
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Figure B.14: Frequency response of identified models.
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Modelling of the Focus Error ('
Signal Generation

C.1 Introduction

As discussed in section 3.3.3, this chapter concerns modelling the non-linear characteris-
tics of a photodetector (so called the S-curve) in a DVD player, using optical theory.

The photodetector is used in the DVD player to generate the focus error signal which in
turn has to be controlled at a minimum level. An analytical and a numerical photodetec-
tor models are developed here, based on the astigmatic method and on opto-geometrical
analysis. The influence of model parameters on the focus error signal is discussed. To esti-
mate the unknown model parameters a curve fitting method is applied by using measured
data from an industrial DVD-video player developed in STMicroelectronics laboratories.
Model quality is illustrated by a comparison with the real focus error signal acquired
during the start-up procedure (from open loop to closed loop).

The chapter is organized as follows: In section C.2, a brief state of the art is presented.
Section C.3 describes briefly the principle of the astigmatic method in comparison with
the section 3.3.3. S-curve modelling is presented in section C.4. The detailed S-curve
analysis is given in section C.5. Section C.6 explains the unknown parameters estimation
and section C.7 shows the possible applications of photodetector characteristic. Finally,
conclusions are presented in section C.8.

C.2 State of the Art

In a DVD player, the quality of the sound and image is obtained with the help of well-
tuned control loops to maintain the laser beam position on the desired track.

The focus positioning is one of the most important control loops which is designed to
minimize the focus error of the laser beam. The focus error signal is generated by a pho-
todetector. The present chapter treats the focus error signal generation by the photode-
tector, namely the modelling of the photodetector non-linear characteristics. This char-
acteristic is useful firstly during the start-up procedure (when the data layer is searched
for) and secondly during normal playing mode to tune the controller gain for the desired
closed-loop bandwidth of the focus loop.

Despite the fact many references exist about the photodetector construction and func-
tionality, (e.g. like [BBH*85], [Isa85], [Poh95], [Bra98] and [Sta98]), there is no reference,
from our knowledge, about models of the photodetector characteristic.

In case of DVD players, there are not so many types of photodetectors like for CD,
and the most widely used method is based on the astigmatism principle proposed by
[BLPIC76]. In this case, there is no model available also to describe the photodetector
characteristics.
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Figure C.1: Block-scheme of the focus error generation model.

To present the photodetector characteristics briefly, recall that the photodetector is
composed by four photodiodes which are used to measure the vertical spot position error
Az from the voltages acquired from its photodiodes. The photodetector provides a non-
linear bipolar characteristic (the S-curve) between the input vertical spot position error
Az and output focus error signal ep(Az), as shown in fig. C.1.

In practice, a very rough approximation of the S-curve by a linear function is used, i.e.
er(Az) = k- Az, where k is the constant value. Nevertheless, this linear approximation
is valid only for small changes of the vertical spot position error Az and this is the case
for the normal playing mode only but not for the start-up procedure. The development
of a more complex non-linear model (analytical or numerical) of the S-curve involves a
large amount of optical theory of the astigmatic principle.

The principle of the astigmatic method is often explained schematically, as in [NO92],
[BBH'85], [Poh95], [Sin88], [Stad8] and [Wil94]. The focus error generation modelling
has been discussed in more detail in [CGLL84] and [Man87] where the analysis based on
the diffraction theory and the full Gaussian optics considerations has been shown.

In this chapter, the proposed models are then more complex than classically used linear
model described above with one parameter k (the slope of the S-curve). The analytical
model has four parameters and the numerical one has five parameters. More complex
models (with much more parameters) have been developed by using the diffraction theory
in order to take into account crosstalk effects, see e.g. [Hop79], [MCWT96], [Mil98],
[MU99], [UAM™00] and [UMO1].

The model complexity, however, is an important issue because the unknown model pa-
rameters have to be estimated. The proposed models in this chapter make a compromise
between complexity and accuracy.

A curve fitting procedure, based on the measured data obtained on an industrial
DVD-video player developed by STMicroelectronics, is used to estimate of the unknown
model parameters.

Possible applications of the presented model are, for example, in the focus processing
procedure or even for new photodetector design.

C.3 Principle of the Astigmatic Method

As presented in section 3.3.3, the focus error signal ep(Az) which has to be minimized by
the control system is obtained when some asymmetry element (the cylindrical lens (12)
in our case) is present in the optical path (10, 7, 5, 4, 3, 12, 13) of the return beams (11),
see fig. 3.2.

The principle of the astigmatic method is simply illustrated in fig. 3.8 and it is based
upon an optical aberration, called astigmatism. Fig. 3.8 is a zoom of fig. 3.2 and it
illustrates the simplified model of the return optical path from the focusing area (15) to
the detection area (16). An astigmatic image is rotated with a respect to its optical axis
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z and a focus error signal er(Az) can be extracted if a special arrangement of the four
photodiodes A, B, C, D is used. The focus error signal ep(Az) has been already defined
by (3.8).

The vertical spot position error Az = zyp; — 2ref is defined as the difference between
the objective lens position zop; from the disk information layer and its reference value
Zret, see fig. 3.13. Using optical theory, one can verify that 2. = f7,; and fl; = — fobs,
where fop; is the objective lens focal length.

Since this chapter involves the optical theory and z,.; = féby the vertical spot position

error Az is noted by Az = z,,; — f{},; in this chapter.

C.4 Photodetector Model by Astigmatic Method

The modelling problems and their solutions have been presented briefly in [HBVSdF02]
and [HBVSd03] where only some ideas have been introduced. A detailed model de-
scription based on the opto-geometrical analysis is given here. Moreover, the presented
numerical model is more general.

An important range of the vertical spot position error Az from “in focus position”
could be +150 um according to a DVD standard. We will, however, deal with much
smaller range where the S-curve can be found out. We concentrate to the range |Az| =
|Zobj — | fonj]| € (0,20) pm because it is fully sufficient for the practical use.

Before going too far in treating the optics theory, the sign convention has to be defined.
We have considered usual sign convention where the light rays pass through the optical
system from the left side to right side, and assumed this direction as positive.

As presented in section 3.3.1, the laser beams pass through the lenses in the optical
pick-up unit. These lenses can be described by thin spherical lenses and a diverging
cylindrical lens. Therefore, the description of their behavior in air is discussed in the
following sections C.4.1 and C.4.2.

C.4.1 Thin Lens
A thin lens can be described by the Lensmaker’s equation, see e.g. [BW8T7]:

1 1 1 1

—=—==——, (C.1)
2z f f
where z, is the objective distance, z{ is the image distance, f is the objective focal length
and f’ is the image focal length of the lens. Fig. C.2 shows thin lens and its object, image
distance and focal lengths. Equation (C.1) is valid if n = n’ where n is refractive index

of objective space and n' is refractive index of image space. It means that f = —f’ for
lens in air. Theory usually assumes thin lens in air but if it is not then f'/f = —n’/n has
to be used.

An objective space defines the space in front of lens where the light source is placed,
while an image space is defined as the space where the light source image could be
observed, [BW87]. For the thin spherical lens, the image of the parallel rays with the
optical axis z is so called a focal point that is placed in the focal distance behind of lens,
as illustrated in fig. C.3. Nevertheless, for the cylindrical lens, the image is not one focal
point but so called a focal line, as it will be presented in section C.4.2.
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Figure C.2: The thin lens and its Lensmaker’s equation.
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Figure C.3: The converging spherical lens with coordinates system. If incident beams are
parallel to the optical axis z than the focal point is placed in lens focal length behind of
the spherical lens.

If we assume the light point-source in object distance then we can observe circular
shape on the screen in the image distance (if the screen is perpendicular to the optical
axis). If the screen is placed just in image focal length f’ from thin lens then only one
point is displayed on the screen. This projection appears as one point that is why is called
stigmatic projection. Moreover, the approximation of light flux distribution on screen can
be assumed as a uniform.

C.4.2 Diverging Cylindrical Lens

A few accessible references exist that describe the behavior of cylindrical lens, see [Mah98],
[BW8T]. Therefore we have to imagine the function of the cylindrical lens in three di-
mensional space in order to trace two focal lines creation. The behavior of diverging
cylindrical lens is presented because this type is used in OPUs.

Following mathematical description requires some coordinate system that is presented
in fig. C.4.

If we assume incident beam of parallel rays with optical axis z then the refraction is
in one direction. But only rectangular spot shapes are displayed on the screen that is
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Figure C.4: The diverging cylindrical lens with coordinates system. If we assume parallel
incident beams with optical axis z than apparent focal line is placed in focal length in
front of the cylindrical lens.
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Figure C.5: The marginal rays of the cylindrical diverging lens if light source (disk) is in
focus.

placed perpendicular to optical axis because passing rays are divergent. Apparent image
of the focal line is placed in front of the cylindrical lens. Fig. C.4 shows some marginal
laser beams and apparent focal line in this case. The focal line is parallel to axis y too.

On the other hand, if we assume non-parallel incident rays with optical axis z that
have to be convergent enough then the situation becomes even more complicated. Fig. C.5
shows this situation when the disk is in focus, Az = 0. The detector position, spot size
and spot shape are also presented here.

In addition, if the laser beam, whose cross section is a true circle, enters the cylindrical
lens, it will be focused in the transverse direction only. As a result, the laser beam passed
through the lens will be elliptical in cross section. The eccentricity of ellipse will vary with
the distance from the lens or with the angle of the incident rays falling on the cylindrical
lens. This later case is a key idea of the usage of the cylindrical lens to form the light
spot intensity distribution on the photodetector. Thus, the vertical spot position error
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Az can be measured from four voltages V, Vi, Vo, Vp which measure the light intensity
distribution on the photodetector, as explained in section 3.3.1.

C.4.3 Optical System Separation

Knowledge of the four voltages Va, Vi, Vi, Vb generation must be explained to model
a non-linear characteristic, given by (3.8). Since they measure the laser spot energy
falling on the four quadrant photodetector, the laser spot shape creation and its energy
calculation are presented beforehand.

In addition, to calculate spot shape and spot energy on the photodetector, some
optical theory has to be used, because the reflected laser beam from the disk (carrying
the vertical spot position error information Az) is passing through the few lenses in
optical pick-up unit.

The main idea of model creation is expressed by the following sentences: Since the
whole optical system contains cylindrical lens (causing the astigmatism), we can assume
that the whole optical system is separated into two subsystems with lenses, which are easier
to describe. The separation of the whole optical system into the two orthogonal planes yz
and xz allows to use the theory of a system formed by two centered thin lenses, [BW87].
Figs. C.6 and C.7 show the separated optical system with thin lens approximation at
planes yz and xz where the introduced variables have the following meaning:

o fonj: objective focal length of the objective lens,

e zp;: distance between the disk and the objective lens,

e d3: distance between the objective lens and the collimator,

e d,: distance between the collimator and the cylindrical lens,
® 24.: distance between the collimator and the photodetector,
e z;: distance between the collimator and the second focal line,

e 2,: distance between the collimator and the first focal line,

fr1: distance between the collimator and the first focal line if disk is in focus,

fra: distance between the collimator and the second focal line if disk is in focus.

C.4.4 Position of the Focal Lines

The lenses are specified by its objective space, image space and focal distance, [BWS&T].
For the thin lens, the image of the parallel rays with the optical axis z at objective space is
one focal point at focal distance of the image space. Nevertheless, for the cylindrical lens,
the image is not one focal point but so called focal line. Situation is more complicated for
the cylindrical lens if the incident rays are converging or diverging because then there are
two distances 21, 2o in the image space where the focal line could be found, (see figs. C.6
and C.7). Therefore, the focal lines are defined as light lines that can be observed on
the screen in the image space of the cylindrical lens. More information about cylindrical
lenses can be found in [BW87].
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Figure C.6: Arrangement in the yz plane. Diverging cylindrical lens is approximated by
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Figure C.7: Arrangement in the xz plane. Diverging cylindrical lens is approximated by

diverging thin lens.
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Figure C.8: System formed by two centered thin lens in the yz plane.

Knowledge of two focal lines position 21 (2op;), 22(20p;) is the first condition to obtain
the S-curve model because they establish the laser spot size on the photodetector, see
figs. C.6 and C.7.

Firstly, a dependence between distance z, and zop,; is derived in the yz plane. Fig. C.8
shows a solution in the yz plane where the notation has the following meaning:

° Fébj,Fcolz focal points,
® Xobjs Xobj: Unit planes of the objective lens,
® Xcol;s Xho: Unit planes of the collimator,

® X1,X): unit planes of the “resulting” lens,

® Wobj; Pop;t focal planes of the objective lens,
® Ve, ¢l focal planes of the collimator,

o 1, ¢ focal planes of the “resulting” lens,

e /A, : optical interval,

e ¢;: distance of the “resulting” focal plane ¢; from objective focal plane ¢p; of the
first lens,

e ¢} distance of the “resulting” focal plane ¢} from image focal plane ¢’ of the
second lens,

e s;: distance of the “resulting” first unit (principal) plane y; from the first unit plane
Xobj Of the first lens,

e s distance of the “resulting” second unit (principal) plane y} from last unit plane
X&o Of the second lens,
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e 1y, 2: objective and image distance of the “resulting” lens,
e fI: “resulting” objective focal length in yz plane.

Let the objective lens focal length f[,. = — fo; and the collimator focal length fe, =

—f!.; = fu1 then the model parameters are given by the following relationships:
Ay = ds — fl; + feo = ds + fob — foors (C.2)
d3 fon,;
$1 = , C.3
' c/)bj + féol —ds ( )
d3 fe
sp=— col : C4
T Rt 4
Toui”
_ C.5
€1 Al ) ( )
fin®
== C.6
€1 Al ’ ( )
/ L;bj ({,ol c7
fl - Al . ( . )
Using the Lensmaker’s equation (C.1), one can write:
1 1 1
/ - = (CS)
—si+2z2  —s1—2Zbj [f1

Then the dependence between distances z; and zop; can be obtained from (C.8) as follows:

1

fl —S81—Z20bj

9 =

The analytical solution in the zz plane (a dependence between distance z; and zop;)
is more complicated (due to the cylindrical lens approximation), nevertheless, it is very
similar to the solution in the yz. Since the solution in the yz plane approximates the
cylindrical lenses by air, only one transformation from two lenses to one lens has been
used. As there are three lenses in the xz plane, therefore the transformation from two
lenses to one lens has been used twice. The first transformation, however, is the same
as in the yz plane and thus the results of transformation in the yz plane have been
applied. Fig. C.9 shows the solution in the zz plane where the remaining variables have
the following meaning:

o foy: objective focal length of the cylindrical lens,

° éyl: image focal length of the cylindrical lens,

/ /. s
e [, F]: focal points,
e vy distance between two lenses,

As: optical interval,
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Figure C.9: System formed by two centered thin lenses in the xz plane.
® Xyl X'Cyp X2, X5: unit (principal) planes of lenses,
® Dyl Ply1s P2, Po: focal planes of lenses,
e ey distance of the “resulting” focal plane ¢, from the objective focal plane ¢, of
the first lens,
e cy: distance of the “resulting” focal plane ¢5 from image focal plane ¢, of the
second lens,
e s9: distance of the “resulting” first unit (principal) plane x5 from the first unit plane
x1 of the first lens,
e s, distance of the “resulting” second unit (principal) plane x4 from last unit plane
Xey1 Of the second lens,
e 19,2, objective and image distance of the “resulting” lens approximation,
o fl: “resulting” objective focal length in xz plane.

The unknown focal length f{, variable can be calculated from the following condition
which defines the disk in focus situation:

if (Zob; = —fobj) then (21 = fr2). (C.10)

Let fl; = —fe then the quantities of the optical system can be expressed by these
formulas:

A2 = _6/1 - féol +ds+ nyl = _6/1 - féol +dy — féyl? (C'll)

U2:A2+f{_fcyl:_ell_féol+d4+f{7 (012)
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UQf{

Sg = — C.13
? f{ + fc,yl — V2 ( )
/ /UQfC,yl
Sy =——— C.14
2 f{ + fc,yl — U2 ( )
12
ey = _f’ (C.15)
2
7 2
ey = —fX; : (C.16)
Iife
fy=- 1A2y1. (C.17)
In this case the Lensmaker’s equation is:
1 1 1
— - — ) (C.18)

Ty T _fé

Using the substitution for x4, x5 in (C.18) which is clear from the geometry in fig. C.9,
one can write:

1 1 1
—S8y — d4 “+ z1 —S82 — 81 — Zobj f2
Finally, the dependence between distance z; and zop,; is given from (C.19), thus
1 /
2 =7 : + s + dy. (C.20)
f_é —82—581—Z20bj

One can note that the variables sy, s, and f, depend on the unknown variable fon
in (C.20), see (C.13), (C.14) and (C.17). The condition (C.10) has been used in Lens-
maker’s equation (C.19) of the vz plane to derive unknown variable f(, as follows:

1 1 1

— ——=0. C.21
—sy—di+ fra  —Sa—s1— [hy [ ( )

It is possible to obtain an explicit solution for quantity féyl from the relationship (C.21).
The deduction is complicated but the results are not so complex. The approximation by
the diverging thin lens is used in the zz plane and therefore the focal length of diverging
thin lens f, is negative. This means that f; < 0, which is a vital property for deriving
the proper root of (C.21). Thus, f/, is given by:

o= fuifre = fuads — fuady + dj
! Jii — fie '

(C.22)
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Figure C.10: Eduction of Rgpotey1 and half-axis b in the yz plane.

C.4.5 Spot Size

Light spot shape determination on the photodetector is the next step to obtain the S-
curve model. It is usually approximated by elliptical shape that is shown in fig. C.12,
therefore the aim of this section is to define the dependence between the half-axis sizes
of the elliptic laser spot a, b and the focal line distances 21, 2o, respectively.

Firstly, the half-axis size b (a dependence between half-axis b and z,) is solved in the
yz plane. The laser spot radius in the cylindrical lens plane Rgyotcy1 is determined from
triangle similarity. Fig. C.10 shows this situation in the yz plane where the cylindrical
diverging lens is approximated by air. Out of the geometry illustrated in fig. C.10, one

can obtain:
Rcol - Rspotcyl o Rcol

2
d4 z9 ’ (C 3)

éijA

where the collimator and the objective lens radius are Reo = Ropj = \/ﬁ and NA is
17

the objective lens numerical aperture. Then, using (C.23), the laser spot radius in the
cylindrical lens plane Rgpotcy1 is given by:

Reoi(22 — d
Rspotcyl = M (024)

Z9

The laser spot half-axis size b is given by:

Zdet — <2
b= spotcyl ™ 7 |» 2
R 222 (©25)

where triangle similarity is used (see fig. C.10) and the absolute value expresses the non-
negativity of the laser spot half-axis size b.

The laser spot half-axis size a (a dependence between a and z3) can be obtained in a
similar way from the triangles, see fig. C.11. Hence,

Rspotcyl _ a (026)

21— ds  Zdet — 21

and therefore

Zdet — <1
= |Rspoteyl—— |, C.27
a=| ptylzl_d4| ( )
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Figure C.11: Eduction of half-axis a in the zz plane.

where absolute value is used because the laser spot half axis is never negative.

The distance between the collimator and the photodetector zge:, needed for half-axis
calculation, is given by the following condition: If the disk is in focus, then the laser
spot half-axes agoc, bioe are equal to each other and distances of two focal lines from the
collimator z1, zo are fr1 and fro, respectively. Then

Aoc = bfoc, 21 = fra, 22 = fu1. (C.28)
Using triangle similarity, see figs. C.10 and C.11, (C.28) has been rewritten as follows:

Zdet — d4 Zdet — d4
- Rspotcylfocfi + Rspotcylfoc = _Rspotcylfocfi - Rspotcylfom (C29>
L1 L2

where Rgpoteyifoc 18 a light spot radius in the cylindrical lens plane if the disk is in focus.
Using (C.29), one can obtain the distance between collimator and the photodetector:

—fri(ds — 2fr2) + dyfro
fro — 2ds + f1a '

(C.30)

Zdet =

Remark 11 If the disk is in focus, then the laser spot radius Rspoteyifoc %S expressed
from (C.24) and (C.30) by relationship:

R, —d
Rspotcylfoc - % (031)

Remark 12 If the disk is in focus, the spot is circular and the laser spot half-axes agc,
bioc 0N the photodetector, are computed from the following equations. They are defined
from figs. C.10 and C.11, so:

Rspotcylfoc _ Qfoc : Rspotcylfoc _ Afoc (032)
Jui—dy Zdet — SL1 Jr2 —dy Jr2 — Zdet
and therefore:
Ufoe = bf _ Rspotcylfoc(le + fL2 - 2Zdet) . (033)

fL2 - le
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C.4.6 Light Intensity Distribution

The amount of light energy, captured by the photodetector from the laser spot on the pho-
todetector, must be calculated to complete S-curve model creation. Since it is difficult to
define light intensity distribution on the photodetector analytically, rough approximations
have been used in [HBVSAF02], such as wuniform and “paraboloid” light intensity distri-
bution (in the case of analytical models) or Gaussian intensity distribution (in case of
numerical model) rather than more complicated light distribution described by Rayleigh-
Sommerfeld and Kirchhoff diffraction integrals. From the last research, see [HBVSdF02],
uniform approximation is better than paraboloid approximation. An explanation of the
models that use uniform and Gaussian light intensity distribution is presented here be-
cause the analytical model is useful for its calculation time saving while the numerical
model is more accurate.

If uniform intensity distribution approximation is used, then the whole energy (volt-
age), that can be measured on the infinite dimension photodetector placed in the detector
plane, is given by:

a b\/l—%
VivholeU = 4/ / cy dz dy = wabey, (C.34)
o Jo

where cy includes all proportional constants, such as

1. the relation between real light intensity distribution and its uniform approximation
and

2. photodetector sensitivity and other proportional parameters in the light beam path.

Due to the “energy (light flux) conservation law ”, the light flux coming out from the
cylindrical lens has to be equal to the light flux which falls on the whole infinite photode-
tector plane. Therefore the variable ¢y is not constant for different values of half-axes a,
b while Viynoleu is always constant.

If Gaussian intensity distribution approximation is used, then the laser spot half-axes
a, b on the distribution function has been defined. It is useful to introduce a variable Hg
(height ratio) on normalized Gaussian intensity distribution which defines the quantity
of intensity for half-axes a, b on normalized Gaussian intensity distribution, Hg € (0,1).
For example, if Hg = 0.2, then the half-axes a, b are given at 0.2 height on the graph of
normalized Gaussian intensity distribution. Then, the whole energy on infinite dimension
photodetector is given by:

(%) 00 fL‘2 y2
VWholeG = 4/ / (CG exXp (—T - T)) dz dy, (035)
0o Jo alq blg

where a;,, by, take the forms

P — .36

\/ — log(Hg) ( )

S (C.37)
— IOg(HR)

where cg is proportional constant with the same meaning as cy in the uniform intensity
distribution case.
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Figure C.12: The geometrical arrangement of the photodetector.

|

Figure C.13: A photo of the real photodetector arrangement.

Thus, both proportional constants, ¢y and cg, can be calculated from (C.34) and
(C.35) with assumption of constant Viynoleu and Viypolec, respectively.

Fig. C.12 shows a geometrical arrangement of the photodetector, normally used in
presented S-curve modelling where the introduced variables have the following meaning:

® Taet, Ydet: Photodetector coordinates,

dy: photodetector size,

ds: gap between photodiodes,

Yaet: angle of photodetector rotation,

Axget: displacement in z4e direction,

Ayqer: displacement in y4e¢ direction.

Fig. C.13 illustrates a photo of the photodetector used in DVD-video players.
The measured voltage from the photodiode A is given by:

Va = // cy dx dy. (C.38)
QA
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in case of the analytical model, where €2, is the photodiode area A and cy is given
from (C.34). In case of the numerical model, the voltage Vi has the form

Va = // (CG exp( — y2 )) dz dy, (C.39)
Qa a1 b

where cg is given from (C.35). The other voltages Vi, Vo and Vp of the analytical /numeri-
cal model are defined analogically.

To calculate the voltage Viypoeu from the optical pick-up unit and DVD disk specifi-
cations, the following notation has been introduced:

e P p: laser power,

® 7p2disk: effectiveness from the laser diode to the disk,

Naisk: disk reflectivity,

Naiskepp: effectiveness from the disk to the photodetector,
® (oeMax: Maximum value of the half axis a on the photodetector,
® Sqe: photodetector sensitivity.

If we assume that the spot size is smaller than the photodetector lateral size d;, the laser
spot power on the photodetector is given by:

Ppp = PLp - Nupadisk * Ndisk * 7disk2PD- (0-40)

Photodetector effectiveness is:

nPD = (aﬁ)z\:—% (C.41)
and the power on the whole photodetector is defined by:
Pepwholeu = Ppp - 1pPD- (C.42)
Finally, the whole voltage in the photodetector plane is given by:
ViwholeU = Sdet * PPDWholeu- (C.43)

If we assume a truncated Gaussian intensity profile, the Viypoeq calculation is analog to
the Vivnoleu calculation presented above.

Remark 13 If the gaps between photodiodes A, B, C, D are ignored (i.e. ds = 0) then
Viwholeu directly equals to the mazimum value of the focus error voltage er on the S-curve.

Remark 14 [f there are not such complete specifications to calculate Viypoeu then this
quantity Vivnoleu could be estimated with other unknown or hardly measurable variables
from the measured S-curve.
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Ty

Figure C.14: Special position of the photodetector.

The analytical model: solution in special case

Let the photodetector position be centered exactly with the optical axis z, i.e. Azgey =
0, Aygqer = 0, and let the angle of the detector rotation equal the zero, i.e. pgee = 0° as
it is shown in fig. C.14.

The intersections Pg [zp,, yps] and Pz [zp,, yp,], (see fig. C.14), have been analytically
calculated from the set of equations defining geometrical photodetector properties and
elliptic laser size. The general solution of intersections is given by:

(—ad6+b a2—d§—i—b2>a

Tpg = 02 T b2 s (044)
(ad6+b a2—d§—i—b2>a

rp, = W2 1 b2 s (045)

dg = s (C.46)

7

The general solution of output voltage Vj is given by'

b 1-23
Va=2 / / cdedy~|—2/ / cydxdy =
dg TPy

= Cyu (iL‘P d2> — 26U d6 (1’137 — dﬁ

cub (—a T+ 2xp,y[a? — 2} + 207 arcsin(f))
_ (C.A47)

2a ’

.’EPG b\/l—zé
0 x

+dg

2 _ 2 2 (TP _ 2 4
(beG a? — xp, +ba’ arcsin(=*) — rp,a — 2ds mp6a> cu

= - : (C.48)
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Az(t) : ex(t)
——»  Non-linearpart —»

Figure C.15: Block-scheme of the focus error generation model.

Table C.1: Unknown model parameters vector # and known model parameters vector p
for the analytical /numerical model.

‘ Item ‘ Analytical model ‘ Numerical model ’

0 | fui, fr2, da, Vivioleu | i1, fr2, da, Vivhore, Hr
p fObj7 NA7 d17 d37 d57 Axdot7 Aydcta Pdet Apr

Vo = Va, (C.49)
Vb = Vg, (C.50)
where cy, (see (C.34)), is
VWholeU
= : C.51
w mab ( )

The solution introduced is useable if the laser spot, defined by half-axes a, b, is inside the
photodetector area. Other cases of analytical solutions are even more complicated and
are not presented here.

Limited photodetector size d; is the reason why the focus error signal is close to zero
for large vertical spot position errors Az.

C.4.7 Modelling Summary

The model is described by a non-linear function. Output of analytical/numerical model
is the focus error signal eg. It is given by:

6F(A2707p7 t) = (VA(AZ,H,]?, t) + VC<AZa 6)ap7 t)) - (VB<A279ap7 t) + VD(AZ,H,]?, t)>7

(C.52)
where Vi, Vi, Vo, Vp are voltages from photodiodes A, B, C, D of the photodetector,
respectively. Expression (C.52) where the focus error signal e is expressed as a func-
tion of the vertical spot position error Az and of known/unknown model parameters p
and 6, corresponds to (3.8). The unknown/known model parameters are summarized in
table C.1.

Finally, a block-scheme of the focus error signal generation model is shown in fig.
C.15.

C.5 Influence of Different Model Parameters

Before discussing the results of the simulation, the terms must be defined. A typical
S-curve is presented in fig. 3.7. The area between peaks of the S-curve is called the
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Table C.2: Nominal parameters of system and models.

‘ [tem ‘ Specification ‘ Label ’
Focal length -3.05 mm fobj
Numerical aperture 0.60 NA
Photodetector size 100 pm dy
Distance between objective lens and collimator 5mm ds
Distance between collimator and cylindrical lens 22.168 mm dy
Gap between photodiodes 0 pm ds
Distance between collimator and the first focal line 26.099 mm fu
Distance between collimator and the second focal line | 26.581 mm fro
Displacement in x4e; direction 0 pum AT get
Displacement in yqe; direction 0 pum AYdet
Angle of photodetector rotation 0° Ddet
Whole energy uniform intensity distribution 1 ViwholeU
Whole energy Gaussian intensity distribution 1 ViwholeG
Gauss ratio 0.4 Hy
Peak to peak value of focus error characteristic ep(Az) | 6 pm Azpp

lock-on range. The physical distance corresponding to this area represents the extent of
physical displacement that the system is able to respond to and still remain locked. An
acquisition range is the distance from focus in which ep(Az) is large enough to allow the
focus system to acquire focus, i.e. the range between the points S, and Sg in fig. 3.9.
The final characteristic of interest is its shape. A very asymmetric S-curve would lead to
problems because in this case the focusing system needs to be electronically adjusted to
set the focus error ep(Az) equal to zero if the disk is in focus.

For demonstration purposes, an optical system specification is given in table C.2.
The following discussion describes the effects of varying one of the above variables on
the model ér(Az, 0), (C.52) that uses the Gaussian distribution. In the other words, the
influence of model parameters 6 = [dy, AZqe, AYget, ds] is explained below. Note that the
graphs of the simulated S-curves ép(Az,0) are all normalized with respect to peak to
peak value, so that parameter influence can be compared.

Fig. C.16 shows the influence of varying detector size d;. As presented, the lock-on
range remains unchanged but the acquisition range increases with increasing detector size.
Limited photodetector size d; is the reason why only part of light energy is captured by
photodetector and the focus error signal is close to zero for large vertical spot position
errors Ax.

Figs. C.17-C.19 show the analysis of the quadrature detector displacement Axqe,
Ayqer along two orthogonal directions xqet, Yaet- Note that in figs. C.17 and C.18, the
displacement is along the axes of the quadrant separation while the displacement is along
the direction at 45° to the axes Zget, Yger in fig. C.19.

Figs. C.17 and C.18 illustrate that the detector shift in one direction (Zqet O Ydet)
leads only to the lower ér(Az, ) peak to peak value and lower sensitivity (i.e., lower
slope through the S-curve origin). They show that the influence of detector displacement
in the xge and the yger direction on the ép(Az, ) is the same. Note that because of the
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Effect of detector size d 1

1 LY T T T

Figure C.16: Effect of photodetector size d;.

symmetry of the optical system a displacement in the positive direction Zqet, (Yaet) is
equivalent to a displacement in the negative direction Zqet, (Ydet)-

Nevertheless, a non-zero displacement in both directions could cause a strong shift of
the S-curve as it is shown in fig. C.19 where the Azget = Ayqet. Focus error characteristic
ér(Az, 6) becomes very asymmetrical and its sensitivity quickly decreases. The photode-
tector displacement analysis is very important because it explains the shift of the S-curve
during normal DVD playing mode. This shift is caused by the disk warping, so called a
vertical deviation, and places a large repetitive error into focus closed-loop.

Fig. C.20 shows the effect of gap size d5 between photodiodes A, B, C, D. It is clear
that sharp peaks on the S-curve are caused by the zero size of gaps between the phodiodes.
As is shown, the lock-on range is not changed but sensitivity decreases with the increasing
gap size.

Fig. C.21 presents the influence of varying angle of dividing line ¢ge; between photode-
tector parts. If a rotation is smaller than 30°, the ép(Az, 6) is not strongly affected. The
lock-on range is unchanged but the acquisition range increases and sensitivity decreases
slightly with the increasing angle.

Fig. C.22 shows the effect of varying Gaussian intensity distribution ratio Hgi. In
general, as ratio Hy increases, the acquisition range increases, nevertheless, photodetector
sensitivity and its lock-on range do not undergo radical changes.

C.6 Estimation of Unknown Model Parameters

Real S-curves of DVD players are measured during a focus checking procedure. An
example of the measured characteristic ep(t) of the real optical pick-up unit is shown in
fig. 3.7.
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Effect of detector displacememAxdet inthe X get direction
1 T T T T T T

Figure C.17: Effect of photodetector displacement Axqe.

Effect of detector displa(:emenlAydet in the Y det direction
1 T T T T T T

Figure C.18: Effect of photodetector displacement Ayget.
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Effect of detector displacementAxde‘,Ayde[in the x directions

det’ Y det
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Figure C.19: Effect of photodetector displacement AZget, AYdet; ATdget = AYdet -

Effect of gap size d 5
1 T T T

Figure C.20: Effect of photodetector gap size ds.
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Effect of detector angle
1 T T T

Figure C.21: Effect of photodetector angle ¢ges.

Effect of Gauss height ratio H R
1 T T T

Figure C.22: Effect of Gauss height ratio Hp.



196 IDENTIFICATION IN CLOSED-LOOP FOR CONTROL DESIGN

S—curves of the real system and mathematical models

T T
—— Numerical model (Gauss)
05 — - Analytical model (Uniform) | |
: r — — Measured (after filtration)

Figure C.23: S-curves of the real system and mathematical models.

Some preprocessing procedures have to be performed on the measured data to obtain
the focus error characteristic ep(Az) from ep(t). Following procedures are described
below:

Filtering: The causal moving average filter has been used to filter the real data.

Calibration: The peak to peak values of the filtered focus error characteristic ep(t)
have been found to normalize the filtered focus error characteristic eg(t) from time
domain (t) to the vertical spot position error domain (Az).

Interpolation: The calibrated focus error characteristic ep(Az) was resampled by linear
interpolation to obtain smaller number of the samples on the S-curve. Re-sampling
accelerates greatly the next curve fitting procedure.

Fig. C.23 shows the focus error characteristic er(Az) after the preprocessing proce-
dures described above (dashed line). This characteristic is referred to as the “nominal”
focus error characteristic in the next curve fitting procedure.

The analytical and numerical model have been created in section C.4. The analytical
model uses uniform intensity distribution of the laser beam on the photodetector while
the numerical model uses Gaussian intensity distribution. Since few important optical
parameters, such as fr1, fr2, ds, Vivnoleu and Viynoleq, Hr are difficult to measure in the
real system, their values have been identified by the curve fitting procedure.

The curve fitting method is based on a weighted nonlinear least-squares criterion:

Azgn

JO)= > wler(Az) — ép(Az,0)), (C.53)

Az=Azin;

where the highest weight, given by a vector w, has been set on the lock-on range of the
S-curve and smaller weights on the remaining parts. ep(Az) stands for the measured
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Table C.3: Statistical parameters of the curve-fitting procedure.

‘ Model | J(0)min ‘ o | 1% ’
Analytical | 0.2262 | £0.03067 | 0.00094
Numerical | 0.1615 | +0.02821 | 0.00076

Weighted nonlinear least-squares criterion
12 T

T T T T
[ — Distance between collimator and the first focal line ]

0 L L L L L L L
0.0257 0.0258 0.0259 0.026 0.0261 0.0262 0.0263 0.0264 0.0265
floml

L1

Figure C.24: Weighted nonlinear least-squares criterion for the analytical model.

error signal from the real system (“nominal” characteristic) while ép(Az, ) is the error
signal calculated by the model. The unknown parameters vector 6 is different for the
analytical and numerical model as it is shown in table C.1.

The gradient searching method has been applied to minimize the criterion (C.53).
The criterion minimum value J(0)uin, the standard deviation 7(ep(Az) — ép(Az,6)) and
the variance v(ep(Az) — ép(Az,6)) of the estimated models have been used to evaluate
both models. These statistical parameters are presented in table C.3.

Figs. C.25 and C.24 illustrate the criterion function J(#) map line for the analytical
model and two different quantities f1,1, Vivnoleu 0f the estimated vector 6. It is clear that
the criterion is convex with respect to fr1, Viwnoleu-

The curve fitting procedure, described above, has been applied to obtain the focus
error characteristics of two created mathematical models ég(Az,#) that are shown in
fig. C.23. They are indicated by the solid and dot-dashed lines. The “nominal” focus
error characteristic ep(Az) obtained from preprocessing is indicated by the dashed line
there.

The nominal parameters of real system are in table C.4 while the identified parameters
of both models are presented C.5. Fig. C.23 and table C.3 show compatibility of the
numerical model (Gaussian intensity distribution) with the real system. The analytical
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Weighted nonlinear least-squares criterion
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Figure C.25: Weighted nonlinear least-squares criterion for the analytical model.

model has two advantages. Firstly, despite the inferior performance of analytical model,
this model is completely analytical.

C.7 Possible Applications of Photodetector Charac-
teristics

C.7.1 Simulation of Start-up Procedure

The first application of the created models deals with the start-up procedure where data
layer is searched. This focus processing procedure to automatically close the focus loop
when the focus point is reached in the S-curve lock-on range is illustrated in fig. C.26.

Table C.4: Nominal parameters of real system.

| Item | Specification | Label ‘

Focal length -3.05 mm fobj
Numerical aperture 0.60 NA
Photodetector size 100 pm dq
Distance between objective lens and collimator 5 mm ds
Gap between photodiodes 5 pm ds
Displacement in xq4e; direction 0 pm AZget
Displacement in yq¢ direction 0 pm AYget
Angle of photodetector rotation 10° Ddet
Peak to peak value of focus error characteristic ep(Az) | 6 pm Azpp
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Table C.5: Identified parameters.

Item | Value ‘ Label ’
Distance between collimator and the first focal line 26.099 mm | fr,
Distance between collimator and the second focal line | 26.581 mm | fi
Distance between collimator and cylindrical lens 22.168 mm | dy
Whole energy uniform intensity distribution 0.59 ViwholeU
Whole energy Gaussian intensity distribution 0.52 ViwholeG
Gauss ratio 0.4 Hgr

Here, the Kr(g~') denotes the digital controller transfer function whose digital output
is converted to analog signal by the Digital to Analog (D/A) convertor, Agqy is the power
driver gain, Gract(s) is the continuous-time transfer function of the actuator, zq is the
disturbance of the turning disk in vertical direction, z. = fc’)bj is the objective lens
reference value, I(Az) is the light intensity distribution of the return beams and Gr(s)
is the continuous-time transfer function of the plant.

The focus search function is performed as follows:

1. The switch is at position 1 and the linearly rising signal from the ramp generator
causes the laser beam to approach the disk data layer.

2. At the moment when the focusing is reached, the switch moves to position 2 and
the control loop is closed.

Figs. C.27 and C.28 present the focus error signal from simulation/real data measuring
of the focus processing procedure to automatically close the focus loop. The simulated
focus error signal ep(t), see fig. C.27, has been obtained from realistic DVD simulator
using the developed models. Its block diagram is shown in fig. C.26. The disturbance z4
was set to zero during simulation experiment, 7.e. zq = 0.

This procedure is currently used in DVD players and a good coincidence can be
observed between simulated and measured focus error signals ep(t). It is clear that the
common gain approximation of the S-curve, widely used for controller design, does not
allow testing of this start-up procedure that is in fact always executed at least at the
beginning of DVD/CD disk playing.

C.7.2 Feedback Focus Control Loop

The second application of the models is the same as in linear gain approximation, (in
lock-on range), for focus control loop, like in fig. C.26. Nevertheless, the designed models
are more realistic. Moreover, they are also usable in the small/long jump procedure while
the linear gain approximation cannot be used here.

C.7.3 New Photodetector Characteristics Design

The third application of models could be in new photodetector design, since the presented
modelling describes which parameters influence the whole S-curve shape.
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Figure C.26: Block diagram of the focus control loop, focus processing procedure to
automatically close the focus loop.
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Figure C.27: Focus processing procedure to automatically close the focus loop obtained
from simulation where the created analytical model of the S-curve has been included.
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Figure C.28: Focus processing procedure to automatically close the focus loop obtained
by measurement on a real DVD-video player from STMicroelectronics.

C.8 Conclusions

An analytical and a numerical models of the non-linear characteristic of a photodetector
in a DVD player have been developed.

In addition, a detailed analysis of model parameter variations with respect to the
performance and reliability of such models has been shown. The estimation of hardly
measurable parameters is described and the results are compared. Comparison with
real data, acquired from STMicroelectronics industrial DVD-video player, illustrates the
model quality.

To conclude, we believe that the modelling results are advantageous for future im-
provements of this system in photodetector manufacturing and control system design.
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Radial Error Signal D
Generation

There exist many methods for generating the radial error signal eg from the radial spot
position error Az, for CD and DVD systems, as presented in [BBH'85], [Poh95] and
[Sta98]. The most common strategies are usually known as 3-beam method, radial push-
pull detection, 3-beam push-pull, and radial wobble method.

For the DVD player, a new method for radial error signal generation has been devel-
oped, since the smaller track pitch ¢, and the increased storage capacity have required
to enhance the accuracy of the error detection strategy, while minimizing the alignment
effort for the optics.

Nowadays the Differential Phase Detection (DPD) method, that corresponds to the
known Differential Time Detection (DTD) method, is the one widely used in DVD systems
and there are two versions:

1. A first variant of the DTD principle is based on the time-delay differences of the
signals from photodiodes A, B, C, D. One possibility to generate the radial error
signal eg, is to calculate the sums of the signals from diagonal pairs of photodiodes
(Va+Ve) and (Vg+Vp) and then measure the time difference between the rising and
falling edges of that two signal sums. This method is usually called DTD2-method.

2. A second variant is to measure the time-delay differences between adjacent pairs
of photodiodes B, C and D, A respectively. This will give two intermediate radial
error signals, which are then added to form the signal for the filtering. This signal is
filtered, by a first-order low pass filter with the cutting-off frequency above 30 kHz,
to give the final radial error signal eg, [ECMO1]. In the case of DVD systems, this
second variant of DTD method is used to generate the radial error signal. The
common denomination is DTD4-method.

The advantage of the second variant is that the amplitude of the radial error signal
er does not depend on the playback speed. This is because the rate of the edges
on the four photodiodes signals is proportional to the playback speed; the values of
the time-delay differences between those edges, however, is inversely proportional
to the playback speed.

An example of radial error signal generation, used for DVD players, is given in
fig. D.1, where the point 2 corresponds to the “spot on-track” situation, besides
points 1 and 3 indicate that the focused laser spot is not perfectly centered on the
scanned track (Track 0 in fig. D.1). ¢ea denotes the real distance between two
consecutive tracks, i.e. the track pitch.

In this work we consider the second variant because it is the one used on the industrial
benchmark. The measured radial error signal eg(t), in the time-domain, acquired during
simply opening the radial control loop without jump back, is shown in fig. D.2.
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Figure D.1: An example of DTD radial error signal generation used in DVD players
(DTD4-method).
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Figure D.2: Case A: An example of radial error signal, in the time-domain, from an
industrial DVD-video player—simply opening the radial control loop without jump back,
frot = 33 Hz. Case B: Zoom.
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D.1 Modelling of the Radial Error Signal Generation

To understand principles that define image generation in optical systems, it is necessary
to have a clear understanding of how the light field propagates through the optical system.
This requires the knowledge of scalar diffraction theory and Fourier imaging.

In this section we will not go further in describing the wave nature of light, and how
it can be used to derive the propagation of the light field between two arbitrary planes.
In fact, a complete and exhaustive analysis of these phenomena is presented in many lite-
rature, e.g. [BW8T], [Bra65], [Pap68], [Goo68], [Sta86], where a description of Huygens’
principle as a solution to the scalar wave equation, and Kirchhoff’s formula are given, to
develop an expression describing the far-field diffraction pattern for a propagating optical
field. Our aim is to briefly expose a simple mathematical analysis useful for understanding
how the radial error signal is generated in current DVD-video players.

In the literature, there exist some work treating the radial error signal modelling in
CD and DVD players, as in [BBH'85], [PvKHO02], [Poh95] and [Stad8]. Nevertheless, the
Differential Phase Detection (DPD) method which corresponds to the Differential Time
Detection (DTD) method, widely used in DVD players, is explain more precisely only in
few works, see [Bra98|.

An easy picture for the understanding of the DPD or DTD method is obtained when
the information in the tangential direction (scan direction) is replaced by a single fre-
quency, so that, together with the radial periodicity, a purely two-dimensional grating is
present on the disk.

Fig. D.3 shows a typical far field pattern generated by an optical disk with a regular
diffracting structure on it. Although such a regular pattern is more representative for the
former analog video disks, the harmonic analysis with a periodic pattern also gives the
correct trends for digital CDs and DVDs.

In fig. D.3 the various quasi-Direct Current (DC) and Alternating Current (AC) signals
are depicted that are present in the far-field on a quadrant detector (quadrants “a‘”, “b”
“c” and “d”). In this case, the quadrant detector is placed to the plane of the objective lens
and its diameter is equal to the objective lens diameter. This means that the presented
approximation does not contain the influence of the other optical elements because the
light intensity is measured by four photodiodes A, B, C, D in reality, see 3.2.

The centers of the diffracted orders are off-set by a distance +x¢ = +A/(grea NA) and
+yo = £A/(PrearNA) in the x and y directions in fig. D.3. NA is the numerical aperture of
the objective lens and A is the laser beam wavelength. The detection region is the inner
part of the zeroth order (heavy circle). « and y denote the radial and scanned directions,
respectively.

Each modulation term depends on the diffraction direction. Therefore the radially
diffracted orders show a varying intensity level in an overlapping region with the zeroth
order that is proportional to cos(y) £ ¢,). The reference phase ¢ = 11,0y — 1 (0,0) between
the first and zeroth orders is determined by the disk structure; it varies from 7 /2 for very
shallow structures to 7 if the phase depth A¢ of the optical effects attains the value of .

The quantity ¢, = 27Ax/qrea is proportional to the radial error Az, where grea =
0.74 pm is the track pitch. The sign of ¢, depends on the order number £1 of the diffracted
order.

Similarly, the overlapping regions along the tangential direction (scan direction) show
an intensity variation proportional to cos(¢ & 27 fit), due to the scanning of the tan-
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Figure D.3: Schematic drawing illustrating the far field pattern generated by an optical
disk with a regular information pattern.

gentially stored periodic pattern at the uniform speed v,. Here, the quantity:

v N
fplt - Dreal (Dl)

denotes a temporal frequency generated by scanning the spiral track with periodic infor-
mation, N is an over-speed factor and p,.. is a real distance between periodic pits on a
track. Obliquely diffracted orders show a mixed phase contribution and carry interesting
information for deriving the radial error signal eg.

The expression for the high-frequency content of the signal in quadrant “a” of the
objective lens has the following expression:
Sa(t) = Wio,0:41,0) cos(v + 27 fiit) (1
+ Wio,41511,41) COS(27 frist) (2
+ Wioo+1,41) cos(v + 27 fyint — ér) (3
+ Wio141,0) COS(2T fpiet — ), (4 (D.2)

where the weighting factors W are proportional to the product of the diffracted orders
amplitudes and to the size of the overlapping regions on the quadrant detector. Similar
expressions are obtained for the signals from the quadrants “b”, “c” and “d” with the
appropriate algebraic signs in the term (27 f,it) and phase term ¢,.
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The Hopkins theory, presented in [Hop79], is used to compute the phase terms ¢ in
(D.2). These values are evaluated to be 9oy = 8° while ¥(11,0) = Y041) = V(31,41) =
160°. These values very well apply to both the pit structure on a CD and on a DVD.
One can see that the main contributions to the high-frequency signal come from the
components 1) and 3) of (D.2).

Hence, for each photodetector quadrant (see fig. D.3), we can write:

Sa(t, dr) = cos(27 foiet + ) + as cos(27 foit — ¢ + 1),
Sp(t, o) = cos(2m frit — ) + ag cos(2m frit + ¢5 v),
Se(t, dy) = cos(2m fpist — V) + g cos(27 foiet — ),
Sa(t, ¢r) = cos(2 foist + 1) + as cos(27 fpil + gbr + @D), (D.3)

where a3 is a factor less than unity, i.e. a3 < 1, that accounts for the relatively small
contribution of the diagonal orders with respect to the tangential orders. The consequence
of this simplification is that the final model can not be used for the high frequency read-
out signal generation modelling (only phase’s elements are taken into account in (D.3)
from (D.2)).

The standard DTD-signal is derived by firstly summing the light intensities on a
diagonal pair of detector, then detecting the signals relative time shift. It is also possible to
compare the phase difference between signals delivered by each single detector quadrant.

Thus, we can summarize the possible set of DTD methods as follows:

1. Aty(t) = tayc—tpra: The time difference between the sum of signals from quadrants
“a+c” and the sum of signals from quadrants “b+d” is taken. This is the standard
DTD-method based on the difference of diagonal quadrant signals, and it is called
DTD2-method.

2. Aty(t) = tp_c + tq_a: This difference requires four independent high-frequency
detectors to be computed. When the laser spot is on the track, each difference
signal “d-a” and “b-c” is zero. This method is usually called DTD4-method.

3. Atya(t) = tp_a + ta—c: This signal is comparable to the previous one. The time
differences “b-a” and “d-c¢” are not zero when the laser spot is on the track, since
these differences depend among other factors on the optical pit depth. The common
name is DTD4a-method.

It is proved that the DTD4-method remains unaffected by de-focusing less than the
DTD2-method [Bra98], as it is shown in fig. D.4. In particular, the slope of radial
error eg remains unaltered by de-focusing effects near the zero spot position error Ax.
Therefore, the DTD4 method is the one commonly used in DVD players for radial error
signal generation.

After the time differences At4(t) being generated, a IIR low-pass filter is used to
integrate it to give the final radial error signal eg(t). This filter can be approximated by
a simple RC low-pass filter, as follows:

At4(t) = %(6[{@) + % dest(t)), (D4)
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Figure D.4: The radial error signals generated by DTD2 and DTD4 method with different

amounts of de-focus. Draw line: Az = —0.903 ym, triangles: Az = 0pm, crosses:
Az = +0.903 pm.
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Figure D.5: Block-scheme of the radial error generation model.

where f is the filter cut-off frequency and K is a gain of the digital signals processing
which gives the total gain value from the measured time differences t,_. and tq_, to the
radial error signal eg.

With this assumptions, the radial error signal generation model can be split-up in
two different parts: The first part which is non-linear and the second part, considered as
linear. In fig. D.5 a block-scheme of the radial error generation model is shown.

The model output is the radial error signal eg(t), which is given by the following
expression:

1 der(Az,0,0,t)
2 f dt

Aty (A28, 0,1) = - (en(Ae,0,0.1) + (D.5)

)

where the model input Az(t), the unknown parameters vector § and the known parame-
ters vector p are emphasized.

Equation (D.5) describes the linear part of fig. D.5. Its non-linear part, which gives
the dependency of At,(t) from the radial spot position error Ax(t) is described by:

At4(A'ZU7 97 0, t) - (Sb(AI7 07 0, t) - SC<Ax7 97 0, t)) + (Sd(ALU, 97 0, t) - Sa(A.T, 6)7 0, t)))

(D.6)
where S,, Sh, Sc, Sq (see (D.3)) represent the phase contributions of the detector quad-
rants “a”, “b”, “c” and “d”, respectively. Hence, the model is characterized by the following
parameters:

e The input track displacement Az(t) along the disk radial direction.

e The radial error eg(Az, 0, 0,1).
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e The unknown parameters vector 6 = [as, K.
e The known parameters vector ¢ = [fobj, NA, Y00, V105 Ay Greal, Tpit, Preals Va, IV, f].

Finally, one can verify that the radial spot position error Axz(t) appears as ¢, =
2TAZ/qrear in (D.3).

Summary: Estimation of unknown parameters of the radial error signal generation
model from measured data is hard task since:

e Liner models can be computed only by measuring the radial S-curves in open-
loop (radial control loop opened, focus control loop closed). In this condition it
is possible to correctly focus the laser spot with respect to the disk layer, but the
radial spot position error Az is affected by unknown periodical signal caused by
disk displacement on the spindle, as it will be explained in section 4.3.2. This
perturbation makes the laser cross tracks inward and outward with respect to the
center of the track, resulting in not very reliable time acquisitions.

e Characteristics of the periodic perturbation entering at the plant output are not
known exactly. Particularly, it is hard to know accurately the values of its phase
and amplitude when radial S-curves measurements start. This makes difficult to
estimate unknown parameters vector § = [ag, K] of non-linear mathematical model.

e Sensor noise and quantization effects introduced by the D/A converters, at the
output of the control chain, lead to very ill conditioned measurements which amplify
inaccuracy of model parameters estimation algorithms.

The curve fitting procedure has been applied on the measured data acquired during the
radial control loop opening, see fig. D.2, in order to estimate unknown model parameters,
as illustrated in fig. D.6. The obtained results seems to be right but the estimated model
parameters are not valid for the other tracks intersections because they are depending on
the unknown periodical signal caused by disk displacement on the spindle.
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Figure D.6: An example of the radial error signal generation modelling.
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Read-out Signal Generation -

The binary data encoded on a DVD surface can be retrieved by summing-up the light
intensity retrieved by the four photodiodes A, B, C and D. In such a way, a High-
Frequency signal (HF'), modulated by the disk relief structure, is derived.

The so called eye pattern is presented in fig. E.1, and it is obtained by superposing
slices of the HF signal, synchronized with the Phase Locked Loop (PLL) clock frequency,
several times on an oscilloscope screen. Since the light reflected by pits is strongly affected
by destructive interference, the HF signal reaches minimum and maximum values in
correspondence of pit and land structures, respectively as can be seen in fig. E.1.

The symbols impressed on the disk surface as sequence of pits and lands, are converted
into retrievable data, by using the Eight to Sixteen modulation, which belongs to the class
of Run-Length Limited (RLL) codes, described in [Imm91] and [Sta98].

RLL codes are characterized by constraints in the symbol coding, where the minimum
and the maximum number of identical symbols following each other is limited. In addition,
from RLL codes it is also possible to retrieve the whole system clock frequency (self-
clocking sequence). For the DVD system, the minimum and maximum run-lengths are
set equal to 3 and 14, respectively [ECMO1].

The minimum and the maximum fundamental frequencies of the modulation pattern
can be computed by considering the channel bit rate, that is the frequency at which the
binary sequence is coded, the run-length k, and the over-speed factor NV, as indicated by:

Jwrp, = J;—?N, (E.1)

where fg, = 26.16 Mbit/s is the channel bit rate computed for N =1, and k = 3,..., 14.
For N = 1.5, as on the industrial benchmark, we obtain 1.40 MHz < fkTpit < 6.54 MHz.

From fig. E.1 some relevant parameter, characterizing the HF signal, can be distin-
guished:

e [, and I3 are the modulation peak to peak values, generated by the largest and
the shortest lengths of pit or land, respectively when a 147} or a 31, symbol is
read on the disk.

e [,y and I3y are the highest reflectivity amplitudes of the HF signal, generated by
the largest and the shortest lengths of pit or land respectively when a 147 or a
3715 symbol is read on the disk.

e [14;, and I3, are the lowest reflectivity amplitudes of the HF signal, generated by
the largest and the shortest lengths of pit or land respectively when a 147 or a
3715 symbol is read on the disk.

e The zero level is the no reflection level without disk, and it is also called dark level.
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Figure E.1: Example of HF generation for a pit/land impressed structure.

The above mentioned parameters shall satisfy the following relations [ECMO1]:

I
—% —0.60 minimal, (E.2)
]14H

I
—2 —=0.15+0.20 minimal (E.3)
]14
and
(Il4Hmax — Il4Hmin)

= 0.33 maximal. (E.4)
Il4Hmax

Finally, a detection level Ay is applied to the HF signal, to let the system correctly re-
cover the digital information. This level should satisfy the so called asymmetry condition,
defined in [ECMO1]:

(Lam + Than) — (Ismp + Isn)
2(Lyam — L)

Equations (E.2), (E.3), (E.4), and (E.5) represent conditions that should be satisfied,
to confirm that the disk conforms to the standards fixed in [ECMO1].

It is interesting to notice that the pit/land structure impressed on a DVD allows to
retrieve, at the same time, the recorded data (used for audio and video reproduction),
and the servo signals (needed to control the spot position during playback).

This is why an accurate description of data read-out, as well as error signal generation
mechanisms, is fundamental for control design purposes.

—0.05 <

< 0.15. (E.5)
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E.1 Modelling of the Read-out Signal Generation

The method used in a DVD system for data read-out is that of the scanning microscope
[BBH'85], [Bra9s].

The principle is based on the fact that sequence of pits and lands forms along the disk
a two-dimensional diffraction grating, as shown in fig. 3.3 and fig. 3.4. This grating splits
the incident light into multiple diffraction orders, as shown in fig. D.3. Data read-out is
accomplished by capturing, with photodiodes, the amount of light which goes through the
objective lens, i.e. HF(t) = Va(t)+Va(t)+ Vo(t)+Vp(t). Therefore one can approximate
the read-out data signal generation by sum of all contributions captured by the quadrant
detector in fig. D.3, i.e. HF(t) = Sa(t) + Sp(t) + Se(t) + Sa(t). This detection method
is typically used in all DVD and CD systems and it is usually called Central Aperture
(CA) detection method.

It can be shown [BBH"85] that the intensity of the light received by the quadrant
detector can be approximated by:

QWNUat):|’ (E.6)

fat) = 2481+ (31) +2( ) MTFOn) - costumeon (7

Ao Ao
where Ay and A; are the amplitudes of the zeroth and first diffracted order respectively,

119 is the phase shift existing between them, and MTF is the Modulation Transfer Func-
tion (MTF) defined by:

9 2

MTF (yo) = —arccos (%) — % 1-— (%) . (E.7)
In the case of CA detection, MTF (yo) is basically a measure of the cumulated overlapping
areas depicted in fig. D.3 and depends on the diffracted order off-set distance yy. One
can also define the spatial frequency along the track as follows:

NA 1
S E.8
f i Yo )\ Preal ( )

MTF characterizes the low-pass filtering process underground by the time-modulated
third term from (E.6). Finally, it is important to mention that possible abberations in the
optical system will not affect the MTF but do introduce phase distortions in the read-out
signal [Goo68].

There exists very useful analysis of the read-out signal generation that has been pre-
sented in [Hop79]. It is based on the approximation of the disk structure by the regular
information pattern described in section D. It allows to model the different abberations
of the focused laser beam and to explain the crosstalks phenomena. Nevertheless, this
analysis can not be used to the focus error signal generation, neither to the radial error
signal generation because it does not describe the four signals on the quadrant detector
“a”, “b”, “c”, “d” in fig. D.3. It only allows to approximate the whole light intensity
received by the quadrant detector (objective lens) analytically.

The second method that can be used to read-out signal generation modelling is based
on the direct numerical solution of diffraction, see e.g. [Sta86], [Nut97]. In this case, a
general disk information pattern can be used for a complex analysis. This methodology is
complicated and numerically very time consuming in comparison to the analytical solution
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by Hopkins’s analysis. This method offers to generate the radial error signal, analyze the
crosstalks phenomena, and obtain more accurate S-curve characteristic near the focused
spot position, (i.e. |Az| < Zpax, Where zp.x is the focused depth, zp.x = 0.903 um for
DVD).

Many software products are available to deal with the diffraction theory. Moreover,
the modelling of read-out signal generation is not required for the control system design
in the focus and radial loop. Therefore, the modelling of read-out signal generation is not
more analyzed in this research.
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Acronyms and Abbreviations

A, B, C,D
AC

A/D
AF-CLOE
ARMAX
ARX
BW

CA

CD
CD-ROM
CIRC
CL
CLOE
CLV
D/A

DC

DL,
DPD
DTD
DTD2
DTD4
DSP
DVD
DVD-ROM
DVD-5
ECC
EFM
F-CLOE
FIR
FFT
FWHM
G-CLOE
GM
GM-2
HF

IGM
IGM-1
IGM-2

four photodiodes of the photodetector

Alternating Current

Analog to Digital converter

Adaptive Filtered-Closed-Loop Output-Error identification method
AutoRegresive with eXogenous variable and Moving Average noise model
AutoRegresive with eXogenous variable model
Band-Width

Central Aperture detection method

Compact Disk

Compact Disk-Read Only Memory

Cross Cross Interleaved Reed-Solomon Code
Closed-Loop

Closed-Loop Output-Error identification method
Constant Linear Velocity

Digital to Analog converter

Direct Current

Dual Layer disk

Differential Phase Detection method

Differential Time Detection method

Differential Time Detection method 2

Differential Time Detection method 4

Digital Signal Processing (or Processor)

Digital Versatile Disk

Digital Versatile Disk-Read Only Memory

single-layer single-side Digital Versatile Disk

Error Correction Code

Eight to Fourteen modulation

Filtered-Closed-Loop Output-Error identification method
Finite Impulse Response

Fast Fourier Transformation

Full Width at Half Maximum

Generalized-Closed-Loop Output-Error identification method
Gradient Method

Gradient Method 2 for state-space system

High Frequency signal

Improved Gradient Method

Improved Gradient Method 1 for state-space system
Improved Gradient Method 2 for state-space system
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IIR Infinite Impulse Response
LMI Linear Matrix Inequality
LQ Linear Quadratic controller
LS Least Square method
LTI Linear Time Invariant system
MIMO Multiple-Input Multiple-Output system
MTF Modulation Transfer Function
MRAS Model Reference Adaptive System
ODE Ordinary Different Equation method
OE Output-Error model
OL Open-Loop
OPU Optical Pick-up Unit
PAA Parameter Adaptation Algorithm
PD Proportional and Derivative controller
PID Proportional, Integral and Derivative controller
PSD Power Spectral Density
PRBS Pseudo-Random Binary Sequence
RLL Run-Length Limited code
RLS Recursive Least Square method
RLS-2 Recursive Least Square method 2 for state-space system
RS R-S controller (one degree of freedom digital controller)
RS2 R-S controller of the second order, ng = 2, ng = 2
RS3 R-S controller of the third order, ng = 3, ng = 3
RS4 R-S controller of the fourth order, ng =4, ng =4
RSPC Reed Solomon Product Code
RST R-S-T controller (a two degree of freedom digital controller)
SISO Single-Input Single-Output system
SNR Signal to Noise Ratio
SPR Strictly Positive Real transfer function
TITO Two-Input Two-Output system
X-CLOE eXtended-Closed-Loop Output-Error identification method
SL Single Layer disk
nC micro Controller
Symbols
Qmax maximum acceleration of the end point ., on data zone, in m/ s
Ardri focus power driver gain, in V/V
Apgrit first focus power driver gain, in V/V
Arario second focus power driver gain, in V/V
Afopt optical gain in focus loop, in V/m
ARari radial power driver gain, in V/V
ARrgrin first radial power driver gain, in V/V
ARariz second radial power driver gain, in V/V
ARopt optical gain in radial loop, in V/m
d pure time delay
d, aperture diameter of the the objective lens, in m



GLOSSARY

217

dAiry
d Airy (FWHM)
de—2
ereal
Dy
Dy
f
fBW
/o
fr
JFn
Jor
fua
fure
f obj
ob;
frot
f rot_max
frot_min

Js
fRn
s

Airy disk diameter, in m

Airy disk diameter (Full Width at Half Maximum), in m

diameter of the laser spot for the Gaussian intensity distribution, in m
real mechanical depth, in m

focus actuator dumping constant of surrounding medium, in Ns/m
radial actuator dumping constant of surrounding medium, in Ns/m
frequency, in Hz

desired closed-loop band-width, in Hz

the slowest vibration frequency of the plant model, in Hz

frequency of complex pole in characteristic polynomial, in Hz
natural undamped frequency of the second order focus system, in Hz
cross-over frequency of the compensated open-loop, in Hz

lead break frequency of reference lead-lag controller K,cf(s), in Hz
lag break frequency of reference lead-lag controller K, .(s), in Hz
(objective) focal length of the objective lens, in m

image focal length of the objective lens, in m

disk rotational frequency, in Hz

maximal disk rotational frequency during playback, in Hz

minimal disk rotational frequency during playback, in Hz

sampling frequency used for digital computation in the servo DSP, in Hz
natural undamped frequency of the second order radial system, in Hz
frequency of complex pole in polynomial Hg, in Hz

actual lead-lag controller gain

proportional gain, in general

focus actuator elastic constant of a spring, in N/m

focus actuator DC sensitivity

focus actuator back efm constant, in Vs/m

focus actuator force constant, in N/A

radial actuator elastic constant of a spring, in N/m

radial actuator DC sensitivity

radial actuator back efm constant, in Vs/m

radial actuator force constant, in N/A

V-1

focus coil inductance, in H

land length, in m

pit length, in m

radial coil inductance, in H

focus actuator moving mass, in kg

radial actuator moving mass, in kg

order of the plant numerator G(q~ )

order of the plant denominator G(q~')

refractive index of objective space

refractive index of the transparent substrate

order of the RS controller numerator R(q™')

order of the RS controller numerator R(q~') after controller order reduc-
tion

order of the RS controller denominator S(¢!)
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ns order of the RS controller denominator S(g~') after controller order re-
duction

N over-speed factor of the disk scanning velocity

NA numerical aperture of the objective lens, in m

q, ¢! forward and backward shift operators

Greal track pitch, in m

PLL1, PLL2 actual lead-lag controller poles

Ry focus coil resistance, in €2

R objective lens radius, in m

Rr radial coil resistance, in 2

s Laplace complex variable

Slow minimum output sensitivity function magnitude for disk manufacturing
at the low rotational frequencies

|:Syp|max maximum of output sensitivity function magnitude, in dB

|Sypl14.4 output sensitivity magnitude at f... = 14.4Hz, in dB

| Sypl3a7 output sensitivity magnitude at f.,; = 34.7Hz, in dB

| Stup [max maximum of input sensitivity function magnitude, in dB

t time, in s

t, rise time of the system closed-loop response, in s

Ty derivation-time constant, in s

T; integration-time constant, in s

Thit channel bit length, in m

T sampling period used for digital computation in the servo DSP, in s

Va constant linear velocity during playback, in m/s

Uy desired velocity of the laser spot in radial direction x, in m/s

x direction of the orthogonal coordinate system

T d_high maximal radial deviation for high rotational frequencies given for disk
manufacturing, in m

Td_ low maximal radial deviation for low rotational frequencies given for disk
manufacturing, in m

Td_max disk eccentricity, i.e. the maximal radial disk displacement on the spin-
dle, in m

Tmax maximal radius of data zone, in m

Tmin minimal radius of data zone, in m

Y direction of the orthogonal coordinate system

z direction of the orthogonal coordinate system

2d_high maximal vertical deviation for high rotational frequencies given for disk
manufacturing, in m

Zd_low maximal vertical deviation for low rotational frequencies given for disk
manufacturing, in m

Zd_max maximal vertical deviation at the maximal data zone radius, in m

Zd_min minimal vertical deviation at the minimal data zone radius, in m

ZLL1, ZLL2 actual lead-lag controller zeros

Q multiple coefficient

v width of the pit, in m

Y real pole in characteristic polynomial

TR

real pole in polynomial Hg
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A¢
AM
AT

AZpax
AZITI&X

A

b
133
€s
¢max
PF

PR
w

Wer
Wrot

phase margin, in °

modulus margin, in dB

delay margin, in s

maximal radial spot position error to avoid loosing

the data read-out signal during playback, in m

maximal vertical spot position error (i.e. the objective lens focus depth)
to avoid loosing the data read-out signal during playback, in m
wavelength of the laser beam in air, in m

damping ratio of the slowest plant model vibration frequency
damping ratio of complex pole in characteristic polynomial
damping ratio of complex pole in polynomial Hg

opening angle of the objective lens, in °

initial face of periodical disturbance model in the focus loop, in rad
initial face of periodical disturbance model in the radial loop, in rad
angular velocity, in rad/s

cross-over angular velocity of the compensated open-loop, in rad/s
disk angular velocity, in Hz

Notational conventions

A(g™)
Ao(0)
Ac

Aob
B(q™)
By(0)
B,

plant transfer operator numerator, as function of time operator
matrix of discrete-time state-space model

matrix of state-space model in controller form

matrix of state-space model in observer form

plant transfer operator denominator, as function of time operator
matrix of discrete-time state-space model

matrix of state-space model in controller form

matrix of state-space model in observer form

measurement noise, as function of time, in general

generalized stability margin, in general

generalized stability margin after controller order reduction, in gen-
eral

matrix of discrete-time state-space model

matrix of discrete-time state-space model

parametric distance

domain of admissible parameters related to the model set
zero-mean Gaussian white noise, as function of time, in general
focus error signal, as function of time, in V

focus error signal, as function of Az, in V

radial error signal, as function of time, in V

radial error signal, as function of Az, in V

matrix adaptation gain

matrix of continuous-time state-space model

transfer operator of the model, in general

transfer operator of estimated model, in general

focus loop plant transfer function

focus actuator transfer functions, in Laplace domain
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radial loop plant transfer function

radial actuator transfer functions, in Laplace domain

transfer operator of the true plant (system)

matrix of continuous-time state-space model

transfer operator of the noise model

open-loop compensated transfer function, in Laplace domain

real open-loop transfer function, in Laplace domain

transfer operator

transfer operator

fixed part of the RS controller transfer function numerator

fixed part of the RS controller transfer function denominator
estimated transfer operator of the noise model

electrical current through the focus actuator coil, as function of time,
in A

electrical current through the radial actuator coil, as function of
time, in A

light intensity distribution, as function of the normalized focus spot
radius r

light intensity distribution, as function of Ax

light intensity distribution, as function of Az

Bessel function

criterion function

controller transfer function, in general

actual controller applied into the industrial benchmark, as function
of time operator

focus loop controller transfer function

reference lead-lag controller, in Laplace domain, in general

radial loop controller transfer function

RS controller of the 2th order, as function of time operator

RS controller of the 3th order, as function of time operator

RS controller of the 4th order, as function of time operator
scalar-valued function

matrix of scalar elements, in general

model structure

characteristic polynomial of the closed-loop, as function of time op-
erator

control transfer function numerator, as function of time operator
part of control transfer function numerator as the solution

of the Bezout equation, as function of time operator

control transfer function denominator, as function of time operator
part of control transfer function denominator as the solution

of the Bezout equation, as function of time operator

sensitivity function, in Laplace domain, in general

output sensitivity function, as function of frequency

input sensitivity function, as function of frequency

input-output transfer operator, as function of frequency, in general
output sensitivity function with respect to an input disturbance,
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as function of frequency

complementary sensitivity function, as function of frequency
noise sensitivity function, as function of frequency

similarity matrix

transfer matrix, in general

output disturbance signal, as function of time, in general

family of plant models

reference signal, as function of time, in general

controller output signal, as function of time, in general

focus controller output voltage, as function of time, in V

radial controller output voltage, as function of time, in V

output voltage from the photodiode A, as function of time, in V
output voltage from the photodiode B, as function of time, in V
output voltage from the photodiode C, as function of time, in V
output voltage from the photodiode D, as function of time, in V
process noise

state-vector, in general

external excitation signal, as function of time, in general
external excitation signal for the focus closed-loop, as function of
time, in V

external excitation signal for the radial closed-loop, as function of
time, in V

radial disk displacement on the spindle, as function of time, in m
objective lens position in radial direction z, as function of time, in
m

radial loop reference signal, as function of time, in m

plant output signal, as function of time, in general

a priort predicted output

a posteriori predicted output

focus loop plant output signal, as function of time, in V

radial loop plant output signal, as function of time, in V
objective lens position in focus direction z, as function of time, in m
focus loop reference signal, as function of time, in m

disk vertical deviation, as function of time, in m

disk vertical deviation amplitude, as function of time, in m
transformational function

radial (tracking) spot position error, as function of time, in m
vertical (focus) spot position error, as function of time, in m

a priori prediction error of the closed-loop

a posteriori prediction error of the closed-loop

parameter vector of estimated model

parameter vector of continuous-time model

estimated parameter vector

parameter error

mean value
forgetting factor
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Ao (k) weighting factor

o standard deviation

o(k) predictor regressor vector

de(w) spectral density of the noise

Ou(w) spectral density of the input

Ow(w) spectral density of the external excitation signal
Peey, (67, é) spectral density of the adaptation error

o(k) plant regressor vector
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