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Chapitre 1

Introduction

1.1 Les débuts de l'interférométrie stellaire

La premiere application astronomique de I'interférométrie a été réalisée sur des étoiles brillan-
tes par Edouard Stéphan a I’Observatoire de Marseille vers 1873, suivant une idée énoncée par
Armand Hippolyte Louis Fizeau (Fig. 1.1) en 1867. Mais I'instrument utilisé étant de trop petite
taille (base de 65cm), aucune étoile n’a pu étre résolue. Fixant une limlite supérieure de 0,158”
au diametre angulaire des étoiles observées, Stéphan a conclu tres justement que “ce diametre est
une tres faible fraction du nombre précédent”. Le lecteur intéressé pourra consulter 'important
recueil d’articles historiques sur l'interférométrie stellaire réuni par Peter Lawson (Lawson 1997)
pour plus de détails sur ces observations.

Fi1G. 1.1 — Armand H. L. Fizeau (1819-1896) et Albert A. Michelson (1852-1931).

Utilisant un instrument beaucoup plus important installé sur le télescope de 100 pouces
du Mont Wilson (Californie), le physicien Albert Abraham Michelson (Fig. 1.1) et I’astronome
Francis G. Pease ont pu mesurer pour la premiere fois en 1920 le diameétre angulaire d’une étoile
autre que le Soleil, la supergéante rouge Bételgeuse (Michelson & Pease 1921). Cette étoile a pu



étre résolue par la base de 20 pieds (6,1 m) du montage périscopique utilisé (Fig. 1.2 et 1.3), car
elle présente la plus grande taille apparente de toutes les étoiles, avec un diametre angulaire de
lordre de 47 millisecondes d’angle (mas) dans le domaine visible. Cette observation, réalisée a
U'ceil le 13 décembre 1920, a été immédiatement suivie par une observation de Procyon. L’an-
nulation du constraste observée sur Bételgeuse a ainsi été confirmée par la présence de franges
contrastées sur Procyon avec le méme réglage de I'instrument. Ceci a permis d’établir le diametre
angulaire de Bételgeuse avec une précision remarquable (environ 10%). Les tailles angulaires de
plusieurs autres étoiles brillantes ont été mesurées par la suite avec ce méme instrument, parmi
lesquelles « Cet, aBoo, aTau, 8 Gem, (3 Peg,... D’intéressantes mesures d’étoiles binaires ont
également été obtenues, confirmant en particulier ’orbite spectroscopique de 1’étoile Mizar avec
une grande précision.

F1G. 1.2 — Montage utilisé par Michelson sur le télescope Hooker de 100 pouces du Mont Wilson
pour sa mesure du diametre angulaire de Betelgeuse (figure tirée de Michelson & Pease 1921).

Fi1G. 1.3 — Instruments de 20t et de 50 ft installés par Michelson et Pease sur le Mont Wilson.

Peu apres les observations du 20 ft, Pease a entrepris la construction d’un plus grand instru-
ment, cette fois dédié entierement & l'interférométrie stellaire, d’une base de 50 ft (15,2m). Avec
le soutien de George E. Hale, cet instrument a été construit sur le Mont Wilson (Fig. 1.3), et a



permis de confirmer le résultats obtenus avec le 20 ft. D’une utilisation délicate, il n’a cependant
pas permis les progres augurés par I'augmentation de la longueur de la base interférométrique.
Apres le succes “facile” du 20ft, le manque de stabilité de I'instrument a rappelé que les lon-
gueurs d’onde optiques imposent des tolérances tres serrées sur la conception mécanique des
interférometres.

1.2 L’interférometre d’intensité et I’hétérodyne

Dans les années 1960, I'interférometre d’intensité construit par les astronomes britanniques
Robert Hanbury Brown (Fig. 1.4) et Richard Q. Twiss (Hanbury Brown & Twiss 1956) a amené
un regain d’intérét pour 'interférométrie optique et la mesure du diametre angulaire des étoiles.
Utilisant un principe novateur pour les longueurs d’onde optiques, I'interférometre d’intensité
mesure la corrélation des temps d’arrivée des photons enregistrés pas deux télescopes séparés.
En pratique, les signaux des photomultiplicateurs montés sur chacun des deux télescopes sont
multipliés en temps réel, et la valeur moyenne du signal obtenu donne directement une mesure
de la cohérence spatiale de la source. Un avantage important de ce type d’instrument est qu’il
ne nécessite pas de former une image de bonne qualité de 1’étoile. L’interférometre d’intensité
(Fig. 1.4) construit & Narrabri (sud-est de I’ Australie) est ainsi constitué de collecteurs de lumiere
de grande taille mais de faible qualité optique. Grace a cet instrument fonctionnant aux lon-
gueurs d’onde visibles, les diametres angulaires de 32 étoiles (en particulier des étoiles chaudes)
ont pu étre mesurés avec une précision remarquable, parfois méme encore inégalée & ce jour
(Hanbury Brown, Davis & Allen 1974). La faible sensibilité intrinseque de ce type d’instrument
a cependant fait préférer la technique de recombinaison de Michelson pour le développement des
interférometres astronomiques ultérieurs.

F1G. 1.4 — Robert Hanbury-Brown et 'interférometre d’intensité de Narrabri (Nouvelles-Galles
du Sud, Australie).

En parallele de I'interférométrie d’intensité, une autre technique dérivée de l'interffométrie
radio (elleeméme expérimentée des 1948) a été mise en ceuvre avec succes des les années 1970
aux longueurs d’ondes infrarouges : l'interférométrie hétérodyne. La corrélation des signaux
des deux télescopes est obtenue apres un changement de fréquence, ou hétérodynage, de ’'onde
provenant de 1’étoile. Ce changement de fréquence est obtenu par mélange de la lumiere stellaire
avec un laser utilisé comme oscillateur local, le résultat étant un battement a une fréquence
typique de quelques centaines de MHz. L’avantage principal de I'interférométrie hétérodyne sur
I'interférométrie de Michelson est qu’elle permet le transport des signaux dans de simples cables



F1G. 1.5 — L’interférometre hétérodyne ISI (Mont Wilson, Californie).

électriques haute fréquence. Mais comme pour l'interférométrie d’intensité, le défaut principal
de l'interférométrie hétérodyne est sa faible sensibilité intrinseque. La bande spectrale utile est
en effet d’une extréme étroitesse, en rapport avec celle du laser utilisé comme oscillateur local.
Outre les instruments développés en France a la fin des années 1970 (au CERGA en particulier,
voir Assus et al. 1979), Uinstrument le plus représentatif de cette technique est I'Infrared Spatial
Interferometer installé sur le Mont Wilson (Fig. 1.5). Aprés avoir obtenu ses premieres franges en
1988 sur Bételgeuse (Bester, Danchi & Townes 1990), cet instrument & trois télescopes a produit
d’intéressantes observations d’enveloppes circumstellaires d’étoiles évoluées. Une particularité
des télescopes utilisés est d’étre installés dans des remorques de camion, et donc librement
déplacables.

1.3 12T, premier interférometre a deux télescopes

C’est en 1974 que 'astronome frangais Antoine Labeyrie a réalisé la premiere recombinaison
directe de la lumiere de deux télescopes séparés, grace a I'Interférometre a 2 Télescopes (12T,
Labeyrie 1974), alors installé & Nice. D’une base maximale de 12 m et utilisant deux sidérostats
de 25 cm, cet instrument a permis de démontrer la faisabilité technique du transport, du retarde-
ment et de la recombinaison de la lumiere collectée par deux télescopes distincts. Méme si d’un
point de vue physique, le principe de cet instrument est identique a 'interférometre construit par
Michelson 50 ans plus t6t, ce nouveau systeme permet en principe d’augmenter arbitrairement
la longueur de la base et le nombre de collecteurs. Cette flexibilité nouvelle a ouvert la voie
a I’équivalent optique du célebre interférometre radio Very Large Array (Nouveau-Mexique) et
est a 'origine du développement actuel des tres grands interférometres optiques VLTI, Keck,
CHARA,...

Le concept de 'I2T a été étendu par la suite a des télescopes de 1,5 m de diametre installés
dans des montures sphériques, sous la forme du Grand Interférometre & 2 Télescopes (Fig. 1.6,
Mourard et al. 1994). 12T et GI2T ont été les premiers interférometres a disperser spectralement
les franges d’interférence. On retrouve aujourd’hui cette dimension conjointe spatiale et spectrale
dans I'instrument AMBER du VLTI.



F1G. 1.6 — Un des télescopes de I'I2T d’Antoine Labeyrie (photo : O. von der Liihe) et son
successeur le GI2T (photo : P. Lawson).

F1G. 1.7 — Vue de l'interférometre PTI (Mont Palomar, Californie) et un des télescopes de IOTA
(Mont Hopkins, Arizona).

1.4 Mark III, PTI, IOTA, SUSI, NPOI, CHARA.,...

A la suite des résultats obtenus par Antoine Labeyrie, de nombreux interférometres stel-
laires ont été construits dans les années 1980 et 1990, offrant des bases de quelques metres a
quelques centaines de metres et des ouvertures collectrices de quelques cm a quelques dizaines
de cm. Fonctionnant en infrarouge proche (bandes H et K principalement) ou dans le visible
(Mark III, SUSI, NPOI), ces instruments ont permis la mesure d’'un grand nombre d’étoiles
simples ou multiples, ainsi que les premieres observations astrométriques par interférométrie.
Cette augmentation considérable du nombre d’instruments en activité, et donc du temps total
d’observation interférométrique sur le ciel, a apporté la premiere véritable moisson de résultats
scientifiques, avec a ce jour plusieurs centaines d’articles publiés.

En parallele de la mise en service de ces interférometres, il est intéressant de noter I’émergence
d’un concept particulier d’instrument de recombinaison basé sur des fibres optiques monomodes.
L’instrument FLUOR est le premier systeme de recombinaison utilisant cette technologie a avoir
réalisé des observations sur le ciel (Coudé du Foresto et al. 1992). D’abord installé sur le télescope
solaire McMath (Kitt Peak, Arizona), il a ensuite été utilisé au foyer de l'interférometre IOTA
(Mont Hopkins, Arizona), avant d’étre transporté sur CHARA (Mont Wilson, Californie), ou il
se trouve actuellement. L’instrument VINCI (Sect. 1.6) a repris le concept de FLUOR dans le
cadre du VLTI.



F1G. 1.8 — La coupole d’un des télescopes de 1m de linterférometre CHARA (Mont Wilson,
Californie) et une vue aérienne du NPOI, installé pres de Flagstafff en Arizona (photo : USNO).

Fi1G. 1.9 - L’interférometre Keck (photo NASA/JPL) et les quatre télescopes de 8m du VLTI.

1.5 Les premiers géants : Keck, VLTI et OHANA

L’extension des observations interférométriques aux objets faibles, en particulier les noyaux
actifs de galaxies et les exoplanetes, réclame simultanément de grandes surfaces collectrices et
des longueurs de base hectométriques. Dans ce but, deux tres grands interférometres ont été
imaginés dans les années 1980 : le VLTI (mode interférométrique du Very Large Telescope
européen) et linterférometre Keck. Plus récemment, un concept novateur basé sur 'utilisation
de fibres optiques a vu le jour, OHANA.

Le mode interférométrique des deux télescopes Keck (Fig. 1.9 & gauche) permet de combi-
ner la lumiere collectée par les deux miroirs segmentés de 10 m de diametre, séparés de 85m.
L’objectif prioritaire de cet instrument est I'interférométrie a frange noire dans le domaine de
Iinfrarouge thermique, qui permet d’annuler la lumiére d’une étoile en la faisant interférer des-
tructivement. Il est alors possible d’observer le voisinage immédiat de cette étoile, en particulier
les exoplanetes et les disques circumstellaires.

Constitué de 4 télescopes principaux de 8 m de diametre (Fig. 1.9 a droite) et de 4 télescopes
mobiles de 1,8m, le VLTI est le plus grand interférometre au monde par la surface collectrice.
Construit et mis en oeuvre par ’Observatoire Européen Austral (ESO), le VLTI a obtenu ses
premieres franges le 17 mars 2001 entre deux sidérostats de 35cm, et le 29 octobre 2001 avec
deux télescopes de 8 m, avec 'instrument de recombinaison VINCI (Sect. 1.6). Depuis lors, deux
instruments supplémentaires sont entrés en service : MIDI, un recombinateur a deux télescopes
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FiGc. 1.10 — Elévation de la plate-forme du VLTI montrant les stations utilisables avec les
télescopes auxiliaires mobiles de 1,8m et les positions des grands télescopes de 8m (illustra-

tion ESO).

en infrarouge thermique (Leinert et al. 2003) et AMBER, un instrument a trois télescopes
simultanés fonctionnant en infrarouge proche (Petrov et al. 2000). Une caractéristique essentielle
du VLTI est sa flexibilité : il est possible de positionner les télescopes de 1,8 m sur un grand
nombre de stations (Fig. 1.10), de maniere & obtenir une excellente couverture du plan des
fréquences spatiales, couramment appelé “plan (u,v)”. Ceci fait du VLTI un interférometre
trés bien adapté a I'imagerie interférométrique. Méme si actuellement seul AMBER permet
d’utiliser trois télescopes a la fois, il est prévu pour la seconde génération d’instruments de
pouvoir recombiner simultanément les 8 télescopes de la plate-forme.

OHANA est un concept visant & réunir les plus grands télescopes du Mauna Kea (Hawaii)
a l'aide de fibres optiques monomodes. Proposé par Jean-Marie Mariotti en 1996 (Mariotti et
al. 1996), les premieres franges ont été obtenues tout récemment entre les deux télescopes Keck
(Perrin et al. 2006). A terme, cet instrument permettra d’obtenir une combinaison unique de trés
longues bases (jusqu’a 800m) et de grandes ouvertures (4 a 10m), le rendant particulierement
adapté a l’observation des noyaux actifs de galaxies. La Fig. 1.11 montre une vue aérienne du
sommet du Mauna Kea, avec les télescopes concernés par le projet OHANA.

1.6 VINCI, le premier instrument du VLTI

Lors de ma these et de mon séjour post-doctoral a ’'ESO Paranal, j’ai participé a la construc-
tion de l'instrument VINCI et j’ai développé le logiciel de traitement des données de cet instru-
ment. Je présente ci-apres un article SPIE présentant cet instrument (Sect. 1.6.1), ainsi qu’un
article A&A décrivant le systéme de réduction des données (Sect. 1.6.2). Une description plus
détaillée de VINCI, en particulier de son logiciel de contréle et de ses premieres observations, se

7
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F1G. 1.11 — Vue aérienne des télescopes concernés par le projet d’interférometre OHANA.

trouve dans ma these (Kervella 2001), et n’est pas reprise dans le présent mémoire.

A Torigine congu pour n’étre qu’'un simple instrument de test pour le VLTI, VINCI a
démontré une grande productivité scientifique. Plus de 30 articles référés ont été publiés, por-
tant sur ses quatre années d’observations régulieres (2001-2004), et plusieurs résultats parti-
culierement significatifs ont fait ’'objet de communiqués de presse.



1.6.1 Article SPIE : “VINCI, the VLTI Commissioning Instrument : status
after one year of operations at Paranal” (2002)

VINCI a été installé dans le laboratoire interférométrique du VLTI & Paranal a la fin de
I’année 2000, et a produit ses premieres franges sur le ciel le 17 mars 2001. L’article reproduit ici
donne un compte-rendu des résultats obtenus avec cet instrument apres une année d’utilisation
intensive en laboratoire et sur le ciel. En particulier, je décris un probleme important de perte
de contraste instrumental qui a affecté le coupleur triple MONA a la mi-2001. Résolu par la
suite, ce probleme a été causé par la contraction des cables entourant les fibres optiques du
fait du changement saisonnier de température (refroidissement de quelques degrés durant I’hiver
austral).

FiG. 1.12 — La console de commande du VLTI a ’Observatoire de Paranal, la nuit des premieres
franges sur le ciel. (photo ESO)



VINCI, the VLTI Commissioning Instrument: status after one year of
operations at Paranal

Pierre Kervella®”, Philippe Gitton®, Damien Segransan®, Emmanuel Di Folco®, Pierre Kern,
Mario Kiekebush?®, Thanh Phan Duc®, Antonio Longinottib, Vincent Coudé du Foresto®,
Pascal Ballesterb, Cyrus Sabetb, William D. Cottonf, Markus Scholler”, Rainer Wilhelm®

*ESO Chile, ’ESO Germany, “Observatoire de Genéve, Switzerland, dLAOG, Observatoire de
Grenoble, France, ‘Observatoire de Paris, France, National Radio Astronomy Observatory, USA

ABSTRACT

Installed at the heart of the Very Large Telescope Interferometer (VLTI), VINCI combines coherently the infrared light
coming from two telescopes. The first fringes were obtained in March 2001 with the VLTI test siderostats, and in
October of the same year with the 8 meters Unit Telescopes (UTs). After more than one year of operation, it is now
possible to evaluate its behavior and performances with a relatively long timescale. During this period, the technical
downtime has been kept to a very low level. The most important parameters of the instrument (interferometric
efficiency, mechanical stability,...) have been followed regularly, leading to a good understading of its performances
and characteristics. In addition to a large number of laboratory measurements, more than 3000 on-sky observations have
been recorded, giving a precise knowledge of the behavior of the system under various conditions. We report in this
paper the main characteristics of the VINCI instrument hardware and software. The differences between observations
with the siderostats and the UTs are also briefly discussed.

Keywords: infrared interferometry, VLTI, optical fibers, integrated optics, wavelets, commissioning.

1. INTRODUCTION

VINCI was the first interferometric instrument to be installed on Paranal. It is the result of a collaboration between the
Observatoire de Paris (LESIA) for the design and construction, the Max-Planck Institut fiir Extraterrestrische Physik
(Garching, Germany) for the infrared camera LISA, under the direction of the European Southern Observatory (ESO).
As the first interferometric instrument to be installed at ESO, it has been a great source of experience.

Figure 1. VINCI installed in the VLTI laboratory at Paranal.

: pkervell@eso.org, European Southern Observatory, Alonso de Cordova 3107, Casilla 19001, Vitacura, Santiago 19,
Chile, tel. +56 55 435231



2. PRINCIPLE OF VINCI

In its interferometric mode, VINCI operates mostly like FLUOR®, and produces interferograms modulated in optical
path difference from stellar sources. The trajectory of the beams in the stellar interferometer mode is detailed in Figure
2. After the beams have been transported through the VLTI optical trains and delay lines down to the laboratory, they
are folded onto the VINCI table, and then injected via fibers into an optical correlator, the MONA box. For a more
detailed description of the hardware design of VINCI, the interested reader is referred to Kervella et al.’.

Folding Mirror
Beam B

Injection B £

G

Folding Mirror
Beam A

Injection A

Beam A
Beam B

Figure 2. VINCI in stellar interferometer mode.

3. HARDWARE PERFORMANCES IN THE LAB

3.1. Injection optics/mechanics

VINCI relies on an original design of its injection optics to focus the stellar light on the injection fiber heads. It is based
on an on-axis parabola, which is much less sensitive to small misalignments than the usual off-axis parabolas (FLUOR).
The images produced by this optical setup show little aberration, and the injection efficiency achieved on VINCI is very
consistent with the expected one. Using the motorized controls of the injection parabolas of VINCI, the positioning
repeatability of the star image on the fiber head has been measured to be better than 0.3 wm, for a fiber core diameter of
6.5 um. The resulting flux losses are therefore kept to a low level (< 5%).

3.2. Triple coupler

The beam combiner used on VINCI has been designed and built by the Le Verre Fluoré company (France). This device
is based on single-mode fluoride glass fibers and couplers, and is operated in the photometric K band (2.0 — 2.4 um).
The waveguides are used to filter out the spatial modes of the atmospheric turbulence. The principle of the MONA box
is shown on Figure 3. When used in Autotest mode, i.e. using an artificial light source located in the interferometric
laboratory, it produces the type of interferogram presented on Figure 4.

Combination .=, |
Coupler Point 2 “,

Photometry A
Beam A Interferometry 1
Polarization

Controllers
Interferometry 2
Beam B

Photometry B

Coupler

Figure 3. The fiber-based beam combiner of VINCI (MONA)



The fluoride glass fibers used in the MONA beam combiner do not maintain the polarization of the incoming stellar
light. Therefore, it is necessary to compensate for the polarization mismatch introduced by the input fibers inside the
MONA box, before the combination point. This is achieved using two motorized polarization controllers (Figure 3) that
can be individually adjusted. It is then possible to build a map of the instrumental contrast of the beam combiner in two
dimensions (Figure 5), and to localize the maximum contrast in Autotest. The procedure is slower when optimizing the

fringes contrast on sky, but the principle is the same.
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Figure 4. Fringe packet obtained in Autotest and the corresponding power spectral density.
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Figure 5. Map of the interferometric efficiency of MONA (in percentage of maximum) as a function of the position of
the polarization controllers (arbitrary units).
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Figure 6. Decrease of the MONA interferometric efficiency in Autotest due to fiber cables contraction.

During the few months that followed first light with the siderostats (when interferometric efficiency was 87% on sky), a
loss of interferometric efficiency of the MONA box was observed, both in Autotest and on sky. This loss was difficult
to explain, but after some tests, it appeared that the polymer cables that are used to protect the fragile fluoride glass



fibers were to blame. The thermal expansion coefficient of these cables is larger than the one of the fibers themselves.
Therefore, when the temperature went down by a few degrees in the laboratory, the fibers suffered a mechanical stress
that caused a severe birefringence (Figure 6). The separation of the two polarizations on the final interferograms (Figure
7) produced a very strong loss of contrast, and a strange double-peaked power spectral density (Figure 8) characteristic
from the superimposition of the two polarizations fringe packets offset in OPD. This problem was solved by changing
the path of the fiber cables, adding curves, therefore giving more space to the fibers inside the cable. After this repair,

the contrast of the fringes obtained on sky went back to 70%.

3.3.
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The four fiber outputs of VINCI are imaged on four LISA camera photosites. The optics used for this purpose include
an off-axis parabola to produce a collimated beam from the MONA fiber bundle, and an achromatic doublet located
inside the camera dewar to focus the four images on the detector. The HAWAII detector used in LISA has the
particularity to distributes part of the light falling on a single pixel over the four pixels located above, below, left and

right of the target pixel. This process of diffusion causes a loss of 42% of the incoming signal from the target pixel .

It has been shown experimentally that the percentage of incoming flux that is actually read out of a single pixel of LISA
is more than 39% of the total light, for each of the four signals. This yields an optical fiber imaging efficiency of at least
67%. The LISA camera has the possibility to read 2x2 or 3x3 pixels windows, but there is no gain in signal to noise
ratio compared to a single pixel, as the gained flux is compensated by the additional readout noise.

34.

Overall Photometric transmission of VINCI

When used in stellar interferometer mode, VINCI uses a very simple optical configuration (Figure 2), with only four
mirror reflections for each arm before the injection in the optical fibers. The output of the four signals from MONA on
the LISA camera has more optical elements (off-axis parabola, camera window,...). The main sources of flux loss are
listed in Table 1. It is important to emphasize that the atmospheric turbulence is not considered here, and the average
efficiency of the light injection is lower than the 78% stated here when observing on sky. The total photometric
efficiency of VINCI (6.3%) is defined here as the average number of photons recorded on the four windows of LISA
compared to the total number of incoming photons from the two interferometer arms.

Table 1. Photometric transmission of VINCI.

Optical element Transmission
Input mirrors (4) 0.92

Fiber injection (ideal case) 0.78
Transmission of MONA 0.87

LISA window + cold doublet + K filter 0.48

Energy in one LISA pixel 0.39

Quantum efficiency LISA (K) 0.62

TOTAL 0.063




3.5. Commissioning tasks

VINCI has performed a number of commissioning measurements on the VLTI infrastructure. The detailed description
of the results of these tests is beyond the scope of this paper but for example, one can mention the verification of the
performances of the delay lines using a K-band laser, and the measurement of the piston through relatively fast (>30
Hz) tracking of the fringes (Di Folco et al.®). Another role played by VINCI during the passed year has been to track the
fringes on each new baseline commissioned, in order to constrain the optical path difference model of the VLTI. This
was successfully achieved on four baselines up to now (16m, 46m, 66m and 103m long), and will be pursued in the next
years with the test siderostats to commission the numerous baselines of the Paranal platform. For further information on
the VLTI commissioning, the interested reader is referred to Schéller et al.'.

4. INFRARED CAMERA

The infrared camera used in VINCI (called LISA) is built around an engineering-grade 1024x1024 pixels HAWAII
array (Rockwell) presenting a large number of cosmetic and functional defects (dead quadrant, dead and hot pixels,...).
As we are using only four pixels of the array, these defects fortunately do not affect our measurements.

4.1. Readout noise

Controlled by a standard IRACE controller (Meyer et al.’), the detector has shown a relatively low readout noise level,
especially when using multiple A/D conversion. Figure 9 shows a map of the 64x64 pixels lower left part of the
quadrant used in LISA, where grey scale coding corresponds to the readout noise level for single A/D conversion. The
scale is linear from 0 to 25 e’, the white positions corresponding to dead or hot pixels. The readout noises of the four
pixels used in VINCI are 12 ¢ (PA), 9 ¢ (PB), 11 ¢ (I1), 16 ¢ (I12), in single-conversion mode. By using multiple A/D
conversion of the pixel readouts, they are reduced by a factor of two, at the cost of a 20% lower maximum frequency.
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Figure 9. Noise map of LISA. Figure 10. Histogram of LISA readout noises

4.2. Modulation transfer function

When recording a modulated signal, any memory effect on the detector can reduce the measured amplitude. This effect,
harmful to the instrumental visibility of the fringes, was studied specifically in VINCI by checking the response of the
detector to a chopped signal. Located very close to a single-mode fiber, the chopping wheel produced a shut-off time of
330 us, shorter than a single frame of the detector, read at a frequency of 2544 Hz. The incoming signal can therefore
be considered as a square modulated wave. The frequency response (modulation transfer function) of the camera is then
deduced from the ratio of the output signal (Figure 11) to the input wave power spectra. The resulting modulation
transfer function is presented on Figure 12 compared to a perfect integrator. The conclusion of these tests were that
LISA camera behaves nearly like a perfect integrator (deviation of less than 10% at 1.2 kHz).
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5. SOFTWARE STRUCTURE

5.1. Observation preparation

As with the other instruments of the VLT Observatory, the preparation of the observations is based on a several phases.
Phase 1 concerns the initial proposal sent to the selection committee. Once the observation program has been accepted,
then the astronomers are invited to prepare their observations in details during the Phase 2. This is done using a Java-
based program called P2PP (Phase 2 Proposal Preparation tool). This program allows to define precisely the parameters
of the observations (number of interferograms to be recorded, exposure time,...). The product of P2PP is a series of
Observation Blocks (OBs) that are sent to Paranal, where they are executed by the Observing Software (OS).

The preparation of an interferometric observation is more complex than with a single-dish telescope. The changes in
length and orientation of the projected baseline during the night (supersynthesis) create particular configurations that
can either limit the observability of the object or produce interesting modulations of the actual spatial frequency of the
observation. To prepare the observations, a prototype set of observation preparation tools (visibility calculator and
exposure time calculator) is available on the ESO web site, at the following internet address:

http://www.eso.org/observing/etc/doc/indexdev.html.

5.2. Fringes detection

The first step for the recording of data is to detect the presence of the fringes in the OPD range scanned by the VINCI
piezo mirror (up to 300 um). Two methods are used in VINCI to detect the fringes: the quicklook, and the peak integral.

The quicklook method is taken directly from the FLUOR instrument. This method allows both to detect and center the
fringe packet in the scanned range. During the observations, a simple fringe packet centroid locator algorithm is applied
to the data provided by LISA. The principle is to detect the pixels in the photometrically calibrated interferogram that
have an intensity above a user-defined number of times the noise level (typically 7). The fringe packet center (in OPD)
is measured with a precision of about one fringe (2 um) after each scan and the resulting error is fed back to the VLTI
delay lines as an OPD offset. This capability, called fringe coherencing, ensures that the residual OPD is less than a
coherence length despite possible instrumental drifts. The correction rate (once per scan, i.e. up to about 50 Hz) is too
slow to remove efficiently the differential piston mode of the turbulence.

The peak integral is based on the incoherent accumulation of the fringe peak in the power spectral density of several
interferograms. Each OPD position is scanned for a number of times (typically 10 to 100), and the detection occurs
when the peak goes above a predefined level above the background noise level of the PSD. When the fringes are
detected, it is not possible with this method to know their position inside the interferogram. This detection method is
used to search for very faint fringes, that escape the classical detection using the quicklook. In practice, both detection



methods are used in parallel, to benefit both from the centering capability of the quicklook and of the sensitivity of the
peak integral.

A third fringe detection method is currently being investigated, based on the wavelets transformation. This should make
it possible to obtain a better sensitivity to faint fringes, while keeping the coherencing capability (fringe packet
centering).

6. DATA PROCESSING

6.1. Fourier transform processing

When the turbulent beams are spatially filtered by the single-mode waveguides, their random phase corrugations are
transformed into intensity fluctuations which are monitored by the photometric signals coming out of MONA. It is then
possible to correct each interferogram from these fluctuations and produce highly stable fringe visibility measurements
that are independent of the spatial modes of the atmospheric turbulence.

Squared coherence factors |u|* (modulus of the complex coherence factor between the two beams) are computed from
the normalized energy of the fringe signal in the power spectra of each corrected interferogram, and averaged over a
series of a few hundred scans to reduce the statistical noise. The interested reader can find a detailed description of this
Fourier transform-based processing algorithm in Coudé du Foresto et al.'.

6.2. Wavelets transform processing

When dealing with the classical Fourier transform (FT) and especially with a quadratic estimator like |uf’
(corresponding to the energy of the spectral density located at the fringe frequency) the debiasing step is critical and
may completly spoil the compution of |u*. Among all biases, several are easely removed (white noise), like photon
noise and detector noise. Other biases like the ones introduced by photometric fluctuations, differential piston or
instrumental spikes are almost impossible to remove using the classical Fourier analysis, therefore requiring a time-
frequency approach.

The most direct method for this purpose is the continuous wavelet transform (WT) using the Morlet wavelet (gaussian
envelope times plane wave function). The main advantage of this wavelet is that it looks like the VINCI interferograms.
It is thus extremely efficient to locate in both time and frequency domains the energy of the fringes. Such an approach,
allows to compute the energy of the fringe packet without adding biases that are located outside of the fringe packet in
OPD (optical path difference, also time domain) but that are located at the fringes frequency.

Figure 13 illustrates the advantage of the WT compared to the FT. The recorded photometry is very low a few microns
from the beginning of the interferogram. The calibration of the interferogram by the photometry (division by /P, P, )
strongly amplifies the noise in the low photometry region (Figure 13b). In the Fourier domain, the effect is spread over
all frequencies and recovering the visibility becomes difficult. In wavelets analysis (the WT of the calibrated
interferogram is presented on Figure 13c), the amplified noise is not taken into account since the energy is only
integrated locally in the OPD and frequency domain as seen on Figure 13d (thick curve).

The wavelets analysis has also the remarkable ability to identify interferograms affected by atmospheric piston,
therefore allowing to remove them during the data processing (Segransan’). Thanks to the efficient rejection of the
noise in the WT, it is also possible to detect fringes in very low signal to noise conditions. It is foreseen in the near
future to implement a dedicated WT based algorithm for the real-time detection of the fringes during the observations.
A WT module has been added to the VINCI data reduction software based on the work from Segransan®’ in addition to
the classical FT algorithm.
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Figure 13. Compared integration of the fringe power between Fourier and Wavelets methods, on VINCI data obtained
with UT1-UT3. Figure 13a shows the raw signals 11, PA and PB. Figure 13b is the calibrated interferogram. On Figure
13d, the Fourier power spectral density is the thin line, and the wavelets spectrum (Figure 13c) projected along the
frequency axis is the thicker, gaussian shaped curve.

6.3. Calibration and Data analysis

The analysis of the processed fringes data is done using a toolbox programmed in IDL. This interface allows the user to
select the interferograms based on a combination of criteria, such as the photometric signal to noise ratio or the strength
of the piston effect. From the processed data files, this software outputs calibrated visibility values that can then be
compared to an astrophysical model of the observed target or directly used to derive its angular size.

7. ON-SKY OBSERVATIONS

7.1. Siderostats

On-sky interferometric observations with the siderostats have been going on continuously at Paranal since the first
fringes obtained on March 19, 2001. The first series of interferograms recorded with the VLTI at this occasion is
presented on Figure 14 (time is from bottom to top, one line per interferogram). The fringes were tracked and centered
by VINCI, therefore removing part of the atmospheric piston.
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Figure 14. First interference fringes of the VLTI on a Hya, X axis is OPD (one fringe equals 2.2 um), Y axis is the scan
number in the series (about 90 seconds of data in total)
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Figure 15. Interferometric efficiency of VINCI and the VLTI test siderostats on sky (66 m baseline, June, 2001)

Over a long timescale, the interferometric efficiency of the MONA beam combiner has evolved substantially, due to the
sensitivity of the MONA couplers to temperature (see the discussion in Sec. 3.2). Nethertheless, on a timescale of one
night, the interferometric efficiency measured on-sky has been stable, as shown on Figure 15. The excess efficiency
visible on the two series of transfer functions computed from the 6 Cen data comes apparently from an overestimation
of the a priori angular size of this star taken from a calibrators catalog. The average interferometric efficiency over this
night was 69 = 2 % (8 Cen data excluded).

7.2. Unit telescopes

After the first fringes with the VLTI test siderostats obtained in March 2001, the first recombination of the light from
two 8-meter telescopes of Paranal was achieved in October of the same year. Interference fringes between the star light
collected by the telescopes Antu (UT1) and Melipal (UT3), separated by 102.5 meters, were recorded by VINCI. One
major surprise of these first observations was that the flux injected in the optical fibers of VINCI was much more stable
that initially expected (Figure 16). The common view of the injection of a multi-speckle star image in an optical fiber
was initially that a single moving speckle is injected at a time, and that the flux can be completely lost between
speckles. In reality, it was observed that light is present on LISA more than 95% of the time.

The interferometric transfer function of the VLTI/VINCI during the first UT1-UT3 commissioning run was measured to
be 61%. It should be stressed here that the positions of the polarization controllers of MONA were not optimized, and
this value is therefore not optimal and not comparable to the transfer function obtained on the siderostats.
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Figure 16. Raw interferogram of T Geminorum obtained with UT1-UT3

A number of stars were observed during the four runs of commissioning with the UTs. The faintest object on which
fringes were acquired was the main sequence star HD 112282. Observed under Paranal median seeing conditions (0.6 to
0.7” at A=0.5 um), it was possible to track the fringes efficiently on this K=7.7 unresolved star, with a signal to noise
ratio better than 10 on the interferometric channels, yielding a limiting magnitude better than K=9. A relatively precise
value of the transfer function of the interferometer could even be derived from this observation.

7.3. Precision vs. magnitude

The visibility estimators used for the processing of the data of VINCI are quadratic (Coudé du Foresto et al.' and
Segransan’), and therefore the final precision of the measurement is expected to be proportional to the correlated
magnitude CorrK of the object, defined as the following:

magK
CorrK =-2.5 Logm(lo 25 .MZ)

where magK is the photometric magnitude of the star and u’ is the squared coherence factor. Using the observations
obtained on sky with the siderostats, it was possible to quantify the precision achievable with VINCI as a function of the
correlated magnitude (Figure 17).
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Figure 17. Accuracy of VINCI visibility measurements with the VLTI test siderostats.

The precision does not increase for the brightest sources because of the atmospheric piston effect, not yet corrected on
the VLTI by a fringe tracker. Once the FINITO fringe tracker will be installed, the removal of the fringe motion will
allow to reach a much better precision. Laboratory measurements at Paranal without piston and in photon shot noise
limited regime produced relative precisions (FT estimator) better than 0.05% on the visibility values for 100
interferograms. This value should be the limit of precision achievable with the FT based quadratic visibility estimators.



7.4. Observed stars

During the commissioning of the VLTI, a number of objects have been observed, with the siderostats or with the 8-
meter telescopes UT1 and UT3. The list of all observed targets is presented in Table 2. Most of the stars listed have
been observed several times, and the number of fringe files is indicated after the name of the object. See also:

http://www.eso.org/projects/vlti/instru/vinci/vinci_data_sets.html

Table 2. Stars observed with VINCI until February 2002.

Star (£ Observ.)
1 Oph(112)

1 Pup (5)

2 Sex (3)

24 PsA (7)
25CMa (27)
39 Esi (22)

43 Vir (48)

6 Pup (10)
AK Hya (4)
alf Ant (4)

alf Aql (5)

alf Cen A (38)
alf Cen B (6)
alf Cen C (2)
alf Cet (42)
alf CMa (625)
alf CMi (8)
alf En (43)
alf Her (8)

alf Hya (271)
alf Phe (3)

alf Sco (19)
alf Ser (5)
alf Tau (4)
AR Cet (13)
BD-04 782 (3)
bet Car (3)
bet Cen (13}
bet Cer (293)
bet Cne (15)
bet Cor ()
bet Crv (3)
bet Dor (29)
bet Gru (254)
bet On (13)
bet Pie (10
C* 284 (13)
CE Tau (14)
chi Agr (13)
chi Phe (14)
CI On (10)
del CMa (35)
del Crt (8)

del Crv (2)
del Eni (9)
del Sgr (9)
del02 Gru (4)
eps Crv (36)
eps En (14)
eps Lep (137T)
eps Peg (127)
eps Ret (8)
eps Seo (177)
em Ara (3)
em Car (36)
em Cert (8)
eta Gem (6)
eta Sgr (147)
FU Ori (12)
gam Agl (60)
gam Cru A (20)
gam Eri 231)
gam Sco (4)
gam Sge (12)
gam0Z2 Vol (22)

H Seo (3)

HD 100453 (2)
HD 10350 (8)
HD 112282 (2)
HD 20234 (9)
HD 216149 (11)
HD 787 (&)
HD 83443 (4)
HR. 2447 (3)
HE 4354 (2)
HR 5152 (3)
HR. 6682 (4)
leap Lib (4)

EP Pup (2)
EQ Pup (8)
lear (%)

LOZ Pup (28)
lam Aqr (44)
lam Vel 23)
mu Gem (3)
mu Hya (T)
NSV 14420 (T)

nu Hya (48)
nu Pav (8)
NZ Gem (3)
omi Cet (43)
phil Lup (3)
phi2 On (4)
piEn(13)
piHya (8)
pi Leo (2)
psi Phe (44)
0 Car (2)

R Aqr (1T)
R Cne (29)
RCrt(3)

R Hya (3)

F. Leo (43)
F. Lep (34)
F. Peg (3)

R Sel (17)
B Vel (8)
BX Lep (48)
5 Lep (6)

S On (23)

S Sel (23)
sig Lib (109}
sig Pup (61)
SW Vir 13)
SWR 69 (8)
T An (19)

T Cet (30)

T En (3)

T Lep (39)
tau Aqr (6)
tau Pup (3)
tau Pup (3)
tau04 En (2)
tet Cen (227)
tet Cma (8)
TW Her (10)
TX Pse (4)
U Ant (4)

U On (15)
ups Cer (2)
ups Lib (6)

V Hya (3)
v2111 Oph (6)
V3872 Ser (3)
w744 Cen (2)
V806 Cen (33)
w919 Cen (2)
VY Leo (9)
VZ Pie (9)

W Cen (T)

W Hya (14)
W On (T)

¥ Cne ()

X Hya (3)

Y Cen (2)

YT Bse (@)
zet Gem (20)
zet Hya (3)

8. INTEGRATED OPTICS

During a seven nights run on the VLTI (July 17-23, 2002) done in collaboration between ESO and LAOG (Observatoire
de Grenoble, France), we tested on VINCI an integrated optics two-telescopes beam combiner, IONIC.
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Figure 18. Fringes obtained on Altair (H=0.25) with the IONIC beam combiner installed on VINCI

This type of component had already been tested on sky at the IOTA interferometer in November 2000 (Berger et al.").
For this first run at Paranal, the installation of IONIC was realized without any modification of the optical setup of
VINCI and only minor software changes were required (due to the single interferometric output of the component while
the usual beam combiner MONA has two such outputs). The faintest star observed so far with the siderostats is HD 720
with an H magnitude of 3.1. It is currently difficult to determine the maximum reachable magnitude due to the



mismatch in numerical aperture between the H band optical fibers of IONIC and VINCI feeding optics (optimized for
fluoride glass fibers). To obtain the maximum transmission, it would require to change the injection optics of VINCI to
adapt them to the numerical aperture of the IONIC fibers (0.12 compared to 0.23 for MONA fibers).
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Figure 19. Interferometric efficiency measured on sky with the IONIC component installed on the VLTI.

Fringes were obtained on sky in the H band (1.5-1.8 um), and their visibility was estimated with a relative accuracy of
about 1%. The IONIC component interferometric efficiency previously measured at LAOG is 90% for unpolarized
light. As shown on Figure 19, the interferometric efficiency of VLTI+IONIC measured on sky was better than 80% on
the star o Ind (uniform disk angular diameter of 3.28 + 0.04 mas, effective wavelength of 1.58 um).

9. CONCLUSION

After the first fringes obtained with the VLTI test siderostats and the 8 meters Unit Telescopes, VINCI has
demonstrated a high productivity, both in terms of commissioning results and scientific observations of stars. It has
recently been opened to proposals from the European astronomical community. While new algorithms are being
developed to exploit fully the potential in precision of this instrument (wavelet transform,...), the promising results
obtained with the IONIC beam combiner open up exciting new perspectives of multiple telescopes beam combination
(Kern et al.'"), using the technology and experience gained from VINCI.
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1.6.2 Article A&A : “Data reduction methods for single-mode optical in-
terferometry - Application to the VLTI two-telescopes beam combiner
VINCI” (2004)

Je présente dans cet article le systeme de réduction des données que j’ai développé pour
VINCI. Il reprend le principe décrit par Coudé du Foresto et al. (1997), en améliorant la précision
de I'estimation du facteur de cohérence carré p? (aussi appelé “visibilité instrumentale”). Ceci
est obtenu grace a l'utilisation combinée de la transformation en ondelettes (qui permet de
mieux localiser dans I'espace et les fréquences 1'énergie modulée des franges) et d’un processus
de sélection raisonnée des meilleurs interférogrammes. L’algorithme s’est révélé particulierement
efficace pour I'analyse des mesures obtenues & tres faible visibilité. Je donne un exemple d’ap-
plication de ces méthodes a une mesure de visibilité utilisée dans notre étude de 1’étoile o« Cen
(voir aussi la Sect. 3.2.1).
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de 8m du VLT, UT1 et UT3, sur une base au sol de 102m. L’étoile observée est la Céphéide
¢ Gem. (illustration ESO)

23



A&A 425,1161-1174 (2004)
DOI: 10.1051/0004-6361:20034562
© ESO 2004

A8§tronomy
Astrophysics

Data reduction methods for single-mode optical interferometry

Application to the VLTI two-telescopes beam combiner VINCI*

P. Kervellal3, D. SégransanZ, and V. Coudé du Foresto!

I LESIA, UMR 8109, Observatoire de Paris-Meudon, 5 P1. Jules Janssen, 92195 Meudon Cedex, France

e-mail: Pierre.Kervella@obspm. fr

2 Observatoire de Geneve, 51 Ch. des Maillettes, 1290 Sauverny, Switzerland
3 European Southern Observatory, Alonso de Cordova 3107, Casilla 19001, Santiago 19, Chile

Received 22 October 2003 / Accepted 14 June 2004

Abstract. The interferometric data processing methods that we describe in this paper use a number of innovative techniques.
In particular, the implementation of the wavelet transform allows us to obtain a good immunity of the fringe processing to false
detections and large amplitude perturbations by the atmospheric piston effect, through a careful, automated selection of the
interferograms. To demonstrate the data reduction procedure, we describe the processing and calibration of a sample of stellar
data from the VINCI beam combiner. Starting from the raw data, we derive the angular diameter of the dwarf star @ Cen A.
Although these methods have been developed specifically for VINCI, they are easily applicable to other single-mode beam

combiners, and to spectrally dispersed fringes.

Key words. techniques: interferometric — methods: data analysis — instrumentation: interferometers

1. Introduction

Although interferometric techniques are now used routinely
around the world, the processing of interferometric data is still
the subject of active research. In particular, the corruption of the
interferometric fringes by the turbulent atmosphere is currently
the most critical limitation to the precision of the ground-based
interferometric measurements.

Installed at the Very Large Telescope Interferometer
(VLTID), the VINCI instrument coherently combines the in-
frared light coming from two telescopes in the infrared H
and K bands. The first fringes were obtained in March 2001
with the VLTI Test Siderostats, and in October 2001 with the
8 m Unit Telescopes (UTs). To reduce the large quantity of
data produced by this instrument, we have developed innova-
tive interferometric data analysis methods, using in particular
the wavelet transform. We have appplied them successfully to
a broad range of interferometric observations obtained with
very different configurations of the VLTI (0.35 m siderostats,
8 m Unit Telescopes, 16 m to 140 m baselines, K and H band
observations).

Since the first fringes of VINCI, more than 800 nights of
observations have been conducted with this instrument. This
allowed us to record a large number of individual star observa-
tions, under extremely different atmospheric and instrumental

* Appendices A, B and C are only available in electronic form at
http://www.edpsciences.org

conditions. The data processing methods that are described in
the present paper were successfully applied to all these config-
urations, and consistently provided reliable and precise results.
This gives us good confidence that they are efficient and robust,
and can be generalized to other interferometric instruments.

Our goal in this paper is to give a step by step descrip-
tion of the processing of the VINCI data, from the raw data
to the calibrated visibility. To illustrate this processing, we se-
lected from the commissioning data a series of observations of
a bright star and its calibrator, @ Cen A and 6 Cen respectively
(Sect. 3). A complete overview of the data analysis work flow is
presented in Fig. 1. It can be used as a reference to follow the
logical progression of this paper. The photometric calibration
of the interferograms is described in Sects. 4 and 5. The criteria
for the selection of the interferograms are detailed in Sect. 6,
and the computation of the visibility values and associated er-
rors is given in Sect. 7. A number of quality controls is applied
to the reduced data; they are described in Sect. 8. The calibra-
tion of the visibility is illustrated in Sect.9. We demonstrate
in particular the computation of the statistical and systematic
errors on the visibility values.

2. Instrument description
2.1. The VLT Interferometer and VINCI

The Very Large Telescope Interferometer (VLTI, Glindemann
et al. 2000, 2003a,b; Schoéller et al. 2003) has been operated
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Fig. 1. Overview of the VINCI data analysis work flow. The shaded
area delimits the processing executed automatically by the instrument
data pipeline. The hatched area (lower right) covers the astrophysical
interpretation of the measured visibility, not adressed in the present
paper.

by the European Southern Observatory on top of the Cerro
Paranal, in Northern Chile since March 2001. In its current
state of completion, the light coming from two telescopes can
be combined coherently in VINCI, the VLT Interferometer
Commissioning Instrument (Fig. 2), or in the MIDI instrument
(Leinert et al. 2000). In December 2002, MIDI obtained its first
fringes at A = 8.7 um between the two 8 m Unit Telescopes
Antu (UT1) and Melipal (UT3). Another instrument, AMBER
(Petrov et al. 2000) will soon allow the simultaneous recombi-
nation of three telescope beams (its first observations are sched-
uled for 2004).

P. Kervella et al.: Data reduction methods for optical interferometry

Fig.2. View of the VINCI instrument installed in the VLTI interfero-
metric laboratory. The MONA beam combiner is the visible above the
center of the image (white box), with its optical fiber inputs and out-
puts. The beams coming from the VLTI Delay Lines enter the optical
table from the bottom of the picture.

Folding Mirror
Beam B
Injection B

Folding Mirror

Injection A o7

Beam A
Beam B

Fig. 3. Principle of the VINCI instrument.

A detailed description of the VINCI instrument, including
its hardware and software design, can be found in Kervella
et al. (2000). Figure3 shows the setup of VINCI. The two
beams enter the instrument from the bottom of the figure, after
having been delayed by two optical delay lines (Derie 2000).
Once the stellar light from the two telescopes has been in-
jected into the optical fibers (injections A and B), it is re-
combined in the MONA triple coupler. VINCI is based on the
same principle as the FLUOR instrument (Coudé du Foresto
et al. 1998), and recombines the light through single-mode flu-
oride glass optical fibers that are optimized for K band opera-
tion (1 = 2.0-2.4 um). It uses in general a regular K band filter,
but can also observe in the H band (1 = 1.4—1.8 um) using an
integrated optics beam combiner (Berger et al. 2001). The first
observations with this new generation coupler installed at the
VLTI focus have given promising results (Kervella et al. 2003a;
Kern et al. 2003).

2.2. Beam combination

The central element of VINCI is its optical correlator (MONA),
based on single-mode fluoride glass fibers and couplers.
It was designed and built specifically for VINCI by the
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Fig. 4. Principle of the MONA beam combiner.

company Le Verre Fluoré (France). The waveguides are used
to filter out the spatial modes of the atmospheric turbulence.
In the couplers, the fiber cores are brought very close to each
other (a few ym) and the two electric fields interfere directly
with each other by evanescent coupling of the electromagnetic
waves. Motorized polarization controllers allow the matching
of the beam polarizations, in order to obtain the best possible
interferometric transfer function.

The general principle of the MONA box is shown in Fig. 4.
MONA contains three couplers: two side couplers (that pro-
vide two photometric outputs P, and Pp to monitor the effi-
ciency of the stellar light injection in the optical fibers) and
a central coupler that is used for the beam combination. The
latter provides two complementary interferometric outputs [,
and I,. The four output fibers are eventually arranged on a
125 um square and imaged onto an infrared camera (LISA),
built around a HAWAII detector. Only four small windows, of
one pixel each, are read from the detector to increase the frame
frequency and reduce the readout noise.

The Optical Path Difference (OPD) between the two beams
is modulated by a mirror mounted on a piezo translator.
This modulation allows one to sweep through the interference
fringes (at zero OPD), that appear as temporal modulations
of the I; and I, intensities on the detector. While the OPD is
scanned, the four output signals are sampled at a few kHz. The
four resulting time sequence signals (two photometric and two
interferometric) are then available for processing. The interfer-
ogram acquisition rate can be set between 0.1 Hz (faint objects)
and 20 Hz (bright targets).

2.83. Coherencing

During the observations, a simple fringe packet centroiding
algorithm is applied in near real-time to the raw data. The
fringe packet center is localized with a precision of about one
fringe (2 um) after each scan and the resulting error is fed
back to the VLTI delay lines as an OPD offset. This capability,
called fringe coherencing, ensures that the residual OPD is less
than a coherence length despite possible instrumental drifts.
Still, the correction rate (once per scan, i.e. a few Hz) is too
slow to remove the differential piston mode of the turbulence.
A fringe tracking unit is anticipated for the VLTI (FINITO, Gai
et al. 2003) that will remove the differential piston and stabilize
the interference pattern at the sub-fringe level (fringe cophas-
ing), thus enabling longer integration times for the scientific
instrument.
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Table 1. Relevant parameters of 8 Cen and a Cen A.

0Cen aCen A
HD 123139 HD 128620
my 2.1 -0.0
mg -0.1 -1.5
Spectral type KOIIIb G2V
Ter (K)* 4980 5790
log g* 2.75 4.32
[Fe/H]* 0.03 0.20
Oup (mas)® 5.305 £0.020 8.314 +0.016

“ Ter, log g and [Fe/H] from Cayrel de Strobel et al. (2001) and Morel
et al. (2000), respectively for 6 Cen and o Cen A.
b Measured diameters from Kervella et al. (2003b).

3. The selected sample data sets
3.1. Targets

To illustrate the processing of the VINCI data on representa-
tive files, we have chosen two series of interferograms obtained
respectively on a calibrator star, § Cen, and a target of scien-
tific interest, @ Cen A, on the intermediate length EO-G1 base-
line (66 m ground length). 8 Cen was chosen from the Cohen
et al. (1999) catalogue. These authors compiled a grid of cali-
brator stars whose angular diameter is typically known with a
relative precision better than 1%. Bordé et al. (2002) recently
revised this catalogue specifically for its application to long
baseline interferometry.

The observations of @ CenA and 6Cen discussed here
were carried out with the two 0.35m test siderostats of the
VLTI Both stars are bright, but § Cen is significantly smaller
than @ Cen A, therefore its visibility is higher. The relevant
properties of 8 Cen and « Cen are reported in Table 1. The an-
gular diameter of @ Cen A was measured for the first time by
Kervella et al. (2003b), based on a series of observations that
include the two data sets discussed here.

The file names and characteristics of the two se-
lected data sets are given in Table2, to allow the in-
terested reader to retrieve them from the ESO Archive
(http://archive.eso.org/).

3.2. Acquisition parameters and data structure

Following the standard procedure used with VINCI, a se-
ries of 500 interferograms was obtained on each object.
The two data sets were taken on July 15, 2002, starting
at UT times 01:32:32 for §Cen, and 02:33:09 for a Cen A.
The piezo mirror scanning speed was set to 650 um/s, giv-
ing a fringe frequency of 297 Hz. This intermediate speed is
used commonly for the operation of VINCI with the VLTT Test
Siderostats. The LISA camera frequency was set to 1.5 kHz in
order to obtain a sampling of 5 points per fringe. The choice
of the scanning speed (hence the sampling rate of the camera)
is the result of a compromise between the photometric SNR
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tively by +90, +40, +40 and 0 ADUs for clarity.

Table 2. Sample data sets. N is the number of scans.

File name Target Type N
VINCI.2002-07-15T01:30:12.042 0Cen Off 100
VINCI.2002-07-15T01:30:53.273 6Cen A 100
VINCI.2002-07-15T01:31:36.505 0Cen B 100
VINCI.2002-07-15T01:32:31.645 0Cen On 500
VINCL.2002-07-15T02:30:49.318 aCenA  Off 100
VINCIL.2002-07-15T02:31:30.046 @ Cen A A 100
VINCIL.2002-07-15T02:32:10.840 @ Cen A B 100
VINCIL.2002-07-15T02:33:08.661 @ CenA  On 500

and the phase perturbations of the atmosphere (dominant at low
scanning speed). The VINCI instrument allows one to scan up
to a fringe frequency of 680 Hz (camera frequency of 3.4 kHz).
This extreme speed is useful in the case of observations with
the 8 m Unit Telescopes to reduce the influence of the photo-
metric fluctuations on the interference fringes (multi-speckle
regime). Figure 5 shows the raw signals of one interferogram
obtained on 6 Cen. This is the second scan in the series of 500,
and it is of average quality in terms of injected flux stabil-
ity. The photometric fluctuations are clearly visible in all four
channels, while the interference fringes are located close to the
center of the scan. The fringes are naturally in phase opposition
between the two channels /; and I,.

Each star observation consists of four files (batches), that
each contain a series of acquisitions (scans) of the four sig-
nals coming out of MONA, with four different configurations
of the instrument. The first three batches are used for the cali-
bration of the camera background and instrument transmission,
and usually contain 100 scans. The fourth batch contains the
fringes. They are recorded in the following sequence:

1. Off-source: the two injection parabolas of VINCI are dis-
placed in order to remove the star image from the single-
mode fiber head.

2. Beam A: the A injection parabola is brought back to the
position where the star light is injected in the optical fiber,
while B is still off.

3. Beam B: symmetrically, only the beam B is injected in the
MONA beam combiner, while A is off. The Beam A and
Beam B sequences are used in the computation of the x ma-
trix (Sect. 4.1).

4. On-source: both beams are injected into MONA, and
interference can occur. This last series usually con-
tains 500 scans and is used to compute the squared co-
herence factor ,u2 (the interferometric observable, defined
in Sect. 6.2).

4. Preliminary steps
4.1. Computation of the k matrix

To properly calibrate the photometric fluctuations of the
interferometric signals I; and I, using the two photometric out-
puts P and Pp, it is necessary to know precisely the coeffi-
cients linking the intensities of these four outputs. The relation-
ships between the four channels can be approximated, within a
very good precision (Coudé du Foresto et al. 1997), by the fol-
lowing expressions:

I
L

Kia Pa+ k1B Pp (D
koA Pa + K2 Pg. (2)

The « coefficients correspond to the differential gains between
the four channels of VINCI. They include the coupling ra-
tios of the MONA box, the coupling efficiency of each fiber
to the physical pixels of the infrared camera, and the differen-
tial quantum efficiency between these pixels. Due to the chro-
matic transmission of the couplers, the color of the observed
object plays a role in the « coefficients, and they also tend to
evolve due to the slow motion of the fiber spots on the LISA
detector. It is therefore necessary to measure these coefficients
(the x matrix) immediately before each star observation. Each
pair of « coefficients is computed simultaneously using a clas-
sical y*> minimization algorithm with two variable parameters.
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Table 3. « coefficients measured for 8 Cen and @ Cen A.

6 Cen
KiA 0.7569 + 0.0061
K1B 4.1231 + 0.0160
Koa 1.3089 + 0.0054
K28 2.4855 +0.0143

aCen A
0.7576 + 0.0037
4.1877 + 0.0120
1.2790 + 0.0044
2.4735 +0.0061

The errors on the estimation of the « coefficients are derived
from the residual dispersion of the measurement points around
the linear model.

Table 3 gives the « coefficients derived for the 6Cen
and « Cen observations. The small differences between the
k values for the two stars may come from the slightly differ-
ent colors of these objects, or from a small variation of the
alignment of the output spots on the LISA infrared camera pix-
els between the two observations (they are separated in time
by At =~ 1h).

Ideally, the « coefficients should be balanced between the
four outputs in order to maximize the efficiency of the interfer-
ence, and simultaneously to give high SNR photometric signals
for the calibration of the interferograms. The observed inbal-
ance (that can reach up to a factor 5 in the selected sample
batches) is due to the fact that the unexpectedly fast aging of
the three optical couplers in the MONA box has increased sig-
nificantly their sensitivity to temperature. This effect cannot be
corrected on the coupler itself, and causes a slow (timescale
of months) but large amplitude evolution of the x matrix. Due
to the very different time scales of these variations (months)
and of the scientific observations (hours), this sensitivity is ex-
pected to have no significant impact on the observations other
than a uniform and moderate reduction of the quality of the
LISA signals.

4.2. Fringe localization

The first step of the processing is to trim the long interfero-
gram to restrict it to a shorter segment, where the fringes are
centered. The detection of the fringes is then achieved with
the Quicklook signal QL, that is computed using the simple
formula:

OL=15L-al (3)
where a is given by

_ XL A b
Sty 1)

where N is the number of samples of the raw signals /; and /5.
This operation attenuates the photometric fluctuations and in-
creases the SNR of the fringes. Once the fringes are local-
ized precisely by detecting the maximum of the wavelet power
spectral density (WPSD) of the QL, the four raw signals are
trimmed accordingly. If the fringes have been found too close
to the edge of the interferogram, the scan is discarded to avoid
any bias of the data. In addition, if a large amplitude jump of the
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Fig. 6. Photometric calibration of the /; signal. The raw I, signal is
the black line in the upper part of the plot, the photometric calibration
signal kja Pa — k1 Pp is the superimposed grey line, and the result of
the subtraction is the lower curve.

position of the fringe packet is detected between two consecu-
tive scans (more than 20 um), a strong piston effect is suspected
and the scan is rejected (see also Sect. 6).

5. Photometric calibration
5.1. General principle

The photometric calibration of the interferograms produced
by VINCI is achieved using the two photometric control sig-
nals P and Pp and the x-matrix. The calibration is computed
separately for the I; and I, channels using the following for-
mulae (see Coudé du Foresto et al. 1997 for their derivation):

1 I — k1 APA — k1 8PB
Ilcal = (5)
2\kia k1B [VPA Pglwicner
1 I, — ko APA — k2B P
by = 2~ KoaPA —kapPB ©)
2\ikoa k28 [VPA Pglwicner

The subscript “Wiener” designates optimally filtered signals
(Sect.5.2). This process allows one first to subtract the photo-
metric fluctuations that were introduced in the interferometric
channels by the turbulent atmosphere (calibration), and then
to normalize the resulting signals to the geometrical mean of
the two photometric channels P = vP, Pg. As an example of
calibration, the subtraction of x; oPa + «; 8 Pp from the origi-
nal /; is presented in Fig. 6. The Wiener filtering of P, essential
to avoid numerical instabilities, is described in the next para-
graph (Sect.5.2). After the normalization, /| .5 and I ¢y are
apodized at their extremities, to prevent any edge effect during
the numerical wavelet transform.

5.2. Low pass filtering of photometric signals

The normalization by the P signal is a critical step of the cali-
bration. If P presents too low values (“zero crossing”), the di-
visions of Egs. (5) and (6) will amplify the noise of the numer-
ator. This is the reason why the P, and Py signals have to be
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filtered, to improve their SNRs. This is achieved using Wiener
filters, that allow one to optimally filter the raw signal and to
reject the detector noise. They are computed from the average
power spectral density (PSD) of the photometric fluctuations
of P, and P using only the on-source spectra. We use the
classical definition of the Wiener filter W, as computed from
the signal P, and the noise N, (with x = A or B, the Fourier
transform being represented by the ~ notation):
P, -N,
F;Z

As shown in Fig.7 (6 Cen data), we estimate the PSD of the
noise directly from the PSD of the signal by assuming that the
photon shot noise and detector noise are constant with respect
to frequency (white noise). The contribution from the photo-
metric fluctuations is visible at low frequencies. Considering
the high frequency part of the spectrum, we extrapolate the
level of the PSD background to the lower frequencies. Due to
the high SNR of the averaged PSD, the estimation of the back-
ground is precise enough to reconstruct W, and Wg. The first
frequency for which the signal becomes smaller than the noise
marks the practical limit of the Wiener filter, and the higher
frequency values are set to zero. This method is more efficient
than estimating the noise PSD from the off-source batch, as it
directly takes into account the presence of photon shot noise,
that also has to be removed. The resulting Wiener filters are
presented in Fig. 8. The filtering of the photometric channels
by these filters gives a clean P signal, as shown in Fig. 9.

W= (N

5.3. Alternative normalization methods

If the SNR of the photometric channels P, and Py reaches too
low values over the scan length, we choose to normalize the
interferograms simply by averaging P over the fringe length,
instead of using the Wiener filtered signal. This allows us to
significantly reduce the amplification of the noise due to the
normalization division. The limit between the two regimes is
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Fig.9. Photometric normalization signal P (thick line), with the
Wiener filtered P, (dashed line) and Py channels (thin line). P is the
geometric mean of the two filtered photometric channels.

usually set to 5 times the readout noise. For interferograms that
present very low photometric signal over the fringe packet it-
self, we discard the scan as a significant bias can be expected on
the modulated power. Both averaging and Wiener filtering are
almost equivalent on the final calibrated interferograms, with
a slight advantage to the Wiener filtering when the photomet-
ric fluctuations are important (as in the UT observations for
example).

5.4. Interferogram subtraction

After their calibration, we subtract the two interferograms 7 ¢a
and Iy, in order to cancel the residual photometric fluctua-
tions due to the uncertainty in the estimation of the « coef-
ficients. This subtraction has proven to significantly enhance
the immunity of the interferograms to the contamination com-
ing from the photometric fluctuation background. Figure 10
shows the calibrated and normalized interferometric signal I} ¢4
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Fig.10. From top to bottom: I} normalized interferogram (black),
I, normalized interferogram (grey), and the result / of the subtraction
of these two signals. For clarity, the /; and I, signals are shifted verti-
cally by +2 and +1, respectively. The correlated noise has disappeared
in the combined signal and the fringe packet appears more clearly.

and Iy, together with I the result of the subtraction of these
two signals defined as:

I lcal — IZ cal
= 5 . (8)
The combined signal [/ is used for the integration of the fringe
power to derive the visibility (Sect.7). The advantage of us-
ing [ instead of using separately Ij.y and I, for the inte-
gration of the fringe power is that all the correlated noise be-
tween the two signals is eliminated by the subtraction, while the
fringes, perfectly opposed in phase, are amplified. This allows
us to eliminate the residual photometric fluctuations as well as
part of the noise introduced during the photometric calibration.

1

6. Interferogram selection
6.1. Piston effect

The photometric calibration of the interferograms compensates
for the incidence of wavefront corrugation across each sub-
pupil of the interferometer, however it does not help remove
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the random phase walk (differential piston) between the two
subapertures.

The differential piston, considered as a time-dependent
OPD error x(f), can be locally expressed by a polynomial devel-
opment around a reference time #; (corresponding, for example,
to the middle of the acquisition sequence):

x() = xo + X (= tg) + ¥ (t — 1)* + ... )

The effect of the OPD perturbation on the interferogram, and
its consequence on the coherence factor measurement, depends
on the order:

— Zeroth order: The constant term x( can be seen as a global
offset of the fringe packet. It is detected and corrected
by the QL algorithm which centers the fringe packet in
the middle of the interferogram.

— First order: The first order of the piston X changes the
fringe velocity and induces a simple frequency shift in the
PSD. It modifies the fringe peak position, but acts only
as a homothetic compression or expansion of the fringe
packet along the OPD direction. The first order piston has
no immediate effect on the fringe visibility. However, if the
shifting speed x of the fringe packet is too high, it can re-
sult in an undersampling of the fringes that will affect the
visibility.

— Second and higher orders: Any term of order two (ac-
celeration) and beyond breaks the linear relationship in the
scan between time and OPD, and consequently the Fourier
relationship which is at the basis of the visibility calcula-
tion, distorting the shape of the fringe peak. This introduces
a non-linear, seeing induced multiplicative noise on the vis-
ibility measurements, which is the dominant noise source
for strong signals (bright, unresolved objects).

Detailed studies of the properties of atmospheric piston can
be found for example in Linfield et al. (2001) and Di Folco
et al. (2002). When a dedicated fringe tracking instrument be-
comes available on the VLTI (e.g. FINITO, Gai et al. 2003),
most of the piston will be actively removed by a servo loop. It
remains to be checked how the residuals will still limit the final
visibility precision.

6.2. Quality control of the interferograms

The goal of the interferometric data processing is to extract the
squared visibility V2 of the fringes. The intermediate step to
this end is to measure the squared coherence factor > of the
stellar light. This instrument dependent quantity characterizes
the fraction of coherent light present in the total flux of the tar-
get. It is calibrated using observations of a known star, as de-
scribed in Sect. 9. To avoid any bias on w2, we have to reject the
interferograms that do not contain fringes (false detections), or
whose fringes are severely corrupted by the atmospheric tur-
bulence (photometrically or by the piston effect). The selection
procedure is in practice similar to a shape recognition process.

For this purpose, we measure in the wavelet power spec-
tral density (WPSD) the properties of the fringe peak both in
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the time and frequency domains, and we subsequently com-
pare them with the expected properties of a reference interfero-
gram of visibility unity, derived from the spectral transmission
of the instrument. In this paper, we will refer interchangeably to
the “time domain” or “optical path difference (OPD) domain”
for the WPSD, as they are linearly related through the scan-
ning speed of the VINCI piezo mirror that is used to modulate
the OPD. The fringe peak is first localized in frequency by the
maximum of the WPSD, and then the full width at half maxi-
mum is computed along the two directions: time and frequency.
As the fringe packet has been recentered before the calibration,
its position in the time domain is zero. Three parameters are
then checked for quality:

— peak width in the time domain (typically +50% around the
theoretical value is acceptable);

— peak position in the frequency domain (+30%);

— peak width in the frequency domain (+40%).

In principle, the variation of the fringe contrast over the spec-
tral band should also be taken into account to create the the-
oretical reference interferogram. But in practice, as long as
the visibility of the fringes does not cancel out for a wave-
length located inside the spectral band of the observations, the
shape of the interferogram remains very close to theoretical
fringes of visibility unity. However, when the fringe visibility
goes down to zero for a wavelength pertaining to the observa-
tion band, the fringe packet appears split in two parts in the
time domain. Such a deviation from the “single packet” case
can cause misidentifications, and eventually induce a bias on
the derived ,u2 value, as some valid interferograms would be
rejected. In this case, one should use a dedicated broadband
model to predict the reference interferogram, taking into ac-
count the expected angular size of the target. The selection cri-
teria should then be adapted to match this reference (increased
peak width, presence of two maxima in the WPSD,...). An al-
ternative is to directly adapt the basis functions of the wavelet
transform so that they match the predicted interferograms. We
have not implemented these methods in our current process-
ing algorithm, whose validity is thus limited to the cases when
the visibility is above zero for all wavelengths in the observa-
tion band. If this condition is not realized, then the interfero-
gram selection should be disabled, or at least the selection cri-
teria should be made significantly less stringent, in particular
regarding the fringe peak width.

Figure 11 shows two examples of interferogram WPSD,
one of them being affected by atmospheric piston. The differ-
ence in terms of fringe peak shape is clearly noticeable, and
leads to the rejection of the corrupted interferogram (bottom
figure). This selection process has shown a very low false de-
tection rate, and rejects efficiently the interferograms that are
affected by a strong piston effect. However, limited piston of
order two (and above) is not identified efficiently. The problem
here is that the relevant properties for the estimation of the sec-
ond order piston are currently difficult to measure with a suffi-
cient SNR from the data, as they are masked by the order 1 pis-
ton. We expect that the introduction of the FINITO fringe
tracker in 2004 will allow us to derive an efficient metric to
reject the interferograms affected by a high order piston effect.
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Fig.11. Wavelet power spectral densities of processed interfero-
grams (o represents the wave number, i.e. the inverse of the wave-
length). The upper figure shows the WPSD of a good quality interfer-
ogram: the energy is well confied in the fringe power peak. The bottom
WPSD is affected by strong atmospheric piston: a significant part of
the fringe power is spread outside of the theoretical fringe peak, both
in time and frequency domains. The isocontours delimit 77% and 76%
of the total modulated power, respectively.

After the fringe power integration (described in Sect. 7), we fil-
ter out the scans which y? deviates by more than 3 o from the
median of the full batch of interferograms (usually 500 scans).
This step prevents the presence of very strong outliers, which
can appear due to the division introduced by the normalization
of the interferograms (introduction of Cauchy statistics).

6.3. Immunity to selection biases

An essential aspect of the parameters used for the quality con-
trol of the fringe peak properties is that they are largely inde-
pendent of the visibility of the fringes, and therefore do not
create selection biases. In particular, the integral of the fringe
peak (directly linked to the visibility) or its height are never
considered in the selection. The parameters chosen in Sect. 6.2
clearly depend on the photometric SNR, but are independent of
the visibility of the fringes, thanks to the calibration procedure
described in Sect. 5.

The upper part of Fig. 12 demonstrates this independence
in the difficult case of the batch of interferograms obtained
on @ Cen A. Despite the very low visibility of the fringes, no
systematic deviation is visible for low photometric SNR val-
ues, as the dispersion is symmetric around the mean value.
The same plot for 6 Cen (Fig. 12 bottom) does not show any
deviation either. A further discussion of the properties of the
histogram of these measurements can be found in Sect. 8.3.
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This means that the quality control described in this paragraph
is not linked to the observable, and thus does not introduce a
selection bias. Its effect in the case of the 6Cen and @ Cen A
observations is discussed in Sect. 8.3.

A critical case is when the visibility is extremely low. In
this situation, the fringe peak will tend to blend in with the
noise, which tends to make it appear broader and slightly dis-
placed. Therefore, low-visibility data are more likely to be re-
jected than high-visibility data. This can introduce a bias to-
wards higher p? for low-visibility observations: a scan with a
+1 o deviation is accepted, but a scan with a —1 o~ deviation
is more likely to be rejected as it fails the selection criteria.
However, in this situation, the risk is high to fail to reject the
spurious spikes that are created in the calibrated interferograms
due to the division by the P signal (Sect. 5). Without the selec-
tion procedure, the modulated power of these calibration arte-
facts will be integrated in the final u” value. As this power is es-
sentially random, but always positive, these misidentifications
would then result in a strong positive bias on the final 4> value.
For this reason, and in spite of the potential rejection of a small
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part of the valid interferograms, the application of the selection
procedure results in a more reliable estimate of ;12, even for the
very low visibility fringes. In any case, the careful examination
of the statistical properties of the u? histogram (see Sect. 8),
and in particular of its skewness, allows us to detect a possible
selection bias.

7. Visibility computation
7.1. Wavelet power spectral density

Once the interferogram has been calibrated and normalized, the
squared coherence factor u? is measurable as the average mod-
ulated energy of the interference fringes over the batch. It is
computed by integrating the power peak of the interferograms
in the average WPSD (see also Appendix A and Sect.7.2.1).
The WPSD is a two dimensional matrix, examples of which
are shown in Fig. 11. For all wavelet transforms, we use the
Morlet wavelet, which is defined as a plane wave multiplied by
a Gaussian envelope. It closely matches the shape of the inter-
ferometric fringe packet. When computing a classical PSD, the
interferogram is projected on a base of sine and cosine func-
tions, which are not localized temporally. This means that the
information of the position of the fringe packet is not used,
and that the noise of the complete interferogram contributes to
the measured power. On the other hand, the wavelet transfor-
mation projects the interferogram on a base of wavelets that
are localized both in time and frequency, making full use of
the localized nature of the modulated energy. As discussed in
Appendix A, the modulated energy of the signal is conserved
by the wavelet transform in the same way as through the clas-
sical Fourier transform.

7.2. Estimation of the squared coherence factor u°
7.2.1. Fringe power integration

The average power spectral density of the o« CenA sam-
ple batch, computed using the wavelet transform, is shown
in Fig.13. To obtain this 1D spectrum from the original
2D WPSD matrices, we first project the WPSD matrix of each
interferogram on the frequency axis, by integrating it over the
fringe packet length (time axis). From this we obtain a series of
one-dimensional vector PSDs, similar to the Fourier PSD but
with a reduced noise. Before the averaging, we recenter each
fringe peak using the frequency position information derived
from the selection of the interferograms (Sect. 6). This step al-
lows us to confine more tightly the energy of the peak, which is
displaced by the first order piston effect. This reduces the influ-
ence of piston on the final y? value. The co-added 1D spectrum
is the signal used for the final power integration to estimate
the y? of the star.

The integration of the fringe power is typically done
over 100 pixels in the time domain (20 fringes), and from 2000
to 8000 cm™! in the frequency domain (see also Sect. 8.1).
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Fig. 13. Average WPSD of the @ Cen A observation. The original two-
dimensional matrix has been integrated over the fringe packet length
in the time domain. The resulting projection on the wave number axis
allows one to visualize clearly the noise contribution. The subtracted
noise model is shown by the dashed line. The final WPSD (thick line)
shows no bias in spite of the large brightness of the star and very low
squared coherence factor of the fringes (u? ~ 0.3%).

7.2.2. Removal of the WPSD background

The power in the fringe peak is contaminated by three additive
components:

— the photon shot noise;
— the detector noise;
— the residual photometric fluctuations.

To estimate the modulated power of the fringes, it is essential
to precisely remove these contributions from the PSD of the
interferograms.

Perrin (2003) has developed an analytical treatment of the
photon shot noise based on its particular properties (Poisson
statistics). The photon shot noise is perfectly white, as it is cre-
ated from a purely random process. However, due to the cal-
ibration and normalization process of the interferograms, its
translation onto the final interferometric signal / could in the-
ory deviate from this property and show a dependence with
frequency. Such an effect has not been observed in practice
on the VINCI data, and the uniform subtraction of the photon
noise background from the PSD of the / signal has proven to
be very efficient. A good example of the “whiteness” of the
photon shot noise of the processed fringes can be found in
Wittkowski et al. (2004), where a very bright star (mg = —0.6)
was observed with the two 8 m telescopes UT1 and UT3 (B =
102.5 m). In spite of the extremely large flux on the VINCI de-
tector (100m? collecting optics) and the very low visibility of
the fringes (V2 ~ 1072), the resulting PSD background is white,
therefore validating our photon shot noise removal method un-
der the most demanding conditions.

In order to fully justify our background removal procedure,
we still have to verify the “whiteness” of the detector noise,
whose statistics and frequency structure depends on the type
of detector and readout electronics used. The infrared camera
of VINCI (LISA) is based on a HAWAII array, which is read
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using an IRACE controller (Meyer et al. 2000). As only four
pixels of the 1024 x 1024 array are actually used, an engineer-
ing grade detector was chosen for the instrument. It presents a
large quantity of dead and hot pixels, and therefore it was nec-
essary to thoroughly check its noise characteristics. This was
achieved during extensive laboratory testing, and is also ver-
ified automatically for each observation. It appeared that the
LISA detector noise is perfectly white, without any significant
electronic interference signature.

This satisfactory behavior of the detector and photon shot
noises allows us to remove them simultaneously by subtracting
to the u? value of each interferogram an average of its WPSD at
high frequency, measured outside of the domain of frequency
of the interferometric fringes. To correct for potential resid-
uals of the photometric calibration, we fit a linear model of
the residual background to the average WPSD of the interfer-
ograms in the batch. In this procedure, we allow for a limited
slope of the background model, in order to correct a possible
residual power from photometry. Thanks to the averaging of
a large number of scans, the noise on the average WPSD is
very low, and the fitting procedure is very precise. Most of the
time, and even for the most important fluctuation cases (Unit
Telescopes in multispeckle mode), the contribution of the resid-
ual photometric noise is totally negligible on the combined in-
terferogram I obtained from the subtraction of the calibrated
signals I} ca; and > ca1 (Eq. (8)).

An illustration of the background quality is presented in
Fig. 13. The WPSD background noise appears perfectly white,
even at the very enlarged scale used to visualize the very small
fringe peak of @ Cen A (u> ~ 0.3%). In particular, no “color”
or electronic interference (“pickup”) are present.

7.3. Estimation of the statistical error

To compute the statistical error on the y? estimation, we inte-
grate separately the fringe power in each WPSD of the batch,
correct the detector and photon shot noise biases individually,
and use a weighted bootstrapping technique on this set of mea-
surements. Our sample is made of N pairs (/11.2, w;) where ,ul.2 is
the squared coherence factor obtained by integrating the WPSD
of the scan of rank 7 in the series and wj is its associated weight.
It is defined as the average level of the photometric signal P
over the fringe packet length (20 fringes in the K band) mul-
tiplied by the inbalance between the two photometric chan-
nels P, and Pg:

in(Pa;, Pp) 77—
Wi = M ( PA’iPB’i)Fringes'

— (10)
max(Pa;, Ppi)

It characterizes well the clarity of the total photometric signal
that contributes to the formation of the fringes. The final disper-
sion of the u? values is reduced by this weighting. The detailed
description of the weighted bootstrapping method used for the
computation of the error bars is given in Appendix B.

The bootstrapping technique has the important advantage
of not making any assumption on the type of statistical distribu-
tion that the data points follow. In particular, it is more reliable
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than the classical approach that assumes a Gaussian distribu-
tion of the measurements. Skewness and other deviations from
a Gaussian distribution are automatically included in the error
bars, which can be asymmetric.

The statistical dispersion of VINCI measurements shows
two regimes: for bright stars the precision is limited by the pis-
ton and photon shot noise, while for the fainter objects, the
main contributor to the dispersion is the detector noise of the
camera, and the precision degrades rapidly. A discussion of
the different types of noise intervening in the visibility mea-
surements can be found for instance in Colavita (1999) and
Perrin (2003). The u> measurements discussed in this paper
have a relative statistical precision of +3.00% for @ CenA,
and +0.53% for 8Cen. The lowest relative statistical disper-
sion o(u)/pu reached up to now on the coherence factor with
VINCI is in the 2% range. Under good conditions, this trans-
lates into a bootstrapped statistical error of less than +0.1%
on u for 5 min of observations.

8. Post-processing quality control

After a batch of interferograms is processed, several quality
controls are performed in order to detect any problem in the
resulting visibility values and statistical error bars. This step
is essential to ascertain the quality of the interferometric data,
as it can vary depending on the atmospheric conditions (e.g.
seeing, coherence time) and on the general behavior of the in-
strument (e.g. injection of the stellar light in the optical fibers,
beam combiner properties, polarization mismatch of the two
beams).

8.1. Power peak integration boundaries

A potentially damaging effect of the atmospheric piston on the
visibility of the fringes is that it tends to move the position of
the fringe peak, and to spread it over a wider frequency range. If
the frequency boundaries for the integration of the fringe peak
are set too tight, the result could be that part of the modulated
power is not taken into account, creating a bias. These bound-
aries are automatically changed as a function of the ground
baseline length to account for the increased piston strength on
longer baselines. They are not modified as a function of the
projected baseline, and are thus identical for scientific targets
and calibrators.

To check for the presence of such an effect, we measure the
fringe peak shape in the WPSD. More precisely, we estimate its
central wave number, full width at half maximum, as well as the
limit wave numbers for which the background level is reached.
Using these extended limits, we integrate the fringe power and
compare this value to the one obtained with the user-specified
wave number limits. If a discrepancy is found at a significant
level, the batch is considered dubious and can be rejected after
further examination.

8.2. Histogram properties

As the noise sources acting on the x> values have normal statis-
tics, it is expected that the distribution of the u? values over
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Table 4. Reasons for the rejection of 6Cen and @ Cen A interfero-
grams during the processing. The lower part of this table corresponds
to the selection criteria related to the atmospheric piston effect.

Reason 6 Cen aCen A
Photometry too low 77 24
Large OPD jump 13 47
Fringes at edge 6 27
Fringe packet width 1 47
Fringe peak position 3 40
Fringe peak width 5 33
Qutliers (3 o) 9 5
Total number of rejected scans  114/500  223/500

the batch is also normal. Although the bootstrapping procedure
used to compute the y? error bars is not sensitive to the type of
distribution, a large skewness or kurtosis would betray a prob-
lem in the calibration of the interferograms that could even-
tually bias the final 4? value. The relevant parameters for this
verification are the skewness coefficient s (third moment of the
distribution) defined as:

N (2 _72\3
(i — 1)

_ i 11
s ; (N =)o (i
and the kurtosis coefficient k£ (fourth moment):

N 2 V4

Wy — o)
k= — -3 12
; (N -1o* (12)

where ,ui2 are the squared coherence factor values, o the stan-

dard deviation, u? the unweighted average, and N the number
of scans. The skewness characterizes the presence of a “tail”
on the histogram. A large value of s is therefore a symptom
of a potential bias problem in the distribution, as a significant
number of values are either too large or too small compared
to the average value of the sample. A positive kurtosis coeffi-
cient means a distribution more peaked than the normal one.
However, it should be stressed that the kurtosis is not a very
robust parameter to assess if the sample is drawn from a nor-
mal distribution. It requires a large number of sample values
to be relevant, and it is very sensitive to the presence of out-
liers. Therefore, it should only be used in conjunction with
other statistical tests. A range of +0.5 can be considered ac-
ceptable for k. When random samples are drawn from a normal
population, the resulting skewness coeflicients will fall into the
range +0.18, with a probability of 90%. We therefore choose
this value as an acceptable range.

8.3. Application to 6 Cen and a« Cen A

Table 4 gives the reasons for the rejection of the interferograms
of the #Cen and o Cen A batches. In the case of @« CenA, a
larger number of interferograms are rejected due to the very
low visibility of the fringes.
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Table 5. Statistical properties of the §Cen and @ CenA sample
batches. The values obtained when disabling the selection of the in-
terferograms based on their piston properties are given in brackets for
comparison.

6Cen aCen A
Reduced scans 386 (395) 277 (391)
Average u* (%) 8.995 (8.999) 0.3180 (0.2949)

Stat. error (10) 0.048 (0.050)
0.53% (0.56%)
+0.023 (+0.013)

+0.164 (+0.062)

0.0095 (0.0142)
3.00% (4.81%)

—-0.007 (+0.160)
+0.044 (-0.042)

Rel. error o/u?
Skewness s

Kurtosis k&

Number of values

3.7 47 58 6.9 80 9.0 101 112 122 133 144
mu/2 value (%)

Fig. 14. Histogram of the u? values obtained on # Cen. No significant
skewness is present.

The measured statistical properties of the processed inter-
ferograms of # Cen and @ Cen A are given in Table 5. The val-
ues in brackets were obtained by disabling the piston selection
of the interferograms (based on the fringe packet width, and on
the position and width of the fringe peak in the power spectrum
of the interferogram). The comparison of the selected vs. non-
selected versions of the data processing shows that the piston
selection has a positive effect on the dispersion of the measure-
ments. For 6 Cen, the difference is minimal between the two
kinds of processing. In particular, the total number of processed
interferograms is almost identical for the two cases. However,
for @ Cen A, the difference is clearly noticeable, as the final er-
ror bars are 60% larger when the selection is disabled, in spite
of a total number of processed scans approximately 40% larger.
The skewness of the histogram is also much larger in this case
(by a factor of 20). This clearly shows the advantage of the
fringe selection procedure, in particular for the rejection of the
calibration artefacts (false detections) in the very low visibility
case (see also Sect. 6.3).

In the case of 6#Cen (Fig.14) and aCen A (Fig. 15), no
skewness is present. For 6 Cen, a small positive kurtosis k =~
0.16 is detected, meaning that the distribution is slightly too
peaked (leptokurtic, as opposed to a platykurtic distribution
that is too flat). However, it is easily inside the acceptable
range (+£0.5), and this property is taken into account in the boot-
strapped error bars.
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Fig. 15. Histogram of the u” values obtained on a Cen A.

9. Visibility calibration
9.1. Principle

The data reduction software of VINCI yields accurate estimates
of the squared modulus of the coherence factor ,uz, which is
linked to the squared object visibility V> by the relation:

13)

where T2 is the response of the system to a point source,
also called transfer function (hereafter TF), interferometric ef-
ficiency, or system visibility. It is measured by bracketing the
science target with observations of calibrator stars whose V?
is supposed to be known a priori. The accuracy of our knowl-
edge of the calibrator angular diameter, and the precision with
which we estimate its p? are therefore decisive for the final
quality of the scientific target observation. Typically, the scien-
tific targets are bracketed by calibrator observations, so as to be
able to verify the stability of the TF. In this respect, the VLTI
has often proved to be stable at a scale of a few percent over
several nights. Nevertheless, and to guarantee the quality of the
VINCI data, calibrators are regularly observed during the night,
before and after each scientific target.

9.2. Interferometric transfer function estimation

9.2.1. Transfer function model

By nature, the interferometric TF is affected by a large num-
ber of parameters: atmospheric conditions (seeing, coherence
time), polarization (incidence of the stellar beams on the
siderostat mirrors), spectrum of the target, etc. These effects
combine to make T2 a stochastic variable, that can evolve over
a wide range of timescales. In order to estimate its value and
uncertainty on a particular date at which it was not directly
measured (e.g. during the observation of a scientific target), it
is necessary to use a model of its evolution. Such a model relies
necessarily on an hypothesis, for instance that the value of 7>
is constant between two (or more) calibrator observations, that
it varies linearily, quadratically, or any higher order model. Let
us now evaluate the most suitable type of TF model for the ob-
servations with VINCI.

As a practical example, Fig. 16 shows the evolution
of T? over one night of observations, with a typical sampling
rate of one measurement every 15 min. This series of 27 ob-
servations was obtained during the night of 29 May 2003 on
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Fig. 16. Evolution of the transfer function 72 during one night (2002-
05-29) on the EO-GO baseline of the VLTI (16 m in ground length).
Each symbol corresponds to a different star.

the EO-GO baseline (16 m ground length). A number of dif-
ferent stars with known angular diameters were observed,
covering spectral types in the G-K range. During these ob-
servations, spread over 8 h, the seeing evolved from 1.0 to
2.0 arcsec, the altitude of the observed objects was distributed
almost uniformly between 25 and 80 degrees, and the azimuth
values covered 15 to 90 degrees (N = 0, E = 90). Due to this
broad range of conditions, this series represents a worst case in
terms of TF stability. As a reminder, under normal conditions, a
calibrator is selected as close as possible to the scientific target,
in time, position and spectral type.

Over the whole night, the overall stability is satisfactory,
with a dispersion of o = 0.64% around the average value
of T2 = 41.75%. In order to estimate the external disper-
sion o of the transfer function over the night (due to the at-
mosphere and instrumental drifts), we can subtract the average
of the intrinsic variances o7 of the T7 values o2, from the total
variance o2 :

2 _ 2 2
Text = Ttot ~ e

(14)

The average precision of each individual 72 measurement in
our sample night is oy = 0.21%. This gives an external dis-
persion of oo = 0.60%. In this particular case, the external
dispersion is thus dominant over the internal measurement er-
rors, by a factor of almost three.

From this example, we can conclude that the rate of one
measurement every 15 min is insufficient to sample the fluctu-
ations of the TF. Due to this, we do not gain in precision by in-
terpolating the TF values using a high order model (quadratic,
splines,...). In the current state of the VLTI (siderostat observa-
tions), the most adequate model for the estimation of the TF is
thus a constant value between the observations of the calibra-
tors. The 1.8 m Auxiliary Telescopes will soon allow us to sam-
ple the TF with a much higher rate, of the order of 1 min, and
higher order models of the TF variations could become neces-
sary. As we are dominated by the external dispersion oy, the
uncertainty on the TF has to be estimated from the dispersion
of the individual 7% measurements obtained before and after
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the scientific target, without averaging of their associated error
bars.

9.2.2. Refinement of the transfer function model

Under good and stable conditions, the random dispersion of T2
introduced by the atmosphere can be very low between two
consecutive observations of a calibrator. In this case, we want
to evaluate the true uncertainty on the model 72 by comparing
the hypothesis of stability to the calibrator observations, and
subsequently refine the hypothesis used to estimate the error
bar on T2.

The observational strategy chosen with VINCI is to
record several series of interferograms consecutively for each
calibrator observation (typically three), over a period of
about 15 min. To decide if the atmospheric and instrumental
conditions are stable over this period, we compute the follow-
ing y? expression:

(T} - T?)
X = )

i O-Slal,i

(15)

where Ti2 are the consecutive estimates of the TF obtained on
the calibrator, o-fmt!i the statistical error of each measurement,
and T? the weighted average of the 77 values (using the in-
verse of the statistical variance as weights). If the resulting y?
is small (less than 3), then the hypothesis that the TF is constant
is probably true: the Tl.2 values can be averaged and the global
statistical error bar reduced accordingly. If not, then this hy-
pothesis cannot be made, and a realistic approach is to consider
as the true measurement error of the average TF the standard
deviation of the 7?7 sample.

When several series of interferograms are obtained on the
same calibrator and the conditions described above are verified,
the resulting estimates of the TF can be averaged in order to re-
duce the attached statistical error bar. However, the systematic
error introduced by the a priori uncertainty on the angular size
of one calibrator cannot be reduced by repeatedly observing
this star, but only by combining the TF measurements obtained
on independent objects.

9.3. Application to the sample observation of a« Cen A

In the case of the observations described in this paper, 8 Cen
was observed one hour before @ Cen A. Assuming a UD an-
gular diameter of yp = 5.305 + 0.020 mas (Kervella et al.
2003b), and taking into account the spectrum of the source and
the bandwidth averaging effect (also called bandwidth smear-
ing, see e.g. Davis et al. 2000), we expect a squared visibil-
ity of theo = 0.1796 and a 1 o systematic uncertainty ogys =
+0.0027 for the 65.929 m projected baseline (weighted average
over the interferogram series). As we observed an instrumen-
tal coherence factor of > = 0.08995 + 0.00048, the transfer

function T2 is estimated to be:

2 _ 0.08995 [+0.00048]a
0.1796 [+0.0027]sys,

(16)
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Using the relations detailed in Appendix C to compute the error
bars of the ratio u?/T?, we obtain

7% = 0.5010 [+0.0027 | [+0.0077]yst- a7

As we consider here only one calibrator observation, we can-
not estimate the external dispersion of 72, and we consider only
the internal statistical and systematic error bars. As a remark,
this 72 value is not identical to the one computed in Sect. 9.2.1,
as it was obtained more than one month later. The VINCI cou-
pler is known to be sensitive to long term temperature varia-
tions (over a timescale of weeks), an effect that can explain the
observed difference.
The squared visibility value of @ Cen A is then:

V2 en = 0.00635 [£0.00019]giq [£0.00010],y. (18)

The uncertainty on this value is dominated by the statistical er-
ror, despite the importance of the systematic error on the value
of T?. The average baseline of this measurement is 61.470 m,
and we can now deduce the uniform disk model angular diame-
ter of @ Cen A, Oyp = 8.305 +£0.024 mas, which is very close to
the published value of 6yp = 8.314 + 0.016 mas from Kervella
et al. (2003b). This computation takes into account the wave-
length averaging effect due to the broadband K filter of VINCI
as described by Kervella et al. (2003b).

10. Conclusion

We have described the data reduction methods that are used
on VINCI, the VLTI Commissioning Instrument. In particu-
lar, we detailed the photometric calibration of the interferomet-
ric signals, followed by the normalization of the fringes, and
the subtraction of the two calibrated interferograms. Due to
the efficient spatial filtering provided by the single-mode op-
tical fibers, this procedure provides a clean calibration of the
fringes, and allows us to derive the squared coherence factor y?
with high accuracy. Combined with observations from a cali-
brator star, it yields the squared visibility V2. This value can be
interpreted physically through the use of a dedicated model of
the observed object. Applying the data reduction methods de-
scribed in this paper to sample data from @ Cen A yields a real-
istic value of its uniform disk angular diameter. Our procedures
can easily be adapted to other single mode interferometric in-
struments. In particular, they can be generalized to spectrally
dispersed fringes and to a multiple beam recombiner using the
integrated optics technology (Kern et al. 2003). Such a device
could allow the simultaneous recombination of the beams from
the four 8 m Unit Telescopes and four Auxiliary Telescope of
the VLTI in a compact instrument.
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Appendix A: The wavelet transform

The wavelet transform belongs to the class of time-
frequency transforms which are powerful tools to study non-
stationary processes such as turbulent flows in fluid mechanics.
Wide band coaxial interferograms recorded through a turbulent
atmosphere can be strongly distorted due to the differential pis-
ton effect and fast photometric fluctuations. In this context, the
wavelet transform is an efficient tool to study and analyse the
interferograms recorded from the ground.

The continuous wavelet transform (hereafter CWT) is de-

fined by:
| e LT
ﬁL Fow (=) a (A1)

W(s, 1) =
where f(7) is the signal defined as a function of time, i (¢) the
chosen wavelet function, ¥ its complex conjugate, s the scale,
and 7 the translation.

For the present application of the CWT to interferometry,
we have chosen to use the Morlet wavelet, that is defined as
a Gaussian envelope multiplied by a plane wave (Goupillaud
et al. 1984; Farge 1992):

W () = exp (i2mvon) exp (—1*/2) (A.2)

where 7 is the non dimensional time parameter and vy is the non
dimensional frequency. Initially used for the analysis of seis-
mic signals, the Morlet wavelet is a good approximation of the
fringe pattern produced by VINCI. The data processing meth-
ods presented here make extensive use of this particular wavelet
for the recognition and localization of the fringes (Sect. 4.2)
and subsequently for the integration of the modulated power of
the interference fringes (Sect. 7). Figure A.1 shows the shape
of the imaginary part of the Morlet wavelet assuming typical
parameters for the processing of data from the MONA beam
combiner (K band).

If we now express the CWT in the Fourier domain
(Eq. (A.3)), it appears clearly that the CWT is a filtered ver-
sion of the signal for different sets of filters:

+00

W(s, 1) = Vs f FO)VY* (sv) e dy. (A.3)
Since the CWT is simply a convolution between the sig-
nal f (#) and expanded/contracted versions of the wavelet func-
tion (Eq. (A.1)), the Morlet wavelet is very efficient to analyse
wide-band coxial interferograms. The CWT of an interfero-
gram using the Morlet wavelet is a complex quantity and its
maximum energy is found for the wavelet that is most similar
to the recorded interferogram.

The CWT using the Morlet wavelet is not orthogonal but
since it relies on a set of filtered versions of the signal with
strong redundancy, the original signal can easily be recon-
structed (Farge 1992; Perrier 1995). The energy properties of
Wavelets are similar to the ones of the Fourier analysis, with
the equivalent of the Parseval theorem (Perrier 1995). We have
therefore the equivalence of the two following expressions of
the energy E of the signal:

+00 )
2 Cw f [W(s, 1) (A4)

Arbitrary scale
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Fig. A.1. VINCI interferometric fringes (upper curve, from a pro-
cessed interferogram of 6 Cen) and the Morlet wavelet function imag-
inary part (bottom curve).

+00 - 2
- f [Fol av (A.5)
with the coefficient Cy, defined as:
+00 2
Cy= f "”(SVVN d (A.6)

As a consequence, we are able to recover the modulated energy
of the original signal (the interferometric fringes) by integrat-
ing its wavelet power spectrum over the time and frequency
regions where the interferogram is present.

Compared to the classical Fourier analysis, such an ap-
proach allows to minimize the biases due to both the white and
colored (frequency dependent) noises. Thanks to its localiza-
tion both in time and frequency, the Morlet wavelet is better
suited to the study of interferometric fringe packets than the
classical Fourier base functions (sine and cosine), as the noise
present outside of the fringe packet in the scan is excluded from
the integrated power. The interested reader will find a more de-
tailed treatment of the wavelet transform in Daubechies (1992),
Farge (1992), Perrier (1995) and Mallat (1999).

Appendix B: Computation of weighted
bootstrapped error bars

Originally developed by Efron (1979), the bootstrap analysis,
also called sampling with replacement, consists of construct-
ing a hypothetical, large population derived from the original
measurements and estimate the statistical properties from this
population. This technique allows us to recover the original dis-
tribution characteristics without any assumption on the proper-
ties of the underlying population (e.g. Gaussianity). An intro-
duction to bootstrap analysis can be found in Efron (1993) and
Babu (1996).

Our implementation of the bootstrapping technique draws,
with repetition, a large number M of samples containing N ele-
ments from the original set of measurements (,uiZ, w;), also N el-
ements in length. ,ui2 designates the squared coherence factor
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associated with the scan of rank i in the series, and w; is its
associated weight. The result of this drawing is an N X M ma-
trix of Qu,ij, wy,j) pairs (1 < k < N; 1 < j < M). The fact
that the same element of the original data set can be repeated
several times in the drawing is essential, as it allows us to cre-
ate independent samples. Typically, several thousand samples
are obtained from the original data, which contains a few hun-
dred w? values. The weighted average values /J,% are computed
for each of the N drawings:

(Zk 1wkj Zwkjlukj

The resulting ensemble [;1?] (M elements) is sorted in ascend-
ing order, and reindexed with the percentiles of the rank of each
value in the set:

W = (B.1)

2 2 2
Ho pgs s M0 -+s My aa (B.2)

The 16% lower and upper values are discarded, and the new
extremes values of this vector give the limits of the 68% confi-
dence interval:
,Urznin = /120.16 ; #Zmax = :u20.84' (B.3)
This is the probabilistic definition of 1 o error bars, and we
therefore obtain the o, and o— asymmetric error bars through:
o=l — M2 oo =R = (B.4)
where /? is the weighted average of the original sample [,uiz]
using the weights [w;]. The same process can be applied using
2.5-97.5% percentile limits to obtain the error bars equivalent
to 20, and 0.5-99.5% for 3 0.
Alternatively, one can derive the bootstrapped variance ‘71235

directly from the x ensemble:

1 & —
=31 2l -

j=

(B.5)

The internal bias bgg of the population is given by:

bs = 15 — p. (B.6)
This bias is naturally taken into account in the computation of
the confidence interval limits as described above.

Appendix C: Statistical and systematic errors
of the ratio of y? and T2

In the expression of T? of Eq.(16), we have to separate the
contributions from the systematic uncertainty on the calibrator
knowledge, and the statistical error of the instrumental mea-
surement of 1>, While these two terms contribute to the global
uncertainty on the squared visibility V2, their nature is funda-
mentally different. While it is possible to reduce the statistical
error by averaging several measurements, the systematic un-
certainty originating in the calibrator diameter error bar will
not be changed. This last term is therefore a fundamental lim-
itation to the absolute precision of the visibility measurement.

This limit can be reduced by using several calibrators, or by
selecting very small stars as calibrators. We then benefit from
the fact that the visibility function V?(B, 6) for a stellar disk is
nearly flat when the star is not significantly resolved, and the
resulting systematic error on V2 remains small.

Considering a symmetric error bar on the assumed angular
diameter of the calibrator, the resulting error bar on the V2 es-
timate is in general not exactly symmetric, due to the non lin-
earity of the visibility function. In practice, asymmetric error
bars are easily manageable numerically. However, in order to
simplify the notations in the present discussion, we make the
assumption that this asymmetry is negligible.

The estimation of the two kinds of error contributions relies
on an approximation of the Cauchy statistical law characteris-
tics. When dividing two normal statistical variables x and y of
respective means and standard deviations (%, 02) and (7, 0'5),
the resulting ratio x/y follows a Cauchy statistics that has,
strictly speaking, no defined mean value. It is therefore nec-
essary to make an approximation for the case when o, < v.
In this case, a second order approximation of the mean z and
variance o2 of z = x/y is given by Browne (2002):

_ 0_2
z=§(1+—2] (C.1)
]
=) 2 2 4
X 0' O' (o
=52+ - (C.2)
y\x2 vy y

It is not possible to obtain a meaningful average value of the ra-
tio x/y if the standard deviation o, of the denominator y is not
small compared to its average value. As a remark, the average
value of x/y is in general different from x/y.

The average value of the transfer function 72 and its asso-
ciated statistical error bars are computed by replacing in for-
mulas (C.1) and (C.2) the values of (X, 0) and (7, o) by the
following terms:

x - [/.12]9Cen O')Zc - [O-Statlgcen (C.3)
[theo]mn o2 - 0. (C.4)

Similarly, the systematic error is computed using the
replacements:

X [’uZ]HCen O-i —0 (€.5)
[Vlzheo]gcen O-Z - [O'theo]gcen . (C.6)

Applying this computation to the numerical values found
for § Cen, we find:

= 0.5009 [+0.0027]tar [+£0.007 7 ]yst. (C.7)

The uncertainty on this value is dominated by the systematic
error. The only remaining calibration step is now to divide
the 4? value obtained on @ Cen A by the T? value. Again, we
have to separate the two contributions on the error by replacing
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in the above formulas the mean values and standard deviations
of x and y by the following terms for the statistical error:

¥ 1], e 7% = [Tyl cen (C8)
y— T’ 0'; - [Uslal]%-z (C.9)

while the systematic error is computed using

%= 1], o 250 (C.10)
j o T 02 = [l 11

We obtain the calibrated squared visibility of @ Cen A:

V2 = 0.00635 [+0.00033]giq [£0.00010],y. (C.12)



1.7 Résultats astrophysiques avec VINCI

Je décris dans ce mémoire I'application de l'interférométrie optique a 1’étude de trois types
d’étoiles : les Céphéides (Chapitre 2), les étoiles de la séquence principale (Chapitre 3), et
les étoiles en rotation rapide (Chapitre 4). Je montre qu’une utilisation judicieuse de mesures
interférométriques, spectrographiques et photométriques permet de cerner précisément les pro-
priétés physiques de ces objets. Les informations apportées par l'interférométrie sont précieuses,
car inaccessibles aux autres techniques, mais elles sont également parcellaires. Contrairement a la
pupille connexe d’un télescope classique, un interférometre ne peut échantillonner qu'un domaine
restreint de fréquences spatiales. Grace & la mise en oeuvre conjointe de plusieurs méthodes d’ob-
servation sur un méme objet, il est possible d’obtenir des contraintes physiques beaucoup plus
fortes que celles apportées par chaque technique considérée séparément. C’est cette utilisation
de l'interférométrie en synergie avec différents moyens d’observation qui constitue 1’originalité
principale de mon travail.

1.7.1 Céphéides

Il est possible de mesurer la distance des Céphéides les plus brillantes avec une excellente
précision, d’'une maniere quasi-géométrique, en combinant des mesures interférométriques et
spectrographiques. De telles mesures de distance sont particulierement importantes pour cette
classe d’étoiles variables, car tres peu de Céphéides sont suffisamment proches pour qu’une
mesure précise de parallaxe trigonométrique soit possible. Les distances ainsi déterminées per-
mettent d’étalonner la célebre relation Période-Luminosité (P—L). Cette relation est régulierement
utilisée pour estimer la distance de galaxies lointaines (jusqu’a 100 Mpc), et joue un role im-
portant dans I’échelle des distances cosmologiques. L’incertitude actuelle sur 1’étalonnage du
point zéro de la relation P-L est de l'ordre de 10%. Notre programme de mesure de distances
par interférométrie nous permettra a terme d’améliorer considérablement cette précision, notre
objectif étant d’arriver & mieux que 1%. Au total, ce sont pres de 40 étoiles Céphéides que nous
prévoyons d’observer a ’aide des interférometres VLTI (notamment avec I'instrument AMBER)
et CHARA (instrument FLUOR). Je présente au Chapitre 2 ’état d’avancement actuel de ce
grand programme.

Au cours de nos premieres observations avec les instruments VINCI et MIDI du VLTI d’une
part, et FLUOR sur CHARA d’autre part, nous avons mis en évidence pour la premire fois I’exis-
tence d’enveloppes circumstellaires a ’échelle de quelques rayons stellaires autour des Céphéides
6 Cep, Polaris et ¢ Car. Pour l'instant limitées & ces trois étoiles, les enveloppes de Céphéides
pourraient en réalité étre tres répandues. Dans le but de caractériser ces enveloppes, j’ai initié
en 2006 avec Antoine Mérand une recherche de la signature de la perte de masse des Céphéides
dans la raie a 21 cm de ’hydrogene neutre, a 1’aide du grand radiotélescope de Nancay.

1.7.2 Etoiles naines

L’intérét principal de I'interférométrie pour la physique stellaire est de permettre la mesure
directe de deux observables fondamentales : le diametre angulaire et la répartition de lumiere
de I’étoile (assombrissement centre-bord, enveloppes circumstellaires, binarité,...). Lorsque ces
informations sont combinées avec la parallaxe, il devient possible de contraindre a la fois la struc-
ture interne de ’étoile (grace a son diametre photosphérique) et sa structure atmosphérique (par
Panalyse de I’assombrissement centre-bord). Au dela de ces deux observables, dans le cas de 1’ob-
servation d’étoiles binaires, 'interférométrie utilisée en combinaison avec la spectroscopie permet
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de déterminer l'orbite et d’estimer la distance, la masse, le rayon et le rapport de luminosité des
étoiles.

Pour les étoiles naines, la mesure interférométrique du rayon permet de contraindre de
maniere décisive les modeles numériques, et ainsi de sonder l'intérieur de ces étoiles. La en-
core, 'interférométrie n’est pleinement utile que combinée & d’autres techniques d’observations,
en particulier les mesures astérosismiques réalisées par spectrographie. J’ai réalisé des 2003 la
premiére utilisation conjointe de ces deux techniques, appliquée a ’étude de o Cen A et B (article
présenté au Chapitre 3). Ce travail a en particulier permis de confirmer les masses déterminées
par Thévenin et al. (2002) et de contraindre leur état évolutif (dge, structure interne,...). A titre
de remarque, notre confirmation d’une masse de seulement 0.907 M pour a Cen B, plus faible
d’environ 30 masses de Jupiter par rapport & la masse astrométrique de Pourbaix et al. (2002)
nous a conduit & rechercher par imagerie classique et optique adaptative la présence d’un com-
pagnon substellaire orbitant autour de cette étoile. J’ai présenté le résultat de cette recherche
dans un article soumis & A&A (non reproduit dans ce mémoire).

Au dela des étoiles de type solaire, j’ai également contribué a ’étude des naines de tres faible
masse, avec notamment la premiere mesure directe de la taille de Proxima, qui ne dépasse pas
1,5 fois celle de Jupiter. Nos observations ont également permis 1’étalonnage des relations de
brillance de surface des étoiles naines, trés utiles pour estimer précisément la taille angulaire des
étoiles hors de portée de mesures interférométriques directes.

1.7.3 Rotateurs rapides

Les étoiles en rotation rapide présentent des spectres tres particuliers, avec un élargissement
considérables des raies par effet Doppler. L’effet de la vitesse de rotation, parfois extrémement
rapide, peut aussi étre observé directement sur la déformation de la photosphére. Ceci nécessite
bien sur de résoudre spatialement la surface des étoiles, et est donc une application idéale pour
Iinterférométrie optique a longue base. Dés 2002, alors que les d’observations interférométriques
de rotateurs rapides étaient encore rares, j’ai réalisé une série de mesures avec VINCI de I'étoile
Achernar («Eri). Présentant parfois la raie Ha de ’hydrogene en émission, cette étoile de type
spectral B3Vpe est connue pour étre en rotation tres rapide. Nous avons mis en évidence un
aplatissement considérable de 1'étoile, grace a 'obtention de son “profil interférométrique”. Je
présente ces résultats a la Sect. 4.3.

Nous avons également observé deux autres étoiles en rotation rapide : Altair et Véga. Pour
cette derniere étoile, 'orientation tres particuliere de ’axe polaire, presque aligné avec la ligne
de visée, donne une signature spectrale minime de la rotation, alors que 1’étoile tourne pourtant
a une vitesse proche de sa limite de dislocation. L’assombrissement centre-bord anormal que
nous avons mesuré nous a permis d’estimer a la fois la vitesse de rotation, 'aplatissement réel
et la distribution spectrale d’énergie équatoriale et polaire de Véga.

Tout dernierement, des observations plus poussées avec VINCI ont montré que l'étoile
Achernar possede une enveloppe circumstellaire allongée selon son axe polaire. Cette détection
confirme la présence de deux phénomenes distincts dans I'environnement proche des étoiles Be :
un disque équatorial (épisodes Be) et une enveloppe polaire entretenue par le vent stellaire rapide
provenant des poles surchauffés de ’étoile (effet Von Zeipel).
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Chapitre 2

Les Céphéides

Fi1G. 2.1 — Portraits de personnalités importantes de I’étude des Céphéides : de gauche a droite
John Goodricke (1764-1786), Henrietta Swan Leavitt (1868-1921, photo AAVSO), Harlow Sha-
pley (1885-1972) et Edwin Hubble (1889-1953).

Quelques acteurs importants de I’étude des Céphéides :

— John Goodricke (1764-1786) découvre la variabilité photométrique de § Cephei (en
1784), mais aussi d’Algol et de nombreuses autres étoiles. Il propose d’expliquer la varia-
bilité d’Algol par la présences éclipses mutuelles. Sourt-muet depuis son enfance, membre
de la Royal Society, il disparait a ’age de 22 ans des suites d’une pneumonie.

— Henrietta Leavitt (1868-1921) découvre en 1912 la relation Période-Luminosité des
Céphéides (Fig. 2.2), ainsi que plus de 2400 étoiles variables, soit la moitié de toutes
celles connues a ’époque.

— Harlow Shapley (1885-1972) explique en 1916 la variation des Céphéides par leur pul-
sation, et étalonne le point zéro de la relation P—L.

— Edwin Hubble (1889-1953) mesure en 1926 les distances des galaxies NGC 6822, puis
Messier 31 et 33, grace a ’observations de la variation photométrique de Céphéides de ces
galaxies. En 1929, il établit la loi d’expansion de I’Univers qui porte son nom.

— Arthur Eddington (1882-1944) décrit en 1941 le mécanisme physique de la pulsation
des Céphéides (le k-mécanisme).

— Walter Baade (1893-1960) sépare en 1956 les Céphéides en deux groupes distincts (W
Vir, 6 Cep), possédant chacun leur propre relation P—L.

— Allan Sandage (1926-) introduit la relation Période-Luminosité-Couleur des Céphéides
en 1958, et présente, avec G. Tammann, une valeur de Hy relativement basse d’environ
50 km/s/Mpc.

— Wendy Freedman (1957-) conclut en 2001 le Hubble Key Project de mesure de Hp, qui
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Fi1G. 2.2 — Découverte de la relation Période-Luminosité des Céphéides par Henrietta Swan
Leavitt (figure tirée de Leavitt & Pickering 1912), sur la base de 25 variables observées dans le
Petit Nuage de Magellan. La période est en échelle linéaire a gauche et en échelle logarithmique
a droite.

s’appuie largement sur les Céphéides jusqu’a des distances supérieures a 100 Mpc.

Cette célebre classe d’étoiles variables est utilisées depuis prés d’un siecle comme “chan-
delle standard” pour mesurer les distances extragalactiques jusqu’a environ 20 Mpc (Freedman
et al.2001). La propriété particuliere de ces étoiles est d’avoir une luminosité intrinseque di-
rectement proportionnelle a leur période (en grandeurs logarithmiques). La relation Période—
Luminosité (P-L ci-apres) prend classiquement la forme suivante

MA:a)\(logP—l)—&—b)\ (21)

avec M) la magnitude absolue de I’étoile, P sa période de pulsation, a) la pente de la relation et
by son ordonnée & l'origine (on parle aussi de ”point zéro”), définies pour une longueur d’onde
particuliere .

L’étalonnage des relation P-L est purement empirique, basé sur ’observation. Le principe
de la détermination de la pente ay est simple : en observant un ensemble de Céphéides situées
a la méme distance de I'observateur (par exemple dans les nuages de Magellan), et on I'obtient
directement par un ajustement lindire des magnitudes apparentes moyennes mesurées dans la
bande photométrique choisie. L’ordonnée a 'origine by est par contre beaucoup plus difficile a
déterminer. Physiquement, by correspond a la magnitude absolue d’une Céphéide possédant une
période de variation de 10 jours (avec la définition de I'Eq. 2.1). La mesure de by réclame de
connaitre la magnitude absolue d’un nombre suffisant de Céphéides, c’est-a-dire d’avoir leurs
distances, par une méthode indépendante de la relation P—L. Plusieurs méthodes peuvent étre
employées pour estimer la distance d’'une Céphéide, et ainsi étalonner by, :

— Parallaxe trigonométrique (Hipparcos, HST) : cette méthode purement géométrique
est naturellement la plus directe. Cependant, les Céphéides sont des étoiles rares dans la
Galaxie, et ces mesures sont trés difficiles du fait de leur grande distance, méme pour les
plus proches.

— Céphéides dans les amas ouverts : dans une association de Céphéides avec des étoiles
naines, il est possible d’obtenir la magnitude absolue par ajustement de la position ver-
ticale de la séquence principale dans le diagramme Hertzsprung-Russell. Cette méthode
relativement imprécise et affectée d’une erreur systématique de 'ordre de 0,2 mag.
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Fic. 2.3 — Walter Baade (1893-1960) et Adriaan Wesselink (1909-1995) (photos Mt Wilson
Observatory et Smits, respectivement).

— Méthode Baade-Wesselink : c’est la méthode la plus généralement employée. Son prin-
cipe est développé a la section suivante.

2.1 La méthode Baade-Wesselink

Inventée indépendamment par Baade (1926) et Wesselink (1946), la méthode portant au-
jourd’hui leurs deux noms permet de calculer, a partir d’observations spectroscopiques et pho-
tométriques, le rayon d’une étoile pulsante.

D’une part, le flux et les variations de température donnent le rapport du rayon instantané
de ’étoile R(t) & son rayon initial R(0) selon la formule suivante, ou la température effective est
supposée constante pour simplifier :

R(t) _ L) _ | -04im®)-m() (2.2)
R(0)  L(0)
Avec L(t) la luminosité de I’étoile & I'instant ¢ et L(0) sa luminosité initiale.
D’autre part l'intégration de la courbe de vitesse pulsationnelle v,(t) donne 'amplitude
linéaire de la pulsation au cours du temps R(t) :

R(t) - R(0) = — /O vp(t).dt (2.3)
Le signe négatif provient de la convention de définition de la vitesse pulsationnelle (et de la
vitesse radiale) : elle est positive pour un éloignement de la source (donc une contraction de
Iétoile pour une Céphéide). Le rayon initial R(0) est déduit immédiatement en résolvant le
systeme constitué par les équations 2.2 et 2.3.

Pour obtenir la distance de I’étoile, il reste a estimer son diametre angulaire. Il peut étre

obtenu essentiellement de deux manieres :

— La brillance de surface : 1l s’agit de la méthode classique. On utilise la couleur de I’étoile
et sa magnitude apparente pour en déduire son diametre angulaire. Ces trois grandeurs
sont en effet liées par le fait que 1’étoile rayonne pratiquement comme un corps noir. J’ai
réalisé un étalonnage des relations de brillance de surface pour les Céphéides, qui est
présenté a la Sect. 2.1.3.
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— La mesure directe par interférométrie : depuis la mise en service des grands in-
terférometres optiques et infrarouges, il est maintenant possible de mesurer directement
le diametre angulaire des Céphéides proches. Ceci permet une application plus simple et
directe de la méthode Baade-Wesselink (BW), qui me passe pas par une estimation de la
température effective de I’étoile. Je présente une application pratique de cette méthode
utilisant des données de I'instrument VINCI a la Sect. 2.1.1.

D’une maniere générale, ’approche cohérente et exhaustive des différents aspects de la méthode
BW que j’ai organisée a pour but final de réaliser un étalonnage interférométrique du point
zéro de la relation P-L avec une précision de 1%. L’obtention de ce résultat passe par une
connaissance approfondie de ’atmosphere des Céphéides.
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2.1.1 Article A&A : “Cepheid distances from infrared long-baseline interfe-
rometry — I. VINCI/VLTI observations of seven Galactic Cepheids”
(2004)

Ce premier article de notre série rapporte les mesures interférométriques de sept Céphéides
australes obtenues a I'aide de I'instrument VINCI du VLTI. En utilisant la méthode Baade-
Wesselink interférométrique, nous avons pu déduire la distance et le rayon de quatre de ces
étoiles, pour lesquelles la variation de diametre angulaire est clairement détectée. Pour les trois
autres étoiles de notre échantillon, nous avons obtenu un rayon moyen, et déduit leur distance
a partir d’une relation période-rayon pré-existante.

P
| J

F1G. 2.4 — Les télescopes UT2 (Kueyen) et UT3 (Melipal) du VLT (Cerro Paranal, Chili).
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Abstract. We report the angular diameter measurements of seven classical Cepheids, X Sgr, n Aql, W Sgr, { Gem, 8 Dor, Y Oph
and ¢ Car that we have obtained with the VINCI instrument, installed at ESO’s VLT Interferometer (VLTI). We also present
reprocessed archive data obtained with the FLUOR/IOTA instrument on { Gem, in order to improve the phase coverage of
our observations. We obtain average limb darkened angular diameter values of 6, p[X Sgr] = 1.471 + 0.033 mas, %[n Aql] =
1.839 + 0.028 mas, 6 p[W Sgr] = 1.312 + 0.029 mas, 6. p[8Dor] = 1.891 + 0.024 mas, 6. p[¢ Gem] = 1.747 + 0.061 mas,
%[Y Oph] = 1.437+0.040 mas, and ﬂ[f Car] = 2.988 +£0.012 mas. For four of these stars, n Aql, W Sgr, 8 Dor, and ¢ Car, we
detect the pulsational variation of their angular diameter. This enables us to compute directly their distances, using a modified
version of the Baade-Wesselink method: d[n Aql] = 2763 pe, d[W Sgr] = 379%21¢ pc, d[BDor] = 345717 pe, d[¢ Car] =
603f%g pc. The stated error bars are statistical in nature. Applying a hybrid method, that makes use of the Gieren et al. (1998)
Period-Radius relation to estimate the linear diameters, we obtain the following distances (statistical and systematic error bars
are mentioned): d[X Sgr] = 324+ 7+ 17 pc, d[n Aql] = 264 +4 + 14 pc, d[W Sgr] = 386 + 9+ 21 pc, d[SDor] = 326 +4 + 19 pc,

d[¢{ Gem] = 360 + 13 + 22 pc, d[Y Oph] = 648 + 17 + 47 pc, d[£ Car] = 542 + 2 + 49 pc.

Key words. techniques: interferometric — stars: variables: Cepheids — stars: oscillations

1. Introduction

For almost a century, Cepheids have occupied a central role
in distance determinations. This is thanks to the existence of
the Period—Luminosity (P-L) relation, M = a log P + b, which
relates the logarithm of the variability period of a Cepheid to
its absolute mean magnitude. These stars became even more
important since the Hubble Space Telescope Key Project on the
extragalactic distance scale (Freedman et al. 2001) has totally
relied on Cepheids for the calibration of distance indicators to
reach cosmologically significant distances. In other words, if
the calibration of the Cepheid P-L relation is wrong, the whole
extragalactic distance scale is wrong.

There are various ways to calibrate the P-L relation. The
avenue chosen by the HS T Key-Project was to assume a dis-
tance to the Large Magellanic Cloud (LMC), thereby adopt-
ing a zero point of the distance scale. Freedman et al. (2001)
present an extensive discussion of all available LMC distances,
and note, with other authors (see e.g. Benedict et al. 2002), that

Send offprint requests to: P. Kervella, e-mail: pkervell@eso.org
* Tables 3 to 10 are only available in electronic form at
http://www.edpsciences.org

the LMC distance is currently the weak link in the extragalactic
distance scale ladder. Another avenue is to determine the zero
point of the P-L relation with Galactic Cepheids, using for in-
stance parallax measurements, Cepheids in clusters, or through
the Baade-Wesselink (BW) method. We propose in this paper
and its sequels (Papers II and III) to improve the calibration of
the Cepheid P-R, P-L and surface brightness—color relations
through a combination of spectroscopic and interferometric ob-
servations of bright Galactic Cepheids.

In the particular case of the P—L relation, the slope a is
well known from Magellanic Cloud Cepheids (e.g. Udalski
et al. 1999), though Lanoix et al. (1999) have suggested that
a Malmquist effect (population incompleteness) could bias this
value. On the other hand, the calibration of the zero-point b
(the hypothetic absolute magnitude of a 1-day period Cepheid)
requires measurement of the distance to a number of nearby
Cepheids with high precision. For this purpose, interferometry
enables a new version of the Baade-Wesselink method (BW,
Baade 1926; Wesselink 1946) for which we do not need to
measure the star’s temperature, as we have directly access to
its angular diameter (Davis 1979; Sasselov & Karovska 1994).
Using this method, we derive directly the distances to the four
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nearby Cepheids 7 Aql, W Sgr, 8 Dor and ¢ Car. For the remain-
ing three objects of our sample, X Sgr, { Gem and Y Oph, we
apply a hybrid method to derive their distances, based on pub-
lished values of their linear diameters.

After a short description of the VINCI/VLTI instrument
(Sect. 2), we describe the sample Cepheids that we selected
(Sect. 3). In Sects. 4 and 5, we report our new observations
as well as reprocessed measurements of { Gem retrieved from
the FLUOR/IOTA instrument archive. Section 6 is dedicated
to the computation of the corresponding angular diameter val-
ues, taking into account the limb darkening and the bandwidth
smearing effects. In Sects. 7 and 8, we investigate the applica-
tion of the BW method to our data, and we derive the Cepheid
distances.

We will discuss the consequences of these results for the
calibration of the Period-Radius (P—R), Period-Luminosity (P—
L) and Barnes-Evans relations of the Cepheids in forthcoming
papers (Papers II and III).

2. Instrumental setup

The European Southern Observatory’s Very Large Telescope
Interferometer (Glindemann et al. 2000) is in operation on
Cerro Paranal, in Northern Chile since March 2001. For
the observations reported in this paper, the beams from two
Test Siderostats (0.35m aperture) or two Unit Telescopes
(8 m aperture) were recombined coherently in VINCI, the
VLT INterferometer Commissioning Instrument (Kervella
et al. 2000, 2003a). We used a regular K band filter (1 =
2.0-2.4 um) that gives an effective observation wavelength of
2.18 um for the effective temperature of typical Cepheids (see
Sect. 6.4 for details). Three VLTI baselines were used for this
program: EO-G1, B3-MO and UT1-UT3 respectively 66, 140
and 102.5m in ground length. Figure 1 shows their positions
on the VLTI platform.

3. Selected sample of Cepheids

Despite their brightness, Cepheids are located at large dis-
tances, and the HIPPARCOS satellite (Perryman et al. 1997)
could only obtain a limited number of Cepheid distances with a
relatively poor precision. If we exclude the peculiar first over-
tone Cepheid @ UMi (Polaris), the closest Cepheid is ¢ Cep, lo-
cated at approximately 250 pc (Mourard et al. 1997; Nordgren
et al. 2000). As described by Davis (1979) and Sasselov &
Karovska (1994), it is possible to derive directly the distance
to the Cepheids for which we can measure the amplitude of
the angular diameter variation. Even for the nearby Cepheids,
this requires an extremely high resolving power, as the largest
Cepheid in the sky, £ Car, is only 0.003” in angular diameter.
Long baseline interferometry is therefore the only technique
that allows us to resolve these objects. As a remark, the medium
to long period Cepheids (D ~ 200 D) in the Large Magellanic
Cloud (LMC) (d = 55 kpc) are so small (8 = 30 uas) that they
would require a baseline of 20 km to be resolved in the K band
(5 km in the visible). However, such a measurement is highly
desirable, as it would provide a precise geometrical distance to
the LMC, a critical step in the extragalactic distance ladder.
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Fig.1. Layout of the three baselines used for the VINCI/VLTI
Cepheids observations, UT1-UT3 (102.5 m), EO-G1 (66 m) and B3-
MO (140 m).

Mourard (1996) has highlighted the capabilities of the
VLTI for the observation of nearby Cepheids, as it provides
long baselines (up to 202 m) and thus a high resolving power.
Though they are supergiant stars, the Cepheids are very small
objects in terms of angular size. A consequence of this is
that the limit on the number of interferometrically resolvable
Cepheids is not set by the size of the light collectors, but by
the baseline length. From photometry only, several hundred
Cepheids can produce interferometric fringes using the VLTI
Auxiliary Telescopes (1.8 m in diameter). However, in order to
measure accurately their size, one needs to resolve their disk
to a sufficient level. Kervella (2001a) has compiled a list of
more than 30 Cepheids that can be measured from Paranal us-
ing the VINCI and AMBER (Petrov et al. 2000) instruments.
Considering the usual constraints in terms of sky coverage, lim-
iting magnitude and accessible resolution, we have selected
seven bright Cepheids observable from Paranal Observatory
(latitude 1 = —24deg): X Sgr, nAql, W Sgr, gDor, {Gem,
Y Oph and ¢ Car. The periods of these stars cover a wide range,
from 7 to 35.5 days. This coverage is important to properly con-
strain the P-R and P-L relations. To estimate the feasibility of
the observations, the angular diameters of these stars were de-
duced from the BW studies by Gieren et al. (1993). For { Gem
and 7 Aql, previously published direct interferometric measure-
ments by Nordgren et al. (2000), Kervella et al. (2001b) and
Lane et al. (2002) already demonstrated the feasibility of the
observations. The relevant parameters of the seven Cepheids of
our sample, taken from the literature, are listed in Table 1.

4. Interferometric data processing
4.1. Coherence factors

We used a modified version (Kervella et al. 2003c¢) of the stan-
dard VINCI data reduction pipeline, whose general principle
is based on the original algorithm of the FLUOR instrument
(Coudé du Foresto et al. 1997, 1998a). The VINCI/VLTI com-
missioning data we used for this study are publicly available
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Table 1. Relevant parameters of the observed sample of Cepheids, sorted by increasing period.

X Sgr n Aql W Sgr B Dor ¢ Gem Y Oph ¢ Car

HD 161592 HD 187929 HD 164975 HD 37350 HD 52973 HD 162714  HD 84810
my*® 4.581 3.942 4.700 3.731 3.928 6.164 3.771
my® 2.56 1.966 2.82 1.959 2.11 2.682 1.091
Sp. Type F5-G2II F6Ib-G4Ib F4-G2Ib F4-G4la-1II ~ F7Ib-G3Ib  F8Ib-G3Ib  F6Ib-KOIb
7 (mas)“ 303+£094 278+091 157+093 3.14+0.59 2.79+0.81 1.14+0.80 2.16=+0.47
Min T (K) 5670 5400 5355 5025 5150
Mean T (K)? 6150 5870 5769 5490 5430 5300 5090
Max Teq (K) 6820 6540 6324 6090 5750
Min log g 1.86 1.25 1.72 1.60
Mean log ¢g° 2.14 1.49 1.82 1.83 1.50 1.50 1.50
Max logg 243 1.73 2.02 2.06
[M/HJ* 0.04 0.05 -0.01 -0.01 0.04 0.05 0.30
To (JD-2.452 x 10%)/ 723.9488 519.2477 726.8098 214.2153 210.7407 715.4809 290.4158
P (days)? 7.013059 7.176769 7.594904 9.842425 10.150967 17.126908  35.551341
Intensity profiles”
a +0.7594 +0.8816 +0.8002 +0.7969 +0.8713 +0.8549 +0.8500
a —-0.4530 —-0.7418 -0.5135 —-0.4596 —-0.6536 —-0.5602 —-0.4991
az +0.0347 +0.3984 +0.1583 +0.1341 +0.3283 +0.2565 +0.2113
as +0.0751 —-0.0778 +0.0109 +0.0082 —-0.0610 —-0.0437 —-0.0340

my from Barnes et al. (1987) for X Sgr, from Barnes et al. (1997) for n Aql, from Moffett & Barnes (1984) for W Sgr and ¢ Gem, from

Berdnikov & Turner (2001) for 8 Dor and ¢ Car, and from Coulson & Caldwell (1985) for Y Oph.

{ Gem, from Barnes et al. (1997) for n Aql.
Parallaxes from the HIPPARCOS catalogue (Perryman et al. 1997).

& o

~

chosen for these stars.

values of Tt and log g.

through the ESO Archive, and result from two proposals of our
group, that were accepted for ESO Periods 70 and 71.

The goal of the raw data processing is to extract the value of
the modulated power contained in the interferometric fringes.
This value is proportional to the squared visibility V2 of the
source on the observation baseline, which is in turn directly
linked to the Fourier transform of the light distribution of the
source through the Zernike-Van Cittert theorem.

One of the key advantages of VINCI is to use single-mode
fibers to filter out the perturbations induced by the turbulent at-
mosphere. The wavefront that is injected in the fibers is only the
mode guided by the fiber (Gaussian in shape, see Ruilier 1999
or Coudé du Foresto 1998b for details). The atmospherically
corrupted part of the wavefront is not injected into the fibers
and is lost into the cladding. Due to the temporal fluctuations
of the turbulence, the injected flux changes considerably dur-
ing an observation. However, VINCI derives two photometric
signals that can be used to subtract the intensity fluctuations
from the interferometric fringes and normalize them con-
tinuously. The resulting calibrated interferograms are practi-
cally free of atmospheric corruption, except the piston mode

Four-parameters intensity profiles from Claret (2000) in the K band, assuming a microturbulence velocity of 4km s~

mg from Welch et al. (1984) for X Sgr, and W Sgr, from Laney & Stobie (1992) for 5 Dor, Y Oph, and ¢ Car, from Ducati et al. (2001) for

From Kiss & Szatmary (1998) for { Gem and n Aql, Bersier et al. (1997) for W Sgr, and Pel (1978) for X Sgr and S Dor.
From Andrievsky et al. (2002), Cayrel de Strobel et al. (1997, 2001),
Reference epoch T values have been computed near the dates of the VINCI observations, from the values published by Szabados (1989a).
P values from Szabados (1989a). The periods of n Agl, { Gem and W Sgr are known to evolve. The values above correspond to the T

and Pel (1978), except for log g of Y Oph.

! and the average

(differential longitudinal delay of the wavefront between the
two apertures) that tends to smear the fringes and affect their
visibility. Its effect is largely diminished by using a sufficiently
high scanning frequency, as was the case for the VINCI obser-
vations.

After the photometric calibration has been achieved, the
two interferograms from the two interferometric outputs of the
VINCI beam combiner are subtracted to remove the residual
photometric fluctuations. As the two fringe patterns are in per-
fect phase opposition, this subtraction removes a large part
of the correlated fluctuations and enhances the interferomet-
ric fringes. Instead of the classical Fourier analysis, we imple-
mented a time-frequency analysis (Ségransan et al. 1999) based
on the continuous wavelet transform (Farge 1992). In this ap-
proach, the projection of the signal is not onto a sine wave
(Fourier transform), but onto a function, i.e. the wavelet, that
is localised in both time and frequency. We used as a basis the
Morlet wavelet, a gaussian envelope multiplied by a sine wave.
With the proper choice of the number of oscillations inside
the gaussian envelope, this wavelet closely matches a VINCI



944

interferogram. It is therefore very efficient at localizing the sig-
nal in both time and frequency.

The differential piston corrupts the amplitude and the shape
of the fringe peak in the wavelet power spectrum. A selection
based on the shape of fringe peak in the time-frequency do-
main is used to remove “pistonned” and false detection inter-
ferograms. Squared coherence factors y? are then derived by
integrating the wavelet power spectral density (PSD) of the
interferograms at the position and frequency of the fringes.
The residual photon and detector noise backgrounds are re-
moved by making a least squares fit of the PSD at high and low
frequency.

4.2. Calibrators

The calibration of the Cepheids’ visibilities was achieved us-
ing well-known calibrator stars that have been selected in the
Cohen et al. (1999) catalogue, with the exception of € Ind. This
dwarf star was measured separately (Ségransan et al. 2004) and
used to calibrate one of the 7 Aql measurements. The angular
diameters of 39 Eri A, HR 4050 and HR 4546 (which belong to
the Cohen et al. 1999 catalogue) were also measured separately,
as these stars appeared to give a slightly inconsistent value of
the interferometric efficiency.

For 39Eri A and HR 4546, the measured angular diame-
ters we find are 6yp = 1.74 + 0.03 and 2.41 + 0.04 mas, re-
spectively. These measured values are only 2 o lower than the
Cohen et al. (1999) catalogue values of yp = 1.81 = 0.02 and
2.53 + 0.04 mas. A possible reason for this difference could
be the presence of faint, main sequence companions in orbit
around these two giant stars. The additional contribution of
these objects would bias the diameter found by spectrophotom-
etry towards larger values, an effect consistent with what we
observe. For HR 4050, we obtained 8yp = 5.18+0.05 mas, only
+1 o away from the catalogue value of 6yp = 5.09 + 0.06 mas.
The characteristics of the selected calibrators are listed in
Table 2. The limb-darkened disk (LD) angular diameters of
these stars were converted into uniform disk values using linear
coeflicients taken from Claret et al. (1995). As demonstrated by
Bordé et al. (2002), the star diameters in the Cohen et al. (1999)
list have been measured very homogeneously to a relative pre-
cision of approximately 1% and agree well with other angular
diameter estimation methods.

The calibrators were observed soon before and after the
Cepheids, in order to verify that the interferometric efficiency
(IE) has not changed significantly during the Cepheid obser-
vation itself. In some cases, and due to the technical nature
of commissioning observations, part of the Cepheid observa-
tions could not be bracketed, but only immediately preceded
or followed by a calibrator. However, the stability of the IE
has proved to be generally very good, and we do not ex-
pect any significant bias from these single-calibrator observa-
tions. Some observations included several calibrators to allow a
cross-check of of their angular sizes. The calibrators were cho-
sen as close as possible in the sky to our target Cepheids, in or-
der to be able to observe them with similar airmass. This selec-
tion has taken into account the constraints in terms of limiting
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Fig. 2. Average wavelets power spectral density of 302 interferograms
obtained on X Sgr on JD = 2452768.8462. No background or bias
is present. The integration of the fringes modulated power is done
between 2000 and 8000 cm™!.

magnitude and sky coverage imposed by the VLTI siderostats
and delay lines. The IE was computed from the coherence
factor measurements obtained on the calibrators, taking into
account the bandwidth smearing effect (see Sect. 6.4) and a
uniform disk angular diameter model. This calibration process
yielded the final squared visibilities listed in Tables 3 to 9.

5. Data quality
5.1. General remarks

Due to the fact that we used two types of light collectors
(siderostats and UTs) and several baselines (from 66 to 140 m
in ground length), the intrinsic quality of our data is relatively
heterogeneous. In this section, we discuss briefly the charac-
teristics of our observations of each target. One particularity of
our measurements is that they have all been obtained during
the commissioning period of the VLTI, during which technical
tasks were given higher priority. In particular, the long baseline
B3-MO was only available during a few months over the two
years of operations of the VLTI with VINCI. The UT1-UT3 ob-
servations were executed during two short commissioning runs
and it was not possible to obtain more than one or two phases
for the observed stars (8Dor and { Gem). However, the very
large SNR values provided by the large aperture of the UTs,
even without high-order adaptive optics, gave high-precision
visibility measurements.

The VINCI processing pipeline produces a number of out-
puts to the user for the data quality control, including in partic-
ular the average wavelet power spectral density (WPSD) of the
processed interferograms. This is an essential tool to verify that
no bias is present in the calibrated and normalized fringe power
peak. Figure 2 shows the average WPSD of a series of 302
interferograms obtained on X Sgr. No bias is present, and the
residual background is very low. The power integration being
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Table 2. Relevant parameters of the calibrators.
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Name my mg Sp.Type Tew(K) logg 7 (mas)® 6 p(mas)® Oup(mas)©

x Phe HD 12524 5.16 1.52 K5I 3780 1.9 876 £0.64 2.77 +£0.032 2.69 + 0.031

39EriA  HD 26846 490 225 K3II 4210 2.2 1580095 1.79 +£0.031* 1.74 + 0.030*
eRet HD 27442 444 197 K2IVa 4460 2.3 54.84 £0.50 1.95+0.049 1.90 = 0.048

HR 2533  HD 49968 5.69 2.10 KS5II 3780 1.9 6.36 +0.92 193 +0.020 1.87 £ 0.019

HR 2549 HD 50235 5.00 1.39 K5I 3780 1.9 3.60 +0.56 2.25 +0.036 2.18 £ 0.035

¥? Vol HD 55865 3777 1.52 KOII 4720 2.6 23.02 +£0.69 2.50 =0.060 2.44 + 0.059

6 Pup HD 63697 5.18 2.62 K3II 4210 2.2 12.87 £0.71  1.88 +0.039 1.83 +0.038

HR 3046 HD 63744 4770 2.31 KOIII 4720 2.6 1436 £0.48 1.67 +£0.025 1.63 + 0.024

HR 4050 HD 89388 338 0.60 K3Ila 4335 2.3 443 +£049 532+0.050° 5.18 £0.048"
HR 4080 HD 89998 483 240 KIII 4580 2.5 16.26 £ 0.56  1.72 +0.020 1.68 + 0.019

HR 4526 HD 102461 544 1.77 K5Il 3780 1.9 3.97+0.61 3.03+0.034 2.94 + 0.033

HR 4546 HD 102964 4.47 156 K3l 4210 2.2 7.03+0.72 248 £0.036* 2.41 +0.035*
HR 4831 HD 110458 4.67 228 KOIII 4720 2.6 1731 £0.65 1.70 +£0.018 1.66 + 0.018

x Sco HD 145897 5.25 1.60 K3III 4210 2.2 743 +091 2.10+0.023 2.04 +0.022

70 Aql HD 196321 490 121 K5I 3780 1.9 1.48 091 3.27 +£0.037 3.17 £ 0.036

7 Aqr HD 199345 5.50 2.00 KS5III 3780 1.9 542+0.99 2.14+0.024 2.08 + 0.023

elInd HD 209100 4.69 2.18 K4.5V 4580 4.5 27579 £0.69 1.89 £0.051* 1.84 +0.050*
AGru HD 209688 4.48 1.68 K3III 4210 2.2 1320 +£0.78 2.71 £0.030 2.64 = 0.029

HR 8685 HD?216149 541 1.60 MOIII 3660 1.4 2.95+0.69 2.07 +0.021 2.01 + 0.020

@ Parallaxes from the HIPPARCOS catalogue (Perryman et al. 1997).
b

¢ Linear limb darkening coeflicients factors from Claret et al. (1995).

5

done between 2000 and 8000cm™!, the complete modulated
power of the fringes is taken into account without bias.

5.2. X Sgr, WSgr and Y Oph

X Sgr was observed 8 times on the B3-MO baseline (140 m
ground length), using exclusively the two 0.35m Test
Siderostats (TS). The projected baseline length varied between
118.4 and 139.7 m, and the observed squared visibilities were
confined between V> = 56.9 and 71.1%. Thanks to its decli-
nation of 6 = —28 deg, X Sgr culminates almost at zenith over
Paranal (—24 deg), and all the observations were obtained at
very low airmasses. It is located on the sky near two other
Cepheids of our sample, Y Oph and W Sgr, and these three
stars share the same calibrator, y Sco. The average signal to
noise ratio (SNR) was typically 2 to 5 on the photometric out-
puts of VINCI, and 4 to 6 on the interferometric channels, for a
constant fringe frequency of 242 Hz. A total of 4977 interfero-
grams were processed by the pipeline. The same remarks apply
to W Sgr and Y Oph, as they have almost the same magnitude
and similar angular diameters. The number of processed inter-
ferograms for these two stars was 4231 and 2182, respectively,
during 9 and 4 observing sessions.

5.3. 7 Aql

n Aql was observed once on the EO-G1 baseline (66 m) and
10 times on the B3-MO baseline (140 m ground length). The
total number of processed interferograms is 5584. The SNRs

Catalogue values from Cohen et al. (1999), except for € Ind, HR 4050, HR 4546 and 39 Eri A.

The angular diameters of € Ind, HR 4050, HR 4546 and 39 Eri A have been measured separately with VINCIL.

were typically 4 and 7 on the photometric and interferomet-
ric outputs at a fringe frequency of 242 to 272 Hz. Due to its
northern declination (6 = +1 deg) and to the limits of the TS, it
was not possible to observe 1 Aql for more than two hours per
night, therefore limiting the number of interferograms and the
precision of the measurements.

5.4. B Dor

BDor is a difficult target for observation with the TS, as it is
partially hidden behind the TS periscopes that are used to di-
rect the light into the VLTI tunnels. This causes a partial vi-
gnetting of the beams and therefore a loss in SNR. The data
from the TS are thus of intermediate quality, considering the
brightness of this star. It is located at a declination of —62 deg,
relatively close to ¢ Car, and therefore these two stars share
some calibrators. In addition to the 5 observations with the TS,
four measurements were obtained during three commissioning
runs on the UT1-UT3 baseline. A total of 8129 interferograms
were processed, of which 5187 were acquired with the 8 m Unit
Telescopes (96 min spread over four nights were spent on 5 Dor
using UT1 and UT3).

5.5. . Gem

At a declination of +20 deg, £ Gem is not accessible to the TS
due to a mechanical limitation. This is the reason why this star
was observed only on two occasions with UT1 and UT3, for
a total of 3857 interferograms, obtained during 41 min on the



946

0.5

o© o ©
¥ w IS
\ | \

Calibrated squared visibility

o
=

0.0 : : : : — FEm——
60 80 100 120 140 160 180 200
Projected baseline (m)

Fig. 3. Squared visibilities obtained on £ Car on JD = 2452742.712
(dashed line) and 2452 763.555 (solid line), respectively at pulsation
phases 0.722 and 0.308. The two UD visibility models correspond to
6up = 2.801 and 3.075 mas, and take the bandwidth smearing effect
into account. The first minimum of the visibility function (that never
goes down to zero) occurs for baselines of approximately 199 and
181 m, for an effective wavelength of 2.18 um.

target. The average on-source SNRs were typically 50 for the
interferometric channels and 30 for the photometric signals, at
a fringe frequency of 694 Hz.

The data obtained using the FLUOR/IOTA instrument are
described in Kervella et al. (2001b). They were reprocessed us-
ing the latest release of the FLUOR software that includes a
better treatment of the photon shot noise than the 2001 version.
As the baseline of IOTA is limited to 38 m, the visibility of the
fringes is very high, and the precision on the angular diameter
is reduced compared to the 102.5 m baseline UT1-UT3.

5.6. ¢ Car

As for S Dor, the observation of £ Car (6 = —62 deg) is made
particularly difficult by the vignetting of the TS beams. Thanks
to its brightness (K ~ 1) the SNRs are 15-20 on the interfer-
ometric channels, and 10-15 on the photometric signals, us-
ing the TS and a fringe frequency of 242 Hz. One observation
was obtained on the E0-G1 baseline (66 m ground length), and
19 measurements on the B3-MO baseline. ¢ Car is the most
observed star in our sample, with a total of 22226 processed
interferograms. Its average diameter of approximately 3 mas
makes it an ideal target for observations with baselines of 100
to 200 m. On the B3-MO baseline, we achieved projected base-
lines of 89.7 to 135.0m, corresponding to V? values of 8 to
42%. This range is ideal to constrain the visibility model and
derive precise values of the angular diameter.

Figure 3 shows the squared visibility points obtained at two
phases on ¢ Car. The change in angular diameter is clearly vis-
ible. Thanks to the variation of the projected baseline on sky,
we have sampled a segment of the visibility curve.
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Fig.4. Average intensity profiles computed from the four-parameter

approximations of Claret (2000) for X Sgr (thin line) and ¢ Car (thick

line), using the parameters listed in Table 1.

6. Angular diameters

The object of this section is to derive the angular diameters of
the Cepheids as a function of their pulsational phase. We dis-
cuss the different types of models that can be used to compute
the angular diameter from the squared visibility measurements.

6.1. Uniform disk angular diameters

This very simple, rather unphysical model is commonly used
for interferometric studies as it is independent of any stellar
atmosphere model. The relationship between the visibility V
and the uniform disk angular diameter (UD) is:

2J1(x)

V(B, 6up) =

ey

where x = 7B 6yp/ A is the spatial frequency. This function can
be inverted numerically to retrieve the uniform disk angular
diameter Gyp.

While the true stellar light distributions depart significantly
from the UD model, the UD angular diameters fyp given in
Tables 3 to 9 have the advantage that they can easily be con-
verted to LD values using any stellar atmosphere model. This
is achieved by computing a conversion factor 6.p/8yp from the
chosen intensity profile (see e.g. Davis et al. 2000 for details).

6.2. Static atmosphere intensity profile

The visibility curve shape before the first minimum is almost
impossible to distinguish between a uniform disk (UD) and
limb darkened (LD) model. Therefore, it is necessary to use
a model of the stellar disk limb darkening to deduce the pho-
tospheric angular size of the star, from the observed visibility
values. The intensity profiles that we chose were computed by
Claret (2000), based on model atmospheres by Kurucz (1992).
They consist of four-parameter approximations to the function
I(w)/1(1), where u = cos@ is the cosine of the azimuth of a
surface element of the star. They are accurate approximations
of the numerical results from the ATLAS modeling code. The
analytical expression of these approximations is given by:

4
1w/ = 1= a(1-p?). @
k=1

The a; coeflicients are tabulated by Claret (2000) for a wide
range of stellar parameters (7.¢, logg,...) and photometric
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bands (U to K). The a; values for each Cepheid are given in
Table 1 for the K band, and the intensity profiles I(u)/I(1) of
X Sgr and ¢ Car are shown in Fig. 4.

The limb darkening is directly measurable by interferom-
etry around the first minimum of the visibility function, as
demonstrated by several authors on giant stars (Quirrenbach
et al. 1996; Wittkowski et al. 2001). Unfortunately, even for
¢ Car observed in the K band, this requires a baseline of more
than 180 m that was not available for the measurements re-
ported here. It is intended in the near future to measure directly
the LD of a few nearby Cepheids, using the shorter wavelength
bands of AMBER (Petrov et al. 2000) and the longest baselines
of the VLTI (up to 202 m).

6.3. Changes of limb darkening with phase

As shown by Marengo et al.(2002), the atmosphere of the
Cepheids departs from that of a non-variable giant with identi-
cal T.¢ and log g, due in particular to the presence of energetic
shock waves at certain phases of the pulsation.

However, this effect is enhanced at visible wavelengths
compared to the infrared, and appears to be negligible in the
case of the VINCI observations. Marengo et al. (2003) have de-
rived in the H band a relative variation of the limb darkening
coefficient k = 6yp /6 p of only 0.2%. This is below the pre-
cision of our measurements and is neglected in the rest of this
paper. Furthermore, the VINCI/VLTI measurement wavelength
being longer (2.18 um) than the H band, the LD correction is
even smaller, as is its expected variation.

From the results of Marengo et al. (2003) it appears clearly
that the interferometers operating at infrared wavelengths are
ideally suited for Cepheid measurements that aim at calibrating
the P-R and P-L relations. On the other hand, as pointed out
by these authors, the visible wavelength interferometers should
be favored to study the dynamical evolution of the atmosphere
(including the limb darkening) during the pulsation. The geo-
metrical determination of the pulsation parallax is almost inde-
pendant of the adopted atmosphere model in the K band, while
this is not the case at shorter wavelengths.

6.4. Visibility model and limb darkened angular
diameters

The VINCI instrument bandpass corresponds to the K band
filter, transparent between 4 = 2.0 and 2.4 yum. An important
effect of this relatively large spectral bandwidth is that several
spatial frequencies are simultaneously observed by the interfer-
ometer. This effect is known as bandwidth smearing (Kervella
et al. 2003b).

To account for the bandwidth smearing, the model visibil-
ity is computed for regularly spaced wavenumber spectral bins
over the K band, and then integrated to obtain the model vis-
ibility. In this paper, we assume that the limb darkening law
does not change over the K band. This is reasonable for a hot
and compact stellar atmosphere, but is also coherent with the
range of visibilities measured on the Cepheids of our sam-
ple. If necessary, this computation can easily be extended to
a wavenumber dependant I(u, o) intensity profile. Following
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Davis et al. (2000), using a Hankel integral, we can derive the
visibility law V(B, 6 p, o) from the intensity profile:

1 1
=+ f 1(1)Jo (ﬂBoHLD V- ﬂz)u du 3)
0
where o is the wavenumber:
o=1/4 4
and A is a normalization factor:
1
A= f I(u)u dp. (5)
0

The integral of the binned squared visibilities is computed nu-
merically over the K band and gives the model V? for the pro-
jected baseline B and the angular diameter 6 through the
relation:

V3(6Lp, B) = f [V(B, bLp, o) T(o))* do (6)

K

where T(o) is the normalized instrumental transmission
defined so that

fT(O') do = 1.
K

We computed a model of 7T(o) by taking into account the in-
strumental transmission of VINCI and the VLTI It was first
estimated by considering all known factors (filter, fibers, at-
mospheric transmission,...) and then calibrated on sky based
on several observations of bright stars with the 8§ meter UTs
(see Kervella et al. 2003b for more details). This gives, for
our sample of Cepheids, a measurement wavelength of 2.179 +
0.003 um. The variation of effective temperature between the
stars of our sample and over the pulsation does not change this
value by more than £0.001 yum. The uncertainty on the effec-
tive wavelength of the measurement translates to a 0.15% un-
certainty on the measured angular diameters. Considering the
level of the other sources of error (statistical and systematic),
the effect on our angular diameter results is negligible.

The V2(6.p, B) model is adjusted numerically to the ob-
served (B, V?) data using a classical y> minimization process to
derive 6y p. A single angular diameter is derived per observation
session, the fit being done directly on the set of V? values ob-
tained during the session. The systematic and statistical errors
are considered separately in the fitting procedure, to estimate
the contribution of the uncertainty of the calibrator diameter on
the final error bar.

Each observation session was generally executed in less
than 3 h, a short time compared to the pulsation periods of the
Cepheids of our sample. Therefore, we do not expect any phase
induced smearing from this averaging.

(7

6.5. Measured angular diameters

The derived angular diameters are given in Tables 3 to 9 for
the seven Cepheids of our sample. Two error bars are given for
each angular diameter value:

— one statistical uncertainty, computed from the dispersion of
the V2 values obtained during the observation;



948

— one systematic uncertainty defined by the error bars on the
calibrator stars a priori angular sizes.

While the statistical error can be diminished by repeatedly ob-
serving the target, the systematic error is not reduced by aver-
aging measurements obtained using the same calibrator.

The reference epochs Ty and periods P for each Cepheid
are given in Table 1. N is the number of batches (500 in-
terferograms) recorded during the corresponding observing
session. For each angular diameter, the statistical and sys-
tematic calibration errors are given separately, except for the
FLUOR/IOTA measurements of { Gem, for which the system-
atic calibration error is negligible compared to the statistical
uncertainty.

7. Linear diameter curves

For each star we used radial velocity data found in the lit-
erature. Specifically, we collected data from Bersier (2002)
for nAql, ¢Car, and SDor; from Bersier et al.(1994) for
¢ Gem; from Babel et al. (1989) for W Sgr. All these data have
been obtained with the CORAVEL radial velocity spectro-
graph (Baranne et al. 1979). We also obtained data from Evans
& Lyons (1986) for Y Oph and from Wilson et al. (1989) for
X Sgr.

In theory, the linear diameter variation could be determined
by direct integration of pulsational velocities (within the as-
sumption that the T = 1 photosphere is comoving with the at-
mosphere of the Cepheid during its pulsation). However these
velocities are deduced from the measured radial velocities by
the use of a projection factor p. The Cepheid’s radii determined
from the BW method depend directly from a good knowledge
of p. Sabbey et al. (1995) and Krockenberger et al. (1997) have
studied in detail the way to determine the p-factor. We used a
constant projection factor p = 1.36 in order to transform the ra-
dial velocities into pulsation velocities. Burki et al. (1982) have
shown that this value is appropriate for the radial velocity mea-
surements that we used.

8. Cepheids parameters

8.1. Angular diameter model fitting and distance
measurement

From our angular diameter measurements, we can derive both
the average linear diameter and the distance to the Cepheids.
This is done by applying a classical y? minimization algorithm
between our angular diameter measurements and a model of
the star pulsation. The minimized quantity with respect to the
chosen model is

G observ i_e mode i2
Xzzz(LDb (#) — OLD mode1 (1)) )

- O observ (¢i)2

where ¢; is the phase of measurement i. The expression of
61D mode1(¢;) 1s defined using the following parameters:

— the average LD angular diameter O.p (in mas);
— the linear diameter variation AD(¢;) (in Dg);
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— the distance d to the star (in pc).
The resulting expression is therefore:

AD(¢i)
d

LD mode1 (#1) = 6Lp + 9.305 ( )[mas]. )
As AD(¢;) is known from the integration of the radial velocity
curve (Sect. 7), the only variable parameters are the average
LD angular diameter % and the distance d. From there, three
methods can be used to derive the distance d, depending on
the level of completeness and precision of the angular diameter
measurements:

— Constant diameter fit (order 0): the average linear diam-
eter D of the star is supposed known a priori from previ-
ously published BW measurements or P-R relations (see
Sect. 8.2). We assume here that AD(¢) = 0. The only re-
maining variable to fit is the distance d. This is the most
basic method, and is useful as a reference to assess the level
of detection of the pulsational diameter variation with the
other methods.

— Variable diameter (order 1): we still consider that the av-
erage linear diameter D of the star is known a priori, but we
include in our model the radius variation derived from the
integration of the radial velocity curve. This method is well
suited when the intrinsic accuracy of the angular diameter
measurements is too low to measure precisely the pulsation
amplitude ({ Gem, X Sgr and Y Oph). The distance d is the
only free parameter for the fit.

— Complete fit (order 2): the average LD angular diame-
ter O.p and the distance d are both considered as vari-
ables and adjusted simultaneously to the angular diame-
ter measurements. In the fitting process, the radius curve is
matched to the observed pulsation amplitude. Apart from
direct trigonometric parallax, this implementation of the
BW method is the most direct way of measuring the dis-
tance and diameter of a Cepheid. It requires a high preci-
sion angular diameter curve and a good phase coverage. It
can be applied directly to our n Aql, W Sgr, 8 Dor and ¢ Car
measurements.

8.2. Published linear diameter values

In this section, we survey the existing linear diameter determi-
nations for the Cepheids of our sample, in order to apply the
order 0 and 1 methods to our observations.

A large number of BW studies have been published, using
both visible and infrared wavelength observations. For { Gem
and 7 Aql, the pulsation has been resolved using the Palomar
Testbed Interferometer (Lane et al. 2000, 2002), thererefore
giving a direct estimate of the diameter and distance of these
stars. Table 10 gives a list of the existing diameter estimates for
the Cepheids of our sample from the application of the classical
BW method (“BAADE-WESSELINK” section of the table).

From the many different P-R relations available, we chose
the Gieren et al. (1998) version, as it is based on infrared colors
for the determination of the temperature of the stars. Compared
to visible colors, the infrared colors give a much less dispersed
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Table 11. Order 0. Cepheid average angular diameters and distances
derived from the VINCI interferometric measurements, assuming a
constant diameter model (AD = 0), The average diameter D is taken
from Gieren et al. (1998). Two error bars are given in brackets for the
angular diameter: the statistical dispersion and the calibration system-
atics. The uncertainty mentioned for the distance d is the quadratic
sum of the statistical, calibration and P-R a priori diameter errors,
the last two being systematic in nature. The three types of errors are
also reported separately in brackets. The results for £ Car are men-
tioned only for completeness, but are not meant to be used for further
analysis, as our observations are inconsistent with a constant diameter
model.

Star Lo (mas) dy (pc) X3

XSgr 1471 £0.0330013 0031 324+ 183717 038
nAQl  1.856 +0.028,000 0026 261 £ 141414 3.98
WSgr  1.348 £ 0029001 0027y 376+ 22352  0.90
BDor  1.926+0.02410015 0020) 319203219 131
{Gem 1747 +0.0610025 0051 360 £ 2555 1222 0.51
YOph 1459 + 00400002 0033 638 £ 5010 1447 0.16
(CCar)  3.071£0.0120005 0011y 524495450 232

Table 12. Order 1. Cepheid angular diameters and distances, assum-
ing the average diameter D of Gieren et al. (1998). The diameter vari-
ation curve AD(¢) is integrated from the radial velocity curve. Only
the distance is ajusted by the fitting procedure. The error bars on d are
given as in Table 11.

Star Op; (mas) d, (pc) X3

XSgr 1461 £0.033005 005 326+ 18371 136
nAgl 1839 % 0.028000 000 264+ 14141y 040
WSer 13120029011 000 386+ 22550 042
BDor  1.884+0.02400m 000 326205210  0.23
£Gem 1718 %0.06110005 005 366+ 255 120n 0.8
YOph 1437 % 0.040002 003 648 + 511101547 0.03
(Car 29770012000 001 542£49) 24 071

P-R relation. Indeed, this relation has a very good intrinsic pre-
cision of the order of 5 to 10% for the period range of our sam-
ple. Moreover, it is identical to the law determined by Laney &
Stobie (1995). The compatibility with the individual BW diam-
eter estimates is also satisfactory. The linear diameters deduced
from this P-R law are mentioned in the “EMPIRICAL P-R” sec-
tion of Table 10. We assume these linear diameter values in the
following.

8.3. Angular diameter fitting results

The results of both constant and variable diameter fits for the
seven Cepheids of our sample are listed in Tables 11 to 13.
n Aql, W Sgr, BDor and ¢ Car gave results for all fitting meth-
ods, while X Sgr, { Gem and Y Oph were limited to order 1
models. For X Sgr, the order 1 fit is less adequate than the
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Table 13. Order 2. Cepheid average angular diameters and distances
determined through the application of the modified BW method. The
only input is the diameter variation curve AD(¢) derived from the inte-
gration of the radial velocity. The distance and average angular diam-
eter are ajusted simultaneously. The statistical and systematic errors
on d are listed separately in brackets.

Star Bip2 (mas) d; (pe) X
T]Aql 1.839 = 0.028[0}0{)9 0.026] 276t§§ [gg 2 0.43
W Sgr 1.312 = 0.029[0,011 0.027] 379tﬂg [%_13(6) ;l 0.48
ﬂDOI‘ 1.891 = 0.024[0.014 0.020] 34531;(7)5 é(7)525 0.25

¢ Car 2.988 + 0.012[0.()04 0.011] 603t%g %g g 0.49
1.80

1.70*—*—**—**—73 —————————— ——————————————————————————————
1.60*'””'””} ********* ***************************

IS O 1 8
o

S S . L AN

Limb darkened angular diameter (mas)

1.20 l l l l
0.0 0.2 0.4 0.6 0.8 1.0
Phase

Fig. 5. Order 0 model fit for X Sgr.

order 0, considering the quality of our measurements of this
star. This is shown by the fact that the y? is significantly higher
for the order 1 fit (1.36) than for the order 0 (0.38).

In the case of ¢ Car, the fit of a constant diameter results in a
very high y? value. This means that the average diameters 6ypo
and 6t po should not be used for further analysis. The pulsation
curve of this star is not sampled uniformly by our interfero-
metric observations, with more values around the maximum
diameter. This causes the larger diameter values to have more
weight in the average diameter computation, and this produces
a significant positive bias. This remark does not apply to the
orders 1 and 2 fitting methods.

As a remark, no significant phase shift is detected at a level
of 2.5 x 107 (14 min of time) between the predicted radius
curve of ¢ Car and the observed angular diameter curve. The
values of P and T used for the fit are given in Table 3.

Figures 5 to 11 show the best models for each star, together
with the VINCI/VLTT angular diameter measurements for the
seven Cepheids of our sample. Figure 12 gives an enlarged
view of the maximum diameter of £ Car.
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Fig. 12. Detail of Fig. 11 showing the angular diameter curve of ¢ Car
around the maximum diameter.

9. Discussion
9.1. Limb darkening of n Aql and { Gem

From the NPOI (Armstrong et al. 2001; Nordgren et al. 2000),
PTT (Lane et al. 2002) and VINCI/VLTI measurements, we
know the average UD angular diameters of 7 Aql and { Gem
at several effective wavelengths with high precision. Table 14
gives the angular diameter values and the corresponding wave-
lengths. Claret’s (2000) linear limb darkening parameters u
were used to compute the expected conversion factors p =
6Lp/6up. To read the u table, we have considered the closest pa-
rameters to the average values for  Aql and £ Gem in Table 1,
and we computed p using the formula from Hanbury Brown
et al. (1974):

B 1—u/3
P=NT=7u/15

For the NPOI observation (deg ~ 0.73 um), we have chosen an
intermediate value of u between the R and / bands.

We note that the value of 6, p for 1 Aql that we derive for
the NPOI observation, 6ip = 1.73 + 0.04 mas, is not identi-
cal to the LD angular diameter originally given by Armstrong
et al. (2001), 6ip = 1.69 + 0.04mas. There is a 1o differ-
ence, that may be due to the different source of limb dark-
ening coefficient that these authors used for their modeling
(Van Hamme 1993).

The resulting 8 p values for the three observations are
compatible at the 20 level, but there is a slight trend that
points towards an underestimation of the limb darkening ef-
fect at shorter wavelengths, or alternatively its overestimation
at longer wavelengths. Considering that the limb darkening is
already small in the infrared, the first hypothesis seems more
plausible. Marengo et al. (2002, 2003) have shown that the
Cepheids limb darkening can be significantly different from
stable giant stars, particularly at visible wavelengths. This
could explain the observed difference between the 0.73 um
and K band diameters of n Aql and { Gem, the latter being

(10)
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Table 14. Average UD angular diameter of  Aql and { Gem from the
litterature, and the associated conversion factor p = 6,p/6yp from the
linear limb darkening coefficients of Claret (2000). References: (1)
Armstrong et al. (2001) and Nordgren et al. (2000), (2) Lane et al.
(2002), (3) this work.

Ref. A (um) Oup (mas) 0 6;p (mas)
17Aql

(1) 0.73 1.65+0.04 1.048 1.73 +0.04
2) 1.65 1.73+0.07 1.024 1.77 £0.07
3) 2.18 1.80£0.03 1.021 1.84 +0.03
¢ Gem

(1) 0.73 148 £0.08 1.051 1.56 +0.08
2) 1.65 1.61 £0.03 1.027 1.65+0.03
3) 2.18 1.70£0.06 1.023 1.75 +0.06

probably closer to the true LD diameters, thanks to the lower
limb darkening in the infrared.

In the case of 7 Aql, another explanation could be that
the measurement at visible wavelengths is biased by the blue
companion of n Aql. However, it is 4.6 mag fainter than the
Cepheid in the V band (Bohm-Vitense & Proffitt 1985, see also
Sect. 9.2), and therefore should not contribute significantly to
the visibility of the fringes.

9.2. Binarity and other effects

As demonstrated by several authors (see Szabados 2003 for a
complete database), binarity and multiplicity are common in
the Cepheid class. Evans (1992) has observed that 29% of the
Cepheids of her sample have detectable companions.

Our sample of Cepheids contains four confirmed binary
Cepheids, out of a total of seven stars. As it is biased towards
bright and nearby Cepheids, this large fraction is an indica-
tion that many Cepheids currently believed to be single could
have undetected companions. X Sgr (Szabados 1989b), n Aql
(Bohm-Vitense & Proffitt 1985), and W Sgr (Bohm-Vitense &
Proffitt 1985; Babel et al. 1989) are confirmed members of bi-
nary or multiple systems.  Gem is a visual binary star (Proust
et al. 1981), but the separated companion does not contribute
to our observations. Y Oph was once suspected to be a binary
(Pel 1978), but Evans (1992) has not confirmed the companion,
and has set an upper limit of A0 on its spectral type.

The physical parameters of the companions of 17 Aql and
W Sgr have been derived by Bohm-Vitense & Proffitt (1985)
and Evans (1991), based on ultraviolet spectra. The latter has
derived spectral types of B9.8V and A0V, respectively. The or-
bital parameters of the binary W Sgr were computed by Babel
etal. (1989) and Albrow & Cottrell (1996). Based on IUE spec-
tra, Evans (1992) has set an upper limit of AO on the spectral
type of the companion of X Sgr.

The difference in V magnitude between these three
Cepheids and their companions is AMy > 4.5. The AMk is
even larger due to the blue color of these stars, AMx > 5.7.
Therefore, the effect on our visibility measurements is negligi-
ble, with a potential bias of AV? < 0.5%. For example, this
translates into a maximum error of +11 uas on the average
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angular diameter of n Aql, (a relative error of +0.6%), that
is significantly smaller than our error bars (+1.5%). In the K
band, the effect of the companions of the other Cepheids is also
negligible at the precision level of our measurements. However,
the presence of companions will have to be considered for fu-
ture measurements with angular diameter precisions of a few
pas. In this respect, long-period Cepheids, such as ¢ Car, are
more reliable, as their intrinsic brightness is larger than the
short-period pulsators, and therefore they dominate their po-
tential companions even more strongly.

Fernie et al. (1995b) have found that the amplitude of the
light curve of Y Oph has been decreasing for a few decades. A
similar behavior has been observed only on Polaris (e.g. Evans
et al. 2002). The uncertainty on our 8 p measurements has not
allowed us to detect unambiguously the pulsation of this star,
but it is clearly an important target for future observations us-
ing the Auxiliary Telescopes (1.8 m) of the VLTI in order to
estimate its parameters with high precision.

Interestingly, Gieren et al. (1993) have studied the im-
pact of binary Cepheids on their determination of the period-
luminosity relation using 100 Cepheids, and they conclude that
it is negligible. This is due to the very large intrinsic luminosity
of the Cepheids that overshine by several orders of magnitude
most of the other types of stars.

10. Conclusion and perspectives

We have reported in this paper our long-baseline interfer-
ometric observations of seven classical Cepheids using the
VINCI/VLTI instrument. For four stars (n Aql, W Sgr, 8 Dor
and ¢Car), we were able to apply a modified version of the
BW method, resulting in an independent estimate of their dis-
tance. For all stars, we also derived their distances from lower
order fitting methods, that use an a priori estimate of their lin-
ear diameter from the P-R relation of Gieren et al. (1998). We
would like to emphasize that the order /1 and order 2 error
bars are different in nature, and they should be treated differ-
ently in any further use of these results. While the order 2 error
bars can be treated as statistical (i.e. reduced by averaging),
the order 0/1 methods errors are dominated by the systematic
uncertainty introduced by the a priori estimation of the linear
radius. The respective contributions of the statistical and sys-
tematic uncertainties are given separately in Tables 11 and 12.
These values assume a constant value of the p-factor of 1.36,
and can be scaled linearly for other values.

We will use these distances in Paper II, together with pre-
viously published measurements, to calibrate the zero points
of the Period-Radius and Period-Luminosity relations. In
Paper III, we will calibrate the surface brightness—color rela-
tion, with a particular emphasis on the evolution of ¢ Car in
this diagram over its pulsation. These three empirical relations
are of critical importance for the extragalactic distance scale.

The direct measurement of the limb darkening of nearby
Cepheids by interferometry is the next step of the interfer-
ometric study of these stars. It will allow a refined model-
ing of the atmosphere of these stars. This observation will be
achieved soon using in particular the long baselines of the VLTI
equipped with the AMBER instrument, and the CHARA array

P. Kervella et al.: VINCI/VLTI interferometric observations of Cepheids. I.

for the northern Cepheids. Another improvement of the inter-
ferometric BW methow will come from radial velocity mea-
surements in the near infrared (see e.g. Butler & Bell 1997).
They will avoid any differential limb darkening between the in-
terferometric and radial velocity measurements, and therefore
make the resulting distances more immune to limb darkening
uncertainties.
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Table 3. VINCI/VLTI angular diameter measurements of X Sgr.

JD Stations  Baseline  Phase 6up (mas) 6 p (mas) N szed Calibrators
(m) + stat. £ syst. + stat. £ syst.
2452741903 B3-MO  138.366  0.560 1.458 +£0.048 +0.032 1.495+0.049+0.033 2 0.66 xSco
2452742885 B3-MO 137432 0.700 1.511 £0.058 £0.034 1.549+0.059+£0.035 3 052 xSco
2452743.897 B3-MO 137903 0.844 1.415+0.055+0.034 1.451+0.057+0.035 3 0.08 xSco
2452744868 B3-MO  139.657 0.983 1.460 +0.051 +0.029 1.497+0.052+0.030 2 0.09 xSco
2452747848 B3-MO  139.530 0.408 1.499 +0.213 +0.038 1.537+0.219+0.039 1 - x Sco
2452749.832 B3-MO  139.084 0.691 1.429 +£0.099 +0.034 1.465+0.101 £0.034 2 035 xSco
2452766.811 B3-MO  138.853 0.112 1.393 £0.070 £0.036  1.428 +0.071 £0.037 4 0.09 x Sco
2452768.877 B3-MO  128.228 0406 1.413+0.016+0.028 1.449+0.016+0.029 6 0.62 xSco
Table 4. Angular diameter measurements of n Aql.
JD Stations  Baseline  Phase 6up (mas) 6.p (mas) N sze 4 Calibrators
(m) + stat. + syst. + stat. + syst.
2452524564  EO0-G1 60.664  0.741 1.746 +0.100 £0.074 1.792+0.103+0.076 3 0.08 70Aql
2452557.546  B3-MO  137.625 0.336 1.877 £0.098 +£0.037 1.931 £0.101 £0.038 1 - €Ind
2452559.535 B3-MO  138.353 0.614 1.806 £0.037 +£0.027 1.857 +£0.038 £ 0.027 1 - 7 Aqr, €Ind
2452564.532  B3-MO  136.839 0.310 1.809 £0.043 +£0.031 1.860 £0.045+0.032 3 042 7Aqr elnd
2452565516 B3-MO  138.495 0447 1.871+£0.017+0.027 1.924 +0.017+£0.028 3 0.13 7Aqr
2452566.519 B3-MO  137.845 0.587 1.861 £0.023 +0.026 1.914+0.024 +£0.026 5 023 7Aqr
2452567.523 B3-MO  137.011 0.727 1.802 £0.027 £0.030 1.853 £0.028 £+0.030 2 0.62 7Aqr
2452573.511  B3-MO  136.303  0.561 1.884 +£0.053 +0.022 1.938 +0.054 +0.022 1 - AGru, HR 8685
2452769.937 B3-MO  139.632 0.931 1.647 £0.026 +0.018 1.693 +£0.026 +0.018 3 0.06 x Sco
2452770922 B3-MO  139.400 0.068 1.791 £0.041 £0.027 1.842+0.042+0.028 3 0.15 xSco
2452772.899 B3-MO  138.188 0.343 1.880 £0.044 +0.026  1.934 +0.046 £0.027 3 0.16 7Aqr
Table 5. Angular diameter measurements of W Sgr.
JD Stations  Baseline  Phase Oup (mas) 6 p (mas) N szed Calibrators
(m) + stat. + syst. + stat. £ syst.
2452743.837 B3-MO  137.574 0.571 1.408 £0.096 +0.038 1.447 £0.099 +0.039 1 - X Sco
2452744915 B3-MO  137.166 0.713 1.292 +0.088 +0.034 1.327 +0.090 £0.035 2 0.04 xSco
2452749.868 B3-MO  139.632 0.365 1.262+0.141 £0.040 1.297 £0.145+0.041 1 - X Sco
2452751.866 B3-MO  139.538 0.628 1.320+0.174 +£0.041 1.357+0.179 £0.042 1 - x Sco
2452763.888 B3-MO  131.830 0.211 1.284 +0.019+0.029 1.319+0.020+0.030 4 0.73 xSco
2452764.856 B3-MO 135926 0.339 1.355+0.021 £0.021 1.393 +0.021 +£0.022 4 0.76 x Sco
2452765.880 B3-MO  132.679 0.473 1.313+0.022+0.025 1.349+0.023+£0.026 4 143 xSco
2452767.867 B3-MO  132.637 0.735 1.208 £0.073 +£0.039 1.241 +0.075+0.040 3 0.01 xSco
2452769914 B3-MO  120.648 0.005 1.240 +£0.055+0.034 1.274+0.056+0.035 2 033 xSco
Table 6. Angular diameter measurements of 3 Dor.
ID Stations  Baseline  Phase Oup (mas) 6.p (mas) N szed Calibrators
(m) + stat. £ syst. + stat. £ syst.
2452215795 Ul1-U3 89.058  0.161 1.842+0.036+0.074 1.896+0.036+0.074 3 0.03 yPhe, y*> Vol
2452216.785 U1-U3 89.651 0.261  1.954 +0.026 +0.040 2.011 £0.026+0.040 7 0.10 *>Vol
2452247761  U1-U3 83.409  0.408 1.921 £0.045+0.039 1.977+0.045+0.039 5 040 €Ret
2452308.645 U1-U3 75902  0.594 1.844+0.027 £0.071 1.897 +£0.027+0.071 5 1.01 HD63697
2452567.827 B3-MO 134203 0927 1.793 £0.039 £0.049 1.848 £+0.039 +0.049 1 - HR 2549
2452744.564  B3-MO 89.028  0.884 1.730+£0.064 +0.032 1.780+0.064 +0.032 2 0.09 HR3046, 4831
2452749.514  B3-MO 98.176  0.387 1921 £0.106 £ 0.029 1978 +£0.106 +0.029 3 0.11 HR3046
2452750.511  B3-MO 98.189  0.488 1.864 +0.065+0.039 1.919+0.065+0.039 2 0.24 HR3046
2452751.519  B3-MO 95.579  0.591 1.954+0.169 £0.030 2.012+0.169+£0.030 3 0.03 HR3046
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Table 7. VINCI/VLTI and FLUOR/IOTA angular diameter measurements of  Gem. No systematic calibration error is given for FLUOR/IOTA
values (negligible compared to the statistical uncertainty). The baseline is given for the VINCI/VLTI observations (in m), while the spatial

frequency (in italic) is listed for the measurements obtained with FLUOR, expressed in cycles/arcsec.

JD Stations B, SF  Phase 6up (mas) 6.p (mas) N sze 4  Calibrators
+ stat. + syst. + stat. + syst.
2452214.879 U1-U3 82.423 0.408 1.677 +£0.030 £0.051 1.725+0.031+0.052 8 0.25 39Eri
2452216.836 U1-U3 72.837 0.600 1.712+0.057 £ 0.067 1.760 +0.058 +0.069 6 028 39Eri, y* Vol
2451527972 10TA-38m 84.870 0.739 1.606 + 0.334 1.651 +£0.343 1 - HD 49968
2451601.828 10TA-38m 83.917 0.014 1.709 + 0.086 1.795 + 0.088 3 0.02 HD49968
2451259.779 10TA-38m 83.760 0.318 2.040 £ 0.291 2.144 + 0.299 1 - HD 49968
2451262740 10TA-38m 84.015 0.610 1.692 +0.273 1.767 + 0.281 2 0.13 HD49968
2451595863 1O0TA-38m  83.790 0.427 1.391 +0.284 1.306 + 0.292 2 172 HD49968
2451602.764 10TA-38m 85.010 0.107 1.867 £ 0.216 1.962 +0.222 2 0.02 HD49968
Table 8. Angular diameter measurements of Y Oph.
ID Stations Baseline  Phase 6up (mas) 6 p (mas) N szed Calibrators
(m) + stat. + syst. + stat. + syst.
2452742906 B3-MO  139.569 0.601 1.427 +0.115+0.034 1.472+0.119+0.035 2 0.10 xSco
2452750.884 B3-MO  139.057 0.067 1.380+0.100+0.034 1.423+0.103+0.035 2 041 xSco
2452772.831 B3-MO  139.657 0349 1.443 £0.051 +£0.025 1.488+0.053+0.026 3 022 xSco
2452782.186 B3-MO  129.518 0.168 1.402 +£0.027 £0.037 1.445+0.028+0.038 4 030 x Sco
Table 9. Angular diameter measurements of £ Car.
D Stations  Baseline  Phase 6up (mas) 6 p (mas) N sze 4  Calibrators
(m) + stat. + syst. + stat. + syst. HR
2452453.498 EO0-Gl 61.069  0.587 2958 £0.039 £0.102 3.054 £0.041+0.105 4 0.01 4050
2452739.564 B3-MO 130468 0.634 2786 +0.073 £0.042 2.891£0.076+0.043 2 0.03 4526
2452740.569 B3-MO  128.821 0.662 2.879 +0.017£0.042 2989 +0.018+0.044 7 0.77 4526
2452741.717  B3-MO 96.477  0.694 2.893 £0.025+0.028 2.993 £0.026 +0.029 5 028 4526
2452742712  B3-MO 99.848  0.722  2.801 £0.034 £0.042 2.899+0.035+0.043 5 0.09 4526
2452743.698 B3-MO 99.755  0.750 2.667 £0.071 £0.015 2.758 £0.074 +0.016 2 0.08 4831
2452744.634 B3-MO 114981 0.776 2.698 £0.031 £0.012 2.794+0.032+0.013 6 0.73 4831
2452745629 B3-MO 115791 0.804 2.584 +£0.094 £0.017 2.675+0.097 +0.017 2 0.01 3046, 4546, 4831
2452746.620 B3-MO  116.828 0.832 2.679 £0.023 £0.039 2.775+0.023 +0.040 5 0.65 3046, 4546
2452747599 B3-MO  120.812 0.860 2.606 +0.122 £0.025 2.699 £0.127+0.026 3 0.70 4546, 4831
2452749.576  B3-MO  124.046 0915 2.553+0.075 £0.011 2.645+0.077 +£0.012 4 1.18 4546
2452751579 B3-MO 122,555 0971 2.657 +£0.027 £0.017 2.753 £0.028 +0.017 4 1.16 3046, 4831
2452755.617 B3-MO  112.185 0.085 2.867+£0.109+£0.013 2.970+0.113+0.013 1 - 4831
2452763.555 B3-MO  120.632 0308 3.077 £0.008 £0.031 3.194 £0.009+0.033 6 1.02 4546
2452765555 B3-MO  119.629 0.365 3.094 +0.011 £0.031 3.212+0.011+0.033 6 1.19 4546
2452766.550 B3-MO  120.005 0.393 3.092+0.011 £0.032 3.210+0.011+0.033 7 099 4546
2452768.566 B3-MO  115.135 0450 3.075+0.010+0.034 3.188+0.011+0.035 7 046 4546
2452769.575 B3-MO  113.082 0478 3.075+0.018 £0.011 3.189+0.018 £+0.012 3 0.03 3046, 4831
2452770535 B3-MO0  121.152  0.505 3.044 £0.019 £0.009 3.160 +£0.020 £ 0.009 2 0.20 3046, 4831
2452771528 B3-MO  122.014 0.533 3.021 £0.017 +£0.010  3.136 +£0.017 + 0.010 3 0.88 4831
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Table 10. Published linear diameter estimates, expressed in D,

X Sgr n Aql W Sgr B Dor ¢ Gem Y Oph ¢ Car
INTERFEROMETRY
Kervella et al. (2001b)* 63+3
Lane et al. (2002) 61.8+7.6 66.7+7.2
Nordgren et al. (2000)* 69738 60733
BAADE-WESSELINK
Bersier et al. (1997) 56.0+2.9 89.5+13.3
Fouqué et al. (2003) 48.1 1.1 201.7+ 3.0
Krockenberger et al. (1997) 56.8 +2.3 69.1733
Laney & Stobie (1995) 63.5+1.8 922 +3.2 180.1 +4.5
Moffett & Barnes (1987)“ 478 +4.5 52.8+3.8 60.8+7.6 62.6 +11.5
Moffett & Barnes (1987)" 49.6+46 548+39 63.1+738 649 +11.9
Sabbey et al. (1995)° 422+41 62.7+3.1 61.8+3.5
Sabbey et al. (1995)¢ 66.6 +4.9 65.8+3.2 644 +3.6
Sachkov et al. (1998) 74 + 10
Taylor et al. (1997) 179.2 £ 104
Taylor & Booth (1998) 67.8 0.7
Turner & Burke (2002) 52.6 £8.9 53.8+1.9
Sasselov & Lester (1990) 67+6 62+6
MEeaN B—W (overall o) 525(11.4) 599((5.7) 57.03.4) 658(7.2) 653(9.8) 92.2 (-) 180 (-)
EmpiricaL P-R
Gieren et al. (1998) 51.2+£2.6 521+£27 544+29 66.0+39 67.6+4.0 100.1 £7.3 173.1 £ 15.8

¢ Gem values were derived from Kervella et al. (2001b) and Nordgren et al. (2000) using the HIPPARCOS parallaxes. n Aql was taken from
Nordgren et al. (2000)

¢ Assuming a constant p—factor.

Assuming a variable p—factor.

¢ Bisector method.

¢ Parabolic fit method.
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2.1.2 Article A&A : “II. Calibration of the period-radius and period—luminosity
relations” (2004)

L’étalonnage de la relation Période—Luminosité est ’objectif principal de notre grand pro-
gramme d’observations interférométriques de Céphéides. Il est prévu d’observer a terme 40
Céphéides par interférométrie (instruments VINCI, AMBER et FLUOR/CHARA) pour étalonner
le point zéro de la relation P-L avec une précision de 1%. Dans cet article, je présente les pre-
miers résultats obtenus a partir des mesures interférométriques existantes, notamment celles
obtenues avec l'instrument VINCI (article reproduit a la Sect. 2.1.1). Je présente également
un étalonnage original de la relation Période-Rayon, qui est d’une grande importance pour
contraindre les modeles numériques de pulsation.

Fi1G. 2.5 — Les télescopes UT1, UT2 et UT3 du VLT, vers I’Ouest.
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Abstract. Using our interferometric angular diameter measurements of seven classical Cepheids reported in Kervella et al.
(2004, A&A, 416, 941 — Paper I), complemented by previously existing measurements, we derive new calibrations of the
Cepheid period-radius (P-R) and period—luminosity (P-L) relations. We obtain a P-R relation of log R = [0.767+0.009] log P+
[1.091 £0.011], only 1 o away from the relation obtained by Gieren et al. (1998, ApJ, 496, 17). We therefore confirm their P-R
relation at a level of A(log R) = +0.02. We also derive an original calibration of the P-L relation, assuming the slopes derived
by Gieren et al. (1998) from LMC Cepheids, ax = —3.267 + 0.042 and @y = —2.769 + 0.073. With a P-L relation of the form
M, = a, (log P—-1)+/,, we obtain log P = 1 reference points of Sx = —5.904+0.063 and Sy = —4.209 +0.075. Our calibration

in the V band is statistically identical to the geometrical result of Lanoix et al. (1999, MNRAS, 308, 969).

Key words. stars: variables: Cepheids — cosmology: distance scale — stars: oscillations — techniques: interferometric

1. Introduction

The period—luminosity (P-L) relation of the Cepheids is the ba-
sis of the extragalactic distance scale, but its calibration is still
uncertain at a AM = +0.10 mag level. Moreover, it is not ex-
cluded that a significant bias of the same order of magnitude af-
fects our current calibration of this relation. On the other hand,
the period—radius relation (P-R) is an important constraint to
the Cepheid models (see e.g. Alibert et al. 1999).
Traditionally, there have been two ways to calibrate the
P-L relation. For Cepheids in clusters one can use main se-
quence fitting, assuming that the main sequence is similar to
that of the Pleiades. This method has been questioned how-
ever, following the release of Hipparcos data (e.g., Pinsonneault
et al. 1998; but see also Pan et al. 2004; Robichon et al. 1999).
Another route to the P-L relation is the Baade-Wesselink (BW)
method where one combines photometry and radial velocity
data to obtain the distance and radius of a Cepheid. Recent
applications of the BW method to individual stars can be
found for instance in Taylor et al. (1997) and Taylor & Booth
(1998), while the calibration of the P-R and P-L relations us-
ing BW distances and radii is demonstrated in Gieren et al.
(1998, hereafter GFG98). A requirement of this method is a
very accurate measurement of the Cepheid’s effective temper-
ature at all observed phases, in order to determine the angular
diameter. Interferometry allows us to bypass this step and its
associated uncertainties by measuring directly the variation of

angular diameter during the pulsation cycle. As shown by
Kervella et al. (2004, hereafter Paper I) and Lane et al. (2002),
the latest generation of long baseline visible and infrared in-
terferometers have the potential to provide precise distances
to Cepheids up to about 1 kpc, using the interferometric
BW method (see Sect. 2).

The main goal of the present paper is to explore the ap-
plication of this technique to the calibration of the P-R and
P-L relations, and to verify that no large bias is present in the
previously published calibrations of these important relations.
Our sample is currently too limited to allow a robust determi-
nation of the P-L relation, defined as M, = a,(log P — 1) + 3,,
that would include both the slope @, and the log P = 1 refer-
ence point 8,. However, if we suppose that the slope is known
a priori from the literature, we can derive a precise calibration
of B,. In Sect. 3, we present our determination of the P-R re-
lation using new angular diameter values from Paper I, as well
as previously published interferometric and trigonometric par-
allax measurements. Section 4 is dedicated to the calibration
of the P-L relation reference points 3, in the K and V bands.
The consequences for the LMC distance are briefly discussed
in Sect. 4.5.

2. Cepheid distances by interferometry

We have obtained angular diameter measurements for seven
Cepheids with the VLT interferometer (Kervella et al. 2004,
Paper I). These K-band measurements were made with the
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VINCI instrument (Kervella et al. 2003) fed by two 0.35 m
siderostats. Several baselines were used, ranging from 60 m
to 140 m. Our measurements, described in detail in Paper I,
have a typical precision of 1 to 3%. This is good enough to ac-
tually resolve the pulsation of several Cepheids; in other words
we can follow the change in angular diameter. We have com-
bined these measurements with radial velocity data and derived
a radius and distance for four Cepheids of our sample. For the
remaining three stars, we were able to derive their mean angu-
lar diameters, but the pulsation remained below our detection
threshold. This sample was completed by previously published
measurements obtained with other instruments.

In the present work, we have retained the limb darkened
(LD) angular diameters 6.p provided by each author. Marengo
et al. (2002, 2003) have shown that the LD properties of
Cepheids can be different from those of stable stars, in partic-
ular at visible wavelengths. For the measurements obtained us-
ing the GI2T (Mourard et al. 1997) and NPOI (Nordgren et al.
2000), the LD correction is relatively large (k = 6.p/6up =
1.05), and this could be the source of a bias at a level of a 1
to 2% (Marengo et al. 2004). However, in the infrared, the cor-
rection is much smaller (k ~ 1.02), and the error on its absolute
value is expected to be significantly below 1%. The majority
of the Cepheid interferometric measurements was obtained in
the H and K bands (FLUOR/IOTA, PTI, VLTI/VINCI), and
we believe that the potential bias introduced on our fits is sig-
nificantly smaller than their stated error bars. The final an-
swer about the question of the limb darkening of Cepheids will
come from direct interferometric observations, that will soon
be possible with the AMBER instrument (Petrov et al. 2000)
of the VLTI

The radial velocity data were taken from Bersier (2002).
They have been obtained with the CORAVEL spectrograph
(Baranne et al. 1979). This instrument performs a cross-
correlation of the blue part of a star’s spectrum (3600—5200 A)
with the spectrum of a red giant. A Gaussian function is then
fitted to the resulting cross-correlation function, yielding the
radial velocity.

In Paper I, we have applied three distinct methods (orders 0,
1 and 2) to derive the distances d to seven Galactic Cepheids
from interferometric angular diameter measurements. Not all
three methods can be used to derive the distance for every star,
depending on the level of completeness and precision of the
available angular diameter measurements:

— Order 0: constant diameter model.
This is the most basic method, used when the pulsation of
the star is not detected. The average linear diameter D of the
star is supposed to be constant and known a priori, e.g. from
a previously published P-R relations (such as the relation
derived by GFG98). Knowing the linear and angular radii,
the only remaining variable to fit is the distance d.

— Order 1: variable diameter model.
We still consider that the average linear diameter of the star
is known a priori, but we include in our angular diameter
model the radius variation curve derived from the integra-
tion of the radial velocity of the star. This method is well
suited when the intrinsic accuracy of the angular diameter
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measurements is too low to measure precisely the pulsa-
tion amplitude. The distance d is the only free parameter
for the fit.
— Order 2: interferometric BW method.

The interferometric variant of the BW method (Davis 1979;
Sasselov et al. 1994) combines the angular amplitude of
the pulsation measured by interferometry and the linear dis-
placement of the stellar photosphere deduced from the in-
tegration of the radial velocity curve to retrieve the distance
of the star geometrically. This method is also called “paral-
lax of the pulsation”. In the fitting process, the radius curve
is matched to the observed angular diameter curve, using
both the distance and linear diameter as variables. Apart
from direct trigonometric parallax, this method is the most
direct way of measuring the distance of a Cepheid. It re-
quires a high precision angular diameter curve and a good
phase coverage.

The order 0/1 methods, on one hand, and 2 on the other hand,
are fundamentally different in their assumptions, and the dis-
tance estimates are affected by different kinds of errors. While
the order 2 method errors are due to the interferometric mea-
surement uncertainties (mostly statistical), the order 0/1 dis-
tances carry the systematic error bars of the assumed P-R rela-
tion. As they are fully correlated for all stars in the sample, they
cannot be averaged over the sample. In particular, the order 0/1
diameters cannot be used to calibrate the P-R relation, as they
assume this relation to be known a priori.

Due to its stringent requirements in terms of precision,
the interferometric BW method (order 2) was applied success-
fully up to now to five Cepheids only: ¢ Car (Paper I), 8 Dor
(Paper 1), n Aql (Paper [; Lane et al. 2002), W Sgr (Paper I) and
{ Gem (Lane et al. 2002). However, it is expected that many
more stars will be measurable with the required precision in
the near future (see Sect. 5).

3. Period-radius relation

3.1. Method

The period-radius relation (P-R) of the Cepheids takes the
form of the linear expression:

logR =alogP +b. 1)

In order to calibrate this relation, we need to estimate directly
the linear radii of a set of Cepheids. We have applied two meth-
ods to determine the radii of the Cepheids of our sample: the
interferometric BW method, and a combination of the average
angular diameter and trigonometric parallax. While the first
provides directly the average linear radius and distance, we
need to use trigonometric parallaxes to derive the radii of the
Cepheids for which the pulsation is not detected. We applied
the Hipparcos parallaxes (Perryman et al. 1997) to all the or-
der 0/1 measurements, except 6 Cep, for which we considered
the recent measurement by Benedict et al. (2002). Table 1 lists
the Cepheid linear radii that we obtain.
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Table 1. Weighted averages of the interferometric mean angular diameters 6. and of the geometric distances d to nearby Cepheids (bold
characters). These values were used to compute the linear radii given in the last two columns. The individual measurements used in the
averaging process are also given separately for each star. References: (1) Mourard et al. (1997); (2) Nordgren et al. (2000); (3) Lane et al.

(2002); (4) Mozurkewich et al. (1991); (5) Paper I; (6) Benedict et al. (2002); (7) Perryman et al. (1997).

Star P(d) log P Ref. 6 p Bip (mas) Ref. d d (pc) R(Ry) logR
5 Cep 5.3663 0.7297 1.521 + 0.010 27412 44.8'1% L651705:5
(1) 1.60 +0.12
) 1.52 +0.01
(6) 27311
) 30164
X Sgr 7.0131 0.8459 1.471 + 0.033 3307148 5223 L717015%
5) 1.471 +0.033
(7) 330* 138
n Aql 7.1768 0.8559 1.791 + 0.022 3082 59.3+53 177340031
) 1.69 + 0.04
A3) 1.793 + 0.070 3) 32033
5) 1.839 + 0.028 ) 2763
@) 36074
W Sgr 7.5949 0.8805 1.312 + 0.029 4007219 56.4'3¢ 17517015
(5) 1312 +0.029 ) 3791556
7 6377535
B Dor 9.8424 0.9931 1.884 + 0.024 323768 65.4°%% 181670088
5) 1.884 +0.024 (5) 345747
o) 318474
{Gem  10.1501 1.0065 1.688 + 0.022 362 65.6°5] 1817:3048
) 1.55 +0.09
A3) 1.675 +0.029 A3) 36243
@) 1.73 +0.05
(5) 1.747 + 0.061
) 358+147
Y Oph 17.1269 1.2337 1.438 + 0.051 877+2100 1363 21327034
(5) 1.438 + 0.051
©) 877 340
¢ Car 35.5513 15509 2.988 = 0.012 597+24 191276 22817000
) 2.988 +0.012 ®) 603+
0 4633

We can use the results from both order 0/1 and 2 meth-
ods at the same time, as the obtained linear radii obtained in
this way are fully independent on each other. On one hand
(BW method), we obtain them considering the amplitude of
the pulsation and the radial velocity curve, while on the other
hand, they are derived from the average angular diameter and
the trigonometric parallax. As the amplitude of the pulsation
and the average diameter values are distinct observables, these
two methods can be used simultaneously in the fit.

3.2. Calibration results

Figure 1 shows the distribution of the measured diameters on
the P-R diagram, based on the values listed in Table 1. When

we choose to consider a constant slope of a = 0.750 + 0.024,
as found by GFG98, we derive a zero point of b = 1.105 +
0.017 + 0.023 (statistical and systematic errors). As a compar-
ison, GFG98 have obtained a value of b = 1.075 + 0.007, only
—1.6 0 away from our result. The relations found by Turner
& Burke (2002) and Laney & Stobie (1995) are very similar
to GFG98, and are also compatible with our calibration within
their error bars.

Fitting simultaneously both the slope and the zero point to
our data set, we obtain a = 0.767 + 0.009 and b = 1.091 +
0.011. These values are only Aa = +0.70 and Ab = +1.20
away from the GFG98 calibration. Considering the limited
size of our sample, the agreement is very satisfactory. On the
other hand, the slopes derived by Ripepi et al. (1997) and
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Fig. 1. Period-radius diagram deduced from the interferometric ob-
servations of Cepheids listed in Table 1. The thin dashed line repre-
sents the best-fit P-R relation assuming the slope of GFG98, logR =
0.750 [£0.024] log P + 1.105 [+0.017 + 0.023]. The solid line is
the best-fit relation allowing both the slope and zero point to vary,
log R = 0.767 [+0.009] log P + 1.091 [+0.011].

Table 2. Period—radius relations, assuming an expression of the form
logR = alogP + b. For the fitting of b alone, the slope has been
assumed as known a priori from GFG98. In this case, its error bar
translates to a systematic uncertainty on the b value derived from the
fit (given in brackets). References: (1) GFG98; (2) Turner & Burke
(2002); (3) This work.

Ref. Fit a =+ Oy b + oy [£0 gyl

1) 0.750 £ 0.024 1.075 £ 0.007

2) 0.747 £ 0.028 1.071 £ 0.025

3) b only 1.105 + 0.017 [+0.023]
3) a,b 0.767 + 0.009 1.091 + 0.011

Krockenberger et al. (1997), both around 0.60, seem to be sig-
nificantly too shallow.

4. Period-luminosity relation
4.1. Distance estimates

For the order 0 and 1 methods (Paper I), we used an a priori
P-R relation (from GFG98) to predict the true linear diameter
of the Cepheids of our sample. This relation relies on the mea-
surement of the photometric flux, effective temperature (clas-
sical BW method) and radial velocity. The apparent magnitude
also intervenes in the computation of the absolute magnitude,
and therefore we cannot use these distance estimates to cal-
ibrate the P-L relation without creating a circular reference.
For this reason, we have considered only the distances obtained
using the interferometric BW method (order 2) for our P-L re-
lation calibration, complemented by the Benedict et al. (2002)
trigonometric parallax of ¢ Cep.
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Table 3. Apparent magnitudes and extinctions in the K and V bands
for the Cepheid whose distances have been measured directly by in-
terferometry. (B — V), is the mean (B — V) index as reported in the
online database by Fernie et al. (1995). The Ep_y values were taken
from Fernie (1990). The extinctions in the K and V bands are given
respectively in the “Ax" and “Ay" columns, in magnitudes.

Star (B-V) Ep vy mg Ag my Ay
o Cep 0.66 0.09 2.31 0.03 3.99 0.30
n Aql 0.79 0.15 1.97 0.04 3.94 0.49
W Sgr 0.75 0.11 2.82 0.03 4.70 0.36
B Dor 0.81 0.04 1.96 0.01 3.73 0.15
¢ Gem 0.80 0.02 2.11 0.01 3.93 0.06
¢ Car 1.30 0.17 1.09 0.05 3.77 0.58

Table 4. Absolute magnitudes of Cepheids measured exclusively us-
ing the interferometric Baade-Wesselink method, except for ¢ Cep,
whose parallax was taken from Benedict et al. (2002). The same error
bars apply to the K and V band absolute magnitudes. The Cepheid
periods are listed in Table 1. References: (1) Lane et al. (2002);
(2) Benedict et al. (2002); (3) Paper 1.

Star Ref. d +0 Mg My E=oa
6 Cep 2) 273 i}f -4.90 -3.49 fg:gg
nAql €8 320 fg -5.60 —4.08 fgﬁ
n Aql A3) 276 f§§ -5.28 -3.76 fg:gg
W Sgr A3) 379 ff;g -5.10 -3.56 fg:gé
B Dor 3) 345 jégS -5.74 —4.10 fg:g;
¢ Gem €8 362 f%g -5.69 -3.92 fg:%‘z‘
¢ Car 3) 603 ﬁg -7.86 -5.72 fg:gg

4.2. Absolute magnitudes

The average apparent magnitudes in V and K of ¢ Cep were
computed via a Fourier series fit of the data from Moffett &
Barnes (1984) and Barnes et al. (1997) for the K band and
Barnes et al. (1997) for the V band. The sources for the other
apparent magnitudes are given in Paper I (Table 1). Following
Fouqué et al. (2003), the extinction A, has been computed us-
ing the relations:

Ay =R,Epy (2)
Ry =3.07+028(B—-V)y+0.04Ep_y 3)
RK = Rv/ll ~ (0.279. (4)

The resulting extinction values are listed in Table 3, and the
final absolute magnitudes M, of the Cepheids of our sample
are listed in Table 4.

4.3. Calibration of the P—L relation

We have considered for our fit the P-L slope measured on
LMC Cepheids. This is a reasonable assumption, as it can be
measured precisely on the Magellanic Clouds Cepheids, and in
addition our sample is currently too limited to derive both the
slope and the log P = 1 reference point simultaneously.
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Table 5. Period—luminosity relation intercept 8¢ for a 10 days period
Cepheid (log P = 1), in the K band. We assume an expression of the
form Mg = ag (log P — 1) + Bx. The slope value is taken from GFG98
(akx = —3.267 + 0.042). The systematic error corresponds to the un-
certainty on the GFG9S slope.

Ref. Bk +0 gat 0 gyst
GFG98 -5.701 +0.025

This work, all stars -5.904 +0.063 +0.005
Without § Cep and ¢ Car —5.956 +0.191 +0.006

Table 6. Period-luminosity relation intercept S8y (log P = 1) in the
V band, derived using the GFG9S slope (ay = —2.769 + 0.073).

Bv +0 g +0 gyt
GFG98 —4.063 +0.034
LPG99 -4.21 +0.05
This work, all stars -4.209 +0.075 +0.001
Without 6 Cep and ¢ Car -4.358 +0.197 +0.010

Recently, Fouqué et al. (2003) have revised the P-L slopes
derived from the large OGLE2 survey (Udalski et al. 1999),
and obtain values of ay = =2.774 £ 0.042 and ax = —3.215 +
0.037. These values are consistent within their error bars with
LPG99 (ay = -2.77 = 0.08), GFG98 (ay = —2.769 + 0.073,
ag = —3.267 £ 0.042) and Sasselov et al. (1997; ay = —2.78 =
0.16). Considering this consensus, we have chosen to use the
slope from GFG98 to keep the consistence with the P-R rela-
tion assumed in Paper I.

Tables 5 and 6 report the results of our calibrations of the
P-L relations, and the positions of the Cepheids on the P-L di-
agram are shown in Figs. 2 and 3. The final log P = 1 refer-
ence points are given in bold characters in Tables 5 and 6. Our
calibrations differ from GFG98 by Abg = +0.20 mag in the
K band, and Aby = +0.14 mag in V, corresponding to +3.0
and +1.8 o, respectively. The sample is dominated by the high
precision ¢ Car and 6 Cep measurements. When these two stars
are removed from the fit, the difference with GFG9S is slightly
increased, up to +0.25 and +0.30 mag, though the distance
in o units is reduced (+1.3 and +1.5). From this agreement,
¢ Car and 6 Cep do not appear to be systematically different
from the other Cepheids of our sample.

It is difficult about conclude firmly to a significant discrep-
ancy between GFG98 and our results, as our sample is currently
too limited to exclude a small-statistics bias. However, if we as-
sume an intrinsic dispersion of the P-L relation op;, ~ 0.1 mag,
as suggested by GFG98, then our results point toward a slight
underestimation of the absolute magnitudes of Cepheids by
these authors. On the other hand, we obtain precisely the same
log P = 1 reference point value in V as Lanoix et al. (1999,
using parallaxes from Hipparcos). The excellent agreement be-
tween these two fully independent, geometrical calibrations of
the P-L relation is remarkable.
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Fig. 2. Period-luminosity diagram in the K band using only interfer-
ometric BW distances and the ¢ Cep parallax listed in Table 4. The
solid line represents the best-fit P-L relation using the slope derived
by GFG98 (classical least-squares fit: the individual measurements are
weighted by the inverse of their variance).
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Fig. 3. Period—luminosity diagram in the V band (slope from GFG98).

4.4. P-L relation slopes in the Galaxy and in the LMC

The question of the difference in slope between the Galactic
and LMC Cepheid P-L relations has recently been discussed
by Fouqué et al. (2003) and Tammann et al. (2003). These au-
thors conclude that the Galactic slopes are significantly steeper
than their LMC counterparts. For example, Tamman et al.
(2003) obtain ay[Gal] = —3.14 + 0.10, while Fouqué et al.
(2003) derive ay[Gal] = -3.06 = 0.11 and ay[LMC] =
—2.774 + 0.042.

However, our fit is largely insensitive to the precise value
assumed for the P-L relation slope. Considering the steeper
Tammann et al. (2003) slope, we obtain a best fit logP = 1
absolute magnitude of Sy = —4.211 + 0.075 £ 0.001, identical
to the calibration obtained using the GFG98 slope. The small
systematic error bar that we obtain on By (corresponding to
the £0.10 error on ay) shows the weakness of the correlation
between « and S in our fit. However, the reduced )(2 of the fit
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is significantly larger with this steeper slope (,\/fed = 1.25) than
with the LMC slope from GFG98 (,\/fed =0.53).

4.5. The distance to the LMC

The apparent magnitudes in V and K of a 10 day period
Cepheid in the Large Magellanic Cloud (LMC) derived by
Fouqué et al. (2003) from the OGLE Cepheids are ZPx =
12.806 + 0.026 and ZPy = 14.453 + 0.029. These authors as-
sumed in their computation a constant reddening of E(B—V) =
0.10 for all the LMC Cepheids they have used (more than 600).
Our calibrations of the Galactic Cepheids P-L relations in K
and V thus implies LMC distance moduli of g = 18.71 + 0.07
and uy = 18.66 + 0.08, respectively.

From a large number of photometric measurements of
LMC and SMC Cepheids obtained in the framework of the
EROS programme, Sasselov et al. (1997) have shown that
a oy correction has to be applied to the LMC distance modulus
to account for the difference in metallicity between the LMC
and the Galactic Cepheids. They have determined empirically
a value of:

&)

this correction has been questioned by Udalski et al. (2001),
based on Cepheid observations in a low metallicity galaxy
(IC1613), and its amplitude is still under discussion (Fouqué
et al. 2003).

Averaging our K and V band zero point values (without
reducing the uncertainty, that is systematic in nature), we obtain
a final LMC distance modulus of yy = 18.55 + 0.10. This value
is only +0.8 o away from the pp = 18.46 + 0.06 value obtained
by GFGY8, and —1 o from the yp = 18.70 + 0.10 value derived
of Feast & Catchpole (1997). It is statistically identical to the
LMC distance used by Freedman et al. (2001) for the HST Key
Project, pup = 18.50 + 0.10. Alternatively, if we consider the
smaller metallicity correction of ou = 0.06 + 0.10.

6/1 = Mtrue — Mobserved = -0.14 + 0.06

5. Conclusion and perspectives

We have confirmed in this paper the P-R relation of GFG98 and
Turner & Burke (2002), to a precision of A(log R) = +0.02. We
also derived an original calibration of the P-L relations in K
and V, assuming the slopes from GFG98 that were established
using LMC Cepheids. Our P-L relation calibration yields a dis-
tance modulus of yy = 18.55 + 0.10 for the LMC, that is sta-
tistically identical to the value used by Freedman et al. (2001)
for the HST Key Project. We would like to emphasize that this
result, though encouraging, is based on six stars only (seven
measurements, dominated by two stars), and our sample needs
to be extended in order to exclude a small-number statistical
bias. In this sense, the P-L calibration presented here should
be considered as an intermediate step toward a final and robust
determination of this important relation by interferometry.
While our results are very encouraging, the calibration of
the PR and PL relations as described here may still be affected
by small systematic errors. In particular the method relies on
the fact that the displacements measured through interferome-
try and through spectroscopy (integration of the radial velocity
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curve) are in different units (milli-arcseconds and kilometers
respectively) but are the same physical quantity. This may not
be the case. The regions of a Cepheid’s atmosphere where the
lines are formed do not necessarily move homologously with
the region where the K-band continuum is formed. This means
that the two diameter curves may not have exactly the same
amplitude; there could even be a phase shift between them.
As discussed in Sect. 2, the limb darkening could also play
a role at a level of ~1%. A full exploration of these effects is
far beyond the scope of this paper. We can nevertheless put
an upper bound on the systematic error that could result from
this mismatch. Our PL relation can be compared to that derived
from Cepheids in open clusters, whose distances are obtained
via main sequence fitting. The two distance scales are in excel-
lent agreement (Gieren & Fouqué 1993; Turner & Burke 2002).
These distances are consistent with a Pleiades distance modu-
lus of 5.56; if anything they are slightly larger.

The availability of 1.8 m Auxiliary Telescopes (Koehler
et al. 2002) on the VLTI platform in 2004, to replace the current
0.35 m Test Siderostats, will allow to observe many Cepheids
with a precision at least as good as the observations of £ Car
reported in Paper I (angular diameters accurate to 1%). In ad-
dition, the AMBER instrument (Petrov et al. 2000) will ex-
tend the VLTI capabilities toward shorter wavelengths (J and
H bands), thus providing higher spatial resolution than VINCI
(K band). The combination of these two improvements will ex-
tend significantly the accessible sample of Cepheids, and we
expect that the distances to more than 30 Cepheids will be
measurable with a precision better than +5%. This will pro-
vide a high precision calibration of both the log P = 1 refer-
ence point (down to +0.01 mag) and the slope of the Galactic
Cepheid P-L. As the galaxies hosting the Cepheids used in the
Key Project are close to solar metallicity on average (Feast
2001), this Galactic calibration will allow us to bypass the
LMC step in the extragalactic distance scale. Its attached un-
certainty of +0.06 due to the metallicity correction of the
LMC Cepheids will therefore become irrelevant for the mea-
surement of H.
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2.1.3 Article A&A : “IIl. Calibration of the surface brightness-color rela-
tions” (2004)

Les relations reliant la couleur et la brillance de surface des étoiles sont trés utiles pour
I'application de la version classique de la méthode Baade-Wesselink. Elles permettent d’obtenir
une estimation précise du diametre angulaire a partir de simples mesures photométriques dans
deux bandes différentes. Je donne dans cet article un étalonnage empirique de ces relations
basé uniquement sur des mesures interférométriques de Céphéides. Les relations basées sur une
combinaison des magnitudes visibles (B et V') et infrarouge (bandes H et K) sont les moins
dispersées et donnent les meilleures estimations.

Fi1G. 2.6 — Les télescopes UT1, UT2 et UT3 du VLT, vers le Nord. La partie supérieure du
batiment de recombinaison interférométrique du VLTI est visible a droite.
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Abstract. The recent VINCI/VLTI observations presented in Paper I have nearly doubled the total number of available
angular diameter measurements of Cepheids. Taking advantage of the significantly larger color range covered by these ob-
servations, we derive in the present paper high precision calibrations of the surface brightness-color relations using exclu-
sively Cepheid observations. These empirical laws make it possible to determine the distance to Cepheids through a Baade-
Wesselink type technique. The least dispersed relations are based on visible-infrared colors, for instance Fy(V — K) =
—0.1336.0.0008 (V — K) + 3.9530.00006. The convergence of the Cepheid (this work) and dwarf star (Kervella et al. 2004c)
visible-infrared surface brightness-color relations is strikingly good. The astrophysical dispersion of these relations appears

to be very small, and below the present detection sensitivity.

Key words. stars: variables: Cepheids — cosmology: distance scale — stars: oscillations — techniques: interferometric

1. Introduction

The surface brightness (hereafter SB) relations link the emerg-
ing flux per solid angle unit of a light-emitting body to its color,
or effective temperature. These relations are of considerable as-
trophysical interest for Cepheids, as a well-defined relation be-
tween a particular color index and the surface brightness can
provide accurate predictions of their angular diameters. When
combined with the radius curve, integrated from spectroscopic
radial velocity measurements, they give access to the distance
of the Cepheid (Baade-Wesselink method). This method has
been applied recently to Cepheids in the LMC (Gieren et al.
2000) and in the SMC (Storm et al. 2004)

The accuracy that can be achieved in the distance esti-
mate is conditioned for a large part by our knowledge of
the SB relations. In our first paper (Kervella et al. 2004a,
hereafter Paper I), we presented new interferometric measure-
ments of seven nearby Cepheids. They complement a num-
ber of previously published measurements from several opti-
cal and infrared interferometers. We used these data in Paper II
(Kervella et al. 2004b) to calibrate the Cepheid Period—Radius
and Period-Luminosity relations. Nordgren et al. (2002) de-
rived a preliminary calibration of the Cepheid visible-infrared

* Table 3 is only available in electronic form at
http://www.edpsciences.org

SB relations, based on the three stars available at that time
(6 Cep, n Aql and ¢ Gem). In the present Paper III, we take
advantage of the nine Cepheids now resolved by interferom-
etry to derive refined calibrations of the visible and infrared
SB relations of these stars.

2. Definition of the surface brightness relations

By definition, the bolometric surface flux f ~ L/D? is lin-
early proportional to T:ff, where L is the bolometric flux of the
star, D its bolometric diameter and T its effective tempera-
ture. In consequence, F = log f is a linear function of the stel-
lar color indices, expressed in magnitudes (logarithmic scale),
and SB relations can be fitted using for example the following
expressions:

Fp=ag(B-V)y+bo (D
Fy =a;(V-K)+b ()
Fp=a(B-H)y+ b (3)

where F, is the surface brightness. When considering a per-
fect blackbody curve, any color can in principle be used to ob-
tain the SB, but in practice the linearity of the correspondence
between log T and color depends on the chosen wavelength
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bands. The index 0 designates the dereddened magnitudes, and
will be omitted in the rest of the paper. The a; and b; coeffi-
cients represent respectively the slopes and zero points of the
different versions of the SB relation. Historically, the first cal-
ibration of the SB relation based on the (B — V) index was
obtained by Wesselink (1969), and the expression Fy(V — R)
is also known as the Barnes-Evans (B-E) relation (Barnes &
Evans 1976). The relatively large intrinsic dispersion of the
visible light B-E relations has led to preferring their infrared
counterparts, in particular those based on the K band magni-
tudes (1 = 2.0-2.4 um), as the color-T.g relation is less af-
fected by microturbulence and gravity effects (Laney & Stobie
1995). The surface brightness F, is given by the following ex-
pression (Fouqué & Gieren 1997):

Fi=4.2207-0.1m,, — 0.5 log6Lp “)

where 6 p is the limb darkened angular diameter, i.e. the
angular size of the stellar photosphere.

3. Selected measurement sample
3.1. Interferometric observations

Following the direct measurement of the angular diame-
ter of 6Cep achieved by Mourard et al. (1997) using the
Grand Interférometre a 2 Télescopes (GI2T), Nordgren et al.
(2000) obtained the angular diameters of three additional
Cepheids (7 Aql, { Gem and @ UMi) with the Navy Prototype
Optical Interferometer (NPOI). These last authors also con-
firmed the angular diameter of ¢ Cep. Kervella et al. (2001)
then determined the average angular size of {Gem, in the
K band, from measurements obtained with the Fiber Linked
Unit for Optical Recombination (FLUOR), installed at the
Infrared Optical Telescope Array (IOTA). Simultaneously,
the Palomar Testbed Interferometer (PTI) team resolved for
the first time the pulsational variation of the angular diame-
ter of { Gem (Lane et al. 2000) and 7 Aqgl (Lane et al. 2002). In
Paper I, we have more than doubled the total number of mea-
sured Cepheids with the addition of X Sgr, W Sgr, S Dor, Y Oph
and ¢ Car, and new measurements of 77 Aql and { Gem. These
observations were obtained using the VLT INterferometer
Commissioning Instrument (VINCI), installed at ESO’s Very
Large Telescope Interferometer (VLTT).

Including the peculiar first overtone Cepheid a UMi
(Polaris), the number of Cepheids with measured angular diam-
eters is presently nine. The pulsation has been resolved for five
of these stars in the infrared: { Gem (Lane et al. 2002), W Sgr
(Paper I), n Aql (Lane et al. 2002, Paper I), 8Dor and ¢ Car
(Paper I). The total number of independent angular diameter
measurements taken into account in the present paper is 145, as
compared to 59 in the previous calibration by Nordgren et al.
(2002). More importantly, we now have a significantly wider
range of effective temperatures, an essential factor for deriving
precise values of the slopes of the SB-color relations.

To obtain a consistent sample of angular diameters, we
have retained only the uniform disk (UD) values from the lit-
erature. The conversion of these model-independent measure-
ments to limb darkened (LD) values was achieved using the
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Table 1. Limb darkening corrections k = 6;p/6yp derived from the
linear limb darkening coefficients determined by Claret (2000). The
kg coefficients were used for the GI2T measurements, kg, for
the NPOI, &y for the PTI, and kx for VINCI/VLTI and FLUOR/IOTA

Star kR kR/I kH kK
a UMi 1.046

6 Cep 1.051 1.046

X Sgr 1.020
nAql 1.048 1.024 1.021
W Sgr 1.021
B Dor 1.023
{Gem 1.051 1.027 1.023
Y Oph 1.024
¢ Car 1.026

linear LD coeflicients u from Claret (2000), and the conver-
sion formula from Hanbury Brown et al. (1974). These coef-
ficients are broadband approximations of the Kurucz (1992)
model atmospheres. They are tabulated for a grid of temper-
atures, metallicities and surface gravities and we have chosen
the models closest to the physical properties of the stars. We
have considered a uniform microturbulent velocity of 2 kms™!
for all stars. The conversion factors k = 6.p/6yp are given for
each star in Table 1. Marengo et al. (2002, 2003) have shown
that the LD properties of Cepheids can be different from those
of stable stars, in particular at visible wavelengths. For the
measurements obtained using the GI2T (Mourard et al. 1997)
and NPOI (Nordgren et al. 2000), the LD correction is rela-
tively large (k = 6.p/6up = 1.05), and this could be the source
of a bias at a level of 1 to 2% (Marengo et al. 2004). However,
in the infrared the correction is much smaller (k ~ 1.02), and
the error on its absolute value is expected to be significantly
below 1%. Considering the relatively low average precision of
the currently available measurements at visible wavelengths,
the potential bias due to limb darkening on the SB-color rela-
tions fit is considered negligible.

3.2. Photometric data and reddening corrections

We compiled data in the BVRI and JHK filters from different
sources. Rather than try to use the largest amount of data from
many different sources, we decided to limit ourselves to data
sets with high internal precision, giving smooth light curves, as
we wanted to fit Fourier series to the photometric data. These
Fourier series were interpolated to obtain magnitudes at the
phases of our interferometric measurements. The R band mag-
nitudes were only available in sufficient number and quality
for three stars: @ UMi, BDor and ¢ Car. Overall, the number
of stars and photometry points per band are the following: B
and V: 9 stars, 145 points; R: 3 stars, 35 points; I: 8 stars,
119 points; J: 6 stars, 127 points; H: 5 stars, 100 points; K:
8 stars, 128 points. We took the periods from Szabados (1989,
1991) to compute phases.

The BVRI band magnitudes are defined in the Cousins
system. There is no widely used standard system in the in-
frared (JHK). We used three sources of data: Wisniewski &
Johnson (1968) in the Johnson system, Laney & Stobie (1992)
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in the SAAO system, and Barnes et al. (1997) in the CIT sys-
tem. There is a large body of homogeneous and high quality
data for Cepheids (Laney & Stobie 1992) in the SAAO system
(Carter 1990). Furthermore, many stars in the list of Laney &
Stobie are going to be observed with the VLTI in the near fu-
ture. For convenience, we thus decided to transform all pho-
tometry into this system, using transformation relations in
Glass (1985) and Carter (1990).

a UMi: For this low amplitude variable (Amy =~ 0.1), we
considered its average photometry, as we have only an aver-
age angular diameter measurement by Nordgren et al. (2000).
The B and V magnitudes were taken from the HIPPARCOS cata-
logue (Perryman et al. 1997), the R and I bands are from Morel
& Magnenat (1978), and the K band is from Ducati (2002).

6 Cep: We used BVI data from Moffett & Barnes (1984)
Barnes et al. (1997) and Kiss (1998). The JHK data of Barnes
et al. (1997) have been transformed to the SAAO system.

X Sgr: Optical data come from Moffett & Barnes (1984),
Berdnikov & Turner (2001a), Berdnikov & Turner (1999),
Berdnikov & Turner (2000), and Berdnikov & Caldwell (2001).

nAql: We used BVI data from Barnes et al. (1997), Kiss
(1998), Berdnikov & Turner (2000), Berdnikov & Turner
(2001a), Berdnikov & Caldwell (2001), and Caldwell et al.
(2001). The JHK data are from Barnes et al. (1997). They have
been transformed to the SAAO system using formulae given in
Carter (1990).

W Sgr: We used optical data from Moffett & Barnes
(1984), Berdnikov & Turner (1999), Berdnikov & Turner
(2000), Berdnikov & Turner (2001a), Berdnikov & Turner
(2001b), Berdnikov & Caldwell (2001), and Caldwell et al.
(2001).

BDor: We used BVRI data from Berdnikov & Turner
(2001a), Berdnikov & Turner (2000), Berdnikov & Turner
(2001b), and Berdnikov & Caldwell (2001). In the infrared we
used the data in Laney & Stobie (1992).

¢ Gem: We used BVI data from Moffett & Barnes (1984),
Shobbrook (1992), Kiss (1998), Berdnikov & Turner (2001a),
Berdnikov & Turner (2001b), and Berdnikov & Caldwell
(2001). In the JK bands we used data from Johnson, trans-
formed using formulae in Glass (1985).

Y Oph: In the optical we used data from Moffett & Barnes
(1984) and Coulson & Caldwell (1985). In the infrared we used
the data in Laney & Stobie (1992).

¢ Car: We used BVRI from Berdnikov & Turner (2001a),
and Berdnikov & Turner (2000). Infrared data are from Laney
& Stobie (1992).

The extinction A, (Table 2) was computed for each star and
each band using the relations:

Ay =R,E(B-YV) &)

where we have (Fouqué et al. 2003; Hindsley & Bell 1989 for
the R band):

Rg=Ry+1 (6)
Ry =3.07+0.28(B-V)+0.04 E(B-V) (7)
Rg = Ry —0.97 (8)
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Table 2. Pulsation parameters (7 is the Julian date of the reference
epoch, P is the period in days) and color excesses (from Fernie 1990)
for the Cepheids discussed in this paper. (B — V), is the mean dered-
dened (B — V) color as reported in the online database by Fernie et al.
(1995).

Star Ty (JD) P (days) (B-V) EB-YV)
aUMi 2439253230 3.972676 0.598 -0.007
0 Cep 2436075.445  5.366341 0.657 0.092
X Sgr 2452723.949  7.013059 0.739 0.197
nAql 2445342.479  7.176769 0.789 0.149
W Sgr 2452519.248  7.594904 0.746 0.111
S Dor 2452214.215  9.842425 0.807 0.044
{Gem  2442059.774 10.15097 0.798 0.018
YOph 2452715.481 17.12691 1.377 0.655
¢ Car 2452290.416  35.55134 1.299 0.170
R, = 1.82+0.205(B—-V)+0.0225 E(B— V) )
Rx = Ry/11. (12)

4. General surface brightness relations

The data that we used for the SB-color relation fits are pre-
sented in Table 3, that is available in electronic form at
http://www.edpsciences.org/. The limb darkened angu-
lar diameters 6 p were computed from the uniform disk val-
ues available in the literature, using the conversion coefficients
k = 6Lp/6up listed in Table 1. The BVRIJHK magnitudes
are interpolated values, corrected for interstellar extinction (see
Sect. 3.2).

The resulting SB relation coefficients are presented in
Table 4, and Fig. 1 shows the result for the Fy(V — K) relation.
The other relations based on the V band surface brightness Fy
are plotted in Fig. 2. The smallest residual dispersions are ob-
tained for the infrared-based colors, for instance:

Fp = —0.1199.0.0006 (B — K) + 3.94600.0007 (13)

Fy = —0.1336.0.0008 (V = K) + 3.9530.0.0006- (14)
The reduced y? of all the visible-infrared SB relations fits is
below 1.0, meaning that the true intrinsic dispersion is unde-
tectable at the current level of precision.

In the present paper, no error bars have been considered in
the reddening corrections. This is justified by the low sensi-
tivity of the visible-infrared SB relations to the reddening, but
may create biases in the purely visible SB relations (based on
the B — V index for instance). However, the maximum ampli-
tude of these biases is expected to be significantly below the
residuals of the fits o, listed in Table 4.

In an attempt to refine the reddening coefficients, we ten-
tatively adjusted their values in order to minimize the disper-
sion of the fitted SB relations. We confirm the results of Fernie
(1990) for most stars, but we find higher color excesses for
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Table 4. Surface brightness relations using BVRIJHK based colors: F,(C,—Cy) = a,(C,—C;) + b,. The 1o errors in each coeflicient are given
in superscript, multiplied by 1000 to reduce the length of each line, i.e. —0.2944>4 stands for —0.2944 + 0.0024. The standard deviation of the
residuals o is listed for each SB relation, together with the reduced y? of the fit and the total number of measurements Ny, taken into account

(photometric data were unavailable for some stars).

Ci | C, > B Vv R 1 J H K
ag —0.29447%  —0.1978™  —0.1800°° —0.1401°%  —0.1224%7  —0.1199°
by 3.8813!! 3.8719%9 3.928306  3.929708 3.942308 3.946007
T/ 0.017/1.20  0.008/0.46  0.015/1.41 0.015/0.65 0.014/0.63  0.015/0.75
Nineas 145 34 119 127 100 128
ay 0.1956'% 203789100 —0.3077%%  —0.1759'F  —0.1379'0  —0.1336"3
by 3.882809 3.851622 3.9617%7  3.9407%7 3.9490%7 3.953006
ovixi, 0017/1.75 0.014/0.75  0.016/0.89  0.015/0.57  0.014/0.58  0.015/0.70
Nineas 145 34 119 127 100 128
ar 0.0994™T  0.2868%7 Z1.2894%% 2022407  —0.1458™°  —0.1386'°
br 3.8746%6  3.8554!7 432482 3.953207 3.9426%6 3.943006
orlxZ, 0.008/0.72  0.015/1.10 0.060/1.19  0.006/0.12  0.005/0.14  0.005/0.18
Nineas 34 34 34 34 34 34
a 0.0808%¢ 02105  1.8067°%% 20285477 —0.1713%°  —0.1630%°
b, 3.9304%4  3.964205 4.610243 3.932317 3.949109 3.954808
orlx:, 0.015/2.23  0.016/1.37  0.089/1.35 0.013/0.34  0.010/0.40  0.013/0.50
Nineas 119 119 34 101 74 102
ay 0.0399°¢  0.0753™1 0.1243%2 0.1877°7 —0.298802  —0.2614%%
b, 3.9295%6  3.940306 3.9536%5 3.9335!2 3.967917 3.9722!13
oslx:,  0.015/0.89 0.015/0.86  0.006/0.20  0.013/0.54 0.015/021  0.016/0.29
Nineas 127 127 34 101 100 127
an 0.0223%5  0.0375°% 0.0460™" 0.0700'%  0.206072 —2.3858%098
by 3.042206  3.948705 3.942804 3.9480%7  3.9710'2 4.0653%4
oulxi, 0.014/0.77 0.014/0.74  0.005/0.22  0.010/0.62 0.015/0.35 0.029/0.03
100 100 34 74 100 100
ax 0.0197°5  0.0331%7 0.0389™1 0.06187F  0.1704%7 27121578
by 3.0458%5  3.952405 3.943504 3.9539%5  3.9767%9 4.0970°0
ox/xi, 0.015/0.94 0.015/092  0.005/0.28 0.012/0.80 0.016/0.51  0.034/0.03
128 128 34 102 127 100

meas

Surface brightness Fv

3.60 ; ; ; : : ; ; ;
080 100 120 140 160 180 200 220 240

Residual Fv

Fig. 1. Linear fit of Fy(V — K) (upper part) and the corresponding
residuals (lower part). The fitted coefficients are given in Table 4.

X Sgr (=0.38) and W Sgr (~0.29), and a slightly lower value
for Y Oph (=0.54). However, these numbers should be consid-
ered with caution, as our method relies on the assumption that
all Cepheids follow the same SB relations. Considering that we
cannot verify this hypothesis based on our data, we did not use
these coefficients for the fits presented in this section.

5. Specific surface brightness relations

For { Gem, i Aql and ¢Car, the pulsation is resolved with a
high SNR (Paper I; Lane et al. 2002). Therefore we can derive
specific SB relations over their pulsation cycle, and compare
them to the global ones derived from our complete sample. In
particular, the slope may be different between these Cepheids
that cover a relatively broad range in terms of linear diameter
and pulsation period. We have limited our comparison to the
Fy(V — K) relations, which give small dispersions. The best fit
SB relations are the following:

- nAql (o =0.011):

Fy = =0.1395.0.0013 (V — K) + 3.9634..0004- (15)
- (Gem (o = 0.016):
Fy = —=0.109810.0011 (V — K) + 3.91340,0002- (16)
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Fig. 2. Surface brightness Fy relations as a function of color. The error bars have been omitted for clarity, and the fitted models are represented
alternatively as solid and dashed lines. From left to right, using the colors: (V — B), (V —I), (V — J), (V — H) and (V — K). The zero-axis

intersection does not happen at the same point for all relations.

— (Car (o = 0.004):

Fy = =0.1355.0.0010 (V = K) + 3.9571.40.0004- (17
— All stars (o = 0.015):
Fy = —0.1336-0.0008 (V — K) + 3.9530.0.0006- (18)

As shown in Fig. 3, the agreement between the extreme period
nAql (P = 7 days), ¢Car (P = 35.5 days) and the average of
all stars is good. The difference observed for { Gem could come
from the relatively large dispersion of the measurements of this
star. The poor infrared photometry available for this star could
also explain part of this difference.

This result is an indication that SB-color relations for
Cepheids do not depend strongly on the pulsation period of
the star. Going into finer detail, it appears that the slope of the
Fy(V — K) relation of 1 Aql is slightly steeper than the slope
of the same relation for £ Car. This could be associated with
the larger surface gravity of n Aql, but the difference remains
small.

6. Comparison with previous calibrations

Welch (1994) and Fouqué & Gieren (1997, FG97) proposed
a calibration of the SB relations of Cepheids based on an ex-
trapolation of the corresponding relations of giants. The latter
obtained the following expression for Fy(V — K):

Fy(FG97) = —=0.13110.002 (V = K) + 3.947 10,003 (19)

to be compared with the relation we obtained in the present
work:

Fy(V — K) = —0.1336.0.0008 (V — K) + 3.9530.0.0006- (20)

The agreement between these two independent calibrations is
remarkable, with a less than 20 difference on both the slope
and the zero point.

Nordgren et al. (2002, N02) achieved a similar calibration
using a larger sample of 57 stars observed with the NPOI, and
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Fig. 3. Specific Fy(V — K) relation fits for 7 Aql, { Gem and ¢ Car. The
error bars have been omitted for clarity.

find consistent results. In addition, they compared these re-
lations with the ones obtained from interferometric measure-
ments of three classical Cepheids (6 Cep, 7 Aql, { Gem). They
obtained:

Fy(N02) = —0.134.0.005 (V — K) + 3.956.40,011- 21
This calibration is statistically identical to our result within less
than 1o, but part of the interferometric and photometric data
used for the fits is common with our sample.

Several other calibrations of the SB relations for giants have
been proposed in recent years, thanks to the availability of in-
terferometric measurements. Van Belle (1999a, VB99) used a
sample of 190 giants and 67 carbon stars and Miras measured
with the PTI (Van Belle et al. 1999b), IOTA (e.g. Dyck et al.
1998) and lunar occultation observations (e.g. Ridgway et al.
1982) to calibrate the Fy(V — K) relation of giant and super-
giant stars. This author obtained an expression equivalent to:

Fy(VB99) = =0.112.9,005 (V = K) + 3.886.0.026. (22)
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Though the slope and zero point are significantly different from
our values, the maximum difference in predicted surface bright-
ness Fy over the whole color range of the Cepheids of our sam-
ple (1.0 £ V- K < 2.4)is less than 0.05, only twice the formal
error on the zero point. The agreement is thus reasonably good.

7. Comparison with the surface brightness
relations of dwarf stars

From the interferometric measurement of the angular diam-
eters of a number of dwarfs and subgiants, Kervella et al.
(2004c) calibrated the SB-color relations of these luminosity
classes with high accuracy. The residual dispersion on the zero-
magnitude limb darkened angular diameter was found to be be-
low 1% for the best relations (based on visible and infrared
bands). This corresponds to a dispersion in the surface bright-
ness F of the order of 0.05% only. The metallicities [Fe/H]
of the nearby dwarfs and subgiants used for these fits cover
the range —0.5 to +0.5, but no significant trend of the SB with
metallicity was detected in the visible-infrared SB relations.

The question of the universality of the SB-color relations
can now be adressed by comparing the stable dwarf stars and
the Cepheids. The stars of these two luminosity classes repre-
sent extremes in terms of physical properties, with for instance
linear photospheric radii between 0.15 and 200 R and effec-
tive gravities between logg = 1.5 and 5.2, a range of three
orders of magnitudes. Figure 4 shows the positions of dwarfs
and Cepheids in the Fy(B — V) diagram. It appears from this
plot that stable dwarfs tend to have lower SB than Cepheids
above (B — V) =~ 0.8. The difference is particularly strong in
the case of ¢ Car, whose surface brightness Fy is significantly
larger than that of a dwarf with the same B—V color. A qualita-
tive explanation for this difference is that for the same temper-
ature (spectral type), giants are redder than dwarfs. This can be
understood because there is more line blanketing in the super-
giant atmospheres, due to their lower surface gravity and lower
gas density (more ion species can exist).

Figure 5 shows the same plot for the Fy(V — K) relation. In
this case, the SB relations appear very close to linear for both
dwarfs and Cepheids. It is almost impossible to distinguish the
two populations on a statistical basis. For instance, we have:

Fy(Dwarf) = —0.1376.¢.0005 (V — K) + 3.9618.0.0011 (23)

FV(Ceph.) = —0.1336&,0008 (V - K) + 3-953010.0006- (24)
Over the full (V — K) color range of our Cepheid sample, the
difference in surface brightness predicted by these relations is
always:

Fy(Dwarf) — Fy(Ceph.) < 0.005. (25)

From this remarkable convergence we conclude that the
V — K dereddened color index is an excellent tracer of the ef-
fective temperature. Kervella et al. (2004c) have shown that the
visible-L band color indices are even more efficient than those
based on the K band, and lead to extremely small intrinsic dis-
persions of the SB-color relations, down to +0.002. High preci-
sion photometric measurements of Cepheids in the L band are
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Fig.4. Comparison of the positions of the Cepheids (solid dots) and
dwarfs (open squares) in the Fy(B — V) diagram. The lower part of
the figure shows an enlargement of the Cepheid color range.The error
bars have been omitted for clarity.

unfortunately not available at present, and we therefore recom-
mend obtaining data in this band, to reach the smallest possible
SB relation dispersions.

8. Conclusion

Taking advantage of a large sample of interferometric ob-
servations, we were able to derive precise calibrations of
the SB-color relations of Cepheids. The astrophysical disper-
sion of the visible-infrared SB relations is undetectable at the
present level of accuracy of the measurements, and could be
minimal, based on the SB relations obtained for nearby dwarfs
by Kervella et al. (2004c). The visible-infrared SB-color
relations represent a very powerful tool for estimating the dis-
tances of Cepheids. The interferometric version of the Baade-
Wesselink method that we applied in Paper I is currently lim-
ited to distances of 1-2 kpc, due to the limited length of the
available baselines, but the infrared surface brightness tech-
nique can reach extragalactic Cepheids, as already demon-
strated by Gieren et al. (2000) and Storm et al. (2004) for the
Magellanic Clouds. The present calibration increases the level
of confidence in the Cepheid distances derived by this method.
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