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he current multimedia information society brings up new challenging issues in terms of 
production, distribution, and access of multimedia content. New forms of representation of the content 
are continuously developed and more and more content becomes available. In a society that cares 
about each of its members, new technologies can be used for example to address issues related to the 
distant communication and content access for the hearing impaired community.  

We are presenting in this introduction the requirements of such multimedia framework, able to offer a 
solution to the deaf community using virtual characters. Then, we describe the advantages of 
providing such framework in terms of applications interoperability, support on the network and 
terminal devices level, data compression and synchronization, sharing and exchanging the content. 
These requirements make us review the existing integrated multimedia frameworks. Focusing on two 
open and international specifications, namely MPEG-4 and VRML, we analyse the performances and 
capabilities of each, related to their generic functionalities. We then present the structure of this 
dissertation. 
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We are currently witness to the explosion of multimedia content consumption. Broadcast productions 
overflow real life with images and sounds on thousand of channels throughout the world. Furthermore, 
a new age started with the development of the Internet. Nowadays, it is not only a source of written 
information, but a huge multimedia network where the distinction between user and content creator is 
not clearly stated.  

The economic as well as social ramifications of this boom of the information technology society have 
been identified by the EC 1 . Recommendations have been written for the promotion of the 
interoperability of multimedia application developments and their equal access to all citizens. This 
intent is specifically expressed when requesting that the multimedia content must be accessible also 
for people with audio-visual handicaps. Among them, the hearing impaired community is one of the 
early ones to benefit from these directives, especially where new technologies are concerned. As a 
communication means, this community developed, a gesture-based language called sign language. 
Offering them access to the content through their natural language means to provide with a translation 
between sound information and sign language. Taking for as example the digital television case, 
broadcasters now have an obligation to have at least 3% of their programs translated in sign language. 
To have a human translator on the set of every show would prove unrealistic in view of the rabid 
growth of the sector. Then, automated translation means between oral communication and sign 
language do need to be developed. To give full satisfaction such systems should not only translate but 
also be able to display a synthetic visual representation of the sign language. The majors difficulties 
are to be found in the linguistic complexity of both sign and oral languages, but also in the 
implementation of the gesture performing representation of a virtual human character. 

Therefore, the system to be developed needs to cope with heavy constraints in terms of realistic 
animation of virtual characters, compatibility with networked environments (both broadcast and 
webcast), as well as compact representation for low bit rate transmission. 

The complexity of the problems that the implementation of such system addresses let us think that 
such application should be considered in an integrated framework, where production, transmission and 
consumption of multimedia content are to be analysed. The objective of our research, is to propose a 
framework for virtual character animation with the following requirements: 

• it should enable virtual character definition and animation, 
• in order to ensure the visual confort in the case of sign language content, the static 

representation of the above-mentioned model should be realistic; i.e., the model should 
support geometries and textures as complex as required, 

• in order to ensure the comprehension of the virtual character gesture, the animation of the 
above-mentioned models should be realistic; in particular, animating the model should not 
produce seams at the joints level and muscle-like deformations should be supported, 

• the animation parameters should be easy to produce; the representation of the animation 
parameters should be consistent with respect to motion capture systems; editing tools for these 
parameters should be easy to build, 

                                                      
1 EC – European Commission 
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• the animation parameters representation should be compact and streamable, thus allowing 
animation transmission on low bit-rate networks; furthermore, the stream should be easily 
multiplexed with other media streams already available, 

• the animation speed should be appropriate in order to ensure the smoothness of the motion; 
with respect to sign language content, a frame-rate of 15 fps is the minimum acceptable, 

• the virtual character model should be able to co-exist, in a 3D scene with other kinds of media 
such as video, sounds and 2D/3D graphic objects, 

  the animation should be synchronized with other playable media existent in the same scene, 
• the model definition and animation should be possible on low performance terminals, i.e., 

scalability to the terminal should be considered. 
Creating, animating and sharing virtual characters require unified data formats. If some animation 

industry leaders try, and sometimes succeed [3DSM, Maya99], to impose their own formats in the 
computer (PC) world, the alternative of an open standard is the only valid solution when hardware 
products are to be build. A standard is all the more needed and awaited when applications and services 
require the support of various activity field actors such as content creators, developers, service 
providers (broadcasters, ISP), terminal manufacturers, or IPR holders.  

The need for interoperability and the existence of open standards is concerning more and more 
legislative structures accros Europe.  

The EU Framework Directive on Telecommunication Networks and Services [EC02-a] calls for 
interoperability of digital television services.  

The European Council summit in Barcelona in March 2002 called for “…the Commission and 
Member States to foster the development of open platforms to provide freedom of choice to citizens 
for access to applications and services of the information society, notably through digital television...”. 
It went on to invite the Commission to present “a comprehensive analysis of remaining barriers to: the 
achievement of widespread access to new services and applications of the information society through 
open platforms in digital television…” [EC02-b]. 

The eEurope 2005 Action Plan states: “By supporting the emergence of alternative access platforms, 
such as digital television or 3 G mobile systems, the new action plan will further facilitate e-inclusion, 
also for people with special needs” [EC02-c]. 

Current works to provide 3D applications with a unified and interoperable framework are 
materialized by 3D graphics interchange standards such as VRML2 [VRML] and multimedia 2D/3D 
standards such as MPEG-4 [ISO99]. Each one addresses, more or less in a coordinated way, the virtual 
character animation issue. In the VRML community, the H-Anim3 group released three versions of 
their specifications (1.0, 1.1 and 2001), while the SNHC4 sub-group of MPEG5 released two versions: 
MPEG-4 Version 1 allows face animation and MPEG-4 Version 2 allows body animation. In MPEG-4 

                                                      
2 VRML - Virtual Reality Markup Language 
3 H-Anim – Humanoid AnimationWorking Group 
4 SNHC - Synthetic and Natural Hybrid Coding 
5 MPEG - Motion Picture Expert Group 
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the specifications dealing with the definition and animation of avatars are grouped under the name 
FBA6. The next section analyses the main similarities and differences of these two frameworks. 

The VRML standard deals with a textual description of 3D objects and scenes. It focuses on the 
spatial representation of such objects, while the time behaviour is less supported. The major 
mechanism for supporting animation consists in defining it as an interpolation between key-frames.  

The MPEG-4 standard, unlike the previous MPEG standards, does not only cope with highly 
efficient audio and video compression schemes, but also introduces the fundamental concept of media 
objects such as audio, visual, 2D/3D natural and synthetic objects to make up a multimedia scene. As 
established in July 1994, the MPEG-4 objectives are focused on supporting new ways (notably 
content-based) of communicating, accessing and manipulating digital audiovisual data [Pereira02]. 
Thus, temporal and/or spatial behaviour can be associated with an object. The main functionalities 
proposed by the standard address the compression of each type of media objects, hybrid encoding of 
the natural and synthetic objects, universal content accessibility over various networks and 
interactivity at the end-user. In order to specify the spatial and temporal localisation of an object in the 
scene, MPEG-4 defines a dedicated language called BIFS (Binary Format for Scenes). BIFS inherits 
from VRML the representation of the scene, described as a hierarchical graph, and some dedicated 
tools such as animation procedures based on interpolators, events routed to the nodes or sensor-based 
interactivity. However, BIFS introduces some new and advanced mechanisms such as compression 
schemes to encode the scene, streamed animations, integration of 2D objects and advanced time 
control. 

In terms of functionalities related to virtual characters, both VRML and MPEG-4 standards define a 
set of nodes in the scene graph to allow for a representation of an avatar. However, only the MPEG-4 
SNHC specifications deal with streamed avatar animations. A major difference is that an MPEG-4 
compliant avatar can coexist in a hybrid environment and its animation can be synchronized with other 
types of media objects, while the H-Anim avatar can only exist in a VRML world and must be 
animated by VRML generic, usually non-compressed, animation tools. 

With the large collection of tools it provides, the MPEG-4 standard can be the ideal candidate with 
respect to some of the requirements listed at the beginning of this section. As the MPEG-4 standard 
already has a framework dealing with the animation of human-like models, so-called FBA, we first 
propose to evaluate this framework. As some of the requirements are not fulfiled by the FBA, 
especially those related to realistic animation and representation of a generic model, we propose a new 
framework, so-called Skeleton, Muscle and Skin (SMS). The presentation of this work is structured in 
four chapters.  

A comprehensive view of the evolution of 3D virtual character-related techniques is presented in 
Chapter 1. This brief overview is structured according to the two major components of an animation 
system, that is 1) modelling, and 2) animation. These components are strongly interconnected and 
application-dependent, as we will show afterwards. As our interest focuses on methods used in a 
production environment, special attention is paid to automatic methods to build and animate a virtual 
character. That is why the full-body geometry scanners and motion capture systems are also presented.  

                                                      
6 FBA - Face and Body Animation 
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The second chapter describes the Face and Body Animation framework within the MPEG-4 
standard in terms of specifications, tools implementation and performances analysis. The first section 
of the second chapter introduces the basic concepts used by the MPEG-4 standard to define a 
collection of multimedia objects and their relationships. In this general framework, the FBA specific 
mechanism for defining a virtual body in an MPEG-4 scene is presented. The FBA specifications do 
not mandate any specific method to obtain a real description of a 3D human body and its associated 
animation parameters. To address this first issue, we propose, a novel semi-automatic approach to get 
a MPEG-4 compliant body representation from a 3D mesh model of a human. This semi-automatic 
approach based on a segmentation algorithm is implemented as a part of the Virtual Human Modelling 
(VHM) authoring tool. In order to address the second issue, we present a dedicated authoring tool 
named the ARTEMIS Animation Avatar Interface (3AI), implemented to facilitate the editing and 
extraction of animation parameters. This authoring tool includes various interpolation schemes and 
one inverse kinematics method. The 3AI authoring tool also provides high-level functionalities like (1) 
composition of multimedia scenes made of natural data (images, video) and synthetic body 
representation and (2) calibration of a 3D body model according to anthropometrical characteristics. 
Then, we address a practical evaluation of both the compression and the animation performance of the 
FBA framework. Using the two above-mentioned authoring tools, an FBA compliant avatar and 
several animation data sets corresponding to the American Sign Language alphabet were created. A 
complete server-client communication system was then set up to test the complete application from the 
encoding of the animation parameters and their transmission over an IP (Webcast) and MPEG-2 
(Broadcast) networks to their decoding and rendering of the associated human model. Results are 
presented and analysed in terms of trade off between the quality of the animation and the necessary 
bit-rate. These results underline performances and limitations of the FBA framework. In terms of 
applications, the original contribution described in this chapter consists in an end-to-end testing 
platform related to FBA content production, transmission and consumntion. In terms of methodology 
the original contributions are related to the FBA compliant content production, namely the geometry 
segmentation algorithm and the FBA animation parameters creation tools (interpolation, inverse 
kinematics).  

The goal of the third chapter is to introduce a new framework for virtual character animation. The 
framework is built on a generic deformation model that we introduce in the first section. The model 
consists of a controller with a geometric support, a volume embedding the geometric support and a 
measure of the affectedness of the controller in the volume. With respect to these elements, we classify 
the main deformation tools reported in the literature. Then, we propose two declinations of the model 
which offer efficient control of the geometrical support and appropriate volume specification: bone 
and muscle controllers. We consider these tools as the core of the SMS framework and we show how 
they can be used to define and animate generic virtual characters. In order to represent generic virtual 
characters into a 3D scene, we provide the SMS architecture with the scene graph nodes. We then 
address the issue of efficient animation parameters representation by (1) enriching the framework with 
interpolation and inverse kinematics support and (2) proposing to adapt two compression methods 
(frame predictive-based and DCT-based). The results in terms of bit-rate, that we present and analyse, 
allow addressing animation on low bit-rate networked environment. A comparative study between the 
SMS and FBA frameworks, states the advantages of the SMS one. Finally, we describe how we have 
promoted the SMS framework into the MPEG-4 standard. The original contributions presented in this 
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chapter have to be considered in three classes. In terms of methodologie, a unified mathematical 
model of deformation mechanisms is proposed, and two instances of this model, the bones and muscle 
controllers are detailed. Within the second class, of applications, two compression methods for the 
animation parameters have been integrated. Finally, the SMS framework has been promoted to the 
MPEG-4 standard by providing it with a scene graph structure and a animation stream syntax 
compatible with the MPEG-4 structure. 

There are several applications where synthetic data must coexist with natural data and moreover, the 
synchronisation is required. As previously mentioned, one of such application is the transmission of 
sign language related content over IP and MPEG-2 Transport Stream. This system is presented in 
Chapter 5. One of the requirements of this application is that the supplementary bandwidth needed for 
transmitting the sign language content must be less than 100 kbps for broadcast and less than 56 kbps 
for webcast. We will describe six possible solutions for sign language transmission over networks. The 
six solutions are classified with respect to the data format used to represent the content at different link 
of the chain: production, transmission and consuming. Thus, we decline video-based solutions, 3D-
solutions and a hybrid (video and 3D) solution. With respect to some key-criteria we will analyse each 
solution, highlighting the specific advantages and limitations. By performing compression tests with 
each method, we will present and discuss the results with respect to the quality/bit-rate. The orinal 
contribution in this chapter consists in the analysis of several methods for transmitting sign language 
content by enphasising the advantages and limitations of each one with respect to the content 
production, transmission and consumntion. 

Finally, concluding remarks and perspectives of future works are reported in the last chapter. 

 



 

1 Chapter One. Virtual Character Animation 
 
 

Chapter One 

Virtual Character Animation 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

he first 3D virtual human models were designed and animated with the help of computers 
in the 60’s. Since then, virtual character models have become more and more popular, so as to be 
available to growing numbers of users for all kinds of purposes. From simple and easy-to-control 
models used in video games [Activision, EArts], to more complex virtual assistants for commercial 
[Lat] or news web sites [Seonaid], or to the new stars of virtual cinema [WdPixar], television 
[Vandrea] or advertising [EveSolal], the 3D character models industry is now booming. 

Furthermore, the steady improvements of the distributed network area in terms of bandwidth 
capabilities, bit rate performances or advanced communication protocols have lead to the 



Chapter One. Virtual Character Animation 

  8 

emergence of 3D communities [Blaxxun] and immersion experiences [Thalmann00] in distributed 
3D virtual environments. 

Hereafter, we present a comprehensive view of the evolution of 3D virtual character-related 
techniques. This brief overview is structured according to the two major components of an 
animation system, that is 1) modelling, and 2) animation. As our interest is on methods used in a 
production environment, special attention is paid to automatic methods for building and animating 
a virtual character. Full body geometry scanners and motion capture systems are presented and 
discussed.  
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1.1 Virtual Character Modelling 

Virtual character modelling consists in specifying the geometry and appearance properties 
(colour, material, texture) of a synthetic model. According to the chosen type of synthetic model 
geometry, designing a virtual character can be done either using a segmented-based approach or 
within a seamless framework. The so-called segmented character is defined as a hierarchical 
collection of 3D objects, referred to as segments. The so-called seamless virtual character is 
geometrically defined as a single and continuous mesh. The most relevant techniques used to 
specify the model geometry refer to surface-based representations and more specifically to 1) 
polygonal meshes, 2) parametric equations, and 3) implicit representations.  

1.1.1 Polygonal meshes 

The polygonal surface-based technique consists of explicitly specifying the set of planar polygons 
which compose the 3D object surface, and connecting them together [Foley92]. Two types of 
information have to be kept about an object, namely, purely geometric information (coordinates of 
vertices) and topological information (which gives details on how the geometric entities relate to 
each others).  

Historically, the polygonal surface-based technique is the first method introduced in computer 
graphics and remains the basic tool used at the rendering stage by all other surface representation 
techniques [OpenGL, Kovach]. Its main advantage lies in its capability to describe all complex 
surfaces, with smoothness conditioned by the number of polygons used. Figure 1.1 shows an 
example of two characters with different geometry complexities.  

  
a) b) 

Figure 1.1. Different geometry complexity levels for virtual characters.  

a) 3400 triangles, b) 25000 triangles. 
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However, in a real-time animation framework, increasing the number of polygons of a virtual 
model may significantly deteriorate the animation’s performances. In this case, the adopted 
solution consists in deriving a lower resolution version of the virtual character, then 
animating/deforming this version, and eventually recovering the full-resolution version using a 
subdivision surface method [Catmull78, Loop87, Zorin00]. 

1.1.2 Parametric representations 

Non-planar parametric representations of a surface are widely used in computer graphics because 
of the easy computation and simple mathematical manipulation. A non-planar surface patch, i.e. an 
elementary curved surface entity, is defined as the surface traced out with the two parameters 
(u,v)∈[0,1]2, in a two-parameters representation: 

( ) ( ) ( ) ( )[ ].,,,,,, vuzvuyvuxvuP =  (1.1)

According to the curve degree, the patch surface can be of a linear, cardinal, B-spline or Bézier 
type [Farin]. The patch-based modelling method aims to produce patches trailing the curve 
profile(s) and to stitch them together in order to build complex surfaces. Specific constraints have 
to be introduced in order to properly build a patch-based virtual character. Special care is 
recommended to (1) completely cover a joint with a unique patch surface, and (2) ensure the 
continuity of the mesh at the patch borders where adjacent frontiers should be identically deformed. 
Mathematically, the patch-based surface representation is the limit surface obtained through 
convergence of an iterative surface subdivision procedure. 

NURBS-based surface representation [Piegl97] is an extension of the B-spline patch obtained by 
weighting the influence of each control point. A NURBS surface of degree (p,q) is defined as: 
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where jiN ,  denotes the B-spline basis functions, jiP ,  the control points, and jiw ,  the weight of 

jiP , . In this case, a non-uniform weighting mechanism increases the flexibility of the 

representation, which then becomes appropriate to model a wide range of shapes with very 
different curvature characteristics, while the number of control points is kept to a minimum.  

As an example of the ability of NURBS-based representation to model complex shapes, Figure 
1.2 a) and b) shows a head model represented by using a single NURBS surface. However, the 
number of control points involved in this type of representation may be important, which raises 
several limitations for real-time animation. Decreasing the number of control points requires to 
model a 3D object by patching several NURBS surfaces as illustrates Figure 1.2 c) and d). 
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a) b) 

 
c) d) 

Figure 1.2. Single NURBS surface a) and b) and patched NURBS surfaces c) and d).  

Courtesy of Jeremy Birn (part of “NURBS Head Modeling” tutorial [Birn]). 
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1.1.3 Implicit representations 

The implicit representation of the geometry of a 3D object is a modelling technique using the so-
called metaballs [Blinn82, Wyvill86], also known as blobby objects. A metaball can be viewed as a 
particle surrounded by a density field. The density assigned to the particle (its influence) decreases 
with the distance. An implicit model is inferred by considering an isosurface through this density 
field - the higher the isosurface value, the nearer it will be to the particle. The key to using 
metaballs is the equation specifying the influence of an arbitrary particle on an arbitrary point in 
space. Blinn [Blinn82] used exponentially decaying fields for each particle: 

)exp(*)( arbrC −= , (1.3)

while Wyvill et al. [Wyvill86] defined a cubic polynomial based on the radius of influence R of a 
particle and the distance r from the centre of the particle to the field location considered:  

122)( 2

2

3

3

+−=
R
r

R
rrC . (1.4)

The powerful aspect of metaballs lies in the way they can be combined. By simply summing the 
influences of each metaball at a given point, we get a very smooth blending of the spherical 
influence fields (Figure 1.3) thus allowing for a realistic, organic-looking shape representation. 

 
 

a) b) c) 

Figure 1.3. Metaballs blending. 

By combining metaballs-based surfaces, the designer can achieve high quality representations of 
real anatomical structures as shown in Figure 1.4 for an example of a human right arm and in 
Figure 1.5 for a human heart. However, because the control of implicit surfaces is ensured by the 
equation coefficients, intuitive animation of such surfaces is hard to achieve. While the global 
effects as scaling are easy to perform, local deformations are usually obtained by a combination of 
locally-defined implicit functions. Furthermore, mapping textures on such geometry is a difficult 
task. Usually, the models designed with this technique have their colours specified at the vertex 
level or are covered by plain colours. 
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Figure 1.4. Metaball-based model: detail on 
human right arm designed by Roberto Campus 

[Campus]. 

Figure 1.5. Metaball-based model: detail on 
human heart [Mari]. 

In practice, the choice of one of the above three approaches for 3D object representation depends 
on the targeted application and is a trade-off between speed requirements for real-time animation 
and quality of the object rendering. For example, a character involved in a computer gaming 
environment is usually modelled with simple polygons, while in the case of a movie, characters can 
be either modelled as complex polygonal surfaces using subdivision surface techniques or directly 
defined as NURBS surfaces. Conversely, virtual character animation by means of implicit surfaces 
remains difficult because of the complexity of manipulating the control coefficients to obtain 
authoring free-style animation. In addition, a real-time rendering is hard to achieve due to the time-
consuming rasterisation process required for complex objects. The use of metaballs is thus limited 
to off-line productions such as in the movie industry [WD97].  

From the previous remarks, we are focusing in our research on meshed models and we present in 
the following the basic approaches used in practice for building a virtual character. 

1.1.4 Building 3D virtual characters 

Two different courses can be chosen from in order to build a virtual character according to the 
researched appearance of the virtual character (cartoon-like or realistic), and depending on the 
technology available to the designer.  

On the one hand, the designer can build interactively the model’s anatomical segments and set up 
the model hierarchy. Several authoring tools and geometry generating mechanisms make it possible 
to model a virtual character in a relatively short time [3DSM, Maya]. The main drawback of this 
method is that the result is strongly dependent on the designer’s artistic skills and experience. In 
addition, this procedure is tedious and time-consuming. 

On the other hand, a faster and proven method is the use of 3D scanners. Contrary to Computer 
Aided Manufacturing, the aim of 3D scanning is to create an electronic representation of an 
existing object, capturing its shape, colour, reflectance or other visual properties. In its principle, 
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3D scanning is similar to a number of other important technologies (like photocopying and video) 
that quickly, accurately and cheaply record useful aspects of physical reality. 

The scanning process can be structured according to the following steps: acquisition, alignment, 
fusion, decimation and texturing. The first step aims at capturing the geometric data of the 3D 
object by using a dedicated scanning device (Figure 1.6). Depending on the type of scanner used, 
the execution of this phase can vary considerably. Either a single scanning is enough to capture the 
whole object, or series of partial scans (called range maps) are needed, each of them covering a part 
of the object. In the latter case, range maps taken from different viewpoints have to be aligned, 
which is the task of the second step. This procedure can be completely automatic if the exact 
position of the scanner during each acquisition is known. Otherwise, a manual operation is needed 
to input the initial placement, then the alignment is performed automatically. Once aligned, the 
partial scans need to be merged into a single 3D model (“fusion” step).  

 
Figure 1.6. Full human body scanner. Courtesy of Cyberware. 

Because 3D scanners provide a huge amount of data, a “decimation” step is required. For an 
effective use of the model, one has to reduce the size of the acquired geometric information, 
especially of the less significant parts of the object (a sample rate of 0.25 mm can be useful for very 
complex sections, but not on flat surfaces). Decimation software can be based on edge collapsing 
[Ronfard96] and error-driven simplification [Schroeder92]. 

The last step, “texturing”, is not mandatory for applications such as simulations in a virtual 
environment but, for a large array of objects, additional information about the real appearance of 
the object must be provided. This is usually achieved by texturing the final model, using pictures 
taken during acquisition. The pictures are first aligned to the geometry (manually or automatically) 
and then mapped to the model.  
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Once the virtual character has been created, one should be able to change its postures in order to 
obtain the desired animation effect. The following section addresses the problem of virtual 
character animation and presents the main approaches reported in the literature. 

1.2 Virtual Character Animation  

Virtual character animation is directly related to the model type used in generating the character, 
that is, segmented or seamless. Indeed, in the first case, the model is defined as a hierarchical 
collection of segments, while in the second case, it is composed of a single mesh. These 
particularities have to be taken into account in the developed animation approaches.  

Animating a segmented character consists in applying affine transformations to each segment. 
The main advantages of such a simple technique are real-time capabilities on basic hardware 
configurations and intuitive motion control. However, such an animation procedure results in 
seams at the joint between two segments (Figure 1.7 a) and b)). This undesirable effect, in the case 
of cartoon-like animations, can be more or less side-stepped using ad hoc methods, such as 
introducing spheres at the joint level or 3D objects to mask the joints. However, more realistic 
animations require handling local deformations.  

Animating a seamless character consists in applying deformations at the skin level. The major 3D 
mesh deformation approaches can be classified into the following 5 categories: 

• Lattice-based [Maestri99]. A lattice is a set of control points, forming a 3D grid, that the 
user modifies in order to control a 3D deformation. Points falling inside the grid are 
mapped from the unmodified lattice to the modified one using smooth interpolation. 

• Cluster-based [Maestri99]. Grouping some vertices of the skin into clusters enables to 
control their displacements by using the same parameters. 

• Spline-based [Bartels87]. Spline and, in general, curve-based deformations allow 
deforming a mesh with respect to the deformation of the curve.  

• Morphing-based [Blanz99]. The morphing technique consists in smoothly changing a 
shape into another one. Let us mention that such a technique is very popular for 
animating virtual human faces from pre-recorded face expressions. 

• Skeleton-based. [Lander99]. The skeleton is a hierarchical structure and the deformation 
properties can be defined for each element of this structure.   

The first four categories are used in animating specific objects as eyes (lattice), and face 
expressions (morphing), and are more or less supported by the main animation software packages. 
The last category, more and more encountered in virtual character animation systems, introduces 
the concept of skeleton.  

The skeleton of a virtual character is a set of semantic information (usually, the skeleton is not 
displayed) composed in a hierarchical structure of elementary entities called bones. The seamless 
character is deformed by applying rigid transformations onto the skeleton bones. These 
transformations induce displacements of a subset of the skin vertices. This technique avoids seams 
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at joint level (Figure 1.7. c) and d)). The skeleton-based animation concept will be described in 
detail in Chapter 3. 

a) b) 

c) d) 

Figure 1.7. Virtual humanoid animation, for a segmented character (a) and b)),                   
and for a seamless character (c) and d)). 

To design the virtual character skeleton, an initialisation stage is necessary: the designer has to 
specify the influence region of each bone of the skeleton as well as a measure of influence. This 
stage is mostly interactive and recursively repeated until the desired animation effects are reached. 
Deforming a seamless character remains a complex and time-consuming task, requiring dedicated 
hardware. However, the increasing achievements in computer graphics hardware contribute to 
promote the skeleton-based animation technique as a “standard” in 3D applications [3DSM99, 
Maya99, Kalra98]. The current trend is in favour of dividing the virtual character into seamless 
sub-parts and to deform each one independently of the others. This strategy helps to fulfil the real-
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time requirements and to unify the animation approaches for segmented and seamless virtual 
characters. 

In this respect, three main approaches for skeleton-based virtual character animation can be 
distinguished in the literature, namely kinematic, dynamic and motion-based. They are presented in 
the following sections. 

1.2.1 Kinematic approaches  

The kinematic approaches take into account critical parameters related to the virtual character 
properties such as position (orientation) and velocity.  

In kinematic manipulation techniques, one of the working solutions is to directly control the 
relative geometric transformation of each bone of the skeleton. This approach, also called Forward 
Kinematics (FK), is a very useful tool for the designer [Watt92] to manipulate the postures of 
virtual characters. In this method, critical parameters correspond to the geometric transformation 
applied to each bone of the skeleton.  

An alternative approach is to fix the location in the world coordinates for a specific level of the 
skeleton, so-called end-effector (e.g. the hand for a human avatar), and to adjust accordingly the 
geometric transformation of its parents in the skeleton. With this method, also called Inverse 
Kinematics (IK), the critical parameters correspond to the geometric location of the end-effector.  

Considering a skeleton-based virtual character, its posture is given by a set of parameters 
including the position and the orientation of each bone in the space. These parameters, associated 
with the set of joints (bones articulations) in the skeleton, form the so-called state vector of the 
skeleton.  

Given a subset of interconnected joints in a virtual character skeleton and its associated state 
vector q, the forward kinematics approach consists in specifying q over the time. In this way, at 
each moment, the state of a bone in the chain can be computed. The state x (position and 

orientation, T
zyxzyx OOOPPPx ),,,,,(= ) of the end-effector is then expressed as a function of 

the state vector q: 

)(qfx = . (1.5)

The inverse kinematics issue consists in finding the joint state vector q  if the end-effector is in a 

specific position and orientation, x :  

)(1 xfq −= . (1.6)

Using IK to change the posture of a virtual character has the following advantages: 

• for the designer, it represents a powerful manipulation tool, reducing the time to set key 
postures; 

• with respect to the animation transmission, the set of target position of the end-effector is 
more compact than the geometric transformations for all the components of the link. 
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As solving the IK problem consists in solving a non-linear equations system, in most cases being 
a redundant system, the task is not easy and the solution is not unique. The various methods 
reported in the literature can be categorised into analytical and iterative methods. However, 
methods combining the two approaches have been reported for solving the IK problem in the case 
of a human-like arm and leg [Tolani00]. An overview of the major approaches is presented 
hereunder: 

i) Analytical method. When the number of joints is reduced, the non-linear equation system 
can be directly solved. The method has first been proposed in robotics [Paul81, Craig89] 
and then adopted in computer graphics [Korein85, Tolani00]. Its limitation lies in the fact 
that for a particular articulated structure, there may be no analytical solution. 

ii) Iterative methods. Inspired by the Newton-Raphson method for the resolution of non-
linear equations [Ortega70], the linearization around an initial configuration has been 
proposed [Whitney69]. Iterative methods solve the inverse kinematics problem by using a 
sequence of steps leading by increment to a better solution for the joint angles. The goal is 
to minimize the difference between the current and the desired position of the end-effector. 
In this category, the most developed approaches rely on Jacobian matrix as well as on 
optimization and minimization methods. On the one hand, pseudo-inverse and transpose of 
Jacobian have been investigated. On the other hand, gradient-based, genetic algorithm and 
cyclic coordinate descend approaches have been proposed. Let us present each method and 
comment on their advantages and limitations.  

i) Jacobian inverse  
The Jacobian J  is the multidimensional extension of the single variable 

differentiation [Watt92]. There is a relationship between the Cartesian space of the end-
effector x and the joint space of the joint angles q : the Jacobian transforms the differential 

angle variations to differential motions of the end-effector [McKerrow91]:  

qqJx && )(= . (1.7)

The vector x& contains the linear and rotational velocity components of the end-effector 
T

zyxzyx dOdOdOdPdPdPx ),,,,,(=& and q& represents the time derivative of the state 

vector (rotational velocity for each joint). In order to obtain q& , the following operation 

should be performed:  

xqJq && )(1−= . (1.8)

In a simple representation, the Jacobian columns (a column corresponds to one joint) are 
the partial derivative of the end-effector with respect to each joint as follows: 
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Performance measures for various methods applied to obtain the Jacobian can be found 
in [Orin84]. In order to solve Equation (1.8), the inverse of the Jacobian is required. 
[Maciejewski90] outlined the following problems when inverting the Jacobian: (1) usually 
the Jacobian is not square, (2) singularities may occur (Jacobian determinant equals 0), and 
(3) an infinite number of solutions for the same end-effector configuration are possible (the 
Jacobian is degenerated). In the first case, the Jacobian pseudoinverse provides the best 
approximation which gives a least squares solution of minimum norm. [Golub65] defined 
the pseudoinverse using Singular Value Decompostion (SVD). Other methods to define the 
pseudoinverse can be found in [Rao71]’s comprehensive book. The singularity problem 
has been solved by [Nakamura86] using the so-called "singularity robust inverse". 

ii) Jacobian transpose 
To overcome the computation cost of Jacobian inverse, [Wolovich84, Welmen93 

and Siciliano96] propose to use the transpose of the Jacobian instead of its inverse. The 
idea is based on the principle of virtual works and generalised forces [Paul81]. The 
virtual work can be enunciated respectively 

 - as the product between the force F  acting on the end-effector and the distance it 
is displaced,  

- or as the product between angular displacement of a joint and the torque τ  
affecting the joint:  

qxF && τ= . (1.10) 

By transposing (1.10) and substituting qqJx && )(= , we obtain: 

FJ T=τ . (1.11)

Equation (1.11) is used to define a new control law to find an iterative solution of 
Equation (1.5): 

)()( xxKqJq d
T −=& , (1.12)

where xxd − is the error, i.e. the difference between the desired position dx and the 

current position x . K is a positive defined weight matrix. The advantages of the 
described algorithm are that no numerical singularity is met, since only forward 
kinematics is used, and the algorithm is computationally efficient in comparison to a 
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numerical inversion of the Jacobian. However, because of its poor convergence 
properties, especially near a solution, the number of steps required to reach the solution 
may be much higher than with pseudoinverse-based techniques. 

iii) Optimization and Minimization Methods 

Optimization is a well-known field in numerical mathematics, widely reported in the 
literature [Walsh75]. In the framework of IK, the difference between the goal position 
of the end-effector and its current state, expressed as a function of joints, can be 
considered as the measure to be minimized: 

2))(()( qxPqE −= . (1.13)

In the computer graphics field, [Zhao89] and [Zhao94] report the use of an 
optimization method, [Goldfarb 69], for the manipulation of an articulated figure: a 
non-linear function (describing the degree of satisfaction of all constraints) is 
minimized under a set of linear equality and inequality constraints describing joint 
limits. This method is applied to manipulate a human-like articulated figure 
[Phillips90]. Genetic algorithms have recently been used to tackle general optimization 
problems, and they have also been applied to inverse kinematics [Khwaja98]. 
Generally, genetic programming-based methods are very slow and finding an adequate 
solution cannot be guaranteed (in a reasonable time). However, this method is useful 
for more complex and independent motion controls as well as animations (e.g. walk, 
jump).  

iv) Cyclic Coordinate Descent 

The Cyclic Coordinate Descent (CCD) method is a special case in the family of 
minimization methods. Its principle consists in applying the E(q) minimization (1.13) 
to each joint separately [Eberly01, Welman93], in successive order, from the most 
distant segment to the base segment. The difference between this method and the 
previous one is that only one joint variable is modified at each step. Following the fact 
that only one joint variable is changing along the minimization process, an analytic 
solution could be used. The interesting features of the CCD method are that there is no 
need for matrix inversion and it is free of singularities. In most cases, only a few 
iterations are enough to achieve a sufficient precision and therefore this method could 
be used in real-time applications.  

The relatively small number of parameters used with the IK approach makes it an appropriate 
technique to be considered when a low bit-rate animation is targeted. We will address this issue in 
Chapter 2 by evaluating an IK method operating with the standardized FBA animation parameter 
set and in Chapter 3 by including in the generic developed framework (node definition and 
animation parameters) the IK-related information.  
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1.2.2 Dynamic approaches  

Dynamic approaches refer to physical properties of the 3D virtual object, such as mass or inertia, 
and specify how the external and internal forces interact with the object. Such physics-based 
attributes have been introduced since 1985 in the case of virtual human-like models [Armstrong85, 
WilhelmS85]. Extensive studies [Badler95, Boston98] on human-like virtual actor dynamics and 
control models for specific motions (walking, running, jumping, etc.) [Pandy90, Pandy99 and 
Wooten98] have been carried out. Recently, Faloutsos et al. [Faloutsos01] proposed a framework 
making it possible to exchange controllers (i.e. a set of parameters) to drive a dynamic simulation 
of the character. The controller evolution is obtained by using the goals of the animation as an 
objective function. The results are physically plausible motions. Even if some positive steps have 
been achieved for specific motions, to simulate dynamically articulated characters displaying a 
wide range of motor-skills is still a challenging issue. 

1.2.3 Motion-based approaches  

Computer animation of virtual characters and interactive virtual environments require that a source 
generating a motion be available. The first animation technique, called animation from observation, 
has been copied from cartoons animation studios: a trained animator draws the draft of the 
character in the key postures and some other animators “interpolate” in-between. When adopting 
such an animation scheme in the case of a 3D virtual character, the menial work is left to the 
computer. Indeed, the key-frame-based interpolation technique is a wide-spread method in 3D 
applications and fully computerized. Furthermore, the creation of the key-frames may also be 
assisted by computers, a lot of progress was achieved in the areas of inverse kinematics and 
procedural motion. The major limitation, however, lies in the fact that a lot of skill and much toil 
are needed in order to get realistic and convincing motions. To overcome this constraint, motion 
capture systems were developed in the late 70’s. While the animation results are highly realistic, re-
using the captured data (e.g. animating another character with a different morphometry, adding 
motion details, changing motion paths, etc.) requires additional editing procedures. The next two 
sections present key aspects in both motion generating approaches: motion capture and motion 
editing systems. 

1.2.3.1 Motion capture systems 

The motion capture technique [Menache00] consists in tracking and recording the position (and the 
orientation) of a set of markers placed on the surface of a real object. Usually, the markers are 
positioned at the joints. The markers positions, expressed in the world coordinate system, are then 
converted into a set of geometric transformations for each joint [Badler93, Hirose98, Molet99]. 

Motion capture technologies are generally classified into active and passive sensor-based capture 
according to the nature of the sensors used. With an active sensor-based system, the signals to be 
processed are transmitted by the sensors while, in a passive sensor-based system, they are acquired 
by light reflection on the sensors. With respect to the nature of the sensors, the active sensor-based 
systems can be one of the following: mechanic-, acoustic-, magnetic-, optic- and inertial-based. 
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One of the earliest methods, using active mechanical sensors [Faro] is a prosthetic system. This is 
a set of armatures attached all over the performer’s body and connected with a series of rotation 
and linear encoders. Reading the status of all the encoders allows for the analysis of the 
performer’s postures.  

The so-called acoustic method [S20sd] is based on a set of sound transmitters attached to the 
performer’s body. They are sequentially triggered to emit a signal and the distances between 
transmitters and receivers are computed from the time needed for the sound to reach the receivers. 
The 3D position of the transmitter, and implicitly of the performer’s segment, is then computed by 
using triangulation procedures or phase information. 

The most popular method for motion capture is based on magnetic fields [Ascension, Polhemus]. 
Such a system is made of one transmitter and several magnetic-sensitive receivers attached to the 
performer’s body. The magnetic field intensity is measured by the receivers so that the location and 
orientation of each receiver are computed.  

More complex active sensors are based on fiber optics. The principle consists in the measure of 
the light intensity passing through the flexed fiber optics. Such systems are usually used to equip 
data-gloves [Vpl89]. 

The last method using active sensors is based on inertial devices, such as accelerometers, small 
devices which measure the acceleration of the body part they are attached to [Aminian98]. 

When using active sensors, the performer is burdened with a lot of cables, limiting his motion 
freedom. In this context, the recent development of motion capture systems using wireless 
communication are very promising [Ascension, Polhemus]. 

The second class of motion capture techniques uses passive sensors. One camera, coupled to a set 
of mirrors properly oriented, or several cameras allow for the 3D posture reconstruction from these 
multiple 2D views. To reduce the complexity of the analysis, markers (light reflective or LEDs) are 
attached to the performer’s body. The markers are detected on each camera view and the 3D 
position of each marker is computed. However, occlusions due to the performer’s motions may get 
in the way. Additional cameras are generally used in order to reduce the loss of information and 
ambiguities.  

Since 1995, computer vision-based motion capture has become an increasingly challenging issue 
when dealing with the tracking, posture computation and gesture recognition problems in the 
framework of human motion capture. Several analysis methods have been reported [Moeslund01] 
but their limitations do not allow us to consider computer vision-based motion capture as a mature 
and accurate motion capture technique. 

1.2.3.2 Motion editing systems 

Motion editing systems can be split in two classes: 1) the tools that allow the designer to produce a 
motion from scratch and, 2) the tools for the clean-up of captured motion parameters.  

The first class includes the usual methods to specify the position of objects at a very dense time 
sampling [Lutz20], thus creating the motion’s continuity illusion. Such methods became highly 



Chapter One. Virtual Character Animation 

  23 

evolved with the development of the cartoons animation industry [Thomas81]. The technique, still 
used in 2D cartoons animation, has the drawbacks of being tedious as well as requiring special 
skills in order to create convincing motions by using such dense series of successive individual 
postures [Lasseter87]. With this method, computers are now used to reduce the production time and 
required efforts as the interpolation between key-frames and the computation of some joint values 
from a minimal set imposed by the designer (solving inverse kinematics problem) can be 
automated. 

In the second class, existing motions are re-used to create new ones. From a library of motions, 
adaptation techniques have been proposed by using motion editing tools. Techniques from the 
signal processing field have been applied to manipulate animated motions. [Brudelin95] introduces 
a displacement mapping in order to affect an existent motion. A technique based on warping the 
animation parameter curves is presented in [Witkin95], where the designer creates the set of key-
frames constraints, which are then used to derive a smooth deformation, thus preserving the 
structure of the captured motion. Interpolation and extrapolation techniques have been widely 
reported in the literature: in the frequency domain, Fourier analysis techniques are used [Unuma95], 
while in the spatial domain, either one-dimensional [Wiley97, Guo96] or multidimensional 
[Rose98] techniques are adopted. Many editing systems address the user-specified constraints 
problem [Witkin88]. 

In order to produce optimal motions, the non-linear optimization problem can be solved by 
employing optimal control techniques [Brotman88]. A space-time control system that allows the 
user to guide interactively a numerical optimization process to find an acceptable solution in a 
reasonable time has been developed [Cohen92]. Better performances for motion editing can be 
achieved through a simplification of the system by ignoring the physics-related aspects from the 
objective function and constraints [Gleicher97]. Furthermore, this technique has been applied to re-
target motions to different virtual characters [Gleicher98]. Hierarchical wavelet representation is 
used to automatically add motion details [Liu94] and to generate smooth transition between 
motions [Rose96]. 

1.3 Conclusion 

In this chapter, we have presented a brief overview of the 3D virtual character-based animation 
techniques. This overview, structured according to the two major components of an animation 
system, 1) modelling and 2) animation, showed the strong interconnection and application 
dependency between virtual character definition and animation tools. Core technologies being 
available to model and animate characters, real advances can be made towards the use of 3D virtual 
character-based animation in real life applications like the creation of communities populated by 
3D citizens and immersion experiments as predicted in [Thalmann00]: “Networking coupled with 
highly interactive technology of virtual worlds will dominate the world of computers and 
information technology”.  

One of the first complete Virtual Reality systems, called Virtual Environment Operating Shell 
(VEOS) [Bricken94], was developed by the University of Washington. An increasing number of 
Virtual Reality systems have almost at the same time been proposed for special application fields or 
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according to special architecture constraints [Division93, Carlsson93, Macedonia94] and 
MASSIVE [Greehalgh95]. VLNET [Capin97, Panzic97] is one of the firsts Virtual Reality systems 
providing realistic human representations but this system was not designed to take into account 
compression related issues appearing in distributed environment as well as in broadcast or Webcast 
environment, topic that will be elaborated in the next chapter. 
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n the previous chapter, it was established, independently of any compression related matters, that 
seamless model are better suited for realistic animation tasks than segmented one. Taking into account 
the limited bandwidth capabilities available for transmission on most networks as well as and the 
desirability of a multimedia integrated framework, we focus, in this chapter, on the first attempts to 
standardize both animation and compression of human models.  
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Initial work was conducted by the VRML group for generic 3D models in 1997 [VRML]. Based on 
Interpolator node, the VRML approach allows animating a model between two key frames by 
interpolating, for example, the position of each vertex in between its original and final position. The 
specificity of human model animation was then investigated by the H-Anim Group [HAnim], which 
defined the human body as a number of segments connected to each others by joints. Animation of this 
segmented model could then be further refined by locally altering the positions of some vertices. This 
approach was then extended by the SNHC group within the MPEG-4 standardization process and the 
so-called Face and Body Animation (FBA) framework was adopted at the beginning of 1999.  

Because the FBA specification is the only one providing both an animation and a compression 
framework and despite the fact that it relies on a segmented model, we have considered it as a starting 
point for our approach to build a virtual character communication system.  

The first section of this chapter introduces the basic concepts used by the MPEG-4 standard to define a 
multimedia scene composed of 2D and 3D objects together with spatial and temoral behaviours. In this 
general framework, the FBA specific mechanism to define a virtual body in an MPEG-4 scene is 
introduced. Since the manners for obtaining the content are various and quikly evolve in time, the 
FBA specifications do not mandate any specific methods to obtain a real description of a 3D human 
body and its associated animation parameters. Defining only the representation format, the 
specifications allow a free developement of content creation. To address this first issue, we propose, in 
Section 2, a semi-automatic approach to get a MPEG-4 compliant body representation from a 3D mesh 
model of a human. This semi-automatic approach based on a segmentation algorithm is implemented 
as part of the Virtual Human Modelling (VHM) authoring tool. In order to address the second issue, 
we present in Section 3 a dedicated authoring tool named ARTEMIS Animation Avatar Interface 
(3AI), implemented to ease the editing and extraction of animation parameters. This authoring tool 
includes various interpolation schemes and one inverse kinematics method. The 3AI authoring tool 
also provides high level functionalities like (1) the composition of multimedia scene made of natural 
data (images, video) and synthetic body representation, and (2) the calibration of a 3D body model 
according to anthropometrical characteristics. Section 4 focuses on a practical and real evaluation of 
both the compression and the animation performances of the FBA framework. Using the two above-
mentioned authoring tools, an FBA compliant avatar and several animation data sets corresponding to 
the American Sign Language alphabet were created. A complete server-client communications system 
was then set up to test the complete application from the encoding of the animation parameters, their 
transmission over an IP (Webcast) network to their decoding and the rendering of the associated 
human model. Results are presented and analysed in terms of trade off between quality of the 
animation and the required bit-rate. These results underline the performances as well as the limitations 
of the FBA framework. 
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2.1 Overview of the MPEG-4 FBA specifications  

A key concept in the MPEG-4 standard is the definition of the scene, where text, 2D and 3D graphics, 
audio and video data can (co)exist and (inter)act. A scene is represented as a tree where each object in 
the scene is the instantiation of a node or a set of nodes. Compression representation of the scene is 
done through the Binary Format for Scene (BIFS) specification [ISOIEC01]. Special transformations 
and grouping capabilities of the scene make it possible to cope with spatial and temporal relationships 
between objects. In order to support face and body animation, two sets of dedicated nodes have been 
created: the Face node and the Body node.  

The structure of the Face node allows the geometric representation of a face as a collection of 
meshes. Animations can be performed at a high level, using a standardized number of expressions and 
visemes as well as at a low level. In this case, a standardized number of key points (84), corresponding 
to the human features (e.g. middle point of upper lip) are defined on the face surface (Figure 2.1). The 
animation is performed by deforming the mesh in the key point neighbourhoods. Face animation with 
MPEG-4 has already been presented and discussed in detail [Doenges97, Escher98, Lavagetto99]. The 
animation of the human body within the MPEG-4 standard is less documented in the literature 
[Preda99, Preda01, Seo00] and will be addressed in the rest of this chapter. 

 

Figure 2.1. Examples of standardized key-points for the “face” object. 

A virtual body object is represented in the scene graph as a collection of nodes (the two fundamental 
ones being BDP and BAP) grouped under the so-called Body node (Figure 2.2).  

The BDP (Body Definition Parameters) node controls the intrinsic properties of each anatomical 
segment of the avatar body. It includes information related to the avatar body representation as a static 
object (bodySceneGraph node), deformation behaviour (bodyDefTables and 
bodySegmentConnectionHint nodes) [ISOIEC01],. BDP is actor-specific; hence the complete 
morphology of an actor can readily be altered by overriding the current BDP node. Geometrically, the 
static definition of the virtual body object is a hierarchical graph consisting of nodes associated with 
anatomical segments and edges (this representation could be compressed using the MPEG-4 3D Mesh 
coding algorithm [ISOIEC01]) defining subpart relationships, grouped under the bodySceneGraph 
node. The MPEG-4 virtual avatar is defined as a segmented virtual character, using the H-Anim V2.0 
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[HAnim] nodes and hierarchy: Humanoid, Joint, Segment, and Site nodes. For a complete scene 
graph structure of an H-Anim avatar one can refer to [HAnim]. 

 

Figure 2.2. The Body scene graph hierarchy. 

The BAP (Body Animation Parameters) node defines the animations parameters as extrinsic 
properties of an anatomical segment, i.e. its 3D pose with respect to a reference frame attached to the 
parent segment. The orientation of any anatomical segment is expressed as the composition of 
elementary rotations, namely twisting, abduction and flexion. Here, 296 angular joint values are 
enough to describe any 3D posture of a virtual avatar. The angular values are specified against the 
local 3D coordinate system of the anatomical segment. The origin of the local coordinate system is 
defined as the gravity centre of the joint contour common to the considered anatomical segment and its 
parent. The rotation planes are specified (Figure 2.3, Figure 2.4 and Figure 2.5) and anatomical 
segment rotation axes are standardized (Figure 2.6 and Figure 2.7). Contrary to BDPs, BAPs are 
meant to be generic, i.e. independent or poorly dependent of the avatar geometry.  

  
a) Coronal plane (CP). b) Sagittal plane (SP). 

Figure 2.3. Standardized rotation planes for the avatar body. 
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c) Right arm motion in CP (BAP #34 =-30°). 

 
e) Right arm motion in CP (BAP #34 =-134°). 

Figure 2.4. Abduction of the right arm. 
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d) Left arm motion in SP (BAP #31=66°). 

 
f) Left arm motion in SP (BAP #31=125°). 

Figure 2.5. Flexion of the left arm. 
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We illustrate in the following figures (Figure 2.6 and Figure 2.7) the rotation axes for arm, forearm 
and fingers. For a complete definition of the axes associated to all body segments, one can refer to 
[ISOIEC01]. 

 
Figure 2.6. Standardized rotation axes attached to shoulder, elbow and wrist. 

 

 
Figure 2.7. Standardized rotation axes attached to fingers. 

The FBA specifications provide two encoding methods (predictive and DCT-based). In the first 
method, BAPs are coded with a predictive coding scheme. For each parameter to be coded in frame n, 
the decoded value of this parameter in frame n-1 is used as a prediction. Depending on precision 
requirements on BAPs, different quantization step sizes could be applied. They consist of a local (BAP 
specific) step size and a global one (used for bit-rate control). The quantized prediction error is then 
encoded by arithmetic coding. Taking into account the fact that natural human motions are constrained 
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by physical properties, the range of each BAP is limited to a specific interval. Using this property, the 
coding efficiency is increased. The block diagram of this method is illustrated in Figure 2.8. 

 
Figure 2.8. Frame predictive-based method block diagram. 

The DCT-based coding method splits BAP time sequences into BAP segments made of 16 
consecutive BAP frames. Three steps are necessary to encode each BAP segment: (1) determination of 
the 16 coefficient values using discrete cosine transform (DCT), (2) quantizing and coding the AC 
coefficients and (3) predictively coding and quantizing the DC coefficients. The global quantization 
step Q for the DC coefficients can be controlled and the AC coefficients quantization step is set to 1/3 
from Q. The continuous component coefficient (DC) of an intra coded segment is encoded as it is and, 
for an inter-coded segment, the DC coefficient of the previous segment is used as a prediction of the 
current DC coefficient. The prediction error and alternative component coefficients (AC), (for both 
inter and intra coded segments), are coded using Huffman tables.  The block diagram of the DCT-
based method is illustrated Figure 2.9. 

 
Figure 2.9. DCT-based method block diagram. 
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An important concept to define the complete compressed representation of an animated avatar is to 
split into separate streams the representation of the avatar as a static object and the animation of the 
avatar. The goals of such an approach are (1) to avoid to transmit the avatar geometry when the 
bandwidth is limited and (2) to be able to re-use the same animation content for different avatars. 
Typically, for a sign language communication system, it could be expected that children would prefer 
cartoon-like avatars and adults more realistic and “serious” looking characters. 

Figure 2.10 a) and b) shows different initial position for an avatar (details are shown on the wrist 
orientation level). When the same set of parameters is applied to both avatars, different effects are 
obtained as shown in Figure 2.10 c) and d). In order to ensure a correct and consistent interpretation of 
the animation set on different avatars, the standard specifies the initial position of the character to be 
the one depicted in Figure 2.10 a). 

  

a) Michael Miller’s “solder” avatar. b) Cindy Reed-Ballreich’s “Nancy” avatar. 

  
c) d) 

Figure 2.10. Avatar initial position effects on the animation result. a) correct initial position, b) 
incorrect initial position, c) and d) results obtained from the same animation parameter set. 
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2.2 Creating an FBA compliant avatar from a static 3D model 

The FBA specifications do not mandate any specific methods to get a real description of a 3D human 
body. Two different courses can be chosen from in order to build a virtual character depending on how 
cartoon-like or realistic this virtual character must be as well as depending on the technology available 
to the designer. On the one hand the designer can build interactively the model anatomical segments 
and set up the model hierarchy. In this method, describing the information about anatomical segments 
and their hierarchy is part of designing the virtual character. The main drawback is that the final result 
is strongly dependent on the designer’s artistic skills and talent. On the other hand a faster and proven 
method is to use 3D scanners to acquire the 3D model. In this case, as the scanned data are raw 
geometric data without semantic information about the anatomical segments, getting an articulated 
version compliant with the FBA specifications, requires segmenting the original 3D mesh model into 
separate set of 3D object with anatomical meaning and from them on to build an FBA compliant 
articulated model. In the rest of this section we propose first a segmentation approach and then a 
particular implementation of the complete procedure within the Virtual Human Modelling authoring 
tool (VHM). 

  

a) b) 

Figure 2.11. a) Seamless body. b) FBA Body object: a hierarchical segmented character.  

2.2.1 3D model segmentation 

Splitting a VRML model (and in general an IndexedFaceSet-based model) into anatomical subparts 
can be performed by a supervised polygonal mesh propagation algorithm. Automatic and semi-
automatic segmentation procedures of a human like model into anatomical segments have been 
reported in the literature. The earlier works were aiming at the extraction of body measurements 
needed for clothes’ mass production. Pargas et al. developed a software package where sliced body 
scan data can be edited and the body measurements are then manually extracted [Pargas97]. In the 
attempts to automate measurements extractions, the body landmarks were only roughly positioned. 
Therefore, the error margin on these measurements was significant. For the same application, Jones et 
al. focused on the torso part of the body [Jones95]. A set of cross section slices at the level of the key 
anatomical landmarks on the torso is manually selected. These slices are fitted and then interpolated to 
generate a NURBS approximation. This technique is a good trade-off between data size and surface 
detail representation. The approach remains particularly suited to clothes’ design, however, the 
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process needs a lot of manual operations even though some attempts were made to separate 
automatically the torso from the upper part of the arms [Li97]. 

Nurre considered the automatic segmentation of the human body into its functional parts [Nurre97]. 
He approximated the body structure by a six-stick template representing the head, the two arms, the 
two legs and the torso. The goal was to segment the body into six segments corresponding to these 
parts. The approach combines global shape description, namely moment analysis and local criteria of 
proximity, which are derived from the pre-knowledge of the relative body parts positioned in a 
standard posture (standing body with arms held at the sides). The range data is organised into slices of 
data points. The horizontal slices are stacked vertically and the data points are assigned to the different 
body parts according to the slice’s topology and its position in the body, e.g. a slice having two 
separated closed curves must represent points measured at the level of the legs. A slice consisting of 
three closed curves must belong to the torso and arms area, a slice with two joined closed curves is 
assumed to correspond to the transition between the legs to the torso (at the level of the groin). Dekker 
et al. improved Nurre’s work, with some efforts to enhance the localization of the key landmarks of 
the human body [Dekker98]. For instance they differentiated the slices circumference in the torso area 
to locate the waist position. Additionally, in a recent work [Douros99], they improved the model of the 
torso using a B-spline approximation. Ju et. al. [Ju00] proposed an automatic method, first slicing the 
model transversally (parallel to the horizontal plane) then segmenting the body surface by using the 
contour information of the slices. While the designer’s intervention is not necessary, the method has 
its limitations as the model must be in a dedicated pose and all the joint planes obtained are horizontal. 
Typically, the joint between the arm and shoulder is not correctly identified. 

In order to overcome such limitations, we now propose a semi-automatic procedure, giving, with 
minimal intervention from the designer, an acceptable segmentation. The different steps of this 
procedure are illustrated in Figure 2.12, Figure 2.13 and Figure 2.14. The principle is to create vertex 
and face adjacency lists of the sub-meshes associated with anatomical segments. The algorithm 
follows 3 steps. The first one, the initialization step, aims to create interactively a sorted list of mesh 
vertices, the so-called Joint Location Control Vertices (JLCVs). The designer has to select between 3 
and 7 vertices on the mesh, at each joint level (Figure 2.12. a, b, and Figure 2.13 a, b). The second step 
generates automatically the related joint vertices from the JLCVs, making up the so-called Joint 
Contour (JC). A 3D propagation-based method including angular constraints is applied to any couple 
of two successive JLCVs, (vi, vj), (the last JLCV is coupled with the first one). For an arbitrary vertex 
vi, we call its first order neighbourhood the set of all vertices which are directly connected to vi. For 
each vertex v belonging to the first order neighbourhood of vi, the angle (vvivj) is computed. The vertex 
vmin that minimizes the angular measure is selected. The procedure is iterated by replacing vi by vmin 
and stops as soon as there exists v (one order neighbour of the current vi) such that v= vj. The set of 
selected vertices will form the connection line (CL) between the initial vi and vj. By concatenating all 
the CLs, we obtain the JC associated with a joint (Figure 2.12. d and Figure 2.13 d). The last stage 
constructs the anatomical segment related to two adjacent JCs. The same propagation procedure is 
applied to an arbitrary pair of vertices va and vb, each one belonging to a JC (Figure 2.14 a). An 
arbitrary vertex vk belonging to the CL obtained with respect to va and vb is selected (Figure 2.14 b). A 
3D geodesic reconstruction (iterative elementary geodesic dilation) is applied to vk with respect to the 
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mesh surface limited by the two JCs (Figure 2.14 c). Finally, the anatomical segment is the sub-mesh 
made of the two JCs and the reconstructed component from vk (Figure 2.14 d).  

  

a) b) 

  

c) d) 

Figure 2.12. Segmenting upper arm of the 3D model: selecting first JC.                          
a) first point of the JC, b) second point of the JC,                                            

c) automatically generated segment between the two points, d) automatically generated JC. 
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a) b) 

  

c) d) 

Figure 2.13. Segmenting upper arm of the 3D model: selecting the second JC.                      
a) first point of the JC, b) second point of the JC,                                             

c) automatically generated segment between the two points, d) automatically generated JC. 

 



Chapter Two. MPEG-4 Face and Body Animation: Specifications, Implementation and Performance  

  38 

  

a) b) 

  

c) d) 

Figure 2.14. Segmenting upper arm of the 3D model: geodesic dilation.                            
a) two JC, b) random initialization between the two JC, c) geodesic dilatation, d) segmentation result. 
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2.2.2 Virtual Human Modelling authoring tool 

The goal of the Virtual Human Modelling (VHM) authoring tool (available on Windows platforms) is 
to help a designer to obtain, from a scanned geometric model of a human like avatar, an articulated 
version, compliant with the FBA specifications.  

The authoring tool is made of two parts:  

• a Segmentation Module to split the original object into a set of 3D objects using the above-
mentioned segmentation algorithm. With the Segmentation Module presented in Figure 2.15, the 
designer selects for each anatomical segment a set of points on the two segment joints (the Joint 
Contour are called "borders" in Figure 2.15) and the module extracts the 3D object between the 
two joints to obtain an anatomical segment. Then the designer can save the 3D object 
corresponding to the anatomical segment into an indexed data base. 

 

Figure 2.15. Virtual Human Modelling Authoring Tool. The Segmentation Module control dialog. 

 

• a Building Module to build the articulated character by using the FBA predefined hierarchy. 
Once all the 3D objects associated with the anatomical segments are available, the Building 
Module is used to set up the parent-child property of the anatomical segments. The user 
interaction is simple and intuitive (Figure 2.16): the module loads from the indexed database all 
the anatomical segments and associates them to the FBA standard segments. In Figure 2.16, the 
active segment is illustrated in mesh representation and the rest of the body in dots. In green 
there are illustrated the rotation centers for each anatomical segment. The application also 
proposes, for each anatomical segment, its related joints and the designer has to select the joint 



Chapter Two. MPEG-4 Face and Body Animation: Specifications, Implementation and Performance  

  40 

between the current segment and its parent. In order to allow for complex meshes (several 3D 
objects composing the same anatomical segment) the application has an option to load a so-
called "extended segment". The name of such a segment is not specified in the FBA standard 
and it will be attached (with respect to its geometric transformation) to a standard segment. 
Finally, the virtual humanoid can be saved as an FBA compliant avatar. 

 
Figure 2.16. Virtual Human Modelling Authoring Tool. The Building Module control dialog. 

2.3 BAPs editor: the Artemis Animation Avatar Interface 

The Artemis Animation Avatar Interface (3AI) is a C++ user-friendly interface, available on 
X11/Motif and Windows (Figure 2.17) platforms.  
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Figure 2.17. The ARTEMIS Avatar Animation Interface with the forward kinematics BAP editing 

control dialog. 

As basic functions of the interface are:  

• loading an FBA compliant avatar; 

• 3D composition of objects such as images, video sequences, human body models or anatomical 
part models (hand, arm), and 3D scenes;  

• calibration of a 3D body model according to the anthropometric characteristics of the actor in a 
video sequence (dimensions of the palm, length of the fingers ...);  

• interactive extraction of BAPs to describe any posture or corresponding to the posture shown in 
the video sequence (see Figure 2.18). This feature of the 3AI authoring tool has been used to 
generate the MPEG-4 BAPs data set for the alphabet letters used in American Sign Language 
(ASL) [Prêteux98].  

• BAPs editing through selection of key-frames and end-effector positioning; 

• animation of the virtual human model according to a BAPs file source and network resource (e.g. 
UDP server).  
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Figure 2.18. The ARTEMIS Avatar Animation Interface used for interactive tracking of gestures in 

image sequences. 

In the rest of this section, we focus on the process of generating BAPs. Although the proposed 
interface is simple and straightforward to use, the amount of time needed to produce quality content is 
important. In order to reduce this time, we propose two mechanisms for the automatic generation of a 
temporal or spatial subset of parameters from some key parameters. The first mechanism is a temporal 
interpolation, reducing the action of the animator to some key frames, and the second one is an inverse 
kinematics method, reducing the action of the animator to specifying some relevant parameters in the 
key frame. 

2.3.1 Key value-based animation 

In order to animate an avatar, the MPEG-4 standard mandates the specification of the entire set of 
animation parameters for each frame. Usually, high level motion description systems like sign 
language notation systems define movements by specifying either the initial and final positions, in the 
case of simple motions, or the initial position and a trajectory, in the case of complex motions. It is 
also possible to describe a motion by specifying several key frames. In this subsection, we address the 
issue of automatically translating a high level animation description defined by key-frames to BAPs 
parameters. The principle consists in computing automatically the BAPs associated with the 
intermediate frames. The BAP file contains the explicit values of the joint angles and in order to 
compose the entire transformation of an anatomical segment the axis is obtained from the standard 
specifications. Hence, the key issue is the rotation interpolation. Basic linear interpolating techniques, 
directly applied in the angular space, have been proven to generate bad results [Wagner] leading to 
unnatural motions. Therefore, we propose to use a more elaborated interpolation scheme.  
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If more than two key frames are available, a high-order interpolation scheme like spline-based 
method could be used. Therefore, we have selected as a first approach a 3 degree spline interpolation 
[Bartels87]. 

When two key frames only are available, we propose a second approach in three steps as follows: 

1) convert the BAP parameters into a quaternion representation,  

2) apply a linear interpolation scheme in the quaternion space, and  

3) convert back the quaternion representation of parameters into a BAP representation.  

The choice of using the quaternion space is based on a mathematical result, which shows that linear 
interpolation between two quaternions results in a continuous rotation around a fixed axis. 

The performances of the interpolation techniques have been first evaluated in the editing tool 
framework (Figure 2.19). Visual inspection of the interpolated sign language gestures shows that the 
quaternion–based interpolation generates realistic and fluid motions if appropriate key frames have 
been selected. The spline-based method performs visually better results, since the continuity forced in 
the key-frames produces a smooth and natural motion. On the other hand, a higher order of the spline 
curve involves more complex computations.  

 
Figure 2.19. The ARTEMIS Avatar Animation Interface with the “Interpolation” control dialog for the 

case of two key-frames. 

2.3.2 End-effector driven animation 

The FBA specifications do not allow for the animation of the virtual body by specifying only a subset 
of the animation parameters. However, many applications address the issue of generating avatar 
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animation by specifying only relevant subparts of the virtual body. The rest of the animation 
parameters are computed during the animation stage. For example, in the case of a sign language 
description system, the main interest is focused on hand motions. As the arms, forearms and body 
posture are of relatively small importance; they are not explicitly described in the sign language 
notations, but obtained during the animation.  

The complete set of BAPs has to be available in order to use a MPEG-4 player (FBA profile 
compliant); the MPEG-4 standard does not allow to specify only a sub-set of these parameters and to 
compute the rest at the user terminal. In this context, we propose here, an automatic method to 
generate the arms, forearms and body animation parameters starting only from the 3D hand location. 
We have developed a generic approach to compute the posture of an articulated model by specifying 
the localization of the end-effectors. This generic approach uses the animation techniques known as 
inverse kinematics, technique which exploits the biomechanical properties of the avatar.  

An appropriate method to solve the inverse kinematics problem for real time animation is the so-
called Cyclic-Coordinate Descent (CCD) method [Eberly01, Welman93]. It is based on a heuristic 
method which has been proposed to find quickly an initial feasible solution for a standard 
minimization-based algorithm. The method attempts to minimize position and orientation errors by 
varying one joint at a time. Each iteration involves a single traversal of the chain from the most distal 
link to the base. Each joint variable iq  is modified in turn to minimize an objective function. As a 

solution is obtained for each joint, the end-effector position and orientation and the rest of the body are 
updated immediately to reflect the change. Thus, minimization problem to be solved at any particular 
joint incorporates the changes made to more distal joints during the current iteration. 

Let us consider that the current end-effector position cP  is  

T
cccc zyxP ),,(=  (2.1)

and that the current orientation cO of the end-effector is specified by the three orthonormal rows of 

the rotation matrix  

T
cccc uuuO ),,( 321= . (2.2)

The end-effector can be placed as close as possible to some desired position dP  and orientation dO  

to find the joint vector q  which minimizes the error measure: 

)()()( qEqEqE OP += , (2.3)

which is the sum of positional error measure 

2)( cdp PPqE −= , (2.4)

and orientation error measure  
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At each joint, the original n-dimensional optimization problem is reduced to a one-dimensional 
problem only involving the joint variable iq . The current end-effector position and the rest of the 

body are updated to reflect the change before proceeding with the next joint (the parent of the current 
joint in the hierarchical structure). Once arrived at the root of the structure, if the goal is not achieved, 
a supplementary pass is performed. By limiting the number of passes, the method can give an 
appropriate solution even when the goal cannot be reached. During the entire process, BAPs are easily 
deduced and generated automatically.  

By applying the method without imposing any constraints to the joint values can result in unrealistic 
postures of the avatar. To avoid these undesirable results we have used a set of ranges for all BAPs as 
specified in [ISOIEC01]. This ranges are provided by the MPEG-4 specifications in order to 
efficiently address the compression of the animation parameters and they reflects the limits of the joint 
angles for a human body. In the CCD implementation, when the solution of the analytical equation is 
out of range, the joint value is initialized with the appropriate value in the range (min or max).  

The results obtained for a set of simple and complex motions with hands as end-effector (Figure 
2.20) show that the performances of this method (in terms both of computation complexity and 
stability performances) are well adapt for real time animation applications.  

 
Figure 2.20. Successive steps for Cyclic-Coordinate Descent algorithm                                 

for a two bones (arm-forearm) IK system.  

2.4 Performances analysis of the FBA framework in a client-server application 

This Section focuses on a practical evaluation of both the compression and the animation 
performances of the FBA framework.  

2.4.1 Evaluation framework 

Using the two above-mentioned authoring tools, an FBA compliant avatar and several animation data 
sets corresponding to the American Sign Language alphabet were created. A complete server-client 
communication system was then set up to test the complete application from the encoding of the 
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animation parameters, their transmission over an IP (Webcast) network to their decoding and the 
rendering of the associated human model. In order to test the transmission we have built an UDP 
server (Figure 2.21) and enriched the 3AI platform with an UDP client (Figure 2.22). The server can 
be configured to send the animation data to a single IP address or to broadcast it to the entire sub-
network. 

 
Figure 2.21. Animation parameters encoder and the UDP server interface. 

 

 
Figure 2.22. The ARTEMIS Avatar Animation Interface with the “UDP client” control dialog. 

Two application scenarios are possible for providing the user terminal with a human model. The first 
one is by building a native (default) avatar into the terminal and the second consists in transmitting the 
avatar at the beginning of the animation session. 
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With MPEG-4, the avatar mesh and attributes can be transmitted with respect to one of the following 
scenarios:  

i) non-compressed,  

ii) as the Face and Body nodes are part of the scene, the BIFS compression can be used. 
As BIFS provides a generic compression mechanism, the results are not optimized for 
avatar geometry; 

iii) using the dedicated 3DMeshCoding (3DMC) algorithm provided by MPEG-4. 

While a non-compressed mesh (geometry and topology) corresponding to a virtual character is usually 
between 400 and 600 bits per vertex, the BIFS representation is between 100 and 300 bits per vertex, 
and the 3DMC representation is between 20 and 30 bits per vertex. Note that these values are obtained 
by considering both the geometry (the set of vertices) and the topology (the set of triangles) of the 
avatar. 

In all three cases, the model geometry and attributes are transmitted once. We are interested now in 
analysing the condition when the default avatar (already built in the user terminal) is not valid. We call 
the default avatar a valid one, with respect to a set of animation data, if the animation results are those 
suited by the creator of the animation parameters.  

Since the MPEG-4 FBA specifications does not impose geometric measures for avatars, when 
dealing with different morphometry of the avatars anatomical segments undesirable effects may rise. 
The different lengths of the segments such as arms, forearms or fingers may produce, during the 
animation, for one avatar the correct result and for another crossing effects between anatomical 
segments. Figure 2.23 shows an example using the same animation parameter set on two different 
avatars. As standard lengths for the anatomical segments are not specified by the FBA framework, the 

  
a) “Dan” avatar. b)”Visia” avatar. 

Figure 2.23. “Applause” sequence: 2 avatars with different morphometries                           
and animated with the same animation parameters.  



Chapter Two. MPEG-4 Face and Body Animation: Specifications, Implementation and Performance  

  48 

invariance of the model definition and the animation parameters is not complete and a re-targeting 
procedure must precede the animation stage. 

We are addressing in the next section the animation parameters compression and transmission. 

2.4.2 Compression efficiency  

We have tested the MPEG-4 animation parameters encoding schemes on BAPs data corresponding 
to all the letters of the American Sign Languege (ASL) alphabet.. In ASL, all the letter signs are 
performed with one hand and the avatar body position and orientation do not change over time. In this 
experiment, the animation frame rate is 10 frames per second, which is, according to hearing impaired 
people, the lowest frame rate acceptable for a sign language transmission. The distortion between the 
original and the decoded sequences is defined as the mean square error of the BAP vectors: 

∑
=

−=
framesNo

i

d
i

o
i BAPBAP

framesNo
D

_

0

2)()(

_
1

, (2.6) 

where BAPi
(o) and BAPi

(d) are the original and the decoded BAP vectors of the frame i, respectively. 
Table 2.1 presents the compression results, in kbps, for “A” to “J” letters signs, obtained by applying 
the DCT and the frame-based method, respectively, as well as the distorsion, computed by using the 
Equation (2.6). 

Sign Q=1 Q=2 Q=4 Q=8 Q=16 Q=31 

 P DCT P DCT P DCT P DCT P DCT P DC
T 

A 1.32  2.80 1.30 2.42 1.25 1.83 1.22 1.54 1.18 1.14 1.14 0.86

B 1.41 2.61 1.35 2.22 1.34 1.64 1.32 1.36 1.32 1.08 1.29 0.81

C 1.80 3.65 1.78 3.15 1.71 2.24 1.68 1.87 1.63 1.41 1.58 1.10

D 1.45  2.66 1.42 2.30 1.38 1.69 1.35 1.40 1.32 1.01 1.31 0.74

E 1.75 3.23 1.71 2.85 1.65 2.13 1.62 1.74 1.57 1.30 1.53 1.00

F 1.37 2.04 1.33 1.83 1.31 1.36 1.28 1.12 1.26 0.88 1.25 0.67

G 1.81 2.83 1.75 2.43 1.72 1.76 1.67 1.47 1.63 1.12 1.57 0.84

H 1.78 2.83 1.74 2.39 1.70 1.70 1.65 1.40 1.63 1.08 1.58 0.76

I 1.53 2.70 1.49 2.39 1.46 1.73 1.41 1.45 1.39 1.10 1.38 0.81

J 1.37 2.20 1.33 1.89 1.31 1.34 1.27 1.11 1.24 0.82 1.21 0.59

Table 2.1. Bit-rates for the frame predictive-based and DCT-based coding schemes. Results for 
signs "A" to "L". Q denotes the global quantization value. 

Figure 2.24 shows the results obtained with different quantization steps size for both encoding 
methods in the case of sign letter “B”. These results are analysed by studying the bit rate as a function 
of the distortion. The encoding methods allow to control the bit rate by modifying the global 
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quantization step (Figure 2.24 II). Figure 2.24 I illustrates the distortion versus quantization step 
diagram. Figure 2.24 III results from the combination of Figure 2.24 I and Figure 2.24 II.  

Do observe that DCT curve (Figure 2.24 III) decreases, while the frame-based method curve is 
almoast constant. When dealing with a wide range of bit rates, the DCT-based method has to be used. 
Since DCT-based method uses a 16 frames temporal buffer, an animation occurs. For sign language 
application, this delay introduces a small non-synchronisation, but does not affect the message 
comprehension. In the case of applications that require near loss-less compression and exact 
synchronization of the animation with another media, the use of the frame predictive-based method is 
recommended. In order to increase the efficiency of the arithmetic encoder,  the MPEG-4 FBA 
specifications standardize a set of ranges for each animation parameter. The global quantization step is 
used here for scaling the value to be encoded in the corresponding range. Each animation parameter is 
encoded with the same number of bits inside this range. If the obtained scaled value is outside of the 
range, a higher quantization step has to be used. This behaviour of the frame-based encoder is also 
proved by the non-invariance of the bitrate with respect to the global quantization step, as illustrated in 
Figure 2.24. 

 
 

Figure 2.24. Experimental results for sign “B”. Predictive (dense bullets) vs DCT BAP 
coding schemes. Distortion vs Q (I), Bit-rate vs Q (II) and Distorsion vs bit-rate (III). 

We have tested the FBA compression techniques on a more complete data set representing real sign 
language content. In this sequence, both arms and the body of the avatar are animated. The frame-rate 
for this content is 20 fps. Figure 2.25 shows a frame from this data set.  
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Figure 2.25. Frame from animation data set. 

When using the frame predictive-based method, a quantisation value bigger than 4 has to be used 
and the obtained bit-rate is close to 6.2 kbps. The compression results for the DCT-based method are 
presented in Table 2.2. 

Sign Q=1 Q=2 Q=4 Q=8 Q=12 Q=12 Q=24 Q=31 

Bitrate[kbps] 12,08 10,41 8,5 7,29 6,25 5,41 3,95 3,33 

Table 2.2. Bit-rates [kbps] for the DCT-based coding scheme. Q denotes the global quantization 
value. 

The low bit rate, less than 15 kbps, obtained by compressing the animation parameters, while 
keeping visual degradation at a satisfactory level, allows animation transmission in a low bit-rate 
network.  

2.4.3 Realistic animation 

We analyse in this section the FBA framework performances related to the realistic representation of 
the avatar. Such requirement is of major importance when dealing with a sign language 
communication system.  

In order to provide realistic 3D deformations and to avoid the seams at the joint level, (effects induced 
by the animation), the MPEG-4 FBA includes a deformation modelling tool achieved by instantiating 
Body Deformation Tables (BDTs). BDTs address flowing motions by specifying a list of vertices of 
the 3D model as well as their local displacements as functions of BAPs [ISOIEC01]. Let us 
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demonstrate the BDT concept to deform the shape of a finger at the joint between ring finger proximal 
and middle phalanges. We instantiate the BodyDefTables corresponding to these anatomical segments: 

BodyDefTable { 
 bodySceneGraphNodeName “l_ring_proximal” 
 bapIDs [143] 
 vertexIds  [ 50, 51, 52, 53, 54] 
 bapCombinations [100, 200, 300, 450, 500] 
 displacements  
[ -0.11 0.12 0, 0.1 0 0, 0.1 0 0, 0.1 0 0, 0.1 0 0, 0.1 0 0,  
-0.25 0.25 0, 0.22 0 0, 0.22 0 0, 0.22 0 0, 0.22 0 0, 0.22 0 0,  
-0.35 0.37 0, 0.3 0 0, 0.3 0 0, 0.3 0 0, 0.3 0 0, 0.3 0 0,  
-0.4 0.47 0, 0.41 0 0, 0.41 0 0, 0.41 0 0, 0.41 0 0, 0.41 0 0,  
-0.52 0.6 0, 0.48 0 0, 0.48 0 0, 0.48 0 0, 0.48 0 0, 0.48 0 0] 
} 
BodyDefTable { 
 bodySceneGraphNodeName “l_ring_middle” 
 bapIDs [ 143] 
 vertexIds [ 0, 1, 2, 3] 
 bapCombinations [100, 200, 300, 450, 500] 
 displacements  
[ -0.1 0 0, -0.09 0 0, -0.08 0 0, -0.1 0 0, 
-0.22 0 0, -0.2 0 0, -0.21 0 0, -0.22 0 0, 
-0.29 0 0, -0.28 0 0, -0.3 0 0, -0.3 0 0, 
-0.35 0 0, -0.37 0 0, -0.39 0 0, -0.4 0 0, 
-0.4 0 0, -0.4 0 0, -0.45 0 0, -0.45 0 0] 
} 
 
In this case, the BDTs refer to the deformation of the segments l_ring_proximal and l_ring_middle 

as functions of BAP #143, l_ring-flexion2 (See [ISOIEC01] for segments and BAPs names). The 
vertices with indices 50, 51, 52, 53 and 54 on surface l_ring_proximal are deformed. The 
displacements for vertex 50 are (-0.11 0.12 0), (-0.25 0.25 0), (-0.35 0.37 0), (-0.4 0.47 0) and (-0.52 
0.6 0) for the BAP l_elbow_flexion values 100, 200, 300, 450 and 500, respectively. By controlling the 
shape at the vertex level, muscle-like deformations can be made. Note that the vertices displacements 
are to be provided for BAP key values. Realistic deformations can be possible if the deformation 
tables are large enough, with an important number of animation parameter key values and an 
important number of affected vertices (usually up to 30).  

In order to obtain the vertices displacements for all the animation parameters value set, the standard 
allows a BDT interpolation method using the reference BDTs associated with key frames. Figure 2.26 
shows the results of the BDT-based interpolation technique in the case of a simple finger flexion 
movement.  
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a) a’) 

 
b) b’) 

 
 

c) c‘) 

  
d) d’) 

Figure 2.26. Finger animation: without BDTs (a), b), c), d)); with BDTs (a’), b’), c’), d’)) –     
BDTs interpolation: key frames (a’) and d’)), interpolated BDTs (b’) and c’)). 
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There are two major limitations related to the deformation table mechanism. The first one is related 
to the deformation table generation. There are no automatic procedures to directly build the tables. A 
possible indirect method is to generate, with the same set of animation parameters and for the same 
avatar, the animation in two different ways: one using the segmented body as defined in the FBA and 
one using any available method in the literature regardless of its processing requirements. By selecting 
a number of key frames and by analysing the difference between the positions of the same vertex in 
the two animations, one can obtain the deformation tables. The limitation consists, then, in the 
obligation to animate the avatar with another method. 

The second limitation of the FBA framework consists in the poor support for the deformation table 
interpolation schemes and the non existence of compression mechanisms to reduce the size of the 
tables. In order to achieve realistic animation, the tables must have an important number of entries in 
terms of affected vertices. As the only interpolation scheme supported is linear interpolation, the tables 
must have an important number of entries in terms of key frames. A possible solution is to support 
high level interpolation schemes as proposed in [Guttierez02], or to allow compression mechanism for 
the BodyDefTable node. None of these two solutions are supported by the FBA specifications. 

In conclusion, providing realistic animation in the FBA framework is possible through the 
BodyDefTable mechanism. However, to generate the deformation tables requires additional 
animation methods and the size of the deformation tables can make up to 50% of the size of the entire 
model, depending on the requested deformation accuracy.  

2.5 Conclusion 

The MPEG-4 FBA specifications for virtual human characters offer a basic framework for animation, 
which allows the representation of the avatar as a segmented virtual character. Furthermore, the 
motion parameters representation is very compact and makes it possible, in a compressed form, to get 
very low bit rate streaming animations in networked environments.  

We have presented in this chapter an evaluation framework for the FBA with respect to  

• the interdependence between the model definition and the animation parameters,  

• the animation compression performances and  

• the realistic animation capabilities.  

Since the FBA do not mandate a specific method to obtain the avatars and the animation parameters, 
we have proposed tools to produce these data. A semi-automatic segmentation algorithm allows to 
segment a human model obtained from 3D scanner. Then, an authoring tool builds the hierarchical 
structure of the character. Once the avatar static structure is available, an animation editing software, 
enriched with time and spatial interpolation/extrapolation mechanisms, allows to generate the 
animation parameters. The performances in terms of compression and realistic animation were then 
presented and discussed.  
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The poor capabilities that FBA provide in terms of easy and efficient handling of mesh deformation, 
led us to propose an integrated framework, based on a seamless representation of the virtual character 
and a set of mesh deformation controllers. The next chapter introduces this framework and shows its 
performances with respect to FBA. 
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he purpose of this chapter is to introduce an augmented animation framework for virtual 
character animation. This framework is founded on a generic deformation model that we introduce in 
the first section of the chapter. The proposed model relies on a deformation controller defined by 
means of a geometric support, an influence volume around this support and a measure of affectedness 
within the influence volume. With respect to these elements, a classification of the main deformation 
techniques reported in the literature is presented. In the following, we introduce two instances of our 
deformation model which offer efficient control of the geometrical support and appropriate volume 
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specification: (1) bone controller and (2) muscle controller. Our original contribution consists in 
proposing the Skeleton, Muscle and Skin (SMS) framework, builded around these concepts (bone and 
muscle). We show how they can be used to define and animate generic virtual characters. In order to 
embed generic virtual characters into a 3D scene we provide the SMS architecture with the scene 
graph nodes. We then address the issue of an efficient representation of the animation parameters by 
(1) enriching the animation capabilities with temporal interpolation and inverse kinematics support 
and (2) adapting two data compression techniques to the SMS animation data, namely predictive- and 
DCT-based. Experimental results are presented and discussed. A quantitative and qualitative analysis 
of the obtained results shows that the SMS framework offers a good support to perform the 
transmission of a realistic virtual character animation over low-bit-rate networks. A comparative study 
between the SMS and FBA frameworks, states the advantages of the former.  

Finally, we describe how we have promoted the SMS framework in the MPEG-4 standard.  
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3.1 Synthetic object deformation: toward a unified mathematical model 

The key issue pointed out in the previous chapter refers to realistic animation that FBA tools can not 
efficiently achieve. One of the main reasons comes from considering the avatar as a segmented mesh 
and performing the animation by applying a rigid geometric transformation to each segment. In order 
to overcome this limitation, here we consider the object as a seamless mesh and animate it by means 
of deformations. In the following, we introduce a unified mathematical model for synthetic object 
deformation. 

Let )(ΩM be a seamless mesh, where { }nvvv ,..., 10=Ω  is the set of the mesh vertices and let 

ii )(Ω be a family of non-empty subsets of Ω . A local deformation function 3: R→Ωiϕ  makes it 

possible to move a vertex iv Ω∈  into the new position expressed as )(vv iϕ+ . Here, iϕ  is extended 

from iΩ  to Ω  as the null function, i.e. 0)(,\ =ΩΩ∈∀ vv ii ϕ . Note that the family ii )(Ω  is not 

necessarily a partition of Ω . In particular, U
i

iΩ  can be a strict subset of Ω  (some vertices may 

remain unchanged) and for two distinct subsets iΩ  and jΩ , the intersection ji Ω∩Ω  can be 

nonempty. The deformation satisfies the superposition principle, i.e. the deformation induced by both 

iϕ  and jϕ  at a vertex v  belonging to ji Ω∩Ω  is expressed as the sum )()( vv ji ϕϕ + . 

In order to achieve a compact description and an efficient implementation of a deformation model, let 
us introduce the notion of deformation controller, which is defined as a triplet made of: 

• the support S associated with a n dimensional (nD) geometric object ( 3}2,1,{0,∈n ), 

• an influence volume )(SV  associated with S , 

• the affectedness measure µ , defined on )(SV and characterizing the intrinsic deformation 

properties of the influence volume. 

A family iiiii SVSC )}),(,{( µ=  of controllers is said to be associated with a mesh )(ΩM  if and 

only if the following relationships are fulfilled: 

1. { }ni ...,,1,0∈∀  )( ii SV∩Ω=Ω  

2. it exists a mapping iψ  from iΩ  to iS  such that any vertex iv Ω∈  is linked to a set of 

elements of iS . 

Applying an (affine or not) transformation iT  to iC  is equivalent to define a deformation function iϕ  

on iΩ  such that: 

[ ]∑
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where iµ  is the affectedness measure associated with iC  and kω  is a weighting coefficient.  

In practice, the transformation iT  is applied to the controller and is propagated with the influence 

volume )( iSV  according to the affectedness measure iµ , which plays the role of a weighting 

function. When )(viψ  is reduced to a single element, Equation (3.1) is simplified as: 

[ ])())(()()(, vvTvvv iiiiii ψψµϕ −=Ω∈∀ . (3.2)

This controller-based deformation framework enables to unify the different deformation techniques 
reported in the literature with respect to the dimension of the controller support. Typically, the most 
representative technique of a volumic controller-based approach is the lattice-based deformation 
model. In this case, the 3D grid is considered as the controller volume. The 1D controller-based 
approach covers most of the deformation techniques currently used, namely: deformation tables (a 
particular case being described in Chapter 2), spline-based, and skeleton-based. The 0D controller 
principle is used in the case of cluster-based and morphing-based approaches.  

In practice, choosing an appropriate controller results from a trade-off between: 

1. the complexity of representing the controller, directly linked to its dimension, and 

2. the distribution of mesh vertices affected by the controller, specifically by choosing the most 
appropriate influence volume. 

An optimal balance is obtained by using a 1D controller. The support of the controller is thus easy to 
control (the number of parameters is small) and the corresponding influence volume covers a large 
class of configurations. Let us now apply such an approach for animating an articulated virtual 
character in the case of two specific 1D controllers, namely a segment and a curve defined as a 
NURBS, referred to as bone- and muscle-based deformation, respectively. 

3.2 Skeleton, Muscle and-Skin-based modelling and animation 

3.2.1 Bone and muscle controllers for animating an articulated object 

An articulated virtual character and generally, an articulated synthetic object, also called kinematics 
linkage, is composed of a set of rigid links which are connected at the joints. With respect to the 
modelling classification presented in Section 1.1, one can distinguish the following configurations:  

• in the case of a segmented virtual character, a rigid link corresponds to the envelope of an 
anatomical segment;  

• in the case of a seamless virtual character, a rigid link is associated with each anatomical bone 
of the skeleton.  

In order to define the static 3D posture of an articulated virtual character, including geometry, colour 
and texture attributes, the approach here proposed consists in considering the entire virtual character as 
a single 3D mesh referred to as skin.  
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During the animation stage, the anatomical bones can only be affected by rigid transformations and 
cannot be locally deformed. Realistic animations require however local skin deformations, for 
simulating muscular activity effects. In order to fulfil this requirement, we propose to attach curve-
based entities at an arbitrary level of the skeleton.  

We call Skeleton, Muscles and Skin (SMS) the framework for animating virtual characters by using 
the above-mentioned bones- and muscles-based deformation controllers. 

Two issues are addressed by the SMS framework. The first one deals with the definition of the skinned 
model as a static model described by its geometry and its appearance. In order to perform this task, a 
hierarchical skeleton and a collection of muscles are introduced. The second issue deals with the 
animation of articulated models together with a compressed representation of the animation 
parameters. 

Defining a SMS virtual character requires to specify a set of static attributes (geometry, texture, etc.) 
as well as a deformation model. From a geometric point of view, an SMS synthetic model is 
represented in such a way that the set of vertices which belong to the skin of the virtual character is 
specified as a unique list. In order to define various appearances at different levels of the SMS virtual 
character, distinct shapes can be concatenated provided that all the shapes composing the skin share 
the same list of vertices. This type of representation avoids to get seams on the skin during the 
animation stage, while preserving the possibility to define various sets of colour, texture and material 
attributes at different levels of the skin.  

The animation behaviour of a skinned model is defined by means of skeleton and muscle layers 
together with their properties.  

The skeleton is a hierarchical structure built from bones. A bone is defined as a segment of length l by 
means of: 

1. a geometric transformation of the bone, defined with respect to its parent in the skeleton 
hierarchy, 

2. a model of influence of the bone movement on the surface of the articulated model, and 

3. inverse kinematics constraints. 

A muscle layer is a collection of individual muscles, each one being attached to a bone. Specifically, it 
is defined by means of: 

1. a curve represented as a NURBS which can be deformed, and 

2. a model of influence of the curve deformation on the skin of the model. 

Each bone and each muscle has influence on the skin. Thus, by changing a bone position or orientation 
or by deforming the muscle curve, the skin vertices belonging to the associated influence volume will 
be displaced accordingly. Here, to define the skinned virtual character consists in specifying for each 
bone and for each muscle an associated influence volume, i.e. the subset of the affected skin vertices 
together with the related measure of affectedness as a set of weighting coefficients. The influence can 
be directly specified vertex by vertex by the designer of the synthetic model, or computed before 
performing the animation. In the first case, the list of affected vertices and the weighting coefficients 
are included in the bone/muscle definition. In the second case, distinct approaches are proposed for 
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bones and muscles, respectively. The two following sub-sections present different strategies for 
computing the bone and the muscle influence volume, respectively. 

3.2.2 Bone-based modelling and animation 

3.2.2.1 Bone influence volume 

The bone influence volume is defined as the support of the affectedness measure µ . Here µ  is 

expressed as a family of functions [ ] +− ∪∪∈ lldd µµµ
0,0)( . dµ  is defined on the perpendicular plane 

located at distancee d from the bone origin. The support of dµ  is partitioned into three specific zones 

( indZ , , middZ ,  and extdZ , ) by two concentric circles characterised by  their respective radius dr  and 

dR (Figure 3.1.). dµ  is then defined as follows: 
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where ),( extZxδ  denotes the Euclidean distance from x  to extZ  and )(⋅f  is a user specified 

fall-off to be chosen among the following functions: xxxxx ),
2

sin(,,, 23 π
and 3 x . This set of 

functions allows a large choice for designing the influence volume and ensures the generality of the 
model. 

The affectedness measure −0
µ (respectively +l

µ ) is defined in the same manner but using two half-

spheres of radius 0r  and 0R (respectively lr  and lR ) as illustrated in Figure 3.1. 
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Figure 3.1. Forearm bone influence volume. 

The bone influence volume being defined, animating the virtual character consists in deforming its 
mesh by translating its vertices according to the bone transformation. Let us detail the mathematical 
formulation of the bone transformation. 

3.2.2.2 Bone transformation and induced effects on the skin 

Here only affine transformations are applied to the bone controller. In virtual character animation, the 
most widely used geometric transformation consists in changing the orientation of the bone with 
respect to its parent in the skeleton hierarchy. Thus, the bone can be rotated with respect to an arbitrary 
axis. However, when special effects are needed, the bone can also be translated. For instance, in 
cartoon-like animations, thinning and thickening the skin envelope are frequently used. For such 
effects, the bone transformation must contain a scale component specified with respect to a predefined 
direction. 

The general form of the geometric transformation of a bone ib  is expressed as a 44× element matrix 

iT  obtained as follows [VRML]: 

i
w

i
w

i
ww bSbRbΤRiT ⋅⋅=  (3.4) 
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where i
wbTR , i

wbR , i
wbS  give the bone translation, rotation and scale, respectively, expressed in 

the world coordinate system.  

In practice, the computations are performed in the local coordinate system attached to the bone. In 
order to perform the scaling with respect to a predefined direction, the matrix bSR  performs a pre-

orientation of the bone. Thus, in this system, the iT  transformation is expressed as: 

1)(1)( −⋅−⋅⋅⋅⋅⋅=
iiiiiii bCbSRbSbSRbRbCbΤRiT  (3.5) 

where matrix bC  allows to pass from the bone local coordinate system to the world coordinate 

system. For the sake of flexibility and compactness, the general transformation matrix is expressed in 
the bone node definition as separated components, as shown below (notations according to the MPEG-
4 formulation):  

exposedField  SFVec3f center  0 0 0 #corresponding to bC  

exposedField  SFRotation  rotation  0 0 1 0 #corresponding to bR  

exposedField  SFVec3f translation 0 0 0 #corresponding to bTR  

exposedField  SFVec3f scale  0 0 0 #corresponding to bS  

exposedField  SFRotation  scaleOrientation 0 0 1 0 #corresponding to bSR  
 

Here, the animation consists in updating, at each frame, the components translation, rotation, scale, 
scaleOrientation and center.  

Once the bone geometric transformation is computed, it is possible to compute the new position of the 
skin vertices in the bone influence volume according to formula (3.2). 

The SMS framework does not limit the number of bones used for animating a virtual character. 
Consequently, local deformation effects can be obtained by creating and animating additional bones. If 
such an approach can be used with a certain success for simulating limited local deformation, the 
efficiency may strongly decrease when considering realistic animations. To address this kind of 
animation, we introduce in the next section the muscle-based deformation. 

3.2.3 Muscle-based modelling and animation 

3.2.3.1 Muscle influence region 

The muscle influence volume is constructed as a tubular surface generated by a circle of radius r  
moving along the NURBS curve (see Figure 3.2.) 
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Figure 3.2. The muscle influence volume (in transparent green). 

The affectedness function is then defined as follows: 
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where δ  denotes the Euclidean distance, )(⋅f is to be chosen among the following functions: 

2/1),
2

sin(,,2,3 xxxxx π
and 3/1x , and ψ  is the function assigning to v its correspondent point on 

the muscle curve. 

3.2.3.2 Muscle deformation and induced effects on the skin 

A muscle is designed as a curve together with an influence volume on the virtual character’s skin. In 
order to build a flexible and compact representation of the muscle shape, we use a NURBS-based 
modelling. Animating the muscle consists here in updating the NURBS parameters. The main 
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advantages of NURBS-based modelling are the accurate representation of complex shapes. The 
control of the curve shape is easily addressed. A set of control points and knots, ruling the shape of the 
curve, can be directly manipulated in order to control the local curvature. In addition, NURBS 
parameterization is very compact even for complex shapes. For example, approximating a circle by a 
set of line segments requires tens or thousands of segments to obtain a circle-like shape instead a 
polygon-like one. Using NURBS instead of line segments, the representation requires only seven 
control points.  

As NURBS theory is widely reported in the literature, we shall not get into details here, the 
interested reader should report to [Piegl97]. In the following, we illustrate how one can animate a 
NURBS curve.  

In order to change the shape of a NURBS curve, only the positions of the control points have to be 
modified. Figure 3.3 illustrates the effect of translating an inner control point of a NURBS defined by 
12 control points; in green - the initial curve, in red - the deformed curve obtained by translating B7. 

 
Figure 3.3. Influence of the translation of a control point on the NURBS shape.. 

To give more importance to a specific control point, a weighting coefficient can be assigned. Such 
an effect is illustrated in Figure 3.4.; in red - the initial curve wB3 =0.25, in blue - the deformed curve 
wB3 =1 and in green - the deformed curve wB3 =2.5. A careful selection of the knot sequence allows to 
model a given angle configuration Figure 3.5; in red an uniform curve, the knot sequence is {0.0, 1.0, 
2.0, 3.0, 4.0, 5.0, 6.0, 7.0}, for the green curve the knot sequence is {0.0, 1.0, 2.0, 3.0, 3.0, 5.0, 6.0, 
7.0} and for the blue curve the knot sequence is {0.0, 0.0, 0.0, 3.0, 4.0, 5.0, 6.0, 7.0}. 
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Figure 3.4. Influence of weighting a control point (here, B3) on the NURBS shape.  

 

 
Figure 3.5. Influence of the knot sequence on the curve shape. 

NURB-based modelling is fully supported within the SMS framework. Animating a muscle consists in 
updating the values of its NURBS parameters according to affine or not affine transformation T : 

exposedField  MFFloat  knot        [ ]   
exposedField   MFVec4f controlPoint    [ ] 

Here, the controlPoint component is a vector of control points. Each control point is a vector with 4 
elements: 3 for the 3D position ),,( zyx  and 1 for the weight )(w . 

Once the muscle transformation is computed, it is possible to compute the new position of the skin 
vertices in the muscle influence volume according to Equation (3.2). 
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3.3 Skeleton, Muscle and Skin nodes specification 

One of the main purposes of the SMS framework is to allow the definition and the animation of a 
virtual character within a 3D scene. In this context, we propose a scene graph architecture to describe 
the SMS elements. This architecture is build according to the VRML and MPEG-4 scene graph 
definition rules. Thus, the structure of the proposed architecture relies on the definition of scene graph 
nodes. In order to easly identify the SMS-related nodes in the scene graph, all the node names start 
with SB (Skin&Bones) letters.  

At the root of the SMS-related node hierarchy, a SBVCAnimation node is defined. The main purpose 
of this node is to group together a subset of virtual characters of the scene graph and to attach to this 
group an animation resource (file or stream). An SMS virtual character is defined as a 
SBSkinnedModel node and it is related to a collection of bones – each one defined as a SBBone 
node - together with a collection of muscles – defined as SBMuscle nodes. An optimal modelling 
issue is addressed by defining the SBSegment node, as explained in Section 3.3.3. In addition, the 
SBSite node allows defining semantic regions in the space of virtual character. These nodes are 
detailed below. Since SBVCAnimation node is dedicated to integrate the SMS animation stream into 
an MPEG-4 stream, its structure is detailed in the Section 3.7, where the MPEG-4 integration details 
are presented. 

3.3.1 SBBone Node 

The fields of the SBBone node are illustrated in Figure 3.6. 

 
 

Figure 3.6. The fields of the SBBone node. 
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The interface of the SBBone node is as follows. The first column refers to the type of the 
component (field or event), the second one gives the type of the component, the third one indicates the 
name and the last one indicates the default value (“[]” syntax means that the component is a vector 
with a non-specified default value). 

SBBone{ 
eventIn  MFNode   addChildren 
eventIn  MFNode   removeChildren 
exposedField  SFInt32   boneID   0 
exposedField  MFInt32  skinCoordIndex  [ ] 
exposedField  MFFloat  skinCoordWeight [ ] 
exposedField  SFVec3f  endpoint  0 0 1  
exposedField  SFInt32   falloff   1 
exposedField  MFFloat  sectionPosition  [ ] 
exposedField  MFFloat  sectionInner  [ ] 
exposedField  MFFloat  sectionOuter  [ ] 
exposedField  SFInt32   rotationOrder  0 
exposedField  MFNode  children   [ ] 
exposedField  SFVec3f  center   0 0 0 
exposedField  SFRotation  rotation   0 0 1 0 
exposedField  SFVec3f  translation  0 0 0 
exposedField  SFVec3f  scale   0 0 0 
exposedField  SFRotation  scaleOrientation 0 0 1 0 
exposedField  SFInt32   IkchainPosition  0 
exposedField  MFFloat  IkyawLimit  [ ] 
exposedField  MFFloat  IkpitchLimit  [ ] 
exposedField  MFFloat  IkrollLimit  [ ] 
exposedField  MFFloat  IKTxLimit  [ ] 
exposedField  MFFloat  IKTyLimit  [ ] 
exposedField  MFFloat  IKTzLimit  [ ] 

} 

The SBBone node specifies four types of information, namely semantic data, bone geometric 
transformation, bone-skin influence volume and bone IK constraints. Let us detail each of these 
components. 

During the animation, each bone can be addressed by using its identifier, boneID. This field is also 
present in the animation resource (file or stream). If two bones share the same identifier, their 
geometric transformations have the same set of parameter values.  

The bone-skin influence volume described in Section 3.2.2.1 is implemented as follows: the 
specification of the affected vertices and the measure of affectedness are obtained by instantiating the 
skinCoordIndex and skinCoordWeight fields. The skinCoordIndex field enumerates the indices of all 
skin vertices affected by the current bone. The skinCoordWeight field is a list of values of affectedness 
measure (one for each vertex listed in skinCoordIndex). The influence volume specified with respect 
to a certain number of planes (discretisation step), is computed as follows. The sectionInner 
(respectively sectionOuter) field is a list of inner (respectively outer) radii of the influence volume 
corresponding to different planes. The sectionPosition field corresponds to the distance d . The falloff 

field specifies the choice of the measure of affectedness function as follows: -1 for 3x , 0 for 2x , 1 for 

x , 2 for )
2

sin( xπ
, 3 for x  and 4 for 3 x . The location of the bone is specified by the center and 
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endpoint fields. The possible 3D geometric transformation consists of (in this order): (1) (optionally) a 
non-uniform scale, (2) a rotation with respect to an arbitrary point and axis, and (3) a translation.  

The rotationOrder field contains information related to the conversion from the quaternion 
representation, used in the node data, to the Euler angles-based representation, used in the animation 
resource (file or stream), and vice versa.  

The IK information related to a bone refers to the position of the bone in a kinematics chain and to 
the definition of possible movement constraints of this one. Relative to the IK information one can 
distinguish the following cases: 

If the bone is the root of an IK chain, then IKchainPosition equals 1. In this case, when the IK 
scheme is applyed only the bone orientation changes.  

If the bone is the last element in the kinematics chain, then IKchainPosition equals 2. In this case, 
the animation stream has to include the final position of the bone (X, Y and Z in the world 
coordinates).  

If IKchainPosition equals 3, the bone belongs to the IK chain, but it is not the first nor the last one in 
the chain. In this case, the position and the orientation of the bone are computed via the IK procedure.  

Finally, if the bone does not belong to any IK chain (IKchainPosition=0), it is necessary to transmit 
the local transformation of the bone in order to be able to displace this one. 

Let us give two simple examples in order to illustrate how the IK information is used during the 
animation.  

If an animation stream contains motion information related to a bone with IkchainPosition=1, this 
information will be ignored.  

If an animation stream contains motion information related to a bone with IkchainPosition=3, this 
means that the animator imposes the orientation of the bone and the IK solver will use this value as a 
constraint.  

The IK constraints of a bone are related to its orientation and translation. Thus, 

IkyawLimit (respectively IkpitchLimit and IkrollLimit) field consists in a pair of min/max values, 
which limit the bone rotation with respect to the X (respectively Y and Z) axis.  

IKTxLimit (respectively IKTyLimit and IKTzLimit) field consists in a pair of min/max values, which 
limit the bone translation in the X (respectively Y and Z) direction. 

The SBBone node is used as a building block in order to describe the hierarchy of the articulated 
virtual character by attaching one or more child objects. The children field has the same semantic as in 
MPEG-4. In order to support a dynamic change of the skeleton structure, the SBBone node includes 
the addChildren and the removeChildren fields. The global geometric transformation of a given child 
of a bone is obtained by composing the bone transformation with the parent one. 

3.3.2 SBMuscle Node 

The fields of the SBMuscle node are illustrated in Figure 3.7. 
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Figure 3.7. The fields of the muscle node. 

The syntax of the SBMuscle node is defined as follows: 

SBMuscle{ 
exposedField  SFInt32   muscleID   0 
exposedField  MFInt32  skinCoordIndex   [ ] 
exposedField  MFFloat  skinCoordWeight  [ ] 
exposedField  SFNode  muscleCurve   
exposedField  SFInt32   radius    1 
exposedField  SFInt32   falloff    1 

} 

The SBMuscle node enables to add information relative to local deformation for simulating muscle 
activity at the skin level. The muscle influence volume described in Section 3.2.3 is supported as 
follows. Specification of the affected vertices and of the measure of affectedness is performed by 
instantiating the vertices list (skinCoordIndex) and the affectedness list (skinCoordWeight). The 
influence volume is computed by using the radius and falloff fields. The radius field specifies the 
maximum distance for which the muscle will affect the skin. The falloff field specifies the choice of 

the measure of affectedness function as follows: -1 for 3x , 0 for 2x , 1 for x , 2 for )
2

sin( xπ
, 3 for 

x  and 4 for 3 x . 

The modelling of the muscle curve is based on NurbsCurve structure as defined in [BlaxxunNR]: 

NurbsCurve { 
Field  MFFloat  knot  [ ] 
Field  SFInt32   order  3 
exposedField MFVec3f  controlPoint  [ ] 
exposedField MFFloat  weight  [ ] 
exposedField SFInt32   tessellation  

} 
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3.3.3 SBSegment Node 

The SBSegment node syntax is specified as follows: 

SBSegment{ 
exposedField  SFString name   “” 
exposedField  SFVec3f centerOfMass 0 0 0 
exposedField  SFVec3f momentsOfInertia [ 0 0 0 0 0 0 0 0 0 ] 
exposedField SFFloat  mass   0 
exposedField  MFNode children  [ ] 
eventIn  MFNode  addChildren   
eventIn  MFNode  removeChildren   

} 

The name field must be present, in order to be able to identify the SBSegment during the 
animation.  

The physical properties of a segment are defined by its mass (the total mass of the segment), its 
centerOfMass (the location of the center of mass of the segment) and its momentsOfInertia (the matrix 
of the moment of inertia) fields. 

The children field can be an arbitrary object, including a SBSkinnedModel. 

A SBSegment node is a grouping node that we introduce in order to provide the following 
functionalities:  

1. to be able to separate different parts of the skinned model into parts which are independent 
relative to deformation. Two parts are said to be independent relative to deformation if a 
geometrical transformation of the first one does not involve skin deformation of the second 
one and vice versa. This is a crucial requirement for the optimization of the animation. For 
achieving this independence, SBSegment node may contain a SBSkinnedModel node as a 
child component. To exemplify this concept one can consider the fingers of a humanoid 
virtual character together with the hand and with a part of the forearm as a unique 3D object, 
segmented from the rest of the body. The upper part of the forearm and the rest of the body 
can change the pose of the considered object, but cannot deform it. 

2. to be able to attach stand-alone 3D objects on different parts of the skeleton hierarchy. For 
example, a ring can be attached to a finger; the ring geometry and its attributes are defined 
outside the skinned model but the ring will have the same local geometrical transformation as 
the attached bone. 

3.3.4 SBSite Node 

The syntax of the SBSite node is specified as follows: 

SBSite{ 
exposedField  SFVec3f  center   0 0 0 
exposedField  MFNode  children    [ ] 
exposedField  SFString  name     ""  
exposedField  SFRotation  rotation    0 0 1 0  
exposedField  SFVec3f  scale    1 1 1  
exposedField  SFRotation  scaleOrientation  0 0 1 0  
exposedField  SFVec3f  translation   0 0 0  
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eventIn  MFNode  addChildren  
eventIn  MFNode  removeChildren  

} 

The SBSite node indicates a predefined 3D point, not necessarily belonging to the skin, which is 
usually used to localize an end-effector. This point is obtained by using the center, rotation, scale, 
scaleOrientation and translation. The children field is used to store any object which can be attached 
to the SBSegment node.  

The SBSite node can be used to:  

1. define an "end effector", i.e. a location which can be used by the inverse kinematics solver,  

2. introduce an attachment point for accessory objects such as clothes, or 

3. specify the location of a virtual camera in the reference frame of the SBSegment node. 

Any SBSite node is stored in the children field of a SBSegment node. Note that, the SBSite node is 
a specialized grouping node that defines a coordinate system associated to the nodes belonging to its 
children field. This local coordinate system is defined relative to the SBSite node coordinate system. 
The SBSite node is considered as a specialized grouping node because it can only be defined as a 
child of an SBSegment node. 

3.3.5 SBSkinnedModel Node 

The main fields of the SBSkinnedModel node as well as a typical skeleton and skin structure are 
illustrated in Figure 3.8. 

 
Figure 3.8. The fields of the SBSkinnedModel node. 

The SBSkinnedModel node syntax is specified as follows: 
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SBSkinnedModel{  
exposedField  SFString   name   ""  
exposedField  SFVec3f   center    0 0 0 
exposedField  SFRotation   rotation   0 0 1 0  
exposedField  SFVec3f   translation   0 0 0 
exposedField  SFVec3f   scale    1 1 1  
exposedField  SFRotation   scaleOrientation  0 0 1 0  
exposedField  MFNode   skin    [ ]  
exposedField  SFNode   skinCoord   NULL  
exposedField  SFNode   skinNormal   NULL  
exposedField  MFNode   skeleton   [ ]  
exposedField  MFNode   bones    [ ]  
exposedField  MFNode   muscles   [ ]  
exposedField  MFNode   segments   [ ]  
exposedField  MFNode   sites    [ ]  
exposedField SFNode   weighsComputationSkinCoord  NULL  

} 

The SBSkinnedModel node is the root used to define an SMS virtual character and it contains the 
definition parameters of the entire seamless model or of a seamless part of the model. Specifically, this 
node contains the following data: 

• the name field specifies the name of the skinned virtual character, allowing thus a simple 
identification during the animation stage. 

• the parameters of a geometric transformation which allows to place the character in the scene. 
This geometric transformation has a generic affine form and it is specified by the following 
fields: center, translation, rotation, scale and scaleOrientation; 

• a list skinCoord containing the 3D coordinates of all the vertices of the seamless model skin; 

• a list of shapes used to build the character skin. The skin field consists of a collection of 
shapes which share the same skinCoord. This mechanism allows to consider the model as a 
continuous mesh and, in the same time, to attach different attributes (e.g. colour, texture, etc.) 
to different parts of the model; 

• a specification of the skeleton hierarchy. The skeleton field contains the root of the bone 
hierarchy; 

• a list containing all the bones, segments, sites, and muscles belonging to the character. The 
bones, segments, sites and muscles fields contain respectively, the lists of all SBBone, 
SBSegment, SBSite and SBMuscle nodes, previously defined; 

• the weighsComputationSkinCoord field describes a given static pose of the skinned model. 
This pose is used in the initialization step in order to compute the bone and the muscle 
influence volumes; 
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3.4 Skeleton, Muscle, and Skin animation stream  

3.4.1 Animation principle and resource representation 

Animating the SMS model consists in updating, at each frame, the bones and muscles fields associated 
to their geometric transformations.  

To address streamed animation, we consider that the animation data is independent of the model 
parameters. Thus, the model is transmitted or loaded at the beginning of the animation session and the 
animation parameters are sequentially transmitted at each frame. We propose two representation 
techniques for the animation data format: the first one corresponds to a non-compressed (human 
readable) data. This is useful when editing the animation parameters. In this case the file format is 
XMT [Kim00] compliant in order to allow easy editing and data exchange. We call this representation 
“SMS textual”. The second representation is a compressed data format. By using appropriate 
compression schemes, we are able to perform low bit-rate animation transmissions. We call this 
representation “SMS binary”. 

Conceptually, both animation data formats use the same representation of the geometrical transform 
parameters. The next sections describe this representation. 

3.4.2 Animation parameter representation 

The key point for representing the SMS animation parameters consists in decomposing the geometric 
transformations into elementary motions. Thus, when only using, for example, the rotation component 
of the bone geometric transformation, a binary mask indicates that the other components are not 
involved. In order to deform a muscle by translating a control point, a binary mask has to specify that 
weight factors and basis functions are not used. Since the animation system does not use 
systematically all the elements of the transformations associated with bones and muscles, this 
approach produces a very compact representation of the animation stream. Moreover, the compactness 
of the animation stream can be still improved when dealing with rotations. During the animation, the 
rotation of a bone with respect to its parent is usually the main technique used. In the definition of the 
bone node, the rotation is represented as a quaternion. However, many motion editing systems use the 
rotation decomposition with respect to the Euler’s angles. In practice, when less than three angles 
describe a joint transformation, an Euler’s angle-based representation is more appropriate. Thus, to get 
a more compact animation stream, a rotation is represented, in the animation resource, as Euler’s 
angles-based decomposition. 

In [Craig89], it is shown that there are 24 different ways to specify a rotation by using a triplet of 
angles. By introducing a parameter characterizing the 24 possible combinations of the Euler’s angles, 
Shoemake [Shoemake94] demonstrates that there is a one to one mapping between the quaternion (or 
rotation matrix) representation and the pair given by the Euler’s angles and the introduced parameter. 
In order to take into account this remark we have introduced into the bone node a parameter called 
rotationOrder.  



Chapter Three. Virtual Character Animation: the Skeleton, Muscle and Skin (SMS)  

  74 

A triplet of Euler’s angles ),,( 321 θθθ  describes the rotation of a local coordinate system r  with 

respect to a static coordinate system s , i.e. how the bone coordinate system changes with respect to its 
parent coordinate system. This triplet parameterises the rotation as: 

112233 ,,, AAA θθθ ρρρρ oo= , (3.7) 

where 
ii A,θρ represents a rotation of angle iθ with respect to the axis iA , 3,2,1=i  with 

12 AA ≠ and 32 AA ≠ . When dealing with rotations with respect to the axes X, Y and Z of the system 

coordinate, 12 combinations are possible [Shoemake94]. Expressing these rotations both in the bone 
coordinate system r and in its parent coordinate system s , there are 24 possible values for 
rotationOrder. Shoemake demonstrates that by permuting, negating and swapping the columns of the 
rotation matrix, the number of independent configurations decreases from 24 to 2 cases. 

For the rest of the bone transformation components (translation, scale, etc.) the representation in the 
animation resource is identical to the representation in the nodes. 

3.4.3 Temporal frame interpolation 

The issue of temporal frame interpolation has been often addressed in the computer animation 
literature [Foley92, ORourke]. From simple linear interpolation, appropriate for translations, to more 
complex schemes based on high degree polynomials, or on quaternions, in order to take into account 
the orientation, a large number of techniques are available. The advantages and the disadvantages of 
each one are well-known. Many of these techniques are supported by most of current animation 
software packages. Temporal frame interpolation is intensively used to perform animation from 
textual description or from interactive authoring. Relative to our framework, since the animation 
parameters can also be specified to the key-frames and not only frame by frame, real-time temporal 
interpolation methods are required to generate the animation data for all the frames by using the 
information specified in the key-frames.  

For real-time purposes, we use a linear interpolation of the translation and scale components: 

( ) ,)1( 10 xxxxxl +−=  (3.8) 

where 0x  is the translation/scale in the current key-frame, 1x  is the translation/scale in the next key-

frame, and [ ]1,0∈x . 

On the other hand, spherical linear quaternion interpolation is used for the rotation and 
scaleOrientation components:  

[ ]
)sin(

)sin()1(sin
)( 10

α
αα xxxx

xSlerp
+−

= , (3.9)

 

where 0x (respectively 1x ) is the rotation/scale orientation quaternion in the current (respectively 

next) key-frames, and )arccos( 10 xx=α and [ ]1,0∈x . 
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3.4.4 Animation frame 

In a SMS file or stream, for each key frame, we specify two types of information: 

• a vector corresponding to the animation mask, called animationMaskVector which indicates 
the components of the geometrical transformation to be updated in the current frame; 

• a vector corresponding to the animation values called animationValueVector which specifies 
the new values of the components to be updated, 

detailed below. 

animationMaskVector  

In the animation mask of a key-frame, a positive integer KeyFrameIndex indicates to the decoder the 
number of frames which have to be obtained by temporal interpolation. If this number is zero, the 
decoder  sends the frame, directly to the animation engine. Otherwise, the decoder computes n 
intermediate frames (n=KeyFrameIndex) and sends them to the animation engine, together with the 
content of the received key-frame. 

Some bones or muscles of the SMS virtual character may not be animated in all frames. The boneIDs 
and muscleIDs of the updated bones and muscles, respectively, are parts of the animationMaskVector. 
In addition, animationMaskVector contains the animation mask of each bone, 
boneAnimationMaskVector, and the animation mask of each muscle, muscleAnimationMaskVector. 
These vectors are detailed below. 

animationValueVector  

animationValueVector contains the new values of each bone and muscle geometric transformation that 
have to be transmitted and it is obtained by concatenation of all the boneAnimationValueVector and 
muscleAnimationValueVector fields, detailed below. 

For compression efficiency, SMS stream specifications limits the maximum number of bones and 
respectively, of muscle nodes to 1024. These bone and muscle nodes can belong to one or more 
skinned models and are grouped in a SBVCAnimation node. Thus, the fields boneID and muscleID 
must be unique in the scene graph and theirs values lie in the interval [0, …,1023]. 

boneAnimationMaskVector  

To address high compression efficiency, we use a hierarchical processing of the bone motion as 
follows. At the first level, the bone motion is decomposed into translation, rotation, scale, scale 
orientation and center transformation. At the second level, all of these components that are set to 1 in 
the bone mask, are individually decomposed in elementary motions (e.g. translation along the X axis, 
rotation with respect to Y axis, etc.). This hierarchical processing makes it possible to obtain short 
mask vectors.  

The size of the boneAnimationMaskVector can vary from 2 bits (corresponding to a single elementary 
motion) to 21 bits (all the components of the local transformation of the bone change with respect to 
the previous key-frame).  

boneAnimationValueVector 
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boneAnimationValueVector contains the values to be updated corresponding to all elementary motions 
with a mask value of 1. The order of the elements in boneAnimationValueVector is obtained by 
analyzing boneAnimationMaskVector. 

muscleAnimationMaskVector  

The muscle animation parameters in the SMS stream are coordinates of the control points of the 
NURBS curve, weights of the control points or/and knot values.  

The number of control points and the number of elements of the knot sequence are integers between 0 
and 63 and they are encoded in the muscleAnimationMaskVector, after the muscleID field. As in the 
case of bone, a hierarchical processing is used to represent the mask. 

muscleAnimationValueVector  

muscleAnimationValueVector contains the new values of the muscle animation parameters. As in the 
case of bone, this vector is ordered according to the muscleAnimationMaskVector.  

In order to allow easy data exchange and editing, we specify XML-compliant representations for 
boneAnimationMaskVector, boneAnimationValueVector, muscleAnimationMaskVector, 
muscleAnimationValueVector and also for the animation mask of the entire frame, 
animationMaskVector and the associated animation values, animationValueVector. 

The XML compliant representation of the SMS file is presented in Appendix B.  

Since the compression schemes developed in the MPEG-4 FBA framework offer good performances, 
we have adapted the two promoted algorithms (predictive- and DCT-based) for compressing the SMS 
animation file. 

3.5 Experimental results 

In order to evaluate the performance of the proposed compression schemes, we have converted the test 
data generated for the evaluation of the FBA framework, as described in Section 2.4.1, into a SMS 
compliant format. The specificity of this data set consists in the lack of muscle deformation; moreover 
dealing with a human-like model, only rotations are allowed as bone transformations. By encoding the 
data set after the conversion step we have obtained the results presented in Table 3.1.  



Chapter Three. Virtual Character Animation: the Skeleton, Muscle and Skin (SMS)  

  77 

 

Q=1 

Q=2 

Q=4 

Q=8 Q=16 

Q=31 

 P DCT P DCT P DCT P DCT P DCT P DCT 

A 1.45 3.01 1.46 2.66 1.38 1.94 1.30 1.62 1.24 1.22 1.21 0.94 

B 1.51 2.87 1.41 2.41 1.42 1.73 1.42 1.45 1.45 1.19 1.34 0.85 

C 1.93 3.92 1.98 3.47 1.84 2.45 1.83 2.04 1.77 1.53 1.73 1.15 

D 1.55 2.89 1.52 2.42 1.44 1.83 1.42 1.53 1.42 1.05 1.45 0.82 

E 1.86 3.42 1.80 3.15 1.78 2.31 1.74 1.89 1.73 1.44 1.67 1.09 

F 1.42 2.24 1.41 2.12 1.43 1.43 1.36 1.24 1.32 0.93 1.33 0.74 

G 1.97 3.09 1.86 2.65 1.85 1.94 1.82 1.57 1.72 1.24 1.72 0.94 

H 1.90 3.01 1.82 2.52 1.88 1.82 1.77 1.52 1.71 1.14 1.75 0.85 

I 1.62 2.99 1.68 2.56 1.53 1.83 1.53 1.56 1.54 1.17 1.45 0.82 

J 1.43 2.34 1.42 2.07 1.45 1.42 1.38 1.23 1.37 0.82 1.32 0.66 

Table 3.1. Bit-rates [kbps] corresponding to frame predictive-based and DCT-based encoding 
schemes applied to "A" to "J" signs data.                                                 

Q denotes the global quantization value. The frame-rate is set to 10 fps. 

A comparative analysis of the obtained results shows that the use of a SMS representation leads to a 
bit-rate slightly greater (max 10%) than the bit-rate obtained by using the FBA. This effect is mainly 
due to the differences between the different representations used for the mask. While the FBA uses a 
standardized order to associate the mask elements with the avatar joints, in the SMS an identifier must 
be transmitted in order to accomplish this task. This overload is the cost for allowing the definition and 
the animation of a generic skeleton structure (other skeleton than humans can be animated using SMS). 
Moreover, the SMS bone/muscle addressing mechanism allows also to carry into the same stream, the 
animation information referring to bones and muscles belonging to different 2D/3D synthetic objects. 

Note that the SMS stream can carry the information containing the ranges of the animation 
parameters. For this particular experiment, when performing the frame predictive-based algorithm, we 
have used the converted value ranges of the angle value ranges standardized in the FBA. In the general 
case, the compression ratio obtained by both SMS encoding schemes strongly depends on the skeleton 
complexity, the number of muscles used and the motion complexity. We have tested the two 
compression schemes (DCT- and frame-based) and we have obtained, when considering a human-like 
virtual character and natural motion (generated from a motion capture system), a bit rate of 25 kbps 
while keeping a good motion quality [ViSiCAST]. Moreover, specific encoding techniques allow to 
achieve better results. Let us give two examples.  

Since the SMS model does not impose the structure of the skeleton to be animated, there is no 
possible to fix, independently of the model to be animated, the ranges for animation parameters. 
However, an efficient use of the compression methods based on quantization of an interval requires an 
adaptation of this interval with respect to the values to be encoded. For this reason, into the SMS 
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stream, it is possible to transmit, at the beginning of the animation, and from time to time (in the case 
of a bradcast scenario), this set of ranges.  

On the other hand, the use of the temporal interpolation described in Section 3.4.3, allows to reduce 
the bit-rate. In order to evaluate the performances of the interpolation-based encoding we have 
subsampled the data set from the previous experiment by keeping only key-frames. The key-frames 
are obtained by an analysor, which takes into account the variations of the motion parameters. If all 
the rotations and translations corresponding to a frame can be obtained by temporal interpolation from 
the previous and the next one, the frame is skipped and a flag is transmitted instead. The principle of 
the analysor in the case of one parameter is illustrated in Figure 3.9. The first picture contains all the 
values for a parameter for all the frames; since a value at certain moment in time can be obtained by 
linear interpolation from the values just before and after this moment of time, this value is not 
transmitted anymore. By analysing the entire sequence for all the parameters, only the useful frames 
are keeped, compressed and transmitted.  

Figure 3.9. Principle of the analysor (illustration for one parameter). 

Depending on the data set, this procedure can reduce the data size up to 40%. Table 3.2 shows the 
compression results, applied on the subsampled data set.  

Sign Q=1 Q=2 Q=4 Q=8 Q=16 Q=31 

 P DCT P DCT P DCT P DCT P DCT P DCT 

A 1,04 2,12 1,03 1,85 0,95 1,34 0,92 1,15 0,88 0,86 0,83 0,65 

B 1,02 1,91 0,93 1,60 0,94 1,15 0,94 0,95 0,98 0,81 0,92 0,56 

C 1,15 2,33 1,16 2,07 1,12 1,48 1,11 1,23 1,05 0,93 1,03 0,68 

D 1,03 1,92 1,01 1,61 0,93 1,23 0,92 1,04 0,96 0,66 0,94 0,53 

E 1,12 2,14 1,15 1,94 1,13 1,45 1,07 1,16 1,08 0,86 1,05 0,67 

F 0,93 1,44 0,93 1,35 0,95 0,96 0,87 0,83 0,84 0,60 0,86 0,47 

G 1,44 2,33 1,42 1,96 1,38 1,49 1,38 1,17 1,26 0,97 1,27 0,73 

H 1,34 2,13 1,28 1,77 1,34 1,26 1,27 1,07 1,20 0,82 1,22 0,61 

I 1,02 1,91 1,07 1,66 0,99 1,17 0,97 1,00 0,98 0,77 0,96 0,57 

J 0,91 1,46 0,87 1,32 0,93 0,87 0,88 0,77 0,86 0,53 0,84 0,44 

Table 3.2. Bit-rates [kbps] corresponding to frame predictive-based and DCT-based encoding 
schemes coupled with temporal interpolation, applied to "A" to "J" signs data. Q denotes the global 

quantization value. The frame-rate is set to 10 fps. 
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In order to guarantee the adaptability of the SMS stream to the transmission bandwidth and to the 
terminal performances, we have introduced in the animation data the following streaming mechanisms.  

• At the beginning of each frame we introduce a specialized start code. When dealing with a 
server pushing animation data over a network, if the available bandwidth is smaller than the 
animation bitrate, only the beginning of the frame is transmitted. The presence of this start 
code allows the server to synchronize the transmission without decoding the information. 
The same mechanism allows to maintain the syncronization on the end-user terminal.  

• Since muscle animation requires at the terminal level more complex computations than bone 
transformation, we have introduced another start code indicating the presence of muscle-
related data in the stream. In the case of a low computation performance terminal the 
decoder will skip this latter data.  

The geometric transformation representation together with the compression schemes proposed in the 
SMS framework allow to perform and transmit realistic animation onlow-bit-rate networks (less than 
64 kbps). Thus we have provided here a new framework that overcomes the main FBA limitation 
mentioned in Chapter 2, specifically, the realistic animation performance and exploits and improve the 
compression methods defined for FBA. The next section details the main differences between these 
two frameworks.  

3.6 SMS versus FBA 

A comparative analysis of the FBA and SMS frameworks is synthesized in Table 3.3 below.  

Criteria FBA SMS 

Model type  Virtual human character Generic virtual character 

Geometry definition Segmented character Seamless character 

Hierarchy Standardized Hierarchy Hierarchy build on a generic skeleton 

Local deformation Cluster based for face, deformation 
tables for body 

Curve-based deformation 

Scene graph nodes Define a Face and Body Node and 
use H-Anim PROTOs for 

specifying the model geometry 

Define a own set of 6 nodes 

Animation 
parameters 

296 for body, 68 for face Undefined number of parameters, 
arbitrary number of bones and 

muscles are supported 

Animation editing 
support 

Forward kinematics Forward kinematics, inverse 
kinematics, temporal frame  

interpolation 

Compression Frame predictive-based, DCT based Frame predictive-based, DCT based 

Table 3.3. Main FBA and SMS features. 
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While the FBA is founded on the representation of avatars as segmented characters, that makes it an 
appropriate framework for cartoon-like applications, SMS offers a higher degree of realistic 
representation, dealing with the concept of skeleton-driven animation.  

When dealing with the avatar body, the FBA standardizes a fixed number of animation parameters 
(296) by attaching to each anatomical segment up to three rotation angles. The SMS framework does 
not limit the number of animation parameters (bones and muscles). Moreover, the animation 
parameters refer to an extended set of geometrical transformations (rotations, translations, scaling 
factors).  

Shape deformations are present in both frameworks. For example, the FBA standardizes a number of 
control points in order to perform facial deformations, while the SMS allows to add curve-based 
deformers at any level of the skin. In FBA the deformation tools are cluster-based and in SMS curve-
based. The FBA standardizes the number and location of the control points, while SMS gives this 
freedom to the designer, being thus possible to achieve muscle-like deformations on any part of the 
virtual character skin in order to get a realistic animation.  

Both frameworks address streaming animation and provide low-bit-rate compression schemes. Both 
FBA and SMS allow the above-mentioned compression methods, frame-based and DCT-based. 
Moreover, to improve the compression ratio, SMS supports advanced animation techniques such as 
temporal frame  interpolation and inverse kinematics. For both FBA and SMS, the bit-rate of the 
compressed stream depends on the movement complexity (number of segments/joints involved in 
motion) and generally lies in the range of 5-40 kbps for a frame rate of 25fps.  

In the FBA framework, the animation stream contains information relative to the animation of a single 
human virtual character, while, in the SMS framework, it is possible to animate several characters by 
using a unique stream. Moreover, the SMS allows to define and animate generic 2D/3D objects. This 
property is very useful when dealing with a scene where a large number of avatars/generic objects are 
present.  

In the SMS animation, more complex computations are required than in the case of the FBA one. Thus, 
concerning the terminal capabilities, dedicated 3D hardware or software optimization is well-suited for 
implementing SMS animation. However, the SMS deformation mechanism is in line with the 
development of graphics APIs and graphics hardware.   

3.7 The SMS framework in the MPEG-4 Context 

Since the first version of the MPEG-4 Requirements document, issued in 1996, the need for animation 
tools of synthetic objects has been formulated. In October 2000, MPEG-4 has published the version 15 
of the “MPEG-4 Requirements” document [Pereira00]. In the section dedicated to 3D graphics tools, 
the document refines the requirement that the MPEG-4 standard shall support animation (Figure 3.10). 
More precisely, the document formulates the requirement to support “efficient representation of 
animation” through “2D and 3D Shape deformation” and through “dynamically configurable 
animation streams”. 



Chapter Three. Virtual Character Animation: the Skeleton, Muscle and Skin (SMS)  

  81 

 

……………………………………………………………… 

4.9.2 Animation support 

Requirement 
The standard shall provide efficient representations of animation. 

Specification 
The standard shall support: 

Curve based animation 

2D and 3D Shape deformation 

Dynamically configurable animation streams 

Physically based animation 

………………………………………………………………… 

Figure 3.10. Extract from the “MPEG-4 Requirements, version 15 (La Baule revision)”.  

In January 2001, a “Call for Proposal” for technologies supporting these requirements has been 
issued. All the technologies developed in response to this “Call for Proposal” have been developed 
under the name “Animation Framework eXtension” (AFX). 

As a response to this “Call for Proposal”, we have submitted in March 2001 to the MPEG-4 SNHC7 
group the animation of a generic articulated model [Preda01-a]. More precisely, we have proposed the 
bone-based deformation controller applied to a seamless representation of a generic 3D object. At the 
same time, we also have formulated the need of an enriched animation support. Specifically, we have 
shown the advantages of using temporal interpolation and IK in order to facilitate the animation 
editing and to enable a more compact representation of the animation parameters. The quality of the 
preliminary results in terms of realism of representation, decided the SNHC group to open a Core 
Experiment (CE) called “Bone-based animation for generic articulated models” [Sevenier01-a]. The 
purposes of the CE were: 

• to specify a node syntax supporting the definition of a generic articulated model; 

• to investigate the advantages of using temporal interpolation and IK, with respect to existing 
MPEG-4 tools, e.g. BIFS-Anim;  

• to investigate a possible update of the FBA stream in order to take into account the 
animation of a generic synthetic object. 

The participants to the CE were INT8 and Superscape9. During the standardization process, different 
techniques have been evaluated by cross-checking between INT and Superscape. 

                                                      
7 SNHC - Synthetical and Natural Hybrid Coding, a MPEG-4 working group which deals with providing specifications for 3D graphics  
8 INT – Institut National des Télécommunications, Evry, France 
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In the next step, achieved in July 2001, we have added IK support in the bone node [Preda01-b]. Due 
to the fast evolution of the hardware performances, it was not recommended that the standard imposes 
a specific IK solver. Supporting IK consists in proposing a specific representation of the inverse 
kinematics constraints.  

In mid-2001, the H-Anim group published an update of the specifications in order to take into account 
a seamless representation of a human avatar. Consequently, we have proposed in July 2001 [Preda01-
c] to adapt the interfaces of the already-defined nodes to the notations proposed by H-Anim. This 
adaptation consists in using the same names for the node fields which are common in both frameworks. 
The major differences between H-Anim specifications and SMS framework are the following: 

• H-Anim allows the animation and definition of the human avatars, while SMS deals with 
generic models, 

• H-Anim supports only the bone controller, while SMS supports bone and muscle controllers, 

• Animation of H-Anim avatars is only possible by using VRML interpolators and can not be 
streamed, while SMS animation can be streamed and in addition, efficient compression 
techniques can be used. 

At this date, the integration of the SMS nodes in the MPEG-4 reference software was formulated as a 
new goal within the CE. 

The results of the CE with respect to the efficiency of using BIFS-Anim or an extended form of the 
FBA stream, led us to propose in October 2001, at the ad-hoc meeting hold in Rennes (France), a 
dedicated streaming syntax for bones-based animation [Preda01-d]. At that time, we have presented 
the animation results produced by the implementation of the SMS concepts [Preda01-e]. Our 
implementation is part of the MPEG-4 reference software. The discussions carried out in the SNHC 
group revealed the need of a local deformation tool, which can be applied to both 2D and 3D synthetic 
objects. A new CE was started with the goal to investigate the efficiency of using the bone controllers 
for such effects. The participants to this CE were INT, Superscape and Vimatix10. 

As response to this CE, in December 2001, we have demonstrated that efficient local deformation can 
be efficiently address with a new deformation controller, i.e. the generic curve-based controller 
[Preda01-f]. The evaluation of this controller was carried out by INT and Superscape (for 3D objects) 
and Vimatix (for 2D objects), and the positive results then obtained decided the SNHC group to accept 
it as part of the MPEG-4 specifications.  

Since one of the goals of the CE was to investigate on compressed animation, we have conducted 
experiments on using BIFS-Anim to carry SMS animation. The poor results obtained by using the 
BIFS-Anim compression scheme, led us to propose a new stream syntax [Preda01-g]. Mainly, this 
stream is an adaptation of the predictive- and DCT-based compression methods.  

In May 2002, we have proposed [Preda02-a] a mechanism to integrate the SMS animation stream into 
an MPEG-4 stream. Two scenarious have been addressed: in-band and out-band.  

                                                                                                                                                                      
9 SUPERSCAPE Inc., England 
10 Vimatix Inc., Israel 



Chapter Three. Virtual Character Animation: the Skeleton, Muscle and Skin (SMS)  

  83 

The in-band solution consists in using the generic BIFS-Anim stream and encapsulating data from the 
SMS stream, namely the animation mask and the animation values as parts of the BIFS-Anim stream.  
A BIFS-Anim stream is designed to animate objects in an MPEG-4 scene. Two approaches are 
supported in BIFS in order to perform the animation [ISOIEC01]: (1) to directly encode the updated 
fields values and (2) to include dedicated animation streams. In the SMS framework, good 
compression results are obtained by using the second approach. Thus, for compression performance 
reasons, we have recommended to use this method.  

Within the out-band solutions, a dedicated animation stream is always associated with a unique 
dedicated node. The fact that each synthetic object animated according to the SMS framework must to 
have attached a dedicated stream becomes a substantial limitation in terms of stream management 
(distribution, synchronization), when dealing with a large number of  synthetic objects. In order to 
overcome this limitation, we have implemented the so-called SBVCAnimation node, which is linked 
to the animation stream and groups a set of virtual characters. It has the following interface: 

SBVCAnimation {  
 exposedField  MFNode  virtualCharacters [ ]  
 exposedField  MFURL  url   [ ]  
} 

where virtualCharacters is the list of all the SMS virtual characters animated from the same 
resource and url allows to localize this resource.  

The last effort for promoting the SMS framework in MPEG-4 was to specify a non-compressed 
(human-readable) format to specify the animation parameters. It allows to simple edit and interchange 
the animation data. A textual format was first proposed [Preda02-b] and, at the recommendation of the 
SNHC group, a XMT-compliant format was issued [Preda02-c].  

Between March 2001 and December 2002, the SMS framework has been evaluated within the SNHC 
group. The implementation of the related scene graph nodes and animation stream have been carried 
out in the MPEG-4 reference software. As a result, the framework is part of the Amendment 4 of the 
MPEG-4 Systems standard. In the MPEG-4 standard specifications, the SMS framework is usually 
refered as BBA (Bone-Based Animation).  

3.8 Summary 

The purpose of this chapter was to introduce the main concepts of the Skeleton, Muscle and Skin 
framework. By introducing a generic mathematical model for mesh deformations, we have proposed 
two controllers (bone and muscle) as the core of this framework. Generally, a controller is defined as a 
triplet composed of a geometric support, an influence volume around this support and a measure of 
affectedness within the influence volume. We have shown how the proposed controller can be used for 
defining and animating generic virtual characters in terms of bones and muscles. In order to embed 
generic virtual characters into a 3D scene we provide a SMS architecture with scene graph nodes. We 
addressed then the issue of an efficient and compact representation of the animation parameters by (1) 
enriching the animation capabilities with temporal interpolation and inverse kinematics support and 
(2) adapting two data compression techniques to the SMS animation stream, namely predictive- and 
DCT-based. An experimental evaluation on synthetic data sets shows that the SMS framework offers a 



Chapter Three. Virtual Character Animation: the Skeleton, Muscle and Skin (SMS)  

  84 

good support for performing the transmission of a realistic virtual character animation over low-bit-
rate networks. A comparative evaluation between SMS and FBA frameworks shows the advantages of 
the first one. Finally, we have described how we have promoted the SMS framework in the MPEG-4 
standard. 
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 he main application that drives our work is the sign language transmission over various 
networks and different types of terminals. The first section of this chapter gives a brief overview of the 
sign language characteristics and presents the social context which motivates the research interest on 
this topic. The next section is a detailed presentation of several proposed solutions for sign language 
transmission over several kinds of networks that we analyse with respect to some key criteria such as 
the required equipment, real-time capabilities, reusability of the content or necessary bandwidth.  
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4.1 Introducing sign language communication 

The number of people suffering from some degree of hearing loss is estimated at 8.7 million in 
Britain and 4 million in France, including, 600 000 and 800 000 deafs from birth, respectively [RNID]. 
In order to communicate, this community uses the sign language which is specific to each country. 
While face-to-face communication between two hearing impaired people is highly efficient, distant 
communication systems require special features that cannot be found on mainstream devices such as 
telephones, for example. Aware of the difficulties to build the infrastructures needed to allow equal 
access to multimedia contents for this community, legislative bodies across Europe [EUCouncil02] 
promote technological developments in this field.  

Web-based communication became one of the preferred systems, but the main limitation concerns 
the available bandwidth.  

Other than peer-to-peer communication, a system allowing the access of hearing impaired people to 
the huge multimedia contents should be available. In order to support this feature, such a system has to 
take into account the visual information to be delivered. Another requirement is that this additional 
information could be switched on and off by the user at the terminal level.  

There are two main approaches for a sign language communication system which are analyzed in the 
following sections. On the one hand, video-based representation of the signer can be differentially 
compressed and transmitted. While not very expensive in terms of production costs, this approach 
does not allow low bit-rate transmissions, as required for phone line-based communication systems 
(max 64 kbps). A second approach is based on the synthetic representation of the signer, transmission 
of the motion parameters and reconstruction of the gestures at the end-user. This approach allows very 
low bit-rate communication and fulfils advanced requirements such as reusability (for the producer) 
and interactivity (for the user), but the cost of the production tools remains high. 

4.2 Analysed solutions for sign language communication  

According to the data representation (natural/synthetic) along the transmission chain 
(producer/network/user), we propose four classes of solutions to transmit sign language content over 
digital television, wireless and web-based networks:  

• Video object-based encoding of a natural signer, 

• Video object-based encoding of a virtual signer, 

• FBA compliant human avatar, 

• SMS compliant human avatar. 

We present in the following the major aspects of the first two solutions (the third and the fourth ones 
have been addressed in detail in Chapter 2 and Chapter 3, respectively). We also perform a 
comparative study on their advantages and limitations. As, in our opinion, the compliance with an 
open standard is one of the main requirements of a communication system, we show how the proposed 
solutions can be implemented with the MPEG-4 standard. In this study, the main criterion is the 
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required bit-rate for sign language transmission. However, we also study the implications with respect 
to producing and consuming the content. 

4.2.1 MPEG-4 video object-based encoding of a natural signer 

Video transmission of sign language content is widely reported in the literature and is a natural 
extension of the well-known application of visioconference. For our test purposes, we have chosen 
two sign language sequences: “Florea” and “Carlos” [CEPSAS]. Both are recorded in studio 
conditions, that is, with a near-uniform background as well as good lighting conditions.  

There are three versions of this video-based solution, according to the implementation of a 
preliminary segmentation step. The simplest one considers the whole image and encodes it as a single 
object. We call this solution NSV (Natural Signing Video). While very easy to implement, this 
solution completely ignores the specific nature of a signing sequence. Usually, in a signing sequence 
there is a single signer and the background does not change over the time; the shot is fixed and 
comprises both hands, the head and the upper body of the signer as illustrated in Figure 4.1 and Figure 
4.3. Such specific characteristics of a signing sequence, imposing only some illumination restrictions 
with respect to the background colour, easily allow performing a segmentation of the image into two 
objects, i.e. the signer and the background. This kind of colour-based segmentation, often used in 
television production, makes it possible to set in real-time the action in a customized background. In a 
sign language sequence, the useful information, i.e. the signer’s shape, occupies less than half of the 
image bounding box, as the signing space is larger than the body shape. By encoding only the 
information corresponding to the signer’s texture and shape and ignoring the rest of the image, the 
required bit rate decreases, while keeping the same visual quality. Please note that when the 
background of the captured sequence is uniform, such a selective coding brings only a gain up to 10% 
in bandwidth. In this context, the segmentation presents an interest mainly for applications dealing 
with 2D scene composition. Figure 4.2 and Figure 4.4 illustrate the segmentation masks (including 
two objects, the signer and the background) of the sequences presented in Figure 4.1 and Figure 4.3, 
respectivelly. We call this second solution NSV2O (Natural Signing Video with 2 Objects). 
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Figure 4.1. Natural signer: the “Florea” sequence. 
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Figure 4.2. Binary segmentation mask (the signer - white - and the background - black) for the 
“Florea” sequence. 
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Figure 4.3. Natural signer: the “Carlos” sequence. 
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Figure 4.4. Binary segmentation mask (the signer - white - and the background - black) for the 
“Carlos” sequence. 

 



Chapter Four. MPEG-4 at Work: Sign Language Transmission over Digital Television and Web-based Networks  
 

  92 

The third version of the segmentation-based encoding method consists in attaching to each component 
of the signer’s shape different importance. The visual quality of the face and hands should be kept 
high in order to provide an intelligible message, while the texture mapped on the signer’s body has 
lesser importance. In this case, the segmentation into several objects, i.e. the head, the left hand, the 
right hand, the body and the background, is required. We call this solution NSV3O – Natural Signing 
Video with 3 Objects (the considered video objects are: background, clothes and skin). While such 
segmentation of single-performer sequences has already been addressed in the literature by means of 
colour-based [Mozelle98b] or hybrid colour-motion-based [Wang94] techniques, the robustness of 
such approaches was not demonstrated to justify its usefulness in the case of an unconstrained real-
time communication system. However, in order to test the NSV3O solution, we applied a colour-based 
segmentation technique to our video sequence, ‘Florea” and “Carlos”, acquired in studio conditions. 
The main idea that we use in our approach is to segment the mask corresponding to the background 
and clothes by using the color information, and to complement it in order to obtain the mask of the 
head and the hands. Indeed, directly segmenting the head and the hands raises several difficulties due 
to the high motion and different light reflectance on the skin which result in a spread colour 
distribution of these elements in the colour space. Conversely, the background and clothes colours can 
be easily controlled and properly set during the acquisition in order to avoid interferences with the 
colour subspace corresponding to the head and the hands. 

Applying basic mathematical morphological operators, the masks of the head and the hands of the 
signer have been generated. The step-by-step procedure is illustrated in Figure 4.5 and Figure 4.6, for 
the above-mentioned video sequences. 

   

a) Original image (frame #75 of 
the “Florea” sequence). 

b) Colour-based segmentation of 
the background. 

c) Colour-based segmentation of 
the clothes. 

   
d) Opening of image c). e) “XOR” between image b) and 

image d). 
f) Opening of image e). 

Figure 4.5. The main steps of the head-and-hands segmentation procedure (“Florea” signer). 
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a) Original image frame (#30 of 
the “Carlos” sequence). 

b) Colour-based segmentation of 
the background. 

c) Colour-based segmentation of 
the clothes. 

   
d) Opening of image c). e) “XOR” between image b) and 

image d). 
f) Opening of image e). 

Figure 4.6. The main steps of the head-and-hands segmentation procedure (“Carlos” signer). 

Figure 4.7 shows the NSV3O segmentation masks obtained for several frames from the “Carlos” 
sequence. 
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Figure 4.7. Binary mask for the NSV3O method for the “Carlos” sequence. 

All three techniques referred to in the previous sections can easily be implemented for real-time 
performances in a production studio environment, as they only deal with colour information. However, 
note that the robustness of such approaches is hardly demonstrated.  
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Once the masks for the NSV2O and NSV3O are obtained, the initial sequence and the masks are the 
input of the MPEG-4 video encoder. For further details on MPEG-4 video encoding one can refer to 
[ISOIEC01] or to Chapter 8 in [Pereira02]. The results of the encoding process, in terms of bit-rate, 
are discussed in Section 4.2.4.6. 

4.2.2 MPEG-4 Video object-based encoding of a virtual signer 

To overcome the well-known difficulties related to the video object segmentation step, we propose a 
hybrid approach: virtual signer and video encoding. The key idea is to substitute the natural signer 
with a virtual (synthetic) one, to animate it in order to compose the sign gestures, and to deliver the 
content as a video sequence. With this method, any kind of avatar animation, proprietary or 
standardized, can be used to produce the video sequences. The representation format during the 
transmission and the playback is MPEG-4 compliant. The present method, called SSV (Synthetic 
Signer as Video) is based on the following procedure: 

1. represent the signing content using a virtual signer in a 3D scene,  

2. export, at each frame, the image of the virtual signer, 

3. export, at each frame the video objects mask, extracted as described below. 

As the 3D avatar has assigned labels on each geometric component (body, hands, hair, eyes …), when 
projecting it onto a 2D plane, the correspondence between the 2D image pixels and the 3D labels is 
conserved. Thus, the 2D mask is easily obtained, by checking this correspondence. 

In the following, we propose two methods for virtual signer mask extraction. Both use the 
characteristics of graphic APIs like OpenGL or Direct3D. The first one uses colour information of the 
virtual signer. A typical 3D application allows to attribute colour information per vertex. In a virtual 
character application, a common scenario consists in creating textures for each part of the body and 
mapping the texture on the model geometry. We propose here to modify the appearance of the virtual 
character by specifying a uniform color to each segment. Moreover, the lights in the 3D scene will be 
set to zero. Figure 4.8 a) shows the normally textured model and Figure 4.8 b) the modified 
appearance. By exporting the image corresponding to the 2D scene which contains the modified 
appearance with uniform colours, a simple labelling allows to identify each object.  
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a) b) 

Figure 4.8. Virtual character rendering: a) normal and b) modified (no lights and no textures) 
appearance model.  

The second method to extract the mask associated with the virtual signer image is specific to the 
rendering engine. Each graphic primitive (vertex, line, triangle, object) can be labelled during the 
rendering step and, in this way, each pixel in the image is assigned to the corresponding label. In the 
case of the virtual character, the labelling is possible if the geometry of the model is obtained as a 
concatenation of labelled 3D objects. 

Once the segmentation step is performed, MPEG-4 video-based encoding is used.  

4.2.3 MPEG-4 Virtual Character Animation (FBA and BBA) 

To minimize the transmission costs and to ensure the compatibility at the end-user often means to 
choose standardized solutions. The solutions previously described use a standardized representation 
for both transmission and client terminal (MPEG-4 Video), but the transmission bandwidth remains 
significant (more than 64kbps are required). By introducing the FBA and the BBA frameworks, 
MPEG-4 allows a complete production-transmission-playback chain based on the synthetic 
representation of the virtual character. In the previous chapters, we have presented a detailed analysis 
of the MPEG-4 FBA and SMS (which, as stated at the end of the Chapter 3, becomes MPEG-4 BBA).  

4.2.4 Comparative evaluation 

We have established some comparative criteria according to the major components of digital content 
chaine: production, transmission and consumntion. The goal of our analysis is to give 
recommendations allowing to choose one of other solution, by empasizing the advantages and 
limiatations of each one on the three levels. Let us analyse the proposed methods with respect to the 
following criteria: 

• equipment required at the producer’s side,  

• real-time capabilities to produce the content,  
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• reusability of the content, i.e. using the captured content for producing a new one by 
synthetizing data, 

• minimum bandwidth required for the transmission of the content,  

• terminal capabilities,  

• user interaction with the content.  

Since we have declined a total number of 6 possible solutions for transmitting singn language 
content, we will score each solution with respect to each key-criterion from 1 to 6 (6 being the best 
score).  

4.2.4.1 Equipment (hardware and software) required at the producer’s side 

Let us first consider the NSV-based solutions. As the encoded data is a video sequence of the natural 
signer, only an ordinary camera is needed to capture the face and the upper body of the signer. In 
addition, in the case of NSV2O and NSV3O only an unexpensive piece of software is required for the 
segmentation. While this segmentation step can be performed in real-time when using a colour-based 
solution, the segmentation robustness for the NSV2O and especially for the NSV3O is not easily 
guaranteed. In the case of the NSV2O and NSV3O, an object-based video encoder is required. Table 
4.1 shows the scores of the NSV, NSV2O and NSV3O with respect to the equipment required. 

In the case of the synthetic signer as video solution, sign language communication is based on the 
visual representation. Thus, when using a virtual character to perform the gesture, a high-quality 
character representation (geometry and texture) as well as smooth and accurate motions (animation) 
are required. Nowadays, high-quality virtual characters are all the more common, either created by 
using powerful modelling tools as 3D Studio Max or Maya, or obtained by using 3D scanners as those 
builded by Cyberware. Furthermore, motion capture systems as MotionStar®, are getting numerous 
and motion libraries become available. There are a lot of production and post-production studios all 
around the world able to provide high-quality virtual character animation. However, the cost of such 
facilities remains high and a lot of research work, especially in the field of vision-based motion 
capture and motion retargeting, is still to be developed and integrated into a practical production chain. 
Table 4.1 shows our estimation of the SSV method.  

In the case of the FBA/BBA solution, high-quality virtual characters as well as smooth and accurate 
motions are also required. To obtain a BBA compliant model is in line with current character designer 
software. For an FBA model, segmentation in anatomical segments, as described in Section 2.2 is to 
be considered. The animation method provided by the BBA and based on mesh deformation allows for 
seamless animation. To obtain similar effects with the FBA, special procedures to get the local 
deformation tables are to be considered. Motion capture and motion editing are possible in both 
frameworks, with one difference as the FBA constrains the possible movements for some anatomical 
segments and does not offer a unique solution during the conversion step of the rotation matrices into 
the FBA parameters. While the cost of the hardware needed to capture the motions remains important, 
the existence of a standardized format encourages the production of content in that format. More and 
more data, which can be reused, are thus becoming available. Table 4.1 shows our estimation of the 
FBA and BBA methods. 
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NSV NSV2O NSV3O SSV FBA BBA 

6 5 4 2 3 3 

Table 4.1. Scores with respect to the “Equipment required at the content producer’s side” criterion. 

4.2.4.2 Real-time capabilities of producing the content 

While video acquisition is a real-time operation and colour-based segmentation can be implemented in 
real-time, advanced and robust segmentation based on motion tracking as required in the case of 
NSV3O, needs software optimization or hardware support to achieve real-time operations. Table 4.2 
shows the scores of the NSV, NSV2O and NSV3O with respect to the real-time capabilities.  

Depending on the technique used for obtaining the motion, i.e. animation editing or motion capture, 
the SSV solution can be used respectively, for off-line and on-line applications. Current motion 
capture systems allow real-time operations, but a time-consuming procedure is usually required to 
calibrate the system. For the segmentation and video-based encoding, see the methods presented in 
Section 4.2.2. Table 4.2 shows our estimation of the SSV method.  

In the case of FBA/BBA solutions, motion capture and motion editing can be used to produce the 
content. Furthermore, special procedures to export the data in FBA and respectively BBA compliant 
formats are needed, but both conversions can be implemented for real-time performances. Table 4.2 
reports the scores of FBA and BBA methods.  

NSV NSV2O NSV3O SSV FBA BBA 

6 6 5 4 4 4 

Table 4.2. Scores with respect to the “real-time capabilities of producing the content” criterion. 

4.2.4.3 Reusability of the content 

In the natural signer video solutions, the 2D nature of the recorded information and the 3D nature of a 
generic gesture expressed in sign language makes it practically impossible to reuse the recorded 
content by editing the video. Even recording simple gestures such as letters, and composing the words 
letter-by-letter or recording words and composing sentences word-by-word can hardly be achieved, as 
special constraints have to be taken into consideration when blending the components. Table 4.3 
shows the scores of the NSV, NSV2O and NSV3O with respect to the reusability of the content.  

One of the major advantages of using a virtual character is the possibility to interact with, to change 
parameters, to obtain other data and to use it again and again. When dealing with synthetic sign 
language, the content reusability can be addressed either for the model definition or for the motion 
data. Once a model is built, changing its geometry or appearance allows to easily generate other 
models. This technique to get new models from a generic one, usually using pictures of a real person 
and some minimal manual calibration, is widely used for multimedia exhibitions [AvatarMe]. 
Furthermore, within some limits, the same animation parameters can be applied to all the characters 
and thus obtain consistent motions. For a more realistic animation, retargeting procedures adapt the 
motion to the virtual character geometry.  
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In a sign language communication system, the reusability consists in first capturing the relevant 
gestures and then blending the animation to obtain smooth motions. Motion libraries can be built with 
respect to specific communication domains, e.g. weather forecast. In this case, associating motion to 
standard sentences, a simple application can generate the daily weather forecast report in sign 
language. The SSV method is evaluated in Table 4.3.  

The FBA and BBA frameworks allow high reusability of both the virtual character models and the 
animation data. Furthermore, the reusability can also be offered to the end-users. Using an FBA or a 
BBA compliant software, one can change or create its own avatar and use the same animation data 
(Table 4.3).  

NSV NSV2O NSV3O SSV FBA BBA 

1 1 1 5 6 6 

Table 4.3. Scores with respect to the “reusability of the content” criterion. 

4.2.4.4 Terminal capabilities 

For all the natural signer video solutions, the user’s terminal must run a MPEG-4 video decoder and a 
2D renderer. While the use of any video decoder on powerful devices such as PCs can be software-
optimized for real-time decoding capabilities, the support on less powerful devices such as mobile 
phones must be hard wired. In order to minimize the cost of hardware developments, standardized 
solutions must be favoured. This justifies, once again, our interest in considering MPEG-4 compliant 
solutions. Table 4.4 shows the scores of the NSV, NSV2O and NSV3O with respect to terminal 
capabilities. 

In the SSV solution, the representation of the avatar is video-based. Therefore, an MPEG-4 video 
decoder and a 2D renderer are required. The SSV method has the same requirements as the NSV, 
NSV2O and NSV3O methods regarding the user’s terminal capabilities (Table 4.4). 

With only the transmission of model representation and animation parameters, required in the case of 
FBA/BBA solutions, the virtual character is generated by the end-user’s terminal. An animation 
parameters decoder and a 3D rendering engine is required at the end-user. The low complexity of both 
FBA and BBA decoders enables real-time decoding on low cost terminals. 

In the case of an FBA compliant avatar, when no local deformations are addressed, only rigid 
transformations are required. This makes it possible to use the FBA on less performant platforms, 
without dedicated hardware or software. We have demonstrated during the IBC2002 exhibition 
[Ibc02], the real-time performances of FBA for the Siemens-Fujitsu “Activy” set-top box, a device 
that does not dispose of 3D capability.  

To animate a BBA-compliant character, software and/or hardware optimization is required in order to 
achieve real-time animation. Recent rendering engines such as those provided by Superscape [SScape] 
or HI [HI], allow real-time rendering of complex virtual character animation on mobile phones. Table 
4.4 reports the scores assigned to the FBA and BBA methods.  

NSV NSV2O NSV3O SSV FBA BBA 

6 6 6 6 5 4 
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Table 4.4. Scores with respect to the “terminal capabilities” criterion. 

4.2.4.5 User interaction with the content 

Video-based solutions, NSViO do not allow the user to navigate into the image, to change the 
viewpoint or to interact with the natural signer. Only for pre-recorded content, simple operations on 
the time-line such as pause, fast forward or rewind commands can be performed. Table 4.5 shows the 
scores of the NSV, NSV2O and NSV3O with respect to this criterion. The same comments hold for 
the SSV solution. 

An FBA avatar, as well as a BBA generic model, is defined in a MPEG-4 3D scene. Using the generic 
interaction mechanisms provided by MPEG-4 BIFS, the user can navigate into the 3D scene, change 
the viewpoint, zoom on the hands or face (in 2D only translations and zoom can be possible)Elaborate 
MPEG-4 3D players allow the user to change the avatar or some of its attributes (appearance or 
geometry). Therefore FBA/BBA-based solutions provides the users with the highest interactivity 
(Table 4.5). 

NSV NSV2O NSV3O SSV FBA BBA 

2 2 2 2 6 6 

Table 4.5. Scores with respect to the “user interaction with the content” criterion. 

4.2.4.6 Minimum bandwidth required for the transmission of the content 

Let us now compare the different technical solutions for signing transmission with respect to the 
bandwidth criterion. Note that reducing the bandwidth can be achieved by acting on: 

• the image resolution,  

• the quantization step for the DCT coefficients (intra-frame), or for prediction errors 
(predictive frame),  

• the use of the segmentation of the signer’s shape; only the signer shape or parts of it are 
transmitted, 

• the time sampling.  

In our experiments, the “Florea” and “Carlos” sequences have a resolution of 352 x 280 and 352 x 240, 
respectively. A low resolution (176 x 140) version of the “Florea” sequence is also used in order to 
obtain compression results for near QCIF format. The goal of the tests is to identify the minimum bit-
rate needed to encode the video sequence, while keeping the sign language message comprehensible, 
with some visual comfort. 

For all the tests, the structure of the group of video planes is as illustrated in Figure 4.9: 3 planes P 
(Predictive) between two planes I (Intra) and 2 planes B (Bidirectional) between two planes P. Note 
that, with this scheme, encoding I frames require the largest part of the bandwidth as they are 
standalone encoded. Each P plane encodes the difference between the corresponding frame and the 
closest I (or P) frame preceding it. Each B plane encodes the difference between the corresponding 
frame and one or the average of two P or I (or one of each) frames, one preceding and another 
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succeeding it [ISOIEC01]. The MPEG-4 Video Encoder used in our tests is compliant with the “Core 
Visual Profile”[Pereira02]. 

 
Figure 4.9. I, P, B structure of the Group of Planes (GOP). 

a) The first series of tests consists in encoding the entire image as a single object (NSV). Table 4.6, 
Table 4.7 and Table 4.8 show the compression results with respect to the quantization step, time 
sampling and image resolution, respectively. 

Sequence Resolution Frame-
rate 

Quantiza
tion step 

Image #43 Average bit-
rate [kbps] 

“Florea” 352 x 280 25 2 

 

1578 

“Florea” 352 x 280 25 6 

 

488 
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“Florea” 352 x 280 25 12 

 

294 

“Florea” 352 x 280 25 24 

 

176 

“Florea” 352 x 280 25 31 

 

161 

Table 4.6. NSV: compression results with respect to the quantization step                          
(example for “Florea” sequence”). 

 

The dependence of the obtained bitrate with respect the the quantization step is illustrated in Figure 
4.10. 
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Figure 4.10. Bitrate [kbps] versus Q. 

When increasing the Q over 12, the poor quality of the image makes the sign language message 
incomprehensible [ViSiCAST]. Thus, in our experiments we will keep Q=12.  

The next step of our experiments consists in analysing the dependency between the bitrate and the 
frame-rate. By successively eliminating intermediate frames from the video sequence, while keeping 
the same duration in time, we have applied the encoding procedure for 20, 15 and 10 fps. 

Sequence Resolution Fram-rate Quantization step Average bit-
rate [kbps] 

“Florea” 352 x 280 25 12 294 

“Florea” 352 x 280 20 12 246 

“Florea” 352 x 280 15 12 198 

“Florea” 352 x 280 10 12 137 

Table 4.7. NSV: compression results with respect to the time sampling                             
(example for “Florea” sequence”).  

The dependency between the bitrate and the frame-rate is illustrated in Figure 4.11. One can remark 
the linear behaviour of this dependency. 
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Figure 4.11. Bitrate [kbps] versus frame-rate. 

 

Se-
quence 

Resolution Frame-
rate 

Quanti-
zation step 

Image #43 Average bit-
rate [kbps] 

“Florea” 352 x 280 25 12 

 

294 

“Florea
LR” 

176 x 140 25 12 

 

105 

“Carlos” 352 x 240 25 12 

 

234 

Table 4.8. NSV: compression results with respect to the image resolution. 

b) The second series of tests is made with the NSV2O method. Because of the specificity of the sign 
language sequence with respect to the uniformity of the background colour, the results in terms of bit-
rate are very similar with those obtained in the first series of tests. Table 4.9, Table 4.10 and Table 
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4.11 show the compression results with respect to the quantization step, time sampling and image 
resolution, respectively. 

Se-
quence 

Resolu
-tion 

Signer 
Shape 
(%) 

Frame-
rate 

Quanti-
zation 
step 

Image #43 Average bit-
rate [kbps] 

“Florea” 352 x 
280 

32% 25 2 

 

1134 

“Florea” 352 x 
280 

32% 25 6 

 

336 

“Florea” 352 x 
280 

32% 25 12 

 

186 

“Florea” 352 x 
280 

32% 25 24 

 

138 
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“Florea” 352 x 
280 

32% 25 31 

 

131 

Table 4.9. NSV2O: compression results with respect to the quantization step. 

 

The dependence of the obtained bitrate with respect the the quantization step is illustrated in Figure 
4.12. 

 
Figure 4.12. Bitrate [kbps] versus Q. 

 

Se-
quence 

Resolution Signer Shape (%) Frame rate Quantization 
step 

Average 

bit-rate 
[kbps] 

“Florea” 352 x 280 32% 25 12 186 

“Florea” 352 x 280 32% 20 12 154 

“Florea” 352 x 280 32% 15 12 131 

“Florea” 352 x 280 32% 10 12 87 

Table 4.10. NSV2O: compression results with respect to the time sampling. 

The dependency between the bitrate and the frame-rate is illustrated in Figure 4.13. One can remark 
the linear behaviour of this dependency. 
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Figure 4.13. Bitrate [kbps] versus frame-rate. 

 

Se-
quence 

Re-
solution 

Signer 
Shape 
(%) 

Frame
-rate 

Quanti-
zation 
step 

Image #43 Average bit-
rate [kbps] 

“Florea” 352 x 
280 

32% 25 12 

 

186 

“Florea
LR” 

176 x 
140 

32% 25 12 

 

59 

“Carlos” 352 x 
240 

29% 25 12 230 

Table 4.11. NSV2O: compression results with respect to the image resolution. 

c) The third series of tests is made with the NSV3O method. Table 4.12, Table 4.13 and Table 4.14 
show the compression results with respect to the quantization step, time sampling and image 
resolution, respectively. 
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Se-
quence 

Re-
solution 

Hands 
and 

Head 
Shape 
(%) 

Frame
-rate 

Quanti
-zation 

step 

Image #43 Average bit-
rate [kbps] 

“Florea” 352 x 
280 

14% 25 2 

 

792 

“Florea” 352 x 
280 

14% 25 6 

 

247 

“Florea” 352 x 
280 

14% 25 12 

 

129 

“Florea” 352 x 
280 

14% 25 24 

 

90 
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“Florea” 352 x 
280 

14% 25 31 

 

86 

Table 4.12. NSV3O: compression results with respect to the quantization step. 

 

The dependence of the obtained bitrate with respect the the quantization step is illustrated in Figure 
4.14. 

 
Figure 4.14. Bitrate [kbps] versus Q. 

 

Se-
quence 

Resolution Hands and 
Head Shape 

(%) 

Frame-rate Quantization step Average bit-
rate [kbps] 

“Florea” 352 x 280 14% 25 12 129 

“Florea” 352 x 280 14% 20 12 111 

“Florea” 352 x 280 14% 15 12 92 

“Florea” 352 x 280 14% 10 12 60 

Table 4.13. NSV3O: compression results with respect to the time sampling. 

The dependency between the bitrate and the frame-rate is illustrated in Figure 4.15. One can remark 
the linear behaviour of this dependency. 
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Figure 4.15. Bitrate [kbps] versus frame-rate. 

 

Se-
quence 

Re-
solution 

Hands 
and 

Head 
Shape 
(%) 

Frame-
rate 

Quanti
zation 
step 

Image #43 Average bit-
rate [kbps] 

“Florea” 352 x 
280 

14% 25 12 129 

“Florea
LR” 

176 x 
140 

14% 25 12 

 

51 

“Carlos” 352 x 
240 

15% 25 12 214 

Table 4.14. NSV3O: compression results with respect to the image resolution. 

d) While the results in terms of bandwidth obtained with the NSV3O method makes it possible for the 
sign language transmission on low bit-rate networks, the comfort of the communication is greatly 
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reduced as only a representation of the hands and the head of the signer are transmitted. In order to 
improve on comfort, we propose to transmit also, at very low bit-rate (poor quality), the shape 
representing the clothes (NSV3O+C). The overload of encoding this information is presented in Table 
4.15. 

Se-
quence 

Re-
solution 

Cloths 
Shape 
(%) 

Frame-
rate 

Quanti
zation 
step 

Image #43 after composition Overload 
bit-rate 
[kbps] 

“Florea” 352 x 
280 

18% 25 31 94 

“Florea
LR” 

176 x 
140 

18% 25 31 

 

31 

“Carlos” 352 x 
240 

14% 25 31 70 

Table 4.15. Encoding overload for NSV3O+C. 

The scores of the NSV, NSV2O and NSV3O with respect to the required bandwidth criterion are 
synthesized in Table 4.17. 

In the SSV approach, the robust segmentation allows to individually encode each shape corresponding 
to hands, head, body or background. The results in terms of compression are very similar with those 
obtained in the case of the NSV3O and the same mechanisms to reduce the bit-rate can be used: image 
resolution, time sampling and DCT coefficients quantization step. We have used for our tests a 
proprietary avatar animation solution (provided by Televirtual [Tvirt]) and the MPEG-4 shape-based 
encoder previously introduced in Section 4.2.1. The size of the exported image is 400 by 340 and the 
frame-rate of the sequence is 25. Table 4.16 shows the compression results with respect to the 
quantization step for the DCT coefficients corresponding to the hands and the head. 
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Se-
quence 

Re-
solution 

Head 
and 

hands 
shape 
(%) 

Fra
me 
rate 

Quantiz
ation 
step 

Image #115 Average bit-
rate [kbps] 

“Visia” 400 x 
340 

9% 25 2 

 

703 

“Visia” 400 x 
340 

9% 25 6 

 

212 

“Visia” 400 x 
340 

9% 25 12 

 

102 

“Visia” 400 x 
340 

9% 25 24 

 

70 
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“Visia” 400 x 
340 

9% 25 31 

 

66 

Table 4.16. SSV: compression results with respect to the quantization step. 

The scores of SSV with respect to the required bandwidth criterion are to be found in Table 4.17. 

For both FBA and BBA, the definition of the virtual character is independent of the animation. This 
characteristic allows to transmit the virtual character in a static posture once per session and then, for 
each frame, to transmit the minimal set of parameters which affect the static posture. This scenario 
makes possible a very low bit-rate communication. With respect to the static posture of the virtual 
character, both FBA- and BBA-complaint models allow mesh compression, as promoted in the 
Amendment 1 of the MPEG-4 Systems standard [ISO99]. The size of an FBA-compliant avatar 
without deformation tables is less than the size of a BBA model. Nevertheless, when the deformation 
tables are to be considered for the FBA model, the size of the model increases by up to 50% 
[Guttierez02] from the original model.  

Both FBA and BBA frameworks propose compression schemes for the animation parameters as 
described in Section 2.1 and Section 3.4. The encoders control the motion quality using the 
quantization steps. As in both FBA and BBA streams, the rotations (the main component when dealing 
with virtual character animation) are based on angles composition, the performances in terms of bit-
rate are quite similar when animating a virtual human-like object. Depending on the motion 
complexity (the number of animated joints), the required bit-rate can vary for the same motion quality. 

In our tests related to sign language transmission, we consider that the avatar animation affects the 
upper body, the head, the arms, the wrists and the fingers. The test data consists in two sequences 
obtained with a motion capture system. First, two conversions from generic rotation matrices, resulted 
from the capture system, to both FBA and BBA formats are performed. Then, by applying the 
compression algorithms (predictive, and DCT-based) we tune the encoding parameters (mainly the 
quantization step) and visually check the motion quality.  

With both approaches (FBA and BBA), we have obtained for a frame-rate of 25 fps, bit-rates from 5 
kbps to 40 kbps, depending on the value of the quantization step. For the same quantization step, the 
overload when using BBA is less than 10%.  

We pursued the experiment, for BBA by selecting key-frames. The condition that two frames become 
a set of key-frames is to be able to generate from them, with an acceptable error, the intermediate 
frames by using linear interpolation for translations, and quaternion spherical linear interpolation for 
rotations. Depending on the accepted threshold of error and the motion speed, the number of key-
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frames can be up to 40% from the number of total frames. By encoding only the key-frames, a gain of 
up to 40% can be obtained. 

The second approach to reduce the required bit-rate is to build inverse kinematics chains, and to 
transmit only the animation parameters related to the end-effectors. In this respect, we have build for 
each arm a kinematic linkage, with the end-effectors at the wrists level. A set of angular constraints 
have been imposed for the arms and forearms. The animation parameters for the arms and forearms 
are not transmitted. This approach, even if decreases the bit-rate with up to 10%, has two main 
limitations. The first one is related to the computing time needed for solving the IK problem. The 
second one is related to the fact that, from the point of view of sign language, the semantic of the 
message to be transmitted can be lost when the arms and forearms are not exactly in the right position. 
In conclusion, IK-based approach is a powerful tool for helping in authoring sign language content, 
but cannot be used successfully during the real-time animation. 

NSV NSV2O NSV3O SSV FBA BBA 

1 2 3 4 5 6 

Table 4.17. Scores with respect to the “required bandwidth” criterion. 

4.2.4.7 Comparison summary 

With the first class of solutions – MPEG-4 Video-compliant object based encoding of a natural signer 
– producing and delivering content is widely supported. However, content reusability and scene 
interactivity are not possible. Please note that the content delivery performances are dependent on the 
segmentation step. More specifically, when a three-object-based segmentation is performed, low bit-
rate transmission (less than 64 kbps) can be achieved. The constraint here is to provide with real-time 
and robust segmentation.  

With the second class of solutions – MPEG-4 Video-compliant object-based encoding of a synthetic 
signer – producing content is one of the main difficulties, but the content reusability is possible. The 
user’s terminal only requires relatively small performances. However, transmission bandwidth remains 
an important limitation for low bit-rate networks.  

In order to decrease the required bandwidth we have to investigate a completely new type of solutions 
which avoids the video-based representation. Within the FBA/BBA class, the signer is represented as a 
synthetic object for the entire chain: production, transmission and playback in a standardized 
framework. Here, only the parameters needed for virtual character definition and animation are 
transmitted and the 3D reconstruction is performed at the terminal level. The results in terms of 
compression satisfy sign language transmission on low bit-rate networks. 

Figure 4.16 shows a multimedia player containing video, audio, 2D and 3D graphics. Separate MPEG-
4 streams refer to each of the above-analysed solutions.  
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Figure 4.16. Multimedia Player. 

 

As announced at the beginning of this manuscript, our goal is to propose a complete sign language 
transmission system over MPEG-2 TS and IP. Figure 4.17 shows the synopsis of this system, by 
integrating the solutions analysed in Section 4.2. 

 
Figure 4.17. Synoptic description of a broadcast architecture ensuring sign language transmission into 

a standardized framework. 
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4.2.5 Implementation in a real system: the ViSiCAST project 

A specific application related to a sign language communication system using virtual characters, 
developed in the ViSiCAST project [Visicast], allows us to set up some of the previously-described 
solutions in a real transmission environment.  

ViSiCAST develops, evaluates and applies realistic virtual humans (avatars) technologies for 
generating European sign languages. By building applications for the signing system in television, 
multimedia, web and face-to-face transactions, ViSiCAST aims to improve the life of Europe’s 
hearing impaired population, by giving them access to public services or entertainment and by offering 
them the possibility to develop and enjoy their own multimedia content for communication, leisure or 
learning. The ViSiCAST framework aims to provide the following: 

1. systems for the generation, storage and transmission of virtual signing, 

2. user-friendly methods to capture signing gestures (where appropriate),  

3. a machine readable system to describe sign language gestures (hand, face and body) which 
can be used to retrieve stored gestures or to build them from low-level motion components. It 
will use this descriptive language to develop translation tools from speech and text to sign. 

Our work in the ViSiCAST project addressed the feasibility the sign language transmission over 
digital television. Figure 4.18 shows the ViSiCAST equipment for encoding and transmission of 
virtual character animation data in a MPEG-2 transport layer as well as a PC-based terminal, able to 
receive, decode and render video and virtual character animation. 

 
a) Server and transmission. b) PC-based end-user’s terminal. 

Figure 4.18. Snapshots of ViSiCAST broadcast system. 

The transmission of the virtual character animation over IP and MPEG-2 Transport Stream has been 
successfully demonstrated at the “International Broadcasting Convention” in September 2002 [Ibc02]. 
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4.3 Summary 

In this chapter, we have described six possible solutions for sign language transmission over networks. 
These solutions are classified with respect to the data format used to represent the content at different 
levels in the chain: production, transmission and consuming. Thus, we decline video-based solutions, 
3D-solutions and a hybrid (video and 3D) solution. The goal of our study was to analyse under which 
conditions and with respect to which component of the multimedia chain (production, transmission, 
consumption), a solution is more appropriate that the others.  

Therefore, we have analysed each solution with respect to some key-criteria and presented the specific 
advantages and limitations.  

Then, we have performed compression tests with each method and we have presented and discussed 
the results with respect to the quality/bit-rate.  

Our specific application of a communication system for the deaf community based on virtual 
characters allow us demonstrate that the proposed SMS framework (MPEG-4 BBA) makes it possible 
to represent a realistic virtual character animation, at a very low bit-rate transmission.  
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5 Conclusions and future work 
 

Conclusions and Future 
Work 

 

 

 

 

 

 

 

 

uman, and in general virtual character, representation is a practice that goes deeply in 
humanity’s history. For all the visual arts, as painting or sculpture, representing humans reveals the 
interest. Highly realistic or metaphoric representations of humans are now famous pieces of art. 

In the modern era, with the evolution of new technologies, the physical support for such 
representations smoothly changes. The first step in this evolution was first achieved by the cinema as 
it introduces the concept of time. The representations are not static any more, but they can evolve in 
time and move in the scene. The first 2D cartoons are then produced, bringing up a new and 
revolutionary concept: the animation. While, in a static representation, to depict life requires artistic 
skills, when performing animation, only simulating motion makes it possible. The problems are here 
related to the need to provide with a new static representation at very dense time samples. The 
evolution in computer science solves some of these problems. Indeed, nowadays digital synthetic 
content becomes a new form of art. 

Without claiming to address any artistic aspects related to virtual character animation, the work 
presented in this thesis reports on technical problems raised by the representation, animation and 
transmission of virtual characters. Specifically, social reasons motivate us to address these issues with 
a sign language communication system. The complexity of the problems that the implementation of 
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such system addresses let us think that such application should be considered in an integrated 
framework, where production, transmission and consumption of multimedia content are to be analysed. 
We have started our presentation by introducing this framework. Starting with a survey of the tools 
from two existent multimedia standards, MPEG-4 and VRML, we sketch out a first look of how our 
framework should be build.  

An overview of the 3D virtual character-related techniques, in terms of model definition and 
animation is presented in Chapter 1. Addressing the problems that are relevant in a production 
environment, special attention is paid to automatic methods to build (3D scanners) and animate 
(motion capture) a virtual character.  

In the second chapter, an extended evaluation of the MPEG-4 FBA tools has been made. As the FBA 
specifications do not recommend any specific methods to obtain a real description of a 3D human 
body and its associated animation parameters, we have addressed both issues. Related to the first one 
we have proposed a semi-automatic approach to get a MPEG-4 compliant body representation from a 
3D mesh model of a human. This semi-automatic approach based on a segmentation algorithm was 
implemented as a part of the Virtual Human Modelling (VHM) authoring tool. Related to the second 
issue, we have presented a dedicated authoring tool named ARTEMIS Animation Avatar Interface 
(3AI), implemented to facilitate the editing and extraction of animation parameters. To help with these 
tasks, this authoring tool includes various interpolation schemes and one inverse kinematics method. A 
practical evaluation of both the compression and the animation performances of the FBA framework, 
allows us to analyse objectively (in terms of transmission bit rate) and subjectively (in terms of 
realistic representation) the performances and limitations of the FBA framework. 

In order to overcome the FBA limitations related to the realistic animation performances, we have 
introduced a new framework, called SMS, for virtual character animation, in the third chapter. The 
SMS framework was built on a generic deformation model consisting in a controller set up as a triple 
composed by a geometric support, a volume embedding the geometric support and a measure of the 
affectedness of the controller in the volume. Then, we have proposed two declinations of the model 
(bone and muscle controllers) and consider them as the core of our framework. We then have shown 
how they can be used for defining and animating generic virtual characters. In order to represent 
generic virtual characters into a 3D scene, we have provided the SMS architecture with the scene 
graph nodes. In order to enable low-bit-rate transmission we have provided the SMS architecture with 
an efficient representation of animation parameters. A set of tests allows to state that the SMS enables 
animation on low-bit-rate networked environment. A comparative study between the SMS and FBA 
frameworks, shows the advantages of the SMS one. Finally, we describe how we have promoted the 
SMS framework to the MPEG-4 standard. 

In the last chapter, we give a detailed report on experiments that we have conducted in terms of data 
compression, in order to ensure sign language transmission over IP and MPEG-2. We have proposed 
six possible solutions for sign language transmission over networks. The six solutions have been 
classified with respect to the data format used to represent the content at different link of the chain: 
production, transmission and consuming. We described video-based solutions, 3D-solutions and a 
hybrid (video and 3D) solution. With respect to some key-criteria, we analysed each solution 
presenting their specific advantages and limitations. By performing compression tests for each method, 
we have presented and discussed the capabilities in terms of the visual quality/bit-rate.  
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In conclusion, the SMS framework allows to define and to animate by means of deformations a 
generic synthetic object. By including this framework into the MPEG-4 multimedia standard that 
allows to integrate natural and synthetic objects representation, we can state that the requirements 
announced at the beginning of this manuscript have been fulfil. 

While our work was conducted with the strong motivation to offer a sign language communication 
system based on virtual characters, other applications can be addressed by the SMS framework. As, in 
this framework, we can model and animate any kind of generic virtual characters, an immediate 
extension of the applications field is related to 3D cartoons. The results in terms of animation 
compression while keeping the possibility of transmitting rich content made us to start investigations 
into another kind of networked environments, namely, distributed ones. Here, we will address 3D on-
line communities, with accent on on-line multimedia gaming.  

Related to the MPEG-4 standardization process our perspectives include the identification of 
potential industrial applications that can use SMS tools and the integration into a MPEG-4 3D profile 
of these tools with others AFX technologies. 
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<?xml version=“1.0“ encoding=“UTF-8“?> 
<schema xmlns=“http://www.w3.org/2001/XMLSchema“ 
    xmlns:bba=“urn:mpeg:mpeg4:bba:schema:2002“ 
    targetNamespace=”urn:mpeg:mpeg4:bba:schema:2002” elementFormDefault=”qualified”> 
 <annotation> 
  <documentation> 
   Bone-Based Animation Parameters Textual format Schema 
  </documentation> 
 </annotation> 
 <annotation> 
  <documentation> basic types </documentation> 
 </annotation> 
 <simpleType name=”ZeroOneType”> 
  <restriction base=”integer”> 
   <minInclusive value=”0”/> 
   <maxInclusive value=”1”/> 
  </restriction> 
 </simpleType> 
 <simpleType name=”ListZeroOneType”> 
  <list itemType=”bba:ZeroOneType”> 
 </simpleType> 
 <simpleType name=”BBAParameterType”> 
  <restriction base=”integer”> 
   <minInclusive value=”-314159”/> 
   <maxInclusive value=”314159”/> 
  </restriction> 
 </simpleType> 
 <annotation> 
  <documentation> 
  **************************************************************** 

*Declaration of the top-level containers (BBA, Header, …) *  
**************************************************************** 

  </documentation> 
 </annotation> 
 <element name=”BBA”> 
  <complexType> 
   <sequence> 
    <element ref=”bba:header” use=”optional”/> 
    <element name=”body” minOccurs=”0”> 
      <complexType> 
   <element ref=”bba:Frame” minOccurs=”0” maxOccurs=”unbounded”/> 
      </complexType> 
    </element> 
   </sequence> 
  </complexType> 
 </element> 
 <element name=”header”> 
  <complexType> 
     <attribute name=”version” use=”required” type=”float” default=”3.0”/> 
     <attribute name=”name” use=”required” type=”string”/> 
     <attribute name=”frameRate” use=”required” type=”unsignedInt” default=”10”/>  
     <attribute name=”encodingParametersFile” use=”optional” type=”string”/> 
  </complexType> 
 </element> 
 <annotation> 
   <documentation>  
   ********************************************************* 
  * Declaration of the dynamic containers (BodyFrameData) * 
  ********************************************************* 
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  </documentation> 
 </annotation> 
 <element name= »Frame »> 
  <complexType> 
    <element ref= »bba :FrameMask » minOccurs= »1 » maxOccurs= »1 »/> 
    <element ref= »bba :FrameValues » minOccurs= »1 » maxOccurs= »1 »/> 
  </complexType> 
 </element> 
 <element name= »FrameMask »> 
  <complexType> 
   <attribute name= »KFI »> 
    <simpleType> 
     <restriction base= »integer »> 
      <minInclusive value= »0 »/> 
      <maxInclusive value= »31 »/> 
     </restriction> 
    </simpleType> 
   </attribute> 
   <attribute name= »NSBB »> 
    <simpleType> 
     <restriction base= »integer »> 
      <minInclusive value= »0 »/> 
      <maxInclusive value= »1023 »/> 
     </restriction> 
    </simpleType> 
   </attribute> 
   <attribute name= »NSBM »> 
    <simpleType> 
     <restriction base= »integer »> 
      <minInclusive value= »0 »/> 
      <maxInclusive value= »1023 »/> 
     </restriction> 
    </simpleType> 
   </attribute> 
   <element ref= »bba :BoneIDMask » minOccurs= »0 » 

maxOccurs= »unbounded »/> 
   <element ref= »bba :MuscleIDMask » minOccurs= »0 » 

maxOccurs= »unbounded »/> 
  </complexType> 
 </element> 
 
 <element name=”BoneIDMask”> 
  <complexType> 
   <attribute name=”IDB” use=”required”> 
    <simpleType> 
     <restriction base=”integer”> 
      <minInclusive value=”0”/> 
      <maxInclusive value=”1023”/> 
     </restriction> 
    </simpleType> 
   </attribute> 
   <element ref=”bba:BoneAnimationMask” minOccurs=”1” maxOccurs=”1”/> 
  </complexType> 
 </element> 
 <element name=”BoneAnimationMask”> 
  <complexType> 
    <attribute name=”isTranslation” use=”optional” type=”bba:ZeroOne”/> 
    <attribute name=”isTranslationOnX” use=”optional” type=”bba:ZeroOne”/> 
    <attribute name=”isTranslationOnY” use=”optional” type=”bba:ZeroOne”/> 
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    <attribute name=”isTranslationOnZ” use=”optional” type=”bba:ZeroOne”/> 
    <attribute name=”isRotation” use=”optional” type=”bba:ZeroOne”/> 
    <attribute name=”isRotationOnAxis1” use=”optional” type=”bba:ZeroOne”/> 
    <attribute name=”isRotationOnAxis2” use=”optional” type=”bba:ZeroOne”/> 
    <attribute name=”isRotationOnAxis3” use=”optional” type=”bba:ZeroOne”/> 
    <attribute name=”isScale” use=”optional” type=”bba:ZeroOne”/> 
    <attribute name=”isScaleOnX” use=”optional” type=”bba:ZeroOne”/> 
    <attribute name=”isScaleOnY” use=”optional” type=”bba:ZeroOne”/> 
    <attribute name=”isScaleOnZ” use=”optional” type=”bba:ZeroOne”/> 
    <attribute name=”isScaleOrientation” use=”optional” type=”bba:ZeroOne”/> 
    <attribute name=”isScaleOrientationOnAxeX” use=”optional” type=”bba:ZeroOne”/> 
    <attribute name=”isScaleOrientationOnAxeY” use=”optional” type=”bba:ZeroOne”/> 
    <attribute name=”isScaleOrientationOnAxeZ” use=”optional” type=”bba:ZeroOne”/> 
    <attribute name=”isScaleOrientationValue” use=”optional” type=”bba:ZeroOne”/> 
    <attribute name=”isCenter” use=”optional” type=”bba:ZeroOne”/> 
    <attribute name=”isCenterOnX” use=”optional” type=”bba:ZeroOne”/> 
    <attribute name=”isCenterOnY” use=”optional” type=”bba:ZeroOne”/> 
    <attribute name=”isCenterOnZ” use=”optional” type=”bba:ZeroOne”/> 
  </complexType> 
 </element> 
 
 <element name=”MuscleIDMask”> 
  <complexType> 
   <attribute name=”IDM” use=”required”> 
    <simpleType> 
     <restriction base=”integer”> 
      <minInclusive value=”0”/> 
      <maxInclusive value=”1023”/> 
     </restriction> 
    </simpleType> 
   </attribute> 
   <attribute name=”NCP” use=”required”> 
    <simpleType> 
     <restriction base=”integer”> 
      <minInclusive value=”0”/> 
      <maxInclusive value=”63”/> 
     </restriction> 
    </simpleType> 
   </attribute> 
   <attribute name=”NK” use=”required”> 
    <simpleType> 
     <restriction base=”integer”> 
      <minInclusive value=”0”/> 
      <maxInclusive value=”63”/> 
     </restriction> 
    </simpleType> 
   </attribute> 
   <attribute name=”NCP” use=”required”> 
    <simpleType> 
     <restriction base=”integer”> 
      <minInclusive value=”0”/> 
      <maxInclusive value=”63”/> 
     </restriction> 
    </simpleType> 
   </attribute> 
   <attribute name=”MM” use=”required”> 
    <simpleType> 
     <restriction base=”bba:ListZeroOneType”> 
      <minLength value=”0”/> 
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     </restriction> 
    </simpleType> 
   </attribute> 
  </complexType> 
 </element> 
 
 <element name=”FrameValues”> 
  <complexType> 
   <element ref=”bba:BoneAnimationValue” minOccurs=”0” 

maxOccurs=”unbounded”/> 
   <element ref=”bba:MuscleAnimationValue” minOccurs=”0” 

maxOccurs=”unbounded”/> 
  </complexType> 
 </element> 
 
 <element name=”BoneAnimationValue”> 
  <complexType> 
    <attribute name=”TranslationOnX” use=”optional” type=”bba:BBAParameterType”/> 
    <attribute name=”TranslationOnY” use=”optional” type=”bba:BBAParameterType”/> 
    <attribute name=”TranslationOnZ” use=”optional” type=”bba:BBAParameterType”/> 
    <attribute name=”RotationOnAxis1” use=”optional” type=”bba:BBAParameterType”/> 
    <attribute name=”RotationOnAxis2” use=”optional” type=”bba:BBAParameterType”/> 
    <attribute name=”RotationOnAxis3” use=”optional” type=”bba:BBAParameterType”/> 
    <attribute name=”ScaleOnX” use=”optional” type=”bba:BBAParameterType”/> 
    <attribute name=”ScaleOnY” use=”optional” type=”bba:BBAParameterType”/> 
    <attribute name=”ScaleOnZ” use=”optional” type=”bba:BBAParameterType”/> 
    <attribute name=”ScaleOrientationOnAxeX” use=”optional” 

type=”bba:BBAParameterType”/> 
    <attribute name=”ScaleOrientationOnAxeY” use=”optional” 

type=”bba:BBAParameterType”/> 
    <attribute name=”ScaleOrientationOnAxeZ” use=”optional” 

type=”bba:BBAParameterType”/> 
    <attribute name=”ScaleOrientationValue” use=”optional” 

type=”bba:BBAParameterType”/> 
    <attribute name=”CenterOnX” use=”optional” type=”bba:BBAParameterType”/> 
    <attribute name=”CenterOnY” use=”optional” type=”bba:BBAParameterType”/> 
    <attribute name=”CenterOnZ” use=”optional” type=”bba:BBAParameterType”/> 
  </complexType> 
 </element> 
 
 <element name=”MuscleAnimationValue”> 
  <complexType> 
    <list type=”bba:BBAParameterType”/> 
  </complexType> 
 </element> 
</schema> 
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RESUME 
 
Dans le cadre de la nouvelle société de l’information multimédia et communicante, cette thèse 
propose des contributions méthodologiques et techniques relatives à la représentation, 
l’animation et la transmission des objets virtuels.  
Les méthodes existantes sont analysées de façon comparée et les performances des standards 
multimédias actuels évaluées en termes de réalisme d’animation et de débit de transmission. 
Pour surmonter les limitations mises en évidence, un nouveau cadre de modélisation et 
d’animation de personnages virtuels est proposé. Le modèle SMS (Skeleton, Muscle and 
Skin), fondé sur le concept de contrôleur de déformation d’un maillage, est introduit et sa 
formulation mathématique développée. Le graphe de scène 3D et le flux de compression 
associés à SMS sont décrits. L’approche SMS est évaluée dans le cadre d’un nouveau service 
de transmission télévisuelle d’un signeur virtuel destinés aux déficients auditifs. Le modèle 
SMS a été promu dans le standard MPEG-4 version 5. 
 
 
Mots-clès : Modélisation et animation de personnage virtuel, contrôleur de déformation, 
compression des paramètres d’animation, transmission bas débit, langue des signes, standard 
multimédia MPEG-4. 
 
ABSTRACT 
 
Within the framework of the emerging networked multimedia information society, this 
dissertation brings forward methodological and technical contributions for representing, 
animating and transmitting 3D virtual objects. 
The existing methods are first analyzed and compared, and the performances of current 
multimedia standards are evaluated in terms of animation realism and transmission bitrate. To 
overcome their limitations, a novel framework for modeling and animating virtual characters 
is then proposed. The SMS (Skeleton, Muscle and Skin) model, based on the concept of mesh 
deformation controller, is introduced and mathematically elaborated. The 3D scene graph and 
compression stream associated to the SMS model are also described. The SMS approach is 
finally demonstrated and evaluated in the framework of a novel digital broadcast service 
dedicated to virtual signing for the hearing-impaired people community. The SMS model has 
been promoted as part of Version 5 of the MPEG-4 ISO standard. 
 
Keywords: Virtual character definition and animation, deformation controller, animation 
parameters compression, low bit-rate transmission, sign language, MPEG-4 standard. 
 
 
 
 
 

 




