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THÈSE

présentée pour obtenir le grade de

DOCTEUR EN PHYSIQUE

DE L’UNIVERSITÉ DE SAVOIE
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Tóm tắt

Mục đích của luận án này bao gồm hai phần chính. Phần thứ nhất liên quan đến việc nghiên cứu

các phương pháp tính bổ đính vòng trong khuôn khổ của lý thuyết nhiễu loạn. Phần thứ hai bao

gồm việc vận dụng các phương pháp trên để tính toán bổ đình liên quan đến tương tác yếu ở mức

một vòng cho quá trình pp → bb̄H tại máy gia tốc LHC. Các tính toán trong luận án này giới hạn

trong khuôn khổ của mô hình chuẩn.

Mục đích thứ nhất là quan trọng về mặt lý thuyết. Mặc dù cách thức tính bổ đính một vòng

trong lý thuyết trường nhiễu loạn, về mặt nguyên tắc, đã được hiểu một cách rõ ràng thông qua

việc tái chuẩn hoá. Trong thực tế, quy trình đó biểu lộ nhiều khó khăn liên quan đến việc tính tích

phân vòng. Phương pháp giải tích gặp nhiều khó khăn khi các tính toán có nhiều hơn 4 hạt ở trạng

thái ngoài. Đó là vì biểu thức đại số của biên độ tán xạ trở nên rất phức tạp và khó xử lý. Trong

luận án này, chúng tôi đã nghiên cứu vấn đề này và nhận thấy rằng việc tính toán sẽ đơn giản hơn

rất nhiều nếu sử dụng phương pháp biên độ tán xạ phân cực. Một vấn đề khác liên quan đến tính

chất giải tích của tích phân vòng. Một phần quan trọng của luận án được dành để nghiên cứu vấn

đề này bằng cách sử dụng phương trình Landau. Chúng tôi đã tìm thấy những hiệu ứng quan trọng

của dị thường Landau trong quá trình pp → bb̄H .

Mục đích thứ hai là quan trọng về mặt thực nghiệm. Quá trình pp → bb̄H tại máy gia tốc LHC

là rất quan trọng trong việc xác định hệ số tương tác giữa Higgs và quark b. Nếu hệ số tương tác

này là lớn như tiên đoán của mô hình Siêu đối xứng tối thiểu thì tiết diện tán xạ sẽ rất lớn. Trong

luận án này, dựa vào các phương pháp lý thuyết thảo luận ở trên, chúng tôi đã tính toán các bổ

đính chính của tương tác yếu. Kết quả là như sau. Nếu khối lượng của hạt Higgs khoảng 120GeV thì

bổ đính ở mức một vòng là nhỏ, khoảng −4%. Nếu khối lượng của hạt Higgs vào khoảng 160GeV

thì bổ đính trên được làm tăng thêm nhiều bởi dị thường Landau, khoảng 50%. Hiện tượng quan

trọng này được nghiên cứu kỹ trong luận án.



Résumé

Le sujet de ma thèse recouvre deux aspects. En premier lieu, l’objectif était d’étudier et d’améliorer

les méthodes de calcul à une boucle pour les corrections radiatives dans le cadre des théories de

champs perturbatives. En second lieu, l’objectif était d’appliquer ces techniques pour calculer les

effets dominants des corrections radiatives electrofaibles au processus important de production de

Higgs associé à deux quarks bottom au LHC (Large Hadron Collider) du CERN. L’étude concerne

le Higgs du Modèle Standard.

Le premier objectif est d’importance plutôt théorique. Bien que la méthode générale pour le

calcul à une boucle des corrections radiatives dans le modèle standard soit, en principe, bien compris

par le biais de la renormalisation, il y a un certain nombre de difficultés techniques. Celles-ci sont

liées aux intégrales de boucle. Pour les processus avec plus de 4 particules externes, les expressions

d’amplitude obtenues en utilisant la méthode d’analyse sont extrêmement lourdes et très difficiles à

manipuler. Dans cette thèse, nous avons étudié ce problème et réalisé que tout le calcul peut être

facilement optimisé si l’on utilise la méthode des amplitudes d’hélicité. Un autre problème est lié aux

propriétés analytiques des intégrales scalaires. Une partie importante de cette thèse est consacrée

à ce problème et à l’étude des équations de Landau. Nous avons trouvé des effets significatifs en

raison de singularités de Landau dans le processus de production de Higgs associé à deux quarks

bottom au LHC.

Le deuxième objectif est d’ordre pratique avec des conséquences expérimentales. On peut

résumer les résultats obtenus dans cette thèse comme suit. Si la masse du Higgs est d’environ

120GeV, la correction au premier ordre dominant est petite de l’ordre d’environ −4%. Si la masse

de Higgs est d’environ 160GeV, seuil de production d’une paire de W par le Higgs, les corrections

électrofaibles bénéficient du couplage fort du Yukawa du top et sont amplifiées par la singularité de

Landau conduisant à une importante correction d’environ 50%.

Mots-clés : Higgs, Modèle Standard, LHC, calculs à une boucle, singularités de Landau.
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Abstract

The aim of this thesis is twofold. First, to study methods to calculate one-loop

corrections in the context of perturbative theories. Second, to apply those methods

to calculate the leading electroweak (EW) corrections to the important process of

Higgs production associated with two bottom quarks at the CERN Large Hadron

Collider (LHC). Our study is restricted to the Standard Model (SM).

The first aim is of theoretical importance. Though the general method to cal-

culate one-loop corrections in the SM is, in principle, well understood by means of

renormalisation, it presents a number of technical difficulties. They are all related

to loop integrals. The analytical method making use of various techniques to reduce

all the tensorial integrals in terms of a basis of scalar integrals is most widely used

nowadays. A problem with this method is that for processes with more than 4 exter-

nal particles the amplitude expressions are extremely cumbersome and very difficult

to handle even with powerful computers. In this thesis, we have studied this problem

and realised that the whole calculation can be easily optimised if one uses the helicity

amplitude method. Another general problem is related to the analytic properties of

the scalar loop integrals. An important part of this thesis is devoted to studying this

by using Landau equations. We found significant effects due to Landau singularities

in the process of Higgs production associated with two bottom quarks at the LHC.

The second aim is of practical (experimental) importance. Higgs production asso-

ciated with bottom quarks at the LHC is a very important process to understand the

v
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bottom-Higgs Yukawa coupling. If this coupling is strongly enhanced as predicted by

the Minimal Supersymmetric Standard Model (MSSM) then this process can have

a very large cross section. In this thesis, based on the theoretical study mentioned

above, we have calculated the leading EW corrections to this process. The result

is the following. If the Higgs mass is about 120GeV then the next-to-leading order

(NLO) correction is small, about −4%. If the Higgs mass is about 160GeV then the

EW correction is strongly enhanced by the Landau singularities, leading to a signif-

icant correction of about 50%. This important phenomenon is carefully studied in

this thesis.
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Introduction

In the realm of high energy physics, the Standard Model (SM) of particle physics

[1, 2, 3, 4, 5, 6, 7] is the highest achievement to date. Almost all its predictions have

been verified by various experiments [8, 9]. The only prediction of the SM which has

not been confirmed by any experiment is the existence of a scalar fundamental particle

called the Higgs boson. The fact that we have never observed any fundamental scalar

particle in nature so far makes this the truly greatest challenge faced by physicists

today. For this greatest challenge we have the world largest particle accelerator to

date, the CERN Large Hadron Collider (LHC) [10]. The LHC collides two proton

beams with a center-of-mass energy up to 14TeV and is expected to start this year.

It is our belief that the Higgs boson will be found within a few years.

The prominent feature of the Higgs boson is that it couples mainly to heavy

particles with large couplings. This makes the theoretical calculations of the Higgs

production rates as perturbative expansions in those large couplings complicated. The

convergence rate of the perturbative expansion is slow and one cannot rely merely

on the leading order (LO) result. Loop calculations are therefore mandatory. The

most famous example is the Higgs production mechanism via gluon fusion, the Higgs

discovery channel. The LO contribution in this example is already at one-loop level.

The two-loop contribution, mainly due to the gluon radiation in the initial state and

the QCD virtual corrections, increases the total cross section by about 60% for a Higgs

mass about 100GeV at the LHC [11]. Indeed, loop calculations are required in order

to understand the structure of perturbative field theory and the uncertainties of the

1
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theoretical predictions. The only way to reduce the error of a theoretical prediction

so that it can be comparable to the small error (say 10%) of precision measurements

nowadays is to pick up higher order terms, i.e. loop corrections.

There are two methods to calculate loop integrals: analytical and numerical meth-

ods. The traditional analytical method decomposes each Feynman diagram’s numer-

ator into a sum of scalar and tensorial Passarino-Veltman functions. The advantage is

that the whole calculation of cross sections involving the numerical integration over

phase space is faster. The disadvantage is that the numerator decomposition usu-

ally results in huge algebraic expressions with various spurious singularities, among

them the inverse of the Gram determinant (defined as det(G) = det(2pi.pj) with pi

are external momenta) which can vanish in some region of phase space. Recently,

Denner and Dittmaier have developed a numerically stable method for reducing one-

loop tensor integrals [12, 13], which has been used in various electroweak processes

including the e+e− → 4 fermions process [14, 15]. For the numerical method, the

loop integration should be performed along with the integrations over the momenta

of final state particles. In this method one should not decompose the various nu-

merators but rather combine various terms in one common denominator. Thus the

algebraic expression of the integrand is much simpler this way and no spurious sin-

gularities appear. The disadvantage is that the number of integration variables is

large resulting in large integration errors. In both methods, the ultra-violet (UV)-,

infrared (IR)- and collinear- divergences have to be subtracted before performing the

numerical integration.

Recently, there has appeared on-shell methods to calculate one-loop multi-leg QCD

processes (see [16] for a review). These methods are analytical but very different from

traditional methods based on Passarino-Veltman reduction technique. On-shell meth-

ods have already led to a host of new results at one loop, including the computation of

non-trivial amplitudes in QCD with an arbitrary number of external legs [17, 18, 19].

These methods work as follows. A generic one-loop amplitude can be expressed in

terms of a set of scalar master integrals multiplied by various rational coefficients,
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along with the additional purely rational terms. The relevant master integrals con-

sist of box, triangle, bubble and (for massive particles) tadpole integrals. All these

basic integrals are known analytically. The purely rational terms have their origin

in the difference between D = 4 − 2ε and four dimensions when using dimensional

regularization. One way to calculate the rational terms is to use on-shell recursion

[20, 21] to construct the rational remainder from the loop amplitudes’ factorization

poles [22, 17, 16]. The various rational coefficients are determined by using gener-

alized unitarity cuts [23, 24]. The evaluation is carried out in the context of the

spinor formalism. Like the traditional analytical method, spurious singularities occur

in intermediate steps. However, it is claimed in [16] that they can be under control.

More detailed studies on this important issue are necessary to confirm this statement

though. On-shell methods can also deal with massive internal/external particles [25]

and hence can be used for electroweak processes. It is not clear for us whether these

on-shell methods can be extended to include the case of internal unstable particles.

Although the on-shell methods differ from the traditional analytical methods in

many respects, they have a common feature that one-loop amplitudes are expressed

in terms of a set of basic scalar loop integrals. One may wonder if there is a method

to express a one-loop amplitude in terms of tree-level amplitudes? The answer was

known 45 years ago by Feynman [26, 27]. Feynman has proved that any diagram

with closed loops can be expressed in terms of sums (actually phase-space integrals)

of tree diagrams. This is called the Feynman Tree Theorem (FTT) whose very simple

proof can be found in [27]. This theorem can be used in several ways. The simplest

application is to calculate scalar loop integrals needed by other analytical methods

described above. The best application is to calculate loop corrections for physical

processes. Feynman has shown that this important application can be realized for

many processes. Let us explain this a little bit more. After making use of the FTT,

one has a lot of tree diagrams obtained by cutting a N -point one-loop diagram with

multiple cuts (single-cut, double-cut, . . ., N -cut). One can re-organize this result as a

sum of sets of tree diagrams, each set representing the complete set of tree diagrams
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expected for some given physical process. In this way, one obtains relations among

the diagrams for various processes. Surprisingly, no one has applied this FTT to

calculate QCD/EW one-loop corrections to important processes at colliders, to the

best of our knowledge. However, there is ongoing effort in this direction by Catani,

Gleisberg, Krauss, Rodrigo and Winter. They have very recently proposed a method

to numerically compute multi-leg one-loop cross sections in perturbative field theories

[28]. The method relies on the so-called duality relation between one-loop integrals

and phase space integrals. This duality relation is very similar to the FTT. The

main difference is that the duality relation involves only single cuts of the one-loop

diagrams. Interestingly, the duality relation can be applied to one-loop diagrams with

internal complex masses [28].

In general, Higgs production processes involve unstable internal particles. If these

unstable particles can be on-shell then the width effect can be relevant and therefore

must be taken into account. In particular, scalar box integrals with unstable inter-

nal particles can develop a Landau singularity (to be discussed below) which is not

integrable at one-loop amplitude square level. In this case, the internal widths are

regulators as they move the singularity outside the physical region. Thus, a good

method to calculate one-loop corrections must be able to handle internal complex

masses.

Independent of calculation methods, the analytic structure of S-matrix is intrinsic

and is related to fundamental properties like unitarity and causality [29]. Analytic

properties of S-matrix can be studied by using Landau equations [30, 29] applied

to an individual Feynman diagram. Landau equations are necessary and sufficient

conditions for the appearance of a pinch singularity of Feynman loop integrals [31].

Solutions of Landau equations are singularities of the loop integral as a function of

internal masses and external momenta, called Landau singularities. These singular-

ities occur when internal particles are on-shell. They can be finite like the famous

normal threshold in the case of one-loop two-point function. The normal thresholds
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are branch points [29]. Landau singularities can be divergent like in the case of three-

point and four-point functions. The former is integrable but the latter is not at the

level of one-loop amplitude squared. This four-point Landau divergence can be due

to the presence of internal unstable particles and hence must be regularized by taking

into account their widths. A detailed account on this topic is given in chapters 4 and

5.

The main calculation of this thesis is to compute the leading electroweak one-loop

correction to Higgs production associated with two bottom quarks at the LHC in

the SM. Our calculation involves 8 tree-level diagrams and 115 one-loop diagrams

with 8 pentagons. The loop integrals include 2-point, 3-point, 4-point and 5-point

functions which contain internal unstable particles, namely the top-quark and the

W gauge boson. Interestingly, Landau singularities occur in all those functions. We

follow the traditional analytical method of Veltman and Passarino [32] to calculate

the one-loop corrections. For the 5-point function part, we have adapted the new re-

duction method of Denner and Dittmaier [12], which replaces the inverse of vanishing

Gram determinant with the inverse of the Landau determinant and hence replaces

the spurious Gram singularities with the true Landau singularities of loop integrals.

In our opinion, this is one of the best ways to deal with those spurious Gram singular-

ities. However, as will be explained in chapter 4, the condition of vanishing Landau

determinant is necessary but not sufficient for a Landau singularity to actually occur

in the physical region. Thus, spurious singularities can still be encountered but very

rarely. This new reduction method for 5-point functions has been implemented in the

library LoopTools [33, 34] based on the library FF [35]. Our calculation has proved

the efficiency of this method. The reason for us to choose this traditional method is

that our calculation involves massive internal particles. Furthermore, in order to deal

with Landau singularities, our calculation must include also complex masses.

Although the calculation method is well understood, the difficulty is that we have to

handle very huge algebraic expressions since we have to expand the numerator of each

Feynman diagram. Thus, we cannot use the traditional amplitude squared method
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as it will result in extremely enormous algebraic expressions of the total amplitude

squared. Fortunately, there is a very efficient way to organize the calculation based

on the helicity amplitude method (HAM) [36]. Using this HAM, one just needs to

calculate all the independent helicity amplitudes which are complex numbers. This

way of calculating makes it very easy to divide the whole complicated computation

into independent blocks therefore factorizes out terms that occur several times in the

calculation.

Our calculation consists of two parts. In the first part, we calculate the NLO

corrections, i.e. the interference terms between tree-level and one-loop amplitudes.

Although Landau singularities do appear in many one-loop diagrams, they are inte-

grable hence do not cause any problem of numerical instability. The bottom-quark

mass is kept in this calculation. In the second part, we calculate the one-loop cor-

rection in the limit of massless bottom-quark therefore the bottom-Higgs Yuakawa

coupling vanishes. The process is loop induced and we have to calculate one-loop

amplitude squared. In this calculation, the Landau singularity of a scalar four-point

function is not integrable and causes a severe problem of numerical instability if

MH ≥ 2MW . This problem is solved by introducing a width for the top-quark and W

gauge boson in the loop diagrams. It turns out that the width effect is large if MH is

around 2MW .

Although the main calculation of this thesis is for a very specific process, we

have gained several insights that can be equally used for other practical calculations.

First of all, the method to optimise complicated loop calculations using the HAM is

general. Second, the method to check the final/intermediate results by using QCD

gauge invariance in the framework of the HAM can be used for any process with at

least one gluon in the external states. Third, some general results related to Landau

singularities are new and can be used for practical purposes. They are equations

(4.27) and (4.49). Finally, we have applied the loop calculation method of ’t Hooft

and Veltman to write down explicitly two formulae to calculate scalar box integrals

with complex internal masses. They are equations (E.15) and (E.40). The restriction
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is that at least two external momenta are lightlike. We have implemented those two

formulae into the library LoopTools.

The outline of this thesis is as follows. First, a short review of the SM including

QCD is presented in chapter 1. We pay special attention to the one-loop renormali-

sation of the EW part and the Higgs sector. We also give a short introduction to the

Minimal Supersymmetric Standard Model and discuss its Higgs sector in the same

chapter. In chapter 2 we discuss the dominant mechanisms for SM Higgs production

at the LHC and Higgs signatures at the colliders. In chapter 3 we present the main

calculation of this thesis, one-loop Yukawa corrections to the SM process pp → bb̄H

at the LHC, for the case MH ≤ 150GeV. There are two reasons to start with small

values of the Higgs mass: it is preferred by the latest EW data and there is no problem

of numerical instability related to Landau singularities. The framework of a one-loop

calculation based on the helicity amplitude method is also given in this chapter. In

chapter 4 we explain in detail the Landau singularities of a general one-loop Feyn-

man diagram. We emphasize the conditions to have a Landau singularity and its

nature. In chapter 5, we complete the study of chapter 3 for larger values of MH ,

up to 250GeV. We show that the one-loop process gg → bb̄H is an ideal example for

understanding Landau singularities. It contains several types of Landau singularities

related to two-point, three-point and four-point functions. The conclusions are given

in chapter 6.

This thesis includes several appendices. In appendix A we explain the helicity am-

plitude method and how to check the correctness of the result by using QCD gauge

invariance. In appendix B we show how to optimise the calculation of various one-loop

helicity amplitudes and how that can be easily achieved by using FORM. Appendix

C concerns the phase space integral of 2 → 3 process. We explain how to use the

Fortran routine BASES [37] to do numerical integration. Appendix D gives useful

mathematical formulae related to loop integrals. In appendix E we explain the analyt-

ical calculation of scalar one-loop four-point integrals with complex internal masses.

The restriction is that at least two external momenta are lightlike.





Chapter 1

The Standard Model and beyond

The Glashow-Salam-Weinberg (GSW) model of the electroweak interaction was pro-

posed by Glashow [1], Weinberg [2] and Salam [3] for leptons and extended to the

hadronic degrees of freedom by Glashow, Iliopoulos and Maiani [38]. The GSW model

is a Yang-Mills theory [39] based on the symmetry group SU(2)L×U(1)Y . It describes

the electromagnetic and weak interactions of the known 6 leptons and 6 quarks. The

electromagnetic interaction is mediated by a massless gauge boson, the photon (γ).

The short-range weak interaction is carried by 2 massive gauge bosons, Z and W .

The strong interaction, mediated by the massless gluon, is also a Yang-Mills the-

ory based on the gauge group SU(3)C . This is known as Quantum chromodynamics

(abbreviated as QCD) [4, 5, 6, 7]. The Standard Model of particle physics is just

a trivial combination of GSW model and QCD. The particle content of the SM is

listed in Table. 1.1. There is an additional scalar field called the Higgs boson (H),

the only remnant of the spontaneous symmetry breaking (SSB) mechanism invented

by Brout, Englert, Guralnik, Hagen, Higgs and Kibble [40, 41, 42, 43, 44]. The SSB

mechanism is responsible for explaining the mass spectrum of the SM.

To date, almost all experimental tests of the three forces described by the Standard

Model agree with its predictions [8, 9, 45]. The measurements ofMW andMZ together

9
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Table 1.1: Particle content of the standard model

Particles Spin Electric charge
Leptons (e, µ, τ) 1/2 −1

(νe, νµ, ντ ) 1/2 0
Quarks (u, c, t) 1/2 2/3

(d, s, b) 1/2 −1/3
Gauge bosons gluon (g) 1 0

(γ, Z) 1 0
W± 1 ±1

Higgs H 0 0

with the fact that their relation M2
W = M2

Zc
2
W (with c2W ≈ 0.77 defined in Eq.

(1.10)) has been experimentally proven imply two things. First, the existence of

massive gauge bosons means that the local gauge symmetry is broken. Second, the

mass relation indicates that the effective Higgs (be it fundamental or composite) is

isospin doublet [45]. Experiments have also confirmed that couplings that are mass-

independent like the ones of quarks and leptons to the W± and Z gauge bosons or

triple couplings among electroweak gauge bosons agree with those described by the

gauge symmetry [45]. It means that the only sector which remains untested is the

mass couplings or in other words the nature of SSB mechanism.

The primary goal of the LHC is to find the scalar Higgs boson and to understand

its properties. The main drawback here is that we do not know the value of the

Higgs mass which uniquely defines the Higgs profile. The LEP direct searches for the

Higgs and precision electroweak measurements lead to the conclusion that 114GeV <

MH < 190GeV [9]. The most prominent property of the Higgs is that it couples mainly

to heavy particles at tree level. This has two consequences at the LHC: the Higgs

production cross section is small and the Higgs decay product is very complicated and

usually suffers from huge QCD background. Thus, it is completely understandable

that searching for the Higgs is not an easy task, even at the LHC.



1.1. QCD 11

1.1 QCD

The classical QCD Lagrangian reads

LQCD = ψ̄(iD/−m)ψ − 1

2
TrFµνF

µν , (1.1)

where

D/ = γµDµ, Dµ = ∂µ − igsAµ, Aµ = Aa
µTa,

Fµν = ∂µAν − ∂νAµ − igs[Aµ,Aν ], (1.2)

with a = 1, . . . , 8; ψ is a fermion field belonging to the triplet representation of

SU(3)C group; A the gauge boson field and gs is the strong coupling; Ta are Gell-

Mann generators. The corresponding Feynman rules in the ’t Hooft-Feynman gauge

read:

−δij
k/−m+ iǫ

δabgµν

k2 + iǫ

gsγ
µ (Ta)ji

−igsf
abc[(p−q)γgαβ+(q−r)αgβγ+(r−p)βgαγ]
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g2
sf

abef cde(gαγgβδ − gαδgβγ)

+ g2
sf

acef bde(gαβgγδ − gαδgβγ)

+ g2
sf

adef bce(gαβgγδ − gαγgβδ)

We have adopted the Feynman rules of [46, 47] (derived by using L) which differ

from the normal Feynman rules (derived by using iL) by a factor i. One can use

those Feynman rules to calculate tree-level QCD processes or QED-like processes by

keeping in mind that the gluon has only two transverse polarisation components.

However, in a general situation where a loop calculation is involved one needs to

quantize the classical Lagrangian (1.1). The covariant quantization following the

Faddeev-Popov method [48] introduces unphysical scalar Faddeev-Popov ghosts with

additional Feynman rules:

−δab

k2

−igfabcqα

The main difference between QCD and QED is that the gluon couples to itself while

the photon does not. In QED, only the transverse photon can couple to the electron

hence the unphysical components (longitudinal and scalar polarisations) decouple

from the theory and the Faddeev-Popov ghosts do not appear. The same thing hap-

pens for the gluon-quark coupling. However, an external transverse gluon can couple

to its unphysical states via its triple and quartic self couplings. Those unphysical

states, in some situation, can propagate as internal particles without coupling to any
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quarks and give an unphysical contribution to the final result. In that situation, one

has to take into account also the ghost contribution for compensation.

Indeed, there is another way to calculate QCD processes by taking into account

only the physical contribution, i.e. only the transverse gluon components involve and

no ghosts appear. This is called the axial (non-covariant) gauge [49]. The main differ-

ence compared to the above covariant gauge is with the form of the gluon propagator.

The covariant propagator includes the unphysical polarisation states via1

gµν = ǫ−µ ǫ
+∗
ν + ǫ+µ ǫ

−∗
ν −

2∑

i=1

ǫiµǫ
∗
iν , (1.3)

where ǫ±µ are two unphysical polarisation states and ǫiµ with i = 1, 2 are the two

transverse polarisation states. In the axial gauge, the gluon propagator takes the

form

Pµν = − δab

k2 + iǫ

2∑

i=1

ǫiµǫ
∗
iν

= − δab

k2 + iǫ

[

−gµν +
kµnν + kνnµ

n.k

]

(1.4)

with n2 = 0 and n.k 6= 0, which includes only the transverse polarisation states. The

main drawback of this axial gauge is that the propagator’s numerator becomes very

complicated.

The main calculation of this thesis is to compute the one-loop electroweak cor-

rections to the process gg → bb̄H . Though the triple gluon coupling does appear

in various Feynman diagrams, it always couples to a fermion line hence the virtu-

ally unphysical polarisation states cannot contribute and the ghosts do not show up.

We will therefore use the covariant Feynman rules and take into account only the

contribution of the transverse polarisation states of the initial gluons2.

1See p.511 of [50].
2If one follows the traditional amplitude squared method and wants to use the polarisation sum

identity
∑

ǫµǫν = −gµν then one has to consider the Feynman diagrams with two ghosts in the
initial state.
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1.2 The Glashow-Salam-Weinberg Model

The classical Lagrangian of the GSW model is composed of a gauge, a Higgs, a fermion

and a Yukawa part 3

LC = LG + LH + LF + LY . (1.5)

Each of them is separately gauge invariant and specified as follows:

1.2.1 Gauge sector

The Lagrangian of the gauge part of the group SU(2)L × U(1)Y reads

LG = −1

4
(∂µW

a
ν − ∂νW

a
µ + gǫabcW b

µW
c
ν )2 − 1

4
(∂µBν − ∂νBµ)

2, (1.6)

where a, b, c ∈ {1, 2, 3}, W a
µ are the 3 gauge fields of the SU(2) group, Bµ is the U(1)

gauge field, the SU(2) gauge coupling g, the U(1) gauge coupling g′ and ǫabc are the

totally antisymmetric structure constants of SU(2). The covariant derivative is given

by

Dµ = ∂µ − igT aW a
µ − ig′Y Bµ, (1.7)

where T a = σa/2 with σa are the usual Pauli matrices, the hypercharge according to

the Gell-Mann Nishijima relation

Q = T 3 + Y. (1.8)

The physical fields W±, Z, A relate to the W a and B fields as







W±
µ =

W 1
µ∓iW 2

µ√
2

Zµ = cWW
3
µ − sWW

0
µ

Aµ = sWW
3
µ + cWW

0
µ ,

(1.9)

3For more technical details of the GSW model, its one-loop renormalisation prescription and
Feynman rules, we refer to [51, 46, 47].
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with

cW =
g

√

g2 + g′2
, sW =

g′
√

g2 + g′2
, (1.10)

the electromagnetic coupling e

e =
gg′

√

g2 + g′2
, g =

e

sW
, g′ =

e

cW
. (1.11)

1.2.2 Fermionic gauge sector

Left-handed fermions L of each generation belong to SU(2)L doublets while right-

handed fermions R are in SU(2)L singlets. The fermionic gauge Lagrangian is just

LF = i
∑

L̄γµDµL+ i
∑

R̄γµDµR, (1.12)

where the sum is assumed over all doublets and singlets of the three generations.

Note that in the covariant derivative Dµ acting on right-handed fermions the term

involving g is absent since they are SU(2)L singlets. Neutrinos are left-handed in the

SM. Fermionic mass terms are forbidden by gauge invariance. They are introduced

through the interaction with the scalar Higgs doublet.

1.2.3 Higgs sector

Mass terms for both the gauge bosons and fermions are generated in a gauge invariant

way through the Higgs mechanism. To that effect one introduces minimally a complex

scalar SU(2) doublet field with hypercharge Y = 1/2

Φ =

(

φ+

φ0

)

=

(

iχ+

(υ +H − iχ3)/
√

2

)

, 〈0 | Φ | 0〉 = υ/
√

2, (1.13)

where the electrically neutral component has been given a non-zero vacuum expec-

tation value υ to break spontaneously the gauge symmetry SU(2)L ×U(1)Y down to

U(1)Q. The scalar Lagrangian writes

LH = (DµΦ)†(DµΦ) − V (Φ), V (Φ) = −µ2Φ†Φ + λ(Φ†Φ)2. (1.14)
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After rewriting LH in terms of χ±, χ3, H and imposing the minimum condition on the

potential V (Φ) one sees that χ± and χ3 are massless while the Higgs boson obtains

a mass

M2
H = 2µ2, µ2 = λυ2. (1.15)

χ±, χ3 are called the Nambu-Goldstone bosons. They are unphysical degrees of

freedom and get absorbed by the W± and Z to give the latter masses given by

MW =
eυ

2sW

, MZ =
eυ

2sW cW
. (1.16)

1.2.4 Fermionic scalar sector

Fermion masses require the introduction of Yukawa interactions of fermions and the

scalar Higgs doublet

LY = −
∑

up

f ij
U L̄

iΦ̃Rj
U −

∑

down

f ij
D L̄

iΦRj
D + (h.c.), M ij

U,D =
f ij

U,Dυ√
2
, (1.17)

where f ij
U,D with i, j ∈ {1, 2, 3} the generation indices are Yukawa couplings, Φ̃ =

iσ2Φ
∗. Neutrinos, which are only right-handed, do not couple to the Higgs boson and

thus are massless in the SM. The diagonalization of the fermion mass matrices M ij
U,D

introduces a matrix into the quark-W-boson couplings, the unitary quark mixing

matrix [8]

V =







Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb







=







0.97383 0.2272 0.00396

0.2271 0.97296 0.04221

0.00814 0.04161 0.9991






, (1.18)

which is well-known as Cabibbo-Kobayashi-Maskawa (CKM) matrix. There is no

corresponding matrix in the lepton sector as the neutrinos are massless in the SM.

For later reference, we define λf =
√

2mf/υ where mf is the physical mass of a

fermion.
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1.2.5 Quantisation: Gauge-fixing and Ghost Lagrangian

The classical Lagrangian LC has gauge freedom. A Lorentz invariant quantisation

requires a gauge fixing (otherwise the propagators of gauge fields are not well-defined).

The ’t Hooft linear gauge fixing terms read

FA = (ξA)−1/2∂µAµ,

FZ = (ξZ
1 )−1/2∂µZµ −MZ(ξZ

2 )1/2χ3,

F± = (ξW
1 )−1/2∂µW±

µ +MW (ξW
2 )1/2χ±. (1.19)

This leads to a gauge fixing Lagrangian

Lfix = −1

2
[(FA)2 + (FZ)2 + 2F+F−]. (1.20)

Lfix involves the unphysical components of the gauge fields, i.e. field components

with negative norm, which lead to a serious problem that the theory is not gauge

invariant and violates unitarity. In order to compensate their effects one introduces

Faddeev Popov ghosts uα(x), ūα(x) (α = A,Z,W±) with the Lagrangian

Lghost = ūα(x)
δF α

δθβ(x)
uβ(x), (1.21)

where δF α

δθβ(x)
is the variation of the gauge fixing operators F α under infinitesimal

gauge transformation parameter θβ(x). An element of the SU(2)L × U(1)Y group

has a typical form G = e−igT αθα(x)−ig′Y θY (x). Faddeev Popov ghosts are scalar fields

following anticommutation rules and belonging to the adjoint representation of the

gauge group.

In a practical calculation, the final result does not depend on gauge parameters.

Thus one can choose for these parameters some special values to make the calculation

simpler. For tree-level calculations, one can think of the unitary gauge ξZ = ξW =

∞ where the Nambu-Goldstone bosons and ghosts do not appear and the number

of Feynman diagrams is minimized. For general one-loop calculations, it is more

convenient to use the ’t Hooft Feynman gauge ξA = ξZ = ξW = 1 where the numerator

structure is simplest.
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It is worth knowing that the ’t Hooft linear gauge fixing terms defined in Eq.

(1.19) can be generalised to include non-linear terms as follows [52, 47]

FZ = (ξZ)−1/2

[

∂µZµ +MZξ
′
Zχ3 +

g

2cW
ξ′Z ǫ̃Hχ3

]

,

F± = (ξW )−1/2
[
∂µW±

µ +MW ξ
′
Wχ

±

∓ (ieα̃Aµ + igcW β̃Zµ)W µ± +
g

2
ξ′W (δ̃H ± iκ̃χ3)χ

±
]

, (1.22)

with the gauge fixing term for the photon FA remains unchanged. It is simplest

to choose ξ′Z,W = ξZ,W . Those non-linear fixing terms involve five extra arbitrary

parameters ζ = (α̃, β̃, δ̃, κ̃, ǫ̃). The advantage of this non-linear gauge is twofold. First,

in an automatic calculation involving a lot of Feynman diagrams one can perform

the gauge-parameter independence checks to find bugs. Second, for some specific

calculations involving gauge and scalar fields one can kill some triple and quartic

vertices by judiciously choosing some of those gauge parameters and thus reduce

the number of Feynman diagrams. This is based on the fact that the new gauge

parameters modify some vertices involving the gauge, scalar and ghost sector and

at the same time introduce new quartic vertices [47]. In the most general case, the

Feynman rules with non-linear gauge are much more complicated than those with ’t

Hooft linear gauge, however.

With Lfix and Lghost the complete renormalisable Lagrangian of the GSW model

reads

LGSW = LC + Lfix + Lghost. (1.23)

1.2.6 One-loop renormalisation

Given the full Lagrangian LGSW above, one proceeds to calculate the cross sec-

tion of some physical process. In the framework of perturbative theory this can

be done order by order. At tree level, the cross section is a function of a set of

input parameters which appear in LGSW . These parameters can be chosen to be
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O = {e,MW ,MZ ,MH ,M
ij
U,D} which have to be determined experimentally. There

are direct relations between these parameters and physical observables at tree level.

However, these direct relations are destroyed when one considers loop corrections.

Let us look at the case of MW as an example. The tree-level W mass is directly

related to the Fermi constant Gµ through

s2
WM

2
W =

πα√
2Gµ

. (1.24)

When one takes into account higher order corrections, this becomes [53, 54, 55]

s2
WM

2
W =

πα√
2Gµ

1

1 − ∆r
, (1.25)

where ∆r containing all loop effect is a complicated function of MW and other input

parameters. A question arises naturally, how to calculate ∆r or some cross section

at one-loop level? The answer is the following. If we just use the Lagrangian given

in Eq. (1.23), follow the corresponding Feynman rules to calculate all the relevant

one-loop Feynman diagrams then we will end up with something infinite. This is

because there are a lot of one-loop diagrams being UV-divergent. This problem

can be solved if LGSW is renormalisable. The renormalisability of nonabelian gauge

theories with spontaneous symmetry breaking and thus the GSW model was proven

by ’t Hooft [56, 57]. The idea of renormalisation is that we have to get rid of all UV-

divergence terms originating from one-loop diagrams by redefining a finite number of

fundamental input parameters O in the original Lagrangian LGSW . This is done as

follows

e → (1 + δY )e,

M → M + δM,

ψ → (1 + δZ1/2)ψ. (1.26)

The latter is called wave function renormalisation. The renormalisation constants δY ,

δM and δZ1/2 are fixed by using renormalisation conditions to be discussed later. The

one-loop renormalised Lagrangian writes

L1−loop
GSW = LGSW + δLGSW . (1.27)
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The parameters O in L1−loop
GSW are now called the renormalised parameters determined

from experiments. From this renormalised Lagrangian one can write down the cor-

responding Feynman rules and use them to calculate ∆r or any cross section at one

loop. The results are guaranteed to be finite by ’t Hooft.

We now discuss the renormalisation conditions which define a renormalisation

scheme. In this thesis, we stick with the on-shell scheme where all renormalisation

conditions are formulated on mass shell external fields. To fix δY , one imposes a

condition on the e+e−A vertex as in QED. The condition reads

(e+e−A one-loop term + e+e−A counterterm) |q=0,p2
±

=m2
e
= 0, (1.28)

where q is the photon momentum, p± are the momenta of e± respectively. All δMs

are fixed by the requirement that the corresponding renormalised mass parameter is

equal to the physical mass which is the single pole of the two-point Green function.

This translates into the condition that the real part of the inverse of the corresponding

propagator is zero. δZ1/2s are found by requiring that the residue of the propagator

at the pole is 1. To be explicit we look at the cases of Higgs boson, fermions and

gauge bosons, which will be useful for our main calculation of pp→ bb̄H . The Higgs

one-particle irreducible two-point function is Π̃H(q2) with q the Higgs momentum.

One calculates this function by using Eq. (1.27)

Π̃H(q2) = ΠH(q2) + Π̂H(q2) (1.29)

where the counterterm contribution is denoted by a caret, the full contribution is

denoted by a tilde. The two renormalisation conditions read

Re Π̃H(M2
H) = 0,

d

dq2
Re Π̃H(q2)

∣
∣
∣
q2=M2

H

= 0. (1.30)

This gives

δZ
1/2
H = −1

2

d

dq2
Re ΠH(q2)

∣
∣
∣
q2=M2

H

. (1.31)
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For a fermion with ψ = ψL + ψR (ψL,R = PL,Rψ with PL,R = 1
2
(1∓ γ5), respectively),

the one-particle irreducible two-point function takes the form

Σ̃(q2) = Σ(q2) + Σ̂(q2),

Σ(q2) = K1 +Kγq/+K5γq/γ5,

Σ̂(q2) = K̂1 + K̂γq/+ K̂5γq/γ5, (1.32)

with

K̂1 = −mf (δZ
1/2
fL

+ δZ
1/2
fR

) − δmf ,

K̂γ = (δZ
1/2
fL

+ δZ
1/2
fR

),

K̂5γ = −(δZ
1/2
fL

− δZ
1/2
fR

). (1.33)

The two renormalisation conditions become






mf Re K̃γ(m
2
f) + Re K̃1(m

2
f ) = 0 and Re K̃5γ(m

2
f ) = 0

d
dq/

Re
[

q/K̃γ(q
2) + K̃1(q

2)
]

q/=mf

= 0.
(1.34)

This gives

δmf = Re
(

mfKγ(m
2
f ) +K1(m

2
f )
)

,

δZ
1/2
fL

=
1

2
Re
(

K5γ(m
2
f ) −Kγ(m

2
f)
)

−mf
d

dq2

(

mf ReKγ(q
2) + ReK1(q

2)
)∣
∣
∣
q2=m2

f

,

δZ
1/2
fR

= −1

2
Re
(

K5γ(m
2
f) +Kγ(m

2
f)
)

−mf
d

dq2

(

mf ReKγ(q
2) + ReK1(q

2)
)∣
∣
∣
q2=m2

f

.

(1.35)

For gauge bosons, the one-particle irreducible two-point functions write4

Π̃V
T = ΠV

T + Π̂V
T ,

ΠV
µν(q

2) = (gµν −
qµqν
q2

)ΠV
T (q2) +

qµqν
q2

ΠV
L (q2),

Π̂V
µν(q

2) = (gµν −
qµqν
q2

)Π̂V
T (q2) +

qµqν
q2

Π̂V
L (q2),

Π̂V
T = δM2

V + 2(M2
V − q2)δZ

1/2
V , Π̂V

L = δM2
V + 2M2

V δZ
1/2
V , (1.36)

4For massless gauge bosons like the photon, the longitudinal part ΠV
L vanishes.
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where V = W,Z. We do not touch the photon5 since it is irrelevant to the calculations

in this thesis, which are only related to the Yukawa sector. It is sufficient to impose the

two renormalisation conditions (for the pole-position and residue) on the transverse

part ΠV
T (q2) to determine δM2

V and δZ
1/2
V . The longitudinal part is automatically

renormalised when the transverse part is, if the theory is renormalisable. The two

conditions write

Re Π̃V
T (M2

V ) = 0,
d

dq2
Re Π̃V

T (q2)
∣
∣
∣
q2=M2

V

= 0, (1.37)

which give

δM2
V = −Re ΠV

T (M2
V ), δZ

1/2
V =

1

2

d

dq2
Re ΠV

T (q2)
∣
∣
∣
q2=M2

V

. (1.38)

In practical calculations, one has to calculate ΠH(q2), K1(q
2), Kγ(q

2), K5γ(q
2) and

ΠV
T (q2) as sums of various two-point functions. The full results in the SM can be

found in [46, 47, 51].

1.3 Higgs Feynman Rules

In order to understand the phenomenology of Higgs production, it is important to

write down the relevant Feynman rules.

The Feynman rules listed here are taken from [47]. Their Feynman rules derived

from LGSW differs from the normal Feynman rules derived by using iLGSW by a

factor i6. A particle at the endpoint enters the vertex. For instance, if a line is

denoted as W+, then the line shows either the incoming W+ or the outgoing W−.

The momentum assigned to a particle is defined as inward. The following Feynman

rules are for the linear gauge.

5In a general case, one should keep in mind that there is mixing between the photon and the Z
boson.

6In the QCD section 1.1 we have adapted the same rules of this section.



1.3. Higgs Feynman Rules 23

Propagators

W± 1

k2 −M2
W

(

gµν − (1 − ξW )
kµkν

k2 − ξWM
2
W

)

Z
1

k2 −M2
Z

(

gµν − (1 − ξZ)
kµkν

k2 − ξZM2
Z

)

f
−1

k/−mf

H
−1

k2 −M2
H

χ± −1

k2 − ξWM2
W

χ3
−1

k2 − ξZM2
Z

Vector-Vector-Scalar

�p2; �
p1; � p3 p1 (µ) p2 (ν) p3

W− W+ H e
1

sW
MW g

µν

Z Z H e
1

sW c2W
MW g

µν
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Scalar-Scalar-Vector

�p2
p1 p3; � p1 p2 p3 (µ)

H χ∓ W± ie
1

2sW
(pµ

2 − pµ
1)

H χ3 Z ie
1

2sW cW
(pµ

2 − pµ
1 )

Scalar-Scalar-Scalar

�p2
p1 p3

p1 p2 p3

H H H −e 3

2sWMW

M2
H

H χ− χ+ −e M2
H

2sWMW

H χ3 χ3 −e M2
H

2sWMW
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Fermion-Fermion-Scalar

� p3 p1 p2 p3

f̄ f H −e 1

2sW

mf

MW

Ū/D̄ U/D χ3 (−/+)ie
1

2sW

mf

MW
γ5

Ū D χ+

−ie 1

2
√

2sW

1

MW
[(mD −mU) + (mD +mU)γ5]

D̄ U χ−

−ie 1

2
√

2sW

1

MW
[(mU −mD) + (mU +mD)γ5]

We would like to make some connections between the underlying Feynman rules

of the SM and the main calculation of this thesis, one-loop Yukawa corrections to the

process gg → bb̄H . The relevant vertices will be ”scalar-scalar-scalar” and ”fermion-

fermion-scalar”. Of these, the vertex 〈bbχ3〉 will be excluded as it will result in

Feynman diagrams proportional to λ2
bbH , which are neglected in our calculation.

1.4 Problems of the Standard Model

In spite of its great experimental success, the SM suffers from a conceptual problem

known as the hierarchy problem 7. This problem is related to the quantum corrections

to the Higgs mass. In the calculation of one-loop corrections to the Higgs mass, we

see that quadratic divergences appear. Of course, these UV-divergences have to be

canceled by the corresponding counter terms. The leading correction is proportional

to the largest mass squared, assumed to be m2
t . Since the value of mt ≈ 174GeV

7Indeed, there are other conceptual as well as phenomenological problems of the SM such as those
related to gravity and dark matter. These discussions can be found in the recent review of Altarelli
[45] and references therein. The discussion on the hierarchy problem can be found also in [58, 59].



26 Chapter 1. The Standard Model and beyond

is not so large, this correction is well under control in the SM. However, the SM

is just an effective theory of a more general theory with heavy particles at some

high energy scale, say the GUT scale ΛGUT ∼ 2 × 1016GeV where the three gauge

coupling constants unify. The masses of those heavy particles are at the order of

ΛGUT . Those heavy particles must couple to the SM Higgs boson and hence give

enormous corrections to MH . The fact the MH/ΛGUT ∼ 10−14 means that an extreme

cancelation occurs among those huge corrections. This is known as the naturalness or

fine-tuning problem. A related question, called the hierarchy problem, is why ΛGUT ≫
MZ . These problems can be solved if there is a symmetry to explain that cancelation.

There are a few options for such a symmetry, among them supersymmetry is the most

promising candidate.

1.5 Minimal Supersymmetric Standard Model

The Minimal Supersymmetric Standard Model is a theory describing the interactions

of all SM fundamental particles, their superpartners and some additional Higgs parti-

cles. None of these superpartners and new Higgs bosons has been seen in experiment.

The fundamental superpartners arise as a consequence of the so-called supersymmetry

(SUSY) imposed on the Lagrangian of the theory. The SUSY generator Q transforms

a fermion into a boson and vice versa:

Q|fermion〉 = |boson〉, Q|boson〉 = |fermion〉. (1.39)

It means that each SM particle has a corresponding superpartner. The superpartners

of a fermion, a vector gauge boson, a scalar Higgs boson are called a sfermion, a

gaugino, a higgsino respectively. SUSY requires that a superpartner has the same

quantum numbers as its corresponding particle except for the spin. Sfermions are

scalar while gauginos and higgsinos have spin 1/2. One notices immediately that

some mixings among gauginos and higgsinos are allowed. The MSSM Lagrangian has

three symmetries: Lorentz symmetry, SM gauge symmetry and SUSY.
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The fact that we have never observed a fundamental scalar selectron with the

same mass as the electron means that SUSY is broken. To date there is no com-

pletely satisfactory dynamical way to break SUSY. In the MSSM, SUSY is broken by

introducing extra terms that explicitly break SUSY into the Lagrangian [60]. They

are called soft-SUSY-breaking terms, all contained in Lsoft. The purpose of Lsoft is

to give (quite heavy) masses to superpartners [59, 60, 61, 62].

The SM particles obtain masses by the Higgs mechanism. In the SM, we just

need one Higgs doublet Φ (and Φ̃ = iσ2Φ
∗) to generate masses for down quarks (up

quarks). However, the same trick cannot be used for the MSSM since it will break

SUSY. Thus one needs two complex Higgs doublets with opposite hypercharges

H1 =

(

H0
1

H−
1

)

with YH1
= −1/2; H2 =

(

H+
2

H0
2

)

with YH2
= 1/2, (1.40)

to give masses for down fermions and up fermions respectively. Before symmetry

breaking, these two Higgs doublets have 8 independent real fields. After symmetry

breaking, 3 vector gauge bosons Z, W± get masses by ”eating” 3 Goldstone bosons,

so five real fields remain. The MSSM therefore predicts the existence of 3 neutral

Higgs bosons denoted H , h, A and 2 charged Higgs bosons denoted H±.

In the unconstrained MSSM, Lsoft introduces a huge number (105) of unknown

parameters (e.g. intergenerational mixing, complex phases), in addition to 19 parame-

ters of the SM [59, 63]. This makes the phenomenology study of the MSSM extremely

difficult if not impossible. There exists however the so-called contrained MSSMs with

only a handful of parameters. Among them, mSUGRA is most well-known with the

5 following parameters [60, 61, 62, 64, ?]

tanβ, m1/2, m0, A0, sign(µ). (1.41)

This is achieved by imposing some conditions on the soft-SUSY-breaking parameters.

These parameters are required to be real and satisfy a set of boundary conditions at

the GUT scale (ΛGUT ∼ 2×1016GeV) where the three gauge coupling constants unify.
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These boundary conditions say that: all gauginos have the same masses (m1/2), all

sfermions and Higgs bosons have the same mass (m0) and all trilinear couplings in

Lsoft are equal at the GUT scale.

1.5.1 The Higgs sector of the MSSM

The scalar Higgs potential VH comes from three different sources [59, 58, 65]:

VH = VD + VF + Vsoft,

VD =
g2

8

[

4|H†
1.H2|2 − 2|H1|2|H2|2 + (|H1|2)2 + (|H2|2)2

]

+
g′2

8
(|H2|2 − |H1|2)2,

VF = µ2(|H1|2 + |H2|2),

Vsoft = m2
H1
H†

1H1 +m2
H2
H†

2H2 +Bµ(H2.H1 + h.c.), (1.42)

where g, g′ are the usual two couplings of the groups SU(2) and U(1) respectively;

µ and Bµ are bilinear couplings; |H1|2 = |H0
1 |2 + |H−

1 |2 and the same definition for

|H2|2. The first two terms of VH are the so-called D- and F- terms. The last term

Vsoft is just a part of Lsoft discussed above. The MSSM Higgs potential contains the

gauge couplings while the SM one given in Eq. (1.14) does not.

The neutral components of the two Higgs fields develop vacuum expectations

values

〈H0
1 〉 =

υ1√
2
, 〈H0

2 〉 =
υ2√
2
. (1.43)

One defines

tanβ =
υ2

υ1

. (1.44)

Comparing to the SM we have

υ2
1 + υ2

2 = υ2. (1.45)

We now develop the two doublet complex scalar fields H1 and H2 around the vacuum,
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into real and imaginary parts

H1 = (H0
1 , H

−
1 ) =

1√
2

(
υ1 +H0

1 + iP 0
1 , H

−
1

)

H2 = (H+
2 , H

0
2 ) =

1√
2

(
H+

2 , υ2 +H0
2 + iP 0

2

)
(1.46)

where the real parts correspond to the CP–even Higgs bosons and the imaginary parts

corresponds to the CP–odd Higgs and the Goldstone bosons. By looking at the Eq.

1.42, we see that those fields mix. After diagonalizing the mass matrices, one gets

(

χ3

A

)

=

(

cosβ sin β

− sin β cos β

) (

P 0
1

P 0
2

)

,

(

χ±

H±

)

=

(

cosβ sin β

− sin β cos β

) (

H±
1

H±
2

)

,

(

H

h

)

=

(

cosα sinα

− sinα cosα

) (

H0
1

H0
2

)

, (1.47)

with the mixing angle α given by

cos 2α = − cos 2β
M2

A −M2
Z

M2
H −M2

h

, sin 2α = − sin 2β
M2

H +M2
h

M2
H −M2

h

, (1.48)

where χ3, χ
± are massless Goldstone bosons to be eaten by the Z, W± respectively;

A, H±, H and h are five physically massive Higgs bosons; the tree-level masses are

given by

M2
A = −Bµ(tan β + cotβ) = − 2Bµ

sin 2β
,

M2
H± = M2

A +M2
W ,

M2
h,H =

1

2

[

M2
A +M2

Z ∓
√

(M2
A +M2

Z)2 − 4M2
AM

2
Z cos2 2β

]

. (1.49)

We remark that Mh ≤ MZ at tree level. From Eqs. (1.48) and (1.49) we get

cos2(β − α) =
M2

h(M2
Z −M2

h)

M2
A(M2

H −M2
h)
, (1.50)

which will be useful later.
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1.5.2 Higgs couplings to gauge bosons and heavy quarks

Like in the SM, the Higgs boson couplings to the gauge bosons are obtained from the

kinetic terms with covariant derivatives of the Higgs fields H1 and H2. The Yukawa

Higgs boson couplings to the fermions are obtained from the Yukawa Lagrangian. We

list here some relevant couplings needed in this thesis. For a full account of Higgs

couplings in the MSSM, we refer to [59, 66, 67]. With λWWH, λZZH, λbbH , λttH are

the SM couplings and using the same Feynman rules as in section 1.3, we have:

�p2; �
p1; � p3 p1 (µ) p2 (ν) p3

W− W+ H λWWH cos(β − α)

W− W+ h λWWH sin(β − α)

Z Z H λZZH cos(β − α)

Z Z h λZZH sin(β − α)

� p3 p1 p2 p3

t̄ t H −λttH [cos(β − α) − cot β sin(β − α)]

b̄ b H −λbbH [cos(β − α) − tanβ sin(β − α)]

t̄ t h −λttH [sin(β − α) + cot β cos(β − α)]

b̄ b h −λbbH [sin(β − α) − tanβ cos(β − α)]

We remark that the bb(tt) coupling of either theH or h boson is enhanced(suppressed)

by a factor tan β with the enhancement(suppression) magnitude depending on the

value of sin(β−α) or cos(β−α). Thus one can have very large value of bottom-Higgs

Yukawa coupling, leading to a large cross section if tanβ is large. In the decoupling

limit where MA → ∞, i.e. cos(β−α) → 0 (see Eq. (1.50)), the h is SM-like (the same

couplings) while the H Yukawa coupling to bb(tt) is exactly enhanced(suppressed) by

a factor tan β.
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Standard Model Higgs production

at the LHC

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is the world largest particle accelerator to date

[10]. It collides two proton beams with the center-of-mass energy up to 14TeV. It

is expected to start this year. It has four main experiments: ATLAS, CMS, LHCb

and ALICE. ATLAS and CMS are general-purpose detectors. Their goals are to find

the Higgs boson and discover new physics expected to be Supersymmetry. LHCb

is for B-physics and CP violation. ALICE aim is to study the physics of strongly

interacting matter at extreme energy densities, where the formation of a new phase

of matter, the quark-gluon plasma, is expected. The number of events per second

generated in the LHC collisions given by

Nevent = Lσevent, (2.1)

where σevent is the cross section for the event under study and L the machine lumi-

nosity. The machine luminosity depends only on the beam parameters and can be

31
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Table 2.1: LHC beam parameters relevant for the peak luminosity [68]

Number of particles per bunch (Nb) 1.15 × 1011

Number of bunches per beam (nb) 2808
Revolution frequency (frev) 11245Hz

Relativistic gamma (γr) 7461 (E = 7TeV)
Normalized transverse emittance (ǫn) 3.75 × 10−4cm

Full crossing angle at the IP (θc) for ATLAS/CMS 285µrad = 0.0163◦

RMS bunch length (σz) 7.55cm
Transverse RMS beam size (σ∗) at ATLAS/CMS 16.7µm

Geometric luminosity reduction factor (F ) at ATLAS/CMS 0.84
Optical beta function at ATLAS/CMS (β∗) 55cm

written for a Gaussian beam distribution as

L =
N2

b nbfrevγr

4πǫnβ∗ F, (2.2)

where Nb is the number of particles per bunch, nb number of bunches per beam,

frev the revolution frequency, γr the relativistic gamma factor, ǫn the normalized

transverse beam emittance1, β∗ the optical beta function at the collision point2 and F

the geometric luminosity reduction factor due to the crossing angle at the interaction

point (IP):

F = 1/

√

1 +

(
θcσz

2σ∗

)2

, (2.3)

where θc is the full crossing angle at the IP, σz the root-mean-square (RMS) bunch

length and σ∗ the transverse RMS beam size at the IP. Note that F < 1 since the angle

between two beams at the collision point is greater than zero. The above expressions

assumes equal beam parameters for both circulating beams. In order to calculate the

1The beam emittance (ǫ), units of length, is the extent occupied by the particles of the beam in
phase space. A low emittance particle beam is a beam where the particles are confined to a small
distance and have nearly the same momentum. The normalized beam emittance ǫn = γrβrǫ.

2The optical beta function β(s) appears in the amplitude of the solution of the equation of a
harmonic ossilator x′′(s) + Kx(s) = 0 describing the transverse beam dynamics (linear force in x
and y, s is the beam direction).
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peak luminosity, we need the LHC beam parameters given in Table 2.1. We then get

the value of the peak luminosity at ATLAS/CMS L = 1034cm−2s−1. Note that in

luminosity formula (2.2) there are only two beam parameters β∗ and F which depend

on the collision point (experiment position), other beam parameters are the same for

LHCb and ALICE. Other experiments LHCb and ALICE with Pb−Pb collision have

lower luminosity, 1032cm−2s−1 and 1027cm−2s−1 respectively. If the Higgs production

cross section is 1pb then one has 10−2 events per second at ATLAS/CMS.

The luminosity in the LHC is not constant over a physics run but decays due

to the degradation of intensities and emittances of the circulating beams. The LHC

integrated luminosity (Lint =
∫ T

0
L(t)dt) expected per year is between 80fb−1 and

120fb−1 [68].

Despite of a number of enormous advantages: the high values of luminosity and

center-of-mass energy, the dedicated detectors ATLAS and CMS designed to discover

the Higgs boson and Supersymmetry particles; to get something out of a huge amount

of data produced by the LHC is not easy. The main challenge for LHC physics is at

the way one analyses data. Let us make it clear. The total cross section for inelastic

scatterings which can be seen by LHC detectors is about 60mb [69]. It is translated

to 6 × 108 events per second (event rate). To be optimistic and forget about the

background, we say that the typical total cross section for Higgs production at the

LHC is 60pb which corresponds to 6×10−1 event rate. Thus we have to know how to

find out 6 × 10−1 events in 6 × 108 events per second. The task becomes much more

complicated when backgrounds are taken into account. The only way to distinguish

signal from backgrounds is to study various distributions.

2.2 SM Higgs production at the LHC

The SM Higgs profile is:
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Figure 2.1: Four mechanisms to produce the Higgs at the LHC. The right figure shows
the cross sections as functions of MH , which include the full NLO QCD corrections
[11].

(1) Electric charge: neutral

(2) Color charge: neutral

(3) Spin: 0

(4) CP: even

(5) Mass: 114GeV < MH < 190GeV [9]

(6) Higgs couplings: λV V H ∝ MV , λffH ∝
mf/υ, λHHH ∝ λυ =

M2
H

2υ
with V is a

massive gauge boson, f a fermion (see

section 1.3).

In this section, we assume that the above Higgs profile is correct. The last property

means that the Higgs boson couples mainly to heavy particles: W and Z gauge bosons,

the top quark and, to lesser extent, the bottom quark. The four main mechanisms

for single Higgs boson production are [11]:

1. gluon-gluon fusion: gg → H

2. associated production with heavy quarks: gg → QQ̄+H with Q = b, t

3. vector boson fusion: qq̄ → V ∗V ∗ → qq̄ +H with q is a light quark

4. associated production with W (Z): qq(qq̄) →W (Z) +H
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We will use the item number to refer to the corresponding process. The Feynman

diagrams and total cross sections are shown in Fig. 2.1. It is important to know that

in the second mechanism, there is also a contribution from qq̄ in the initial state.

However, this contribution is very small compared to the gg contribution and can

be neglected. There are two reasons for this. First, the quark density in the proton

is very small compared to the gluon density. Second, qq̄ contribution contains only

S-channel diagrams strongly suppressed at high energy while gg contribution contains

T and U channels.

From the plot of total cross sections as functions of MH in Fig. 2.1 we see that

for MH ∈ [114, 190]GeV the total cross section for gg fusion process is largest and

almost 10 times bigger than the second one from vector boson fusion process. For

MH = 120GeV, the total cross sections for the four processes are about:

(

H tt̄H qq̄H WH(ZH)

40pb 0.7pb 5pb 2(1)pb

)

(2.4)

We can conclude that: for Higgs production, the LHC is just the gg collider. The

Higgs discovery channel is clearly the gg fusion process.

The first important signal for a Higgs boson is a peak in the invariant mass

distribution of its leptonic decay products 3. However, if we observe a new bump

at around 120GeV in some production channel it is not necessarily the SM Higgs

boson. All we can say is that it is new physics, a new particle with mass around

120GeV. Now we look back at the Higgs profile and assume that all the properties

are confirmed except for the last one (the coupling property). We still cannot say

that it is the SM Higgs boson. Remember that the Higgs originates from the Higgs

potential defined by its self coupling (λ) and interacts with vector gauge bosons and

heavy fermions in some special ways. The best way to check the SSB mechanism

in the SM is to determine the three independent Higgs couplings: λV V H , λffH and

λHHH . If all these three couplings are consistent with the SM prediction then we can

3The Higgs hadronic decay products suffer from extreme QCD jet backgrounds.
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definitely say that it is the SM Higgs boson. However, measuring accurately those

three Higgs couplings is an extremely difficult task if not impossible at the LHC. The

Higgs self-coupling is the most difficult one. For this, one can think of gg → HH but

the total cross section is small and background is large. The two other couplings can

be accessed at the LHC [11, 70].

2.3 Experimental signatures of the SM Higgs

The SM Higgs boson is a heavy particle and decays. Its decay branching ratios

(Γi/ΓH) and total width (ΓH) are shown in Fig. 2.2. We first look at the plot for the

Higgs decay branching ratios (BR) and impose the following conditions: BR > 10−3,

leptonic (photonic) decay product or heavy quarks in the decay product. These are

the conditions for observing the Higgs in experiment. With the Higgs profile in hand

(MH ∈ [114, 182]GeV) we are left with 7 branching ratios: bb̄, W+W−, ZZ, τ+τ−,

cc̄, γγ, Zγ. Among these, cc̄ and Zγ can be discarded. For cc̄ there are two reasons:

BR(cc̄) is 10 times smaller than BR(bb̄) and it is more difficult to tag a charm-quark

in experiment than a bottom-quark. For Zγ there are also two reasons: BR(Zγ) is

at the same order as BR(γγ) and the Z is heavy and decays dominantly into hadrons

and neutrinos and thus the combined branching ratio for this channel is very small.

Thus we now have 5 potential Higgs signatures

(

bb̄ γγ τ+τ− W+W− ZZ

0.68 2.16 × 10−3 6.78 × 10−2 0.13 1.49 × 10−2

)

(2.5)

where the second row are branching ratios for MH = 120GeV. Of these bb̄ and γγ

can be observed ”directly” in experiments. The three other decay modes cannot be

directly seen in experiments and more branching ratios must be taken into account.

γγ is the most beautiful signal in experiment but its branching ratio is smallest. This

is unlikely to be a discovery channel. The gg → H → bb̄ suffers from huge QCD



2.3. Experimental signatures of the SM Higgs 37

Z





t�tZZWW
gg

��s�s

�
��
b�b

BR(H)

MH [GeV℄ 1000700500300200160130100

1
0.1

0.01
0.001

0.0001
�(H) [GeV℄

MH [GeV℄ 1000700500300200160130100

10001001010.10.010.001
Figure 2.2: Upper: The SM Higgs boson decay branching ratios as a function of MH .
Lower: The SM Higgs boson total decay width as a function of MH . Ref. [11].
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backgrounds 4 [71] and cannot be realised in LHC experiments [11]. For bb̄ signal, we

have to use the mechanism of Higgs production associated with massive gauge bosons

or heavy quarks. If we stick with the gg fusion mechanism then the Higgs discovery

signal can be τ+τ−, W+W− or ZZ depending on the value of MH . τ+τ− signal is

important for small Higgs mass. ZZ can give a beautiful 4-lepton signal but only for

very large Higgs mass (MH > 2MZ). For the large range of MH left, W+W− decay

mode is the best signal to pursue.

The total Higgs decay width is shown in the Fig. 2.2. We first notice that ΓH ≤
0.63GeV for MH ≤ 180GeV. The SM Higgs boson is a heavy long-lived particle. This

makes it easy to determine the Higgs mass accurately by using H → γγ for small

MH and H → ZZ → l+l−l+l− for large MH [72, 73]. However, it will be difficult to

measure ΓH precisely.

2.4 Summary and outlook

If there exists only one Higgs boson in nature as predicted by the SM, it should be

found at the LHC via the gluon-gluon fusion channel. However, if nature prefers

having more than a unique Higgs boson, say five Higgs bosons as anticipated by the

MSSM, then the situation of the SM-like Higgs (with the same Higgs profile given

in section 2.2 except for the last coupling property) production at the LHC will be

very different. From the results of subsection 1.5.2 we know that the SM-like Higgs

coupling to the bottom quark can be strongly enhanced for large value of tanβ while

the same coupling with the top quark is much suppressed by the same factor. Thus

the SM-like Higgs production associated with two bottom quarks can be the dominant

mechanism at the LHC [59]. This channel with H → W+W−-signature is also very

valuable for the determination of the bottom-Higgs Yukawa coupling. In order to

identify those new physics characters or just to confirm the SM Higgs properties, the

4In a small window about the Higgs mass, the QCD background pp → bb̄ is still very large.
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study of SM Higgs production associated with two bottom quarks at the LHC is very

important. Indeed, it is the topic of the next chapter.





Chapter 3

Standard Model bb̄H production at

the LHC

The content of this chapter is based on our publications [74, 75, 76].

3.1 Motivation

The study of the Higgs properties such as its self-couplings and couplings to the other

particles of the standard model (SM) will be crucial in order to establish the nature of

the scalar component of the model. In this respect most prominent couplings, in the

SM, are the Higgs (λHHH), the top (λttH), and to a much lesser degree the bottom

(λbbH), Yukawa couplings. The top Yukawa coupling is after all of the order of the

strong QCD coupling and plays a crucial role in a variety of Higgs related issues.

In our main calculation of EW corrections to bb̄H , the leading contribution includes

terms with largest powers of λttH .

The next-to-leading order (NLO) QCD correction to pp → bb̄H has been cal-

culated by different groups relying on different formalisms. In a nut-shell, in the

five-flavour scheme (5FNS)[77, 78], use is made of the bottom distribution function

41
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so that the process is approximated (at leading order, LO) by the fusion bb̄ → H .

This gives an approximation to the inclusive cross section dominated by the untagged

low pT outgoing b jets. If only one final b is tagged, the cross section is approximated

by gb → bH . The four flavour scheme (4FNS) has no b parton initiated process but

is induced by gluon fusion gg → bb̄H , with a very small contribution from the light

quark initiated process qq̄ → bb̄H1. Here again the largest contribution is due to low

pT outgoing b’s which can be accounted for by gluon splitting into bb̄. The latter needs

to be resummed and hence one recovers most of the 5FNS calculation while retaining

the full kinematics of the reaction. QCD NLO corrections have been performed in

both schemes[78, 79, 80, 81] and one has now reached a quite good agreement[82].

The 5FNS approach, which at leading order is a two-to-one process has allowed

the computation of the NNLO QCD correction[83, 84] and very recently the elec-

troweak/SUSY (supersymmetry) correction[85] to bb̄ → φ, φ any of the neutral

Higgs boson in the MSSM. SUSY QCD corrections have also been performed for

gg → bb̄h[86, 87] where h is the lightest Higgs in the MSSM as well as to gb→ bφ[88].

In order to exploit this production mechanism to study the Higgs couplings to

b’s, one must identify the process and therefore one needs to tag both b’s, requiring

somewhat large pT b. This reduces the cross section but gives much better signal over

background ratio. For large pT outgoing quarks one needs to rely on the 4FNS to

properly reproduce the hight pT b quarks. The aim of this and next chapters is to

report on the calculation of the leading electroweak corrections to the exclusive bbH

final state, meaning two b’s are detected. These leading electroweak corrections are

triggered by top-charged Goldstone loops whereby, in effect, an external b quark turns

into a top. This transition has a specific chiral structure whose dominant part is given

by the top mass or, in terms of couplings, to the top Yukawa coupling. Considering

that the latter is of the order of the QCD coupling constant, the corrections might

be large. In fact, as we shall see, such type of transitions can trigger gg → bb̄H even

1In fact qq̄ → bb̄H is dominated by qq̄ → HZ∗ → bb̄H and does not vanish for vanishing bottom
Yukawa coupling. However this contribution should be counted as ZH production and can be
excluded by imposing an appropriate cut on the invariant mass of the bb̄ pair.
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with vanishing λbbH in which case the process is generated solely at one-loop. We will

quantify the effect of such contributions.

3.2 General considerations

Before discussing the details of the calculation it is educative to expose some key

features that appear when one considers the electroweak corrections at one-loop

compared to the structure we have at tree-level or even the structure that emerges

from QCD loop calculations. In particular the helicity structure is quite telling. So

let us set our definition first. The process we consider is g(p1, λ1) + g(p2, λ2) →
b(p3, λ3) + b̄(p4, λ4) +H(p5). λi = ± with i = 1, 2, 3, 4 are the helicities of the gluons,

the bottom and anti-bottom while pi are the momenta of particles 2. The correspond-

ing helicity amplitude will be denoted by A(λ1, λ2;λ3, λ4).

3.2.1 Leading order considerations

g(p2, λ2)

g(p1, λ1) b(p3, λ3)

b(p4, λ4)

H(p5)

Figure 3.1: All the eight Feynman diagrams can be obtained by inserting the Higgs
line to all possible positions in the bottom line.

At tree-level, see Fig. 3.1 for the contributing diagrams, the Higgs can only at-

tach to the b-quark and therefore each diagram, and hence the total amplitude, is

2The cross section for qq̄ → g∗ → bb̄H (with input parameters given in section 3.5 and q = u, d, s)
is about 0.7% of the σ(gg → bb̄H) and thus can be totally neglected. There are two reasons for
this. First the density of gluon at the LHC is much bigger the the density of quarks. Second the
qq → bb̄H which is S-channel is rather suppressed at high energy while the gg → bb̄H contains also
T and U channels which give the dominant contribution.
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proportional to the Higgs coupling to bb̄, λbbH . Compared to the gluon coupling this

scalar coupling breaks chirality. These features remain unchanged when we consider

QCD corrections. Moreover the QCD coupling and the Higgs coupling are parity

conserving which allows to relate the state with helicities (λ1, λ2;λ3, λ4) to the one

with (−λ1,−λ2;−λ3,−λ4) therefore cutting by half the number of helicity ampli-

tudes to calculate. With our conventions for the definition of the helicity states, see

Appendix A, parity conservation for the tree-level helicity amplitude gives

A0(−λ1,−λ2;−λ3,−λ4) = λ3λ4A0(λ1, λ2;λ3, λ4)
⋆. (3.1)

This can be generalised at higher order in QCD with due care of possible absorptive

parts in taking complex conjugation.

The number of contributing helicity amplitudes can be reduced even further at

the leading order, in fact halved again, in the limit where one neglects the mass of

the b-quark that originates from the b-quark spinors and therefore from the b quark

propagators. We should in this case consider the λbbH as an independent coupling,

intimately related to the model of symmetry breaking. In this case chirality and

helicity arguments are the same, the b and b̄ must have opposite helicities for the

leading order amplitudes and hence only A0(λ1, λ2;λ,−λ) remain non zero. In this

limit, this means that only a string containing an even number of Dirac γ matrices,

which we will label in general as Γeven as opposed to Γodd for a string with an odd

number of γ’s, can contribute.

In the general case and reinstating the b mass, we may write the helicity amplitudes

as

A(λ1, λ2;λ3, λ4) = ū(λ3)
(
Γeven

λ1,λ2
+ Γodd

λ1,λ2

)
v(λ4)

= δλ3,−λ4

(

Aeven +mbÃodd
)

+ δλ3,λ4

(

Aodd +mbÃeven
)

.(3.2)

The label even in Aeven and Ãeven are the contributions of Γeven to the amplitude

and likewise for odd. This way of writing shows that mb originates from the mass
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insertion coming from the massive spinors and are responsible for chirality flip. In

the limit mb → 0, Γeven
λ1,λ2

and Γodd
λ1,λ2

contribute to different independent helicity am-

plitudes. In general Γeven and Γodd differ by a (fermion) mass insertion. In fact Γodd

is proportional to a fermion mass insertion from a propagator. At leading order the

mass insertion is naturally mb, such that Γodd is O(mb). This shows that at leading

order, corrections from mb = 0 to the total cross section are of order O(m2
b). Of

course there might be some enhancement of the O(m2
b) terms if one remembers that

the cross section can bring about terms of order m2
b/(p

b
T )

2
. However, in our calcula-

tion where we require the b’s to be observed hence requiring a pb
T cut, the effect will

be minimal. With mb = 4.62GeV, the effect of neglecting mb is that the cross section

is increased by 3.7% for |pb,b̄
T | > 20GeV and 1.1% for |pb,b̄

T | > 50GeV. At one-loop, the

chiral structure of the weak interaction and the contribution of the top change many

of the characteristics that we have just discussed for the tree-level.

3.2.2 Electroweak Yukawa-type contributions, novel charac-

teristics

t H

b

χW

t

b
g

g

b

b

χW

χW

g

t

t

g

H

Figure 3.2: Sample of one-loop diagrams related to the Yukawa interaction in the SM.
χW represents the charged Goldstone boson.

Indeed, look at the two contributions arising from the one loop electroweak correc-

tions given in Fig. 3.2. Now the Higgs can attach to the top or to the W . Therefore

these contributions do not vanish in the limit λbbH = 0. The mass insertion in what

we called Γodd is proportional to the top mass and is not negligible. In fact the
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diagrams in Fig. 3.2 show the charged Goldstone boson in the loop. The latter trig-

gers a t → bχW transition whose dominant coupling is proportional to the Yukawa

coupling of the top. We will in fact be working in the approximation of keeping

only the Yukawa couplings. This reduces the number of diagrams and if working in

the Feynman gauge as we do in this computation, only the Goldstone contributions

survive. The neutral Goldstone bosons can only contribute corrections of order λ2
b

(see section 1.3 for the Feynman rules). We will neglect these O(λ2
b) contributions

at the amplitude level. However the order O(λb) corrections will be kept. All the

corrections are then triggered by t → bχW and apart from the QCD vertices, only

the Yukawa vertices shown in Fig. 3.3 below are needed to build up the full set of

electroweak corrections. Note that in the MSSM, the Higgs coupling to the fermion

λffH = − λf√
2 λχχH = −2λυ

χ+

b

χ−

t

H

f

H

χ−

t b f χ+

iλt(PL − εbtPR) −iλt(PR − εbtPL)

Figure 3.3: Relevant vertices appearing at one loop. εbt = λb/λt and λ is the Higgs
self-coupling, related to the Higgs mass in the Standard Model. The relations to the
gauge couplings can be obtained by comparing to the SM Feynman rules given in
section 1.3.

f , λffH , can involve other parameters beside the corresponding Yukawa coupling λf ,

as shown in subsection 1.5.2. The Higgs coupling to the charged Goldstone involves

the Higgs self-coupling or Yukawa coupling of the Higgs, λ = M2
H/2v

2 proportional to

the square of the Higgs mass. The latter can be large for large Higgs masses. These

considerations allow to classify the contributions into three gauge invariant classes.
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(a)

(b)

(c)

χW

χW

b

χW

b

b

b

t

t

t

bb

g(p1)

g(p2)

b(p3)

H(p5)

b(p4)

t χW

g(p2)

g(p1)

t

b(p3)

b(p4)

H(p5)

g(p1)

g(p2)

χW
t

b(p3)

b(p4)

H(p5)

χW

t

χW

H

H

H

Figure 3.4: All the diagrams in each group can be obtained by inserting the two gluon
lines or one triple gluon vertex (not shown) to all possible positions in the generic
bottom line, which is the first diagram on the left. We have checked the number of
diagrams through Grace-loop[47].

3.2.3 Three classes of diagrams and the chiral structure at

one-loop

All the one-loop diagrams are classified into three gauge invariant groups as displayed

in Fig. 3.4. The Higgs couples to the bottom quark in the first group (Fig. 3.4a), to

the top quark in the second group (Fig. 3.4b) and to the charged Goldstone boson

in the third group (Fig. 3.4c). As shown in Fig. 3.4 each class can be efficiently

reconstructed from the one-loop vertex bb̄H , depending on which leg one attaches the

Higgs, by then grafting the gluons in all possible ways. We have also checked explicitly

that each class with its counterterms, see below, constitutes a QCD gauge invariant

subset. Note that these three contributions depend on different combinations of

independent couplings and therefore constitute independent sets.
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The chiral structure t → bχW impacts directly on the structure of the helicity

amplitudes at one-loop. The split of each contribution according to Γeven and Γodd,

see Eq. (3.2) will turn out to be useful and will indicate which helicity amplitude can

be enhanced by which Yukawa coupling at one-loop. We show only one example in

class (b) of Fig. 3.4. It is straight forward to carry the same analysis for all other

diagrams. We choose the first diagram in group (b) in Fig. 3.4. For clarity we will

here take mb = 0, we have already shown how mb insertions are taken into account,

see Eq. (3.2). Leaving aside the colour part which can always be factorised out (see

Appendix B) and the strong coupling constant, we write explicitly the contribution

of this diagram as

Ab1(λ1, λ2;λ3, λ4) = λttHλ
2
t ū(λ3, p3)ǫ/(λ1, p1)

p̄/13

p̄2
13

Cb1
p̄/24

p̄2
24

ǫ/(λ2, p2)u(λ4, p4). (3.3)

Cb1 is the Yukawa vertex correction. In D-dimension, with q the integration variable,

the momenta as defined in Fig. 3.1 with pij = pi + pj and p̄ij = pj − pi we have

Cb1 =

∫
dDq

(2π)Di

(PR − εbtPL)(mt + q/+ p̄/13)(mt + q/− p̄/24)(PL − εbtPR)

(M2
W − q2)[m2

t − (q + p̄13)2][m2
t − (q − p̄24)2]

, (3.4)

where εbt = λb/λt as defined in Fig. 3.3. The numerator of the integrand of Eq. (3.4),

neglecting terms of O(λ2
b), can be re-arranged such as

Ab1(λ1, λ2;λ3, λ4)
numerator−→ − εbt

(
m2

t + (q/+ p̄/13)(q/− p̄/24)
)

︸ ︷︷ ︸

Γeven

+ mtPR (2q/+ p̄/13 − p̄/24)
︸ ︷︷ ︸

Γodd

. (3.5)

This shows explicitly that Γodd structures with a specific chirality, PR, can indeed be

generated. They do not vanish as λbbh → 0. The even one-loop structures on the

other hand are O(λb). The structure in class (c), Higgs radiation off the charged

Goldstones, is the same. For class (a), radiation off the b-quark, the structure of the

correction is different, the odd part is suppressed and receives an O(λb) correction.

To summarise, with mb = 0, making explicit the Yukawa couplings and the chiral

structure if any, for example PR, that characterise each class and comparing to the

leading order, one has
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Γeven Γodd

tree-level λbbH 0

(a) λ2
tλbbH λbλtλbbH

(b) λbλtλttH λ2
tλttH , (PR)

(c) λbλtλχχH λ2
tλχχH , (PR)

Despite the existence of the simple relation λffH = −λf/
√

2 in the SM, we have

kept λffH and λf separate to distinguish their different origins (λf comes from the

Goldstone couplings). As discussed in subsection 1.5.2, in the MSSM λbbH is enhanced

by tan β but not λb. We clearly see that all one-loop Γeven contributions vanish in the

limit λb = 0 and λbbH = 0. On the other hand this is not the case for the one-loop

Γodd contribution belonging to class (b) and (c). However for these contributions to

interfere with the tree-level LO contribution requires a chirality flip through a mb

insertion. Therefore in the SM for example, the NLO cross section is necessarily of

order m2
b , like the LO, with corrections proportional to the top Yukawa coupling for

example. On the other hand, in the limit of λbbH = 0, the tree level vanishes but

gg → bb̄H still goes with an amplitude of order g2
sλ

2
tλttH or g2

sλ
2
tλχχH . For λbbH 6= 0

these contributions should be considered as part of the NNLO “corrections” however

they do not vanish in the limit mb → 0 (or λbbH = 0) while the tree level does. These

contributions can be important and we will therefore study their effects. For these

contributions at the “NNLO” we can set mb = 0.

The classification in terms of structures as we have done makes clear also that

the novel one-loop induced Γodd contributions must be ultraviolet finite. This is

not necessarily the case of the Γeven structures where counterterms to the tree-level

structures are needed through renormalisation to which we now turn.
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3.3 Renormalisation

We use an on-shell (OS) renormalisation scheme exactly along the lines described in

subsection 1.2.6. Ultraviolet divergences are regularised through dimensional regular-

isation. In our approximation we only need to renormalise the vertices bb̄g and bb̄H

as well as the bottom mass, mb. For the bb̄g vertex, its counterterm reads

δµ
bbg = 2gsγ

µ(δZ
1/2
bL
PL + δZ

1/2
bR
PR). (3.6)

δZ
1/2
bL,R

are calculated by using Eq. (1.35). For this one needs to know the coefficients

K1,γ,5γ which are very simple in our approximation:

=⇒ Σ(q2) = K1 +Kγq/+K5γq/γ5

We get

K1(q
2) = − λ2

t

16π2

(

CUV − F0(t,W )
)

,

Kγ(q
2) = −K5γ(q

2) =
λ2

t

64π2

(

CUV − 2F1(t,W )
)

with CUV =
1

ǫ
− γE + ln 4π ,D = 4 − 2ǫ,

Fn(A,B) =

∫ 1

0

dxxn ln
(

(1 − x)m2
A + xm2

B − x(1 − x)q2
)

. (3.7)

The reason we get Kγ(q
2) = −K5γ(q

2) is due to the particular chiral structure

of the t → bχW loop insertion. In particular for mb = 0, one recovers that these

corrections only contribute to δZ
1/2
bL

and not δZ
1/2
bR

.

For the bb̄H vertex with the bare Lagrangian term LbbH = −mb

υ
ψ̄bψbϕH , one needs

to renormalise mb, υ, ψbL(R) and ϕH . With υ → υ(1 + δυ) and the rules given in

Eq. (1.26) we get the counterterm

δbbH = λbbH

[
δmb

mb
+ δZ

1/2
bL

+ δZ
1/2
bR

+ (δZ
1/2
H − δυ)

]

. (3.8)
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Again δZ
1/2
bL,R

and δmb are calculated by using Eqs. (1.35) and (3.7). δZ
1/2
H is calcu-

lated through Eq. (1.31) where ΠH(q2) comes from the diagrams with heavy particles

in the loop. As we are interested in the Yukawa corrections, these particles are the

top quark, the Higgs boson, the W-Goldstone bosons and the Z-Goldstone boson.

Indeed, those corrections include all the leading Higgs couplings: λttH and λHHH . We

get

ΠH(q2) =
M4

H

16π2υ2

[

3CUV − 9

2
F0(H,H) − F0(W,W ) − 1

2
F0(Z,Z) − 3(1 − lnM2

H)

]

+
3m2

t

8π2υ2

{
q2[CUV − F0(t, t)] + 4[1 − lnm2

t + F0(t, t)]
}
. (3.9)

From this and Eq. (1.31) we get

δZ
1/2
H = − 1

8π2
Re

{
3λ2

t

4

[

CUV − F0(t, t) −M2
HG0(t, t) + 4m2

tG0(t, t)
]

− λ

4

[

9G0(H,H) + 2G0(W,W ) +G0(Z,Z)
]} ∣
∣
∣
q2=M2

H

,

Gn(A,B) = q2 d

dq2
Fn(A,B) = q2

∫ 1

0

dx
−xnx(1 − x)

(1 − x)m2
A + xm2

B − x(1 − x)q2
.(3.10)

For δυ, we use the relation

υ =
2sWMW

e
, sW =

√

1 − M2
W

M2
Z

(3.11)

to write δυ in terms of δM2
W , δM2

Z

δυ = −c
2
W

s2
W

(
δM2

W

2M2
W

− δM2
Z

2M2
Z

)

+
δM2

W

2M2
W

. (3.12)

We do not need to renormalise e since we are interested only in the Yukawa sector

hence do not touch the photon. We now use Eq. (1.38) to calculate δM2
W and δM2

Z .

Like in the case of ΠH , ΠW
T and ΠZ

T include all the leading contributions related to
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the Goldstone bosons:

ΠW
T (M2

W )

M2
W

=
M2

H

8π2υ2

{

[F1(H,W ) − F0(H,W )]
∣
∣
∣
q2=M2

W

+
lnM2

H

2

}

+
m2

t

8π2υ2
[3CUV − 6F1(b, t)]

∣
∣
∣
q2=M2

W

,

ΠZ
T (M2

Z)

M2
Z

=
M2

H

8π2υ2

{

[F1(H,Z) − F0(H,Z)]
∣
∣
∣
q2=M2

Z

+
lnM2

H

2

}

+
m2

t

8π2υ2
[3CUV − 3F0(t, t)]

∣
∣
∣
q2=M2

Z

. (3.13)

Then we get

δυ = − 1

8π2
Re
{3λ2

t

4

[

CUV − 2F1(b, t)
∣
∣
q2=M2

W

]

− λ
[

F0(H,W ) − F1(H,W ) − 1

2
lnM2

H

]∣
∣
∣
q2=M2

W

− c2W
s2

W

[

− 3λ2
t

2
F1(b, t) + λ

(
− F0(H,W ) + F1(H,W )

)]
∣
∣
∣
q2=M2

W

− c2W
s2

W

[3λ2
t

4
F0(t, t) + λ

(
F0(H,Z) − F1(H,Z)

)]
∣
∣
∣
q2=M2

Z

}

. (3.14)

From Eqs. (3.10) and (3.14), one clearly sees that (δZ
1/2
H −δυ) is UV-finite. Therefore,

by looking at Eqs. (3.6) and (3.8), we conclude that to make all the contributions

of diagrams in Fig. 3.4 UV-finite, it is sufficient to renormalise the mass and wave

function of bottom-quark as done above. On the other hand (δZ
1/2
H − δυ) can be

seen as a universal correction to Higgs production processes. We will include this

correction as it has potentially large contributions scaling like λ2
t and λ which fall

into the category of the corrections we are seeking.

In the actual calculation, the counter term δµ
bbg belongs to class (a) in the clas-

sification of Fig 3.4. This makes class (a) finite. The counterterm we associate to

class (b) is the part of δbbH from the t → bχW loops and therefore does not include

what we termed the universal Higgs correction, i.e does not include the contribution

(δZ
1/2
H − δυ). This is sufficient to make class (b) finite. In our approach (c) is finite

without the addition of a counterterm. We will keep the (δZ
1/2
H − δυ) contribution
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separate from the contributions in classes (a), (b), (c). We will of course include it in

the final result.

3.4 Calculation details

We have written two independent codes. In the first one we set mb = 0 in all

propagators and other spinors that emerge from the helicity formalism we follow. In

this limit, the helicity formalism is very much simplified and the expression quite

compact. This code is in fact subdivided in two separate sub-codes. One sub-code is

generated for the “even” part (constituted by the Γeven contributions, see Eq. (3.2))

and the other by the “odd” part. We also generate a completely independent code

for the case mb 6= 0 where in particular we use the helicity formalism with massive

fermions. Details of the helicity formalism that we use are given in Appendix A.

The steps that go into writing these codes are the following. In the first stage,

we use FORM[89] to generate expressions for the tree level and one loop helicity

amplitudes. Each helicity amplitude is written in terms of Lorentz invariants, scalar

spinor functions (A,B,C)λiλj
defined in Appendix A and the Passarino-Veltman[32]

tensor functions TN
M for a tensor of rank M for N -point function. We have also

sought to write the contribution of each amplitude as a product of different structures

or blocks that reappear for different graphs and contributions. For example colour

factorisation is implemented, this further allows to rearrange the amplitude into an

Abelian part and a non-Abelian part which will not interfere with each other at

the matrix element squared level. The helicity information is contained in a set of

basic blocks for further optimisation. Another set of blocks pertains to the loop

integrals and other elements. The factorisation of the full amplitude in terms of

independent building blocks is easily processed within FORM. These building blocks

can still consist of long algebraic expressions which can be efficiently abbreviated

into compact variables with the help of a Perl script which also allows to convert
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the output of FORM into the Fortran code ready for a numerical evaluation. More

details on the FORM code as well as the optimisation we implemented can be found

in Appendix B.

3.4.1 Loop integrals, Gram determinants and phase space

integrals

The highest rank M of the Passarino-Veltman tensor functions TN
M with M ≤ N that

we encounter in our calculation is M = 4 and is associated to a pentagon graph,

N = 5. We use the library LoopTools[33, 35] to calculate all the tensorial one loop

integrals as well as the scalar integrals, this means that we leave it completely to

LoopTools to perform the reduction of the tensor integrals to the basis of the scalar

integrals. In order to obtain the cross section one needs to perform the phase-space

integration and convolution over the gluon distribution function (GDF), g(x,Q) with

Q representing the factorisation scale. We have

σ(pp→ bb̄H) =
1

256

∫ 1

0

dx1g(x1, Q)

∫ 1

0

dx2g(x2, Q)

× 1

F̂

∫
d3p3

2e3

d3p4

2e4

d3p5

2e5
|A(gg → bb̄H)|2δ4(p1 + p2 − p3 − p4 − p5) ,

(3.15)

where 1
256

= 1
4
× 1

8
× 1

8
is the spin and colour average factor and the flux factor is

1/F̂ = 1/
(

2π)52ŝ
)

with ŝ = x1x2s ≥ (2mb +MH)2.

The integration over the three body phase space and momentum fractions of the

two initial gluons is done by using two “integrators”: BASES[37] and DADMUL[90].

BASES is a Monte Carlo that uses the importance sampling technique while DAD-

MUL is based on the adaptive quadrature algorithm. The use of two different phase

space integration routines helps control the accuracy of the results and helps detect

possible instabilities. In fact some numerical instabilities in the phase space inte-

gration do occur when we use DADMUL but not when we use BASES which gives
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very stable results with small integration error, typically 0.08% for 105 Monte Carlo

points per iteration (see section C.2 for more details). For the range of Higgs masses

we are studying in this chapter, the instabilities that are detected with DADMUL

were identified as spurious singularities having to do with vanishing Gram determi-

nants for the three and four point tensorial functions calculated in LoopTools by using

the Passarino-Veltman reduction method3. Because this problem always happens at

the boundary of phase space, we can avoid it by imposing appropriate kinematic cuts

in the final state. In our calculation, almost all zero Gram determinants disappear

when we apply the cuts on the transverse momenta of the bottom quarks relevant for

our situation, see section 3.5.1 for the choice of cuts. The remaining zero Gram deter-

minants occur when the two bottom quarks or one bottom quark and the Higgs are

produced in the same direction. Our solution, once identified as spurious, was to dis-

card these points by imposing some tiny cuts on the polar, θ, and relative azimuthal

angles, φ of the outgoing b-quarks, the value of the cuts is θb,b̄
cut = | sinφb̄|cut = 10−6.

DADMUL then produces the same result as BASES within the integration error.

3.4.2 Checks on the results

i) Ultraviolet finiteness:

The final results must be ultraviolet (UV) finite. It means that they should be

independent of the parameter CUV defined in Eq. (3.7). In our code this parameter

is treated as a variable.The cancellation of CUV has been carefully checked in our

code. Upon varying the value of the parameter CUV from CUV = 0 to CUV = 105, the

results is stable within more than 9 digits using double precision. This check makes

sure that the divergent part of the calculation is correct. The correctness of the finite

part is also well checked in our code by confirming that each helicity configuration is

QCD gauge invariant.

3The reduction of the five point function using the method of Denner and Dittmaier [12, 34]
which avoids the Gram determinant at this stage as implemented in LoopTools gives very stable
results.
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ii) QCD gauge invariance:

In the physical gauge we use, the QCD gauge invariance reflects the fact that the

gluon is massless and has only two transverse polarisation components. In the helicity

formalism that we use, the polarisation vector of the gluon of momentum p and helicity

λ is constructed with the help of a reference vector q, see Appendix A for details.

The polarisation vector is then labelled as ǫµ(p, λ; q). A change of reference vector

from q to q′ amounts essentially to a gauge transformation (up to a phase)

ǫµ(p, λ; q′) = eiφ(q′,q)ǫµ(p, λ; q) + β(q′, q)pµ. (3.16)

QCD gauge invariance in our case amounts to independence of the cross section in

the choice of the reference vector, q. We have carefully checked that the numeri-

cal result for the norm of each helicity amplitude at various points in phase space

is independent of the reference vectors say q1,2 for gluon 1 and 2, up to 12 digits

using double precision. By default, our numerical evaluation is based on the use of

q1,2 = (p2, p1). For the checks in the case of massive b quarks the result with the

default choice q1,2 = (p2, p1) is compared with a random choice of q1,2, keeping away

from vectors with excessively too small or too large components, see Appendix A for

more details.

iii) As stated earlier, the result based on the use of the massive quark helicity ampli-

tude are checked against those with the independent code using the massless helicity

amplitude by setting the mass of the b quark to zero. This is though just a consistency

check.

iv) At the level of integration over phase space and density functions we have used

two integration routines and made sure that we obtain the same result once we have

properly dealt with the spurious Gram determinant as we explained in section 3.4.1.

v) Moreover, our tree level results have been successfully checked against the results

of CalcHEP[91].



3.5. Results: MH < 2MW 57

3.5 Results: MH < 2MW

3.5.1 Input parameters and kinematical cuts

Our input parameters are α(0) = 1/137.03599911, MW = 80.3766GeV, MZ =

91.1876GeV, αs(MZ) = 0.118, mb = 4.62GeV, mt = 174.0GeV with cW ≡ MW/MZ .

The CKM parameter Vtb is set to be 1. We consider the case at the LHC where

the center of mass energy of the two initial protons is
√
s = 14TeV. Neglecting the

small light quark initiated contribution, we use CTEQ6L[92, 93, 94, 95] for the gluon

distribution function (GDF) in the proton. The factorisation scale for the GDF and

energy scale for the strong coupling constant are chosen to be Q = MZ for simplicity.

As has been done in previous analyses [80, 96], for the exclusive bb̄H final state,

we require the outgoing b and b̄ to have high transverse momenta |pb,b̄
T | ≥ 20GeV

and pseudo-rapidity |ηb,b̄| < 2.5. These kinematical cuts reduce the total rate of the

signal but also greatly reduce the QCD background. As pointed in [79] these cuts

also stabilise the scale dependence of the QCD NLO corrections compared to the case

where no cut is applied. In the following, these kinematical cuts are always applied

unless otherwise stated.

Talking of the NLO QCD scale uncertainty and before presenting our results,

let us remind the reader of the size of the QCD corrections. Taking a renormali-

sation/factorisation scale as we take here at MZ , the QCD corrections in a scheme

where the bottom Yukawa coupling is taken on-shell amount to ∼ −22% for a Higgs

mass of 120GeV.

3.5.2 NLO EW correction with λbbH 6= 0

The cross sections with two high-pT bottom quarks at LO and NLO at the LHC

are displayed in Fig. 3.5 as a function of the Higgs mass. The NLO EW correction

reduces the cross section by about 4% to 5% as the Higgs mass is varied from 110GeV
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Figure 3.5: Left: the LO and NLO cross sections as functions of MH . Right: the
relative NLO EW correction normalized to tree level σLO. (a), (b), (c) correspond
to the three classes of diagrams as displayed in Fig. 3.4 to which counterterms are
added (see section 3.3). (δZ

1/2
H − δυ) is the correction due to the universal correc-

tion contained in the renormalisation of the bb̄H vertex. “Total” refers to the total
electroweak correction, of Yukawa type, at one-loop.

to 150GeV. The first conclusion to draw is that this correction is small if we compare

it to the QCD correction or even to the QCD scale uncertainty. Considering that we

have pointed to the fact that the contributions could be grouped into three gauge

invariant classes that reflect the strengths of the Higgs coupling to the b, the t or its

self-coupling, one can ask whether this is the result of some cancellation. It turns

out not to be the case. All contributions are below 3%, see Fig. 3.5. Class (a) with

a Higgs radiated from the bottom line is totally negligible ranging from −0.09% to

−0.06%. We have failed in finding a good reason for the smallness of this contribution

compared to the others. Those due to the Higgs self-coupling are below 1%. Radiation

from the top contributes about −2% and is of the same order as the contribution of

the universal correction. We had argued that the Yukawa corrections brought about

by the top might be large. It seems that the mass of the top introduces also a large

scale which can not be neglected compared to the effective energy of the hard process

even for LHC energies.
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Figure 3.6: Effect of the NLO electroweak corrections on the pseudo-rapidity and
transverse momentum distributions of the Higgs for MH = 120, 150GeV. The relative
corrections dσNLO/dσLO − 1 is also shown.

The NLO corrections are spread rather uniformly on all the distributions we have

looked at. We have chosen to show in Fig. 3.6 the effect on pseudo-rapidity and

transverse momentum distributions of the Higgs for two cases MH = 120GeV and

MH = 150GeV. As Fig. 3.6 shows the relative change in these two distributions is

sensibly constant especially for MH = 120GeV. For MH = 150GeV, the corrections

are largest for pH
T around 140GeV, however this is where the cross section is very

small. A similar pattern, i.e. a constant change in the distributions, is observed for

the bottom variables.
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3.5.3 EW correction in the limit of vanishing λbbH
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Figure 3.7: The one-loop induced cross section as a function of MH in the limit
of vanishing bottom-Higgs Yukawa coupling. The right panel shows the percentage
contribution of this contribution relative to the tree level cross section calculated with
λbbH 6= 0.

The cross section for λbbH = 0 can be induced at one-loop through the top loop.

This “NNLO” contribution rises rather quickly as the Higgs mass increases even in

the narrow range MH = 110 − 150GeV as can be seen in Fig. 5.11. Indeed relative

to the tree level, the cross section with MH = 120GeV amounts to 3% while for

MH = 150GeV it has increased to as much as 17%. Going past MH ≥ 2MW we

encounter a Landau singularity[30] (a pinch singularity in the loop integral) from

diagrams like the one depicted in Fig. 3.2 (right) with the Higgs being attached to the

W ’s or their Goldstone counterpart. It corresponds to a situation where all particles

in the loop are resonating and can be interpreted as the production and decay of the

tops into (longitudinal) W ’s with the later fusing to produce the Higgs. This leading

Landau singularity is not integrable, at the level of the loop amplitude squared and

must be regulated by the introduction of a width for the unstable particles. This

issue together with a general discussion of Landau singularities will be considered in

the next chapters. Fig. 3.8 shows the pseudo-rapidity and transverse momentum



3.5. Results: MH < 2MW 61

H
η

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

[p
b]

Hη
/dσd

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7
-310×

=150GeVHM

=120GeVHM

Hbb→pp
=14TeVs

=0bbHλ

H
η

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
0

5

10

15

20

25
[%]LOσ=0)/d

bbH
λ(σd

Hbb→pp

=14TeVs

=120GeVHM

=150GeVHM

[GeV]H
T

p
0 20 40 60 80 100 120 140 160 180 200

[p
b/

G
eV

]
H T

/d
p

σd

0

5

10

15

20

25

30

35
-610×

=150GeVHM

=120GeVHM

Hbb→pp

=14TeVs
=0bbHλ

[GeV]H
T

p
0 20 40 60 80 100 120 140 160 180 200

0

10

20

30

40

50

60

70

80

90

100
[%]LOσ=0)/d

bbH
λ(σd

=120GeVHM

=150GeVHM

Hbb→pp
=14TeVs

[GeV]b
T

p
20 40 60 80 100 120 140 160 180 200

[fb
/G

eV
]

b T
/d

p
σd

0

0.01

0.02

0.03

0.04

0.05

=150GeVHM

=120GeVHM

Hbb→pp
=14TeVs

=0bbHλ

[GeV]b
T

p
20 40 60 80 100 120 140 160 180 200

0

10

20

30

40

50

60
=150GeVHM

=120GeVHM

[%]LOσ=0)/d
bbH

λ(σd

Hbb→pp

=14TeVs

Figure 3.8: The pseudo-rapidity of the Higgs and transverse momentum distributions
of the Higgs and the bottom for MH = 120, 150GeV arising from the purely one-
loop contribution in the limit of vanishing LO (λbbH = 0). Its relative percentage
contribution dσ(λbbH = 0)/dσLO is also shown
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distributions of the Higgs as well as the the pT of the bottom for two cases MH =

120GeV and MH = 150GeV in the limit of vanishing bottom-Higgs Yukawa coupling.

These distributions are significantly different from the ones we observed at tree-level

(and with the electroweak NLO corrections), see Fig. 3.6. The Higgs prefers being

produced at high value of transverse momentum, about 130GeV. In the case of a

Higgs with MH = 150GeV this contribution can significantly distort the shape of

the pH
T distribution for hight pH

T with a ”correction” of more than 70% over a rather

large range. The distribution in the pT of the bottom is also very telling. The new

contributions do not produce the bottom preferentially with low pb
T as the case of the

LO contribution.

3.6 Summary

We have calculated the EW radiative corrections triggered by the Yukawa coupling

of the top to the process pp→ bb̄H at the LHC through gluon fusion in the Standard

Model. This process is triggered through Higgs radiation of the bottom quark with a

small coupling proportional to the mass of the bottom. Yet in order to analyse this

coupling, precision calculations that include both the QCD and electroweak correc-

tions are needed. In this perspective, to identify the process one needs to tag both

b-jets. Our calculation is therefore conducted in this kinematical configuration.

Inserting a top quark loop with a Yukawa transition of the type t → bχW , χW

is the charged Goldstone, allows now the Higgs to be radiated from the top or from

the Goldstone boson. The latter coupling represents the Higgs self-coupling and

increases with the Higgs mass. The former, the top Yukawa coupling, is also large.

As a consequence, the one-loop amplitude gg → bb̄H no longer vanishes as the Higgs

coupling to b’s does, like what occurs at leading order.

We find that in the limit of vanishing λbbH , the one-loop induced electroweak pro-

cess should be taken into account for Higgs masses larger than 140GeV or so. Indeed,
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though this contribution is quite modest for a Higgs mass of 110GeV it increases quite

rapidly as the Higgs mass increases, reaching about 17% of the leading order value,

calculated with mb = 4.62GeV, for MH = 150GeV. For these new corrections to in-

terfere with the leading order requires helicity flip. Therefore at next-to-leading order

in the Yukawa electroweak corrections, all corrections involve either a bottom mass

insertion or a bottom Yukawa coupling. At the end the total Yukawa electroweak

NLO contribution brings in a correction which is within the range −4% to −5% for

Higgs masses in the range 110GeV < MH < 150GeV. They are therefore negligible

compared to the NLO QCD correction and even the remaining QCD scale uncer-

tainty. This modest effect translates also as an uniform rescaling of the distributions

in the most interesting kinematical variables we have looked at (pseudo-rapidities

and pT of both b-quarks and the Higgs). This is not the case of the one-loop induced

contributions which survive in the limit of mb → 0 (and λbbH → 0). Here the distri-

butions for the Higgs masses where the corrections for the total cross section is large

are drastically different from the LO distributions. A summary for the corrections

including the NLO with λbbH 6= 0 and the part of the NNLO counted as loop induced

in the limit λbbH → 0 is shown in Fig. 3.9.
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Figure 3.9: δEW = δNLO + σ(λbbH =0)
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as a function of MH .
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The analysis we have performed in this chapter does not cover Higgs masses over

150GeV and rests within the range of Higgs masses preferred by indirect precision

measurements. In fact as the threshold for H →WW opens up, important phenom-

ena take place. Foremost Landau singularities, or pinch singularities in some loop

integrals, develop. This important issue will be addressed in the next two chapters.

There is another contribution which does not vanish for vanishing λbbH and which

contributes to gg → bb̄H through a closed top quark loop. This contribution rep-

resents gg → Hg∗ → Hbb̄. We have not included this contribution in the present

work as we do not consider it to be a genuine bb̄H final state. This correction can be

counted as belonging to the inclusive gg → H process. The same line of reasoning

has been argued in [82]. Nonetheless from the experimental point of view it would be

interesting to include all these effects together with the NLO QCD corrections and

the electroweak corrections that we have studied here.



Chapter 4

Landau singularities

Let us start this chapter by quoting a paragraph in p.30 of the important book The

Analytic S-matrix written by Eden, Landshoff, Olive and Polkinghorne (1966) [29]:

For an individual Feynman integral, the singularities, and hence the an-

alytic structure of the integral, arise from singularities in the integrand.

Those that arise from ultraviolet divergences are removed by renormali-

sation and will not concern us. The singularities that do concern us come

from zeros of the denominator factors. These denominator factors are the

same for scalar particles as they are for particles with spin, namely of the

general form

p2 −m2
r + iǫ (4.1)

for mass mr and four-momentum p.

The issue of loop-integral singularities is also discussed in other text books [97, 98, 99],

see also the recent lecture notes of Denner for a practical review [100].

In this chapter we will restrict ourselves to one-loop Feynman integrals. To set

the mathematical background, we first consider the case of some general complex

integrals.

65
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4.1 Singularities of complex integrals

We would like to consider two simple examples taken from [29].

(i) With w complex

f(w) =

∫ b

a

dz

z − w
= ln(b− w) − ln(a− w). (4.2)

(ii) With w, a complex and real x

f(w) =

∫ 1

0

dx

(x− w)(x− a)

=
[ln(1 − w) − ln(1 − a)] − [ln(−w) − ln(−a)]

w − a
. (4.3)

In the first example we see that the integrand 1/(z−w) is singular at the end-points

a, b if w = a, b, corresponding to the singularity of the logarithm at these points. We

see clearly that f(w) is always singular if w = a, b whatever the integration contour

is. w = a, b are called end-point singularities. We notice also that if w lies somewhere

on the integration contour but not at the end points then we can always use Cauchy’s

integral theorem to deform the contour to avoid the pole.

The second example is more interesting. Again we see that w = 0, 1 are end-point

singularities. One notices also that there may be a problem when w = a. In order to

see the point, we consider the case where a = a − iǫ with ǫ is infinitesimal positive

and w = w − iρ with ρ is also infinitesimal but can be positive or negative. a and w

now should be considered as real numbers. We distinguish the three following cases:

1. For 0 < a < 1 and w → a we have ln(−a + iǫ) = ln(a) + iπ, ln(−w + iρ) =

ln(w) + iπ sign(ρ) and

f(w → a) = − 1

1 − a
− 1

a
− iπ[sign(ρ) − 1] lim

w→a

1

w − a
. (4.4)
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2. For a < 0 then all logarithmic arguments in Eq. (4.3) are strictly positive. We

then can forget about ǫ and ρ to get

f(w → a) = − 1

1 − a
− 1

a
. (4.5)

3. For a > 1 then all logarithmic arguments in Eq. (4.3) are negative. We have

f(w → a) = − 1

1 − a
− 1

a
+ {iπ[sign(ρ) − 1] − iπ[sign(ρ) − 1]} lim

w→a

1

w − a

= − 1

1 − a
− 1

a
. (4.6)

Figure 4.1: (a) Two singularities in the complex plane coming together and pinch-
ing the contour of integration, [0, 1] along the real axis. (b) and (c) Examples of
coincidence of two singularities that do not pinch the integration contour.

We remark immediately that w = a is a singular point if and only if two conditions

are satisfied:

0 < a < 1 and sign(ρ) = −1, (4.7)

which simply mean that the real integration contour [0, 1] is trapped when w → a

(see Fig. 4.1a). This is a pinch singularity. We learn also from the first case that if

sign(ρ) = 1, i.e. both w and a approach the real axis from the same side, then the

contour is not trapped and there is no singularity (see Fig. 4.1b). In the second and

third cases there is no singularity because w and a come together nowhere near the

contour (see Fig. 4.1c). In this simple example, it is easy to find out the situation

where the integration contour is trapped. However, in a general case with more
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than one integration variables finding whether the contour is actually trapped is

very difficult. The “ǫ-prescription” and multivalued function play crucial roles in

the second example. These two elements will appear again when one considers loop

integrals 1.

Those two examples will guide us all the way. For now they lead us to two

important statements for simple complex integrals. For this we first define the context

[29]. Let g(w,z) be an analytic function of two complex variables and let C be some

finite contour in the complex z-plane. Define a function f(w) by

f(w) =

∫

C

g(w, z)dz. (4.8)

It is supposed that the singularities of the integrand g are known and that their

locations in the z-plane are

z = zr(w), r = 1, 2, . . . . (4.9)

f(w) is analytic as long as C does not intersect with any zr(w) or can be deformed

accordingly. From the above examples, we see that f(w) can be singular at w1 for

one of two reasons:

(i) End-point singularities: One of the singularities zr reaches one of the end-points

of the contour C when w → w1. No deformation of C can avoid them and w1

is a singularity of f(w).

(ii) pinch singularities: If two (or more) singularities approach the contour from

opposite sides and coincide, the contour C will be trapped between them and

no deformation can avoid them. w1 is a singularity of f(w).

1In fact, we will see later in this thesis that one way to deal with pinch singularities of loop
integrals, named as Landau singularities, is to kill the ǫ-prescription by introducing the widths of
internal unstable particles. The width moves the singularities away from the real axis, so they do
not occur in the physical region (the real axis).
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In order to deal with loop integrals, we have to generalise the above consideration

to the case of multiple integrals. Consider

f(w) =

∫

H

∏

dzig(w, zi), (4.10)

where H is a hypercontour in the multi-dimensional complex zi-space. The singular-

ities of the integrand g(w, zi) are given by various equations

Sr(w, zi) = 0, r = 1, 2, . . . . (4.11)

The boundary of H is specified by

S̃s(w, zi) = 0, s = 1, 2, . . . . (4.12)

Singularities occur when a surface of singularity meets a boundary surface or when

the hypercontour H is pinched between two or more surfaces of singularities. More

precisely, it may be shown that a necessary condition of singularity is that there exists

a set of complex parameters αr, α̃s not all equal to zero such that [29, 97]

αrSr = 0, for each r,

(so that either αr or Sr = 0),

α̃sS̃s = 0, for each s,

and, for each integration variable zi,

∂

∂zi

[
∑

r

αrSr +
∑

s

α̃sS̃s

]

= 0. (4.13)

The last condition expresses that the hypersurfaces are tangent. This is only a nec-

essary condition and does not guarantee that the hypercontour H is pinched. This is

easy to understand if we look back at the example two. If the hypersurfaces come to

be tangent from one side of the hypercontour or they are tangent at nowhere on the

hypercontour then they are harmless.

To find necessary and sufficient conditions for a pinch singularity of multiple in-

tegrals is very difficult and requires homology theory. This is obviously beyond the

scope of this thesis and we refer to [101, 102] for more study.
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4.2 Landau equations for one-loop integrals

mN
m1

q1 qN

p1

pNp2

Figure 4.2: One-loop Feynman diagram with N external particles.

We would like to clarify the important terminology used in this and the next chap-

ters. The terminology ”phase space” means the kinematical allowed region obtained

by using the energy-momentum conservation on external momenta. The terminol-

ogy ”physical region” means the physical integration contour of the one-loop integral

defined in Eq. (4.20). It means {xi = x∗i , xi ≥ 0, qi = q∗i } where xi are Feynman pa-

rameters and qi are loop momenta. The real condition on xi and qi accords with the

iǫ prescription.

We are now in the position to apply the previous analysis for one-loop Feynman

integrals. Consider the one-loop process F1(p1) + F2(p2) + . . . FN (pN) → 0, where Fi

stands for either a scalar, fermion or vector field with momentum pi as in the figure

opposite. The internal momentum for each propagator is qi with i = 1, . . . N . The

scalar one-loop integral reads
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TN
0 ≡

∫
dDq

(2π)Di

1
∏N

i=1Di

,

Di = q2
i −m2

i + iǫ, qi = q + ri, ri =
i∑

j=1

pj, (4.14)

where mi are the masses of internal particles, all the external particle are out-

going, pi = qi+1 − qi are the external momenta.� Introducing Feynman parameters and integrating over q one gets

TN
0 =

(−1)NΓ(N −D/2)

(4π)D/2

∫ ∞

0

dx1 · · ·dxN
δ(
∑N

i=1 xi − 1)

∆N−D/2
(4.15)

with

∆ =
1

2

N∑

i,j=1

xixjQij − iǫ, Qij = m2
i +m2

j − (ri − rj)
2. (4.16)

In representation (4.14) the physical hypercontour is [−∞,∞]D along the real axes,

by definition. Each factor in the denominator is protected from zero by iǫ with ǫ > 0.

Thus the integral can be singular only when ǫ → 0. However, even in the case when

ǫ → 0 and the singularities of the integrand reach the real hypercontour one can

deform the real hypercontour to be complex to avoid the singularities. Indeed, the

generalised definition of Feynman integral is Eq. (4.14) and its analytical continu-

ation 2. As already pointed out in the second example of the previous subsection,

a singularity arises when the real hypercontour is pinched and therefore cannot be

deformed. The pinch singularity of a Feynman integral is called Landau singularity.

Necessary condition for this singularity is that equations (4.13) have solution with

real q. The boundaries are at infinity so we can set all α̃s = 0. With Si = q2
i −m2

i

2Based on this definition, a method called contour deformation technique to calculate Feynman
integrals numerically has been realised in practice [103, 104]. This method works as long as the
contour can be deformed to avoid singularities, i.e. when the singularities approach the contour
from the same side like in Fig. 4.1b.
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equations (4.13) become
{

∀i αi(q
2
i −m2

i ) = 0,
∑N

i=1 αiqi = 0.
(4.17)

These are the Landau equations corresponding to representation (4.14). If equations

(4.17) have a solution with some complex αi 6= 0 and real qi then one can say that

integral (4.14) may have a Landau singularity.

The drawback of this representation is that there are not any constraints on the

range of αi. By introducing Feynman parameters and requiring them to be real (this

is the purpose of iǫ prescription), one imposes more constraint on the physical region.

It will be clear later on that for Landau singularities to be in that physical region, αi

must be real and positive.

For representation (4.15), the physical hypercontour is [0,∞]N along the real axes

by definition 3. Thus the boundaries are S̃i = xi = 0 for all i. The hypersurface of

singularities of the integrand is S = ∆ = 0. One might think that the hypercontour

cannot be pinched now because there is only one hypersurface of singularities and

the singularities are just end-point singularities if they occur. Indeed, a hypersurface

can be very complicated and contains several sub-hypersurfaces which can trap the

hypercontour. This is very difficult to imagine but the condition for that to happen

is very simple, just like the extreme condition [29]:

S = 0 =
∂S

∂xi

. (4.18)

Other way to get the condition is to use equations (4.13). We can set α = 1 since

there is only one singular hypersurface. One gets
{

∆ = 0,

∀i xi
∂∆
∂xi

= 0.
(4.19)

The first condition comes from the second equation of (4.13). The second condition

comes from the first and third equations of (4.13). If one picks up the solution xi = 0

3One might think that the hypercontour should be [0, 1]N . However, it can be expanded to
infinity because of the Dirac delta function in the integrand.
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from the second condition of (4.19) then that is for end-point singularities. Otherwise,

one has the condition for pinch singularities, which is the same as Eq. (4.18). So

everything is consistent. Since ∆ is a homogeneous function of xi, the first equation

in (4.19) is automatically satisfied when the second is. Necessary condition for integral

(4.15) to have Landau singularities is that equations (4.19) have solution with some

xi > 0, xi are real. The drawback of this representation is that equations (4.19) do

not tell us anything about qi.

There exists a representation which contains all the advantages of Eqs. (4.17) and

(4.19). That is the mixed representation of Feynman integrals in the space of real

momentum and real Feynman parameters 4:

TN
0 = Γ(N)

∫ ∞

0

dx1 · · ·dxNδ(

N∑

i=1

xi − 1)

∫
dDq

(2π)Di

1

[
∑N

i=1 xi(q2
i −m2

i + iǫ)]N
. (4.20)

The physical hypercontours are real [−∞,∞]D for q and real [0,∞]N for xi. The

boundaries are S̃i = xi = 0 for all i. The hypersurface of singularities of the integrand

is S =
∑N

i=1 xi(q
2
i −m2

i ) = 0. From Eq. (4.13) one gets

{

∀i xi(q
2
i −m2

i ) = 0,
∑N

i=1 xiqi = 0,
(4.21)

together with

{

xi ≥ 0,

qi = q∗i .
(4.22)

The first condition of (4.21) comes from the second equation and third equation (with

zi = xi) of (4.13). The second condition of (4.21) comes from the third equation of

(4.13) with zi = q. One notices immediately that Eq. (4.21) can be obtained from

Eq. (4.17) by replacing complex αi with real xi. Conditions (4.22) come from the

definition of the physical hypercontours. The Landau singularities may occur in

the physical region if equations (4.21) and (4.22) are satisfied. These are necessary

4Landau has used this representation to devise the condition for singularities [30].
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conditions since we cannot be sure that the real hypercontours are pinched when

ǫ→ 0 (remember the second example of the previous subsection).

If all xi are strictly positive then we have a leading Landau singularity (LLS).

Otherwise one has conditions for sub-leading Landau singularities (sub-LLS).

4.3 Necessary and sufficient conditions for Landau

singularities

It may be shown that if Landau matrix Qij (defined in Eq. (4.16), see also Eq. (4.25))

has only one zero eigenvalue then the necessary and sufficient conditions for the

appearance of a singularity in the physical region are equations (4.21) and (4.22).

This important conclusion has been pointed out in the paper of Coleman and

Norton [31] 5. The proof is very simple and will be given in the next subsection (after

equation (4.43)). It is based on the underlying fact that the Landau matrix Qij is

real and symmetric hence can be diagonalized by a real orthogonal co-ordinate trans-

formation. It means that for unstable particles with complex masses the argument

fails and the conditions based on Landau equations are no longer sufficient.

We seek conditions for Eq. (4.21) to have a solution xi = 0 for i = M + 1, . . . , N

with 1 ≤M ≤ N and xi > 0 for every i ∈ {1, . . . ,M}. The Eq. (4.21) becomes







xi = 0 for i = M + 1, . . . , N,

q2
i = m2

i for i = 1, . . . ,M,
∑M

i=1 xiqi = 0.

(4.23)

For M = N one has a leading singularity, otherwise if M < N this is a sub-leading

singularity. Multiplying the third equation in (4.23) by qj leads to a system of M

5See aslo Itzykson and Zuber [97] in p.306.
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equations







Q11x1 +Q12x2 + · · ·Q1MxM = 0,

Q21x1 +Q22x2 + · · ·Q2MxM = 0,
...

QM1x1 +QM2x2 + · · ·QMMxM = 0,

(4.24)

where the Q matrix is defined as

Qij = 2qi.qj = m2
i +m2

j − (qi − qj)
2 = m2

i +m2
j − (ri − rj)

2, i, j = 1, . . . ,M,(4.25)

which agrees with Eq. (4.16). The necessary and sufficient conditions for the appear-

ance of a singularity in the physical region now become







det(Q) = 0

xi > 0

q2
i = m2

i

qi = q∗i

(4.26)

for i = 1, . . . ,M .

The condition det(Q) = 0 defines a singular surface or a Landau curve.

If some internal (external) particles are massless like in the case of six photon scat-

tering, then some Qij are zero, the above conditions can be easily checked. However,

if the internal particles are massive then it is difficult to check the second condition

explicitly, especially if M is large. In this case, we can rewrite the second condition

as following

xj = det(Q̂jM)/ det(Q̂MM) > 0, j = 1, . . . ,M − 1, (4.27)

where Q̂ij is obtained fromQ by discarding row i and column j fromQ and det(Q̂jM) =

d[det(Q)]/(2dQjM), det(Q̂MM) = d[det(Q)]/dQMM . The proof for Eq. (4.27) is the

following. It is obvious that when the condition det(Q) = 0 is satisfied one can set

xM = 1 and discard the last equation in (4.24). After moving the M-column from the
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left hand side to the right hand side, one obtains a system of M − 1 equations with

M − 1 variables. The solution of this is clearly equation (4.27). If det(Q̂MM) = 0

then condition (4.27) becomes det(Q̂jM) = 0 with j = 1, . . . ,M − 1.

Conditions (4.21) and (4.22) admit a beautiful physical interpretation. This was

discovered by Coleman and Norton [31]. Consider the case where all xi are strictly

positive. All the internal loop particles are therefore on-shell and have real momenta.

An internal particle 6 has a real four-momentum: qi = miui (for each i) with ui is a

four-velocity. Each vertex can be regarded as a real space-time point. The space-time

separation between two vertices reads

dXi = dτiui =
dτi
mi

qi, for each i, (4.28)

where dτi is the proper time. Following a closed loop, one has
∑

i dXi = 0. Comparing

this to the second equation of (4.21) we get the correspondence: dτi = mixi > 0 for

each i. It means that the loop particle is moving forward in time. dXi can be positive

or negative depending on the sign of qi. If one chooses a reference frame where vertices

are ordered in time, i.e. dX0
i > 0, then q0

i > 0 in that frame. This information can

be very useful in practice. Let us illustrate this point. Consider two important

Feynman diagrams in Fig. 4.3. We choose a reference frame where the arrows of the

Figure 4.3: Typical triangle and box Feynman diagrams.

internal lines follow the time direction. We look at vertex 2 (connected to p2) of the

6One can regard different particles running in a loop as different states of one particle. Each
vertex is associated with an external ”force”.
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triangle diagram and choose a co-ordinate system such that q1 = (m1, 0, 0, 0), q2 =

(e2, q2x, 0, 0). With p2
i = M2

i , from the energy-momentum conservation p2 = q1 − q2

we get

e2 =
m2

1 +m2
2 −M2

2

2m1

,

q2
2x =

λ(M2
2 , m

2
1, m

2
2)

4m2
1

=
[M2

2 − (m1 −m2)
2][M2

2 − (m1 +m2)
2]

2m1
. (4.29)

From the conditions q2 = q∗2 and e2 > 0 we get

M2
2 ≤ (m1 −m2)

2. (4.30)

Similarly, for other vertices of the triangle diagram we have

M2
1 ≥ (m1 +m4)

2, M2
3 ≥ (m2 +m3)

2. (4.31)

By using the same trick one can easily see that necessary conditions to have a leading

Landau singularity in the box diagram are

{

M2
1 ≥ (m1 +m4)

2, M2
3 ≥ (m2 +m3)

2

M2
2 ≤ (m1 −m2)

2, M2
4 ≤ (m3 −m4)

2.
(4.32)

Similarly, with t = (p2 + p3)
2 and u = (p3 + p4)

2 and using the energy-momentum

conservation, we get the constraint

t ≥ (m1 +m3)
2 and u ≥ (m2 +m4)

2. (4.33)

Thus a necessary condition for any diagram to have a leading Landau singularity is

that it has at least two cuts which can produce physical on-shell particles 7. Other

external particle which does not correspond to those cuts must have mass smaller

than the difference of the two internal masses associated with it.

7In the case of two-point function, the two cuts coincide due to energy-momentum conservation.
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4.4 Nature of Landau singularities

4.4.1 Nature of leading Landau singularities

Our purpose is to extract the LLS by using Feynman parameter representation (4.15).

The matrix Q which appears in the denominator is real and symmetric hence can be

diagonalized by a real orthogonal co-ordinate transformation. In general, Q has N

real eigenvalues called λ1, . . . , λN . The characteristic equation of Q is given by

f(λ) = λN + (−1)aN−1λ
N−1 + (−1)2aN−2λ

N−2 − . . . (−1)N−1a1λ+ (−1)Na0

= (λ− λ1)(λ− λ2) . . . (λ− λn) = 0. (4.34)

For the case N = 4 we have

a0 = λ1λ2λ3λ4 = det(Q4),

a1 = λ1λ2λ3 + λ1λ2λ4 + λ1λ3λ4 + λ2λ3λ4,

a2 = λ1λ2 + λ1λ3 + λ1λ4 + λ2λ3 + λ2λ4 + λ3λ4 =
1

2
[Tr(Q4)

2 − Tr(Q2
4)],

a3 = λ1 + λ2 + λ3 + λ4 = Tr(Q4), (4.35)

Consider the case where Q has only one very small eigenvalue λN ≪ 1. Then, to

leading order

λN =
a0

a1

, a1 = λ1λ2 . . . λN−1 6= 0. (4.36)

Let V = {x0
1, x

0
2, . . . , x

0
N} be the eigenvector corresponding to λN . V is normalised to

N∑

i=1

x0
i = 1. (4.37)

For later use, we define

υ2 = V.V. (4.38)
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The expansion of ∆ around V reads

∆ =
1

2

N∑

i,j=1

Qijyiyj + λN

N∑

i=1

x0
i yi +

1

2
λNυ

2 − iǫ,

≈ 1

2

N∑

i,j=1

Qijyiyj +
1

2
λNυ

2 − iǫ, (4.39)

where yi = xi − x0
i . For the leading part of the singularity it is sufficient to neglect

the linear terms. The Q-matrix can be diagonalised by rotating the y-vector

yi =
N∑

j=1

Aijzj , (4.40)

where A is an orthogonal matrix whose columns are the normalised eigenvectors of

Q. Thus we have

det(A) = 1,

N∑

j=1

ANj =

∑N
i=1 x

0
i√

V.V
=

1

υ
,

∆ =
1

2

N−1∑

i=1

λiz
2
i +

1

2
λNυ

2 − iǫ. (4.41)

Note that the term λNz
2
N in the rhs has been neglected as this term would give a

contribution of the order O(λ2
N) to the final result. Equation (4.15) can now be

re-written in the form

TN
0 =

(−1)NΓ(N −D/2)

πD/223D/2−N

∫ +∞

−∞
dz1 · · · dzN

δ(
∑N

i,j=1Aijzj)

(
∑N−1

i=1 λiz2
i + λNυ2 − iǫ)N−D/2

. (4.42)

Although the original integration contour is some segment around the singular point

zi = 0 with i = 1, . . . , N , the singular part will not be changed if we extend the

integration contour to infinity, provided the power (N −D/2) of the denominator in

Eq. (4.42) is sufficiently large. Integrating over zN gives

TN
0 =

(−1)NΓ(N −D/2)υ

πD/223D/2−N

∫ +∞

−∞
dz1 · · · dzN−1

1

(
∑N−1

i=1 λiz2
i + λNυ2 − iǫ)N−D/2

,(4.43)

where the factor υ comes from the δ-function. One sees clearly that each integration

contour is pinched when ǫ→ 0 if all λi 6= 0 with i = 1, . . . , N − 1.
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Asumming that λi > 0 for i = 1, . . . , K and λj < 0 for j = K + 1, . . . , N − 1 with

0 ≤ K ≤ N − 1. We then change the integration variables as follows
{

ti =
√
λizi for i = 1, . . .K,

tj =
√
−λjzj for j = K + 1, . . .N − 1.

(4.44)

This makes sure that all ti are real. We get

TN
0 =

(−1)NΓ(N −D/2)υ

πD/223D/2−N
√

(−1)N−K−1a1

×
∫ +∞

−∞
dt1 · · · dtK

∫ +∞

−∞
dtK+1 · · ·dtN−1

1

(−
∑N−1

i=K+1 t
2
i + b2)N−D/2

, (4.45)

where

b2 =
K∑

i=1

t2i + λNυ
2 − iǫ, Re(b2) > 0. (4.46)

Changing to spherical coordinates by using formulae (D.18) we get

TN
0 =

(−1)NΓ(N −D/2)υ

πD/223D/2−N
√

(−1)N−K−1a1

2π(N−K−1)/2

Γ((N −K − 1)/2)

×
∫ +∞

−∞
dt1 · · ·dtK

∫ ∞

0

dr
rN−K−2

(b2 − r2)N−D/2
. (4.47)

Note that (b2 − r2)N−D/2 = e−iπ(N−D/2)(r2 − b2)N−D/2 due to the fact that ǫ > 0.

Then by using formula (D.19) we have

TN
0 =

(−1)Neiπ(N−K−1)/2υ

πD/223D/2−N
√

(−1)N−K−1a1

π(N−K−1)/2Γ((N −D +K + 1)/2)

×
∫ +∞

−∞
dt1 · · · dtK

1

(
∑K

i=1 t
2
i + λNυ2 − iǫ)(N−D+K+1)/2

. (4.48)

Repeat the above steps to get

TN
0 =

(−1)Neiπ(N−K−1)/2υ

2(3+N)/2π
√

(−1)N−K−1a1

(4π)(N−D+1)/2Γ((N −D + 1)/2)
(

λN υ2

2
− iǫ

)(N−D+1)/2
. (4.49)

This result holds provided

a1 6= 0 and N −D + 1 > 0. (4.50)
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In the case where N − D + 1 ≤ 0 one can write D = 4 − 2ε (ε > 0) and do the

expansion in ε. Apart from a divergent term of the form 1/ε related to the artificial

infinite boundary, the other terms give the nature of singularities.

A similar result for the nature of the singularity has been derived in [105] in the

general case of a multi-loop diagram including the behaviour of the sub-LLS. The

extraction of the overall, regular, factor which is the K-dependent part in Eq. (4.49)

(see also Eq. (4.72) for the sub-LLS) is more transparent in our derivation.

For N = 4, D = 4

(T 4
0 )div = eiπ(3−K)/2 1

4
√

(−1)3−Ka1

1√
λ4 − iǫ

= eiπ(3−K)/2 1

4
√

(−1)3−Ka0 − iǫ
. (4.51)

For N = 3, D = 4 − 2ε, we use Γ(ε) = (1/ε) − γE to get

(T 3
0 )div =

eiπ(2−K)/2υ

8π
√

(−1)2−Kλ1λ2

ln(λ3υ
2 − iǫ). (4.52)

For N = 2, D = 4 − 2ε, we use Γ(−1/2) = −2
√
π to get

(T 2
0 )div = − υ

8π
√
λ1

(λ2υ
2 − iǫ)1/2. (4.53)

For N = 1, D = 4 − 2ε, we have

T 1
0 =

−Γ(−1 + ε)(4π)ε

16π2λε
1

λ1

=
λ1

16π2

(
1

ε
− γE + ln(4π) − ln(λ1)

)

, (4.54)

with λ1 = m2.

Remarks: The leading Landau singularity appears when λN → 0. The nature of

the leading singularities for the scalar one-, two-, three-, four- functions are 1, 1/2,

log, −1/2 respectively. One remarks that in the case N = 4, 3 the LLS is divergent,

i.e. becomes infinite. The LLS is finite but singular, i.e. the derivative is divergent

at the singular point, in the case N = 2 and is regular in the case N = 1. The
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scalar three-point function and its square are integrable at the LLS point. The scalar

four-point function is also integrable at the LLS point but its square is not.

One may wonder if we can use the general result in Eq. (4.49) for the case N ≥ 5.

The answer is YES as long as a1 6= 0. As will be proved in the next subsection, a1 is

proportional to the Gram determinant det(G) at the singular point. Since det(G) = 0

for N ≥ 6 in four dimensional space, we conclude that Eq. (4.49) cannot be used for

the case N ≥ 6. However, the LLS can occur for N = 5. If this happens, we will have

five on-shell equations q2
i = m2

i with i = 1, . . . , 5 to solve for qµ. We just need four

equations to find qµ, the rest is a δ-function to give some constraint on the internal

masses and external momenta. Thus the nature of 5-point function LLS is a pole

[29]. Indeed, it is highly nontrivial to find a physical process which contains a 5-point

function LLS.

4.4.2 Nature of sub-LLS

In order to understand the nature of sub-leading Landau singularities, one should

integrate over xN from Eq. (4.15). This gives

TN
0 =

(−1)NΓ(N −D/2)

(4π)D/2

∫ 1

0

dx1 · · · dxN−1
η(1 −∑N−1

i=1 xi)

[∆̂(x1, . . . , xN−1)]N−D/2
, (4.55)

where η is Heaviside step function and

∆̂(x1, . . . , xN−1) ≡ ∆(x1, . . . , xN−1, 1 − x1 − . . .− xN−1)

=
1

2

N−1∑

i,j=1

xixjGij −
N−1∑

i=1

xiβi +
1

2
QNN − iǫ, (4.56)

where

Gij = Qij −QiN −QjN +QNN = 2ri.rj , βi = QNN −QiN = m2
N −m2

i + r2
i .(4.57)

Thus det(G) is just the Gram determinant. From Eq. (4.57) we get

det(Q) = QNN det(G) −
N−1∑

i,j=1

βiβjĜij. (4.58)
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The Landau equations for representation (4.55) are8







∆̂ = 0,

xi = 0, i = 1, 2, . . . ν,

∂∆̂
∂xi

= 0, i = ν + 1, . . .N − 1.

(4.59)

The third equation of (4.59) gives

N−1∑

j=ν+1

Gijxj = βi, i = ν + 1, . . . N − 1. (4.60)

If det(G) 6= 0 then the solution reads

x̄i =

N−1∑

j=ν+1

βjG
−1
ij =

1

det(G)

N−1∑

j=ν+1

βjĜij , i = ν + 1, . . . N − 1. (4.61)

Thus the solution of the second and third equations of (4.59) is xi = x̄i with

x̄ = (0, . . . , 0
︸ ︷︷ ︸

ν

, x̄ν+1, . . . , x̄N−1). (4.62)

The first equation of (4.59) gives the equation of the surface of singularity [106]

∆̂(x̄) =
QNN

2
− 1

2

N−1∑

i=ν+1

x̄iβi

=
1

2

det(Q)

det(G)
= 0, (4.63)

where we have used Eqs. (4.61) and (4.58). Not surprisingly, one obtains again

det(Q) = 0. In the case det(G) = 0, the condition for the second and third equations

of (4.59) to have solution is
∑N−1

j=ν+1 βjĜij = 0 (see Eq. (4.61)). This together with

Eq. (4.58) give det(Q) = 0.

8It is important to notice that when one performs the xN -integration the boundaries become:
xi = 0 for i = 1, . . .N − 1 and 1 −∑N−1

i=1
xi = 0. In the mean time ∆̂ becomes inhomogeneous, so

that the first equation of (4.59) is not automatically satisfied when the others are.
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In the neighbourhood of a point x̄ that lies on the surface of singularity, we expand

∆̂, keeping only the lowest terms:

∆̂(x) = ∆̂(x̄) +
ν∑

i=1

xi
∂∆̂

∂xi

∣
∣
∣
x=x̄

+
1

2

N−1∑

i,j=ν+1

(xi − x̄i)(xj − x̄j)
∂2∆̂

∂xi∂xj

∣
∣
∣
x=x̄

=
1

2

[

C(xi) +
N−1∑

i,j=ν+1

yiyjGij

]

, (4.64)

with

C(xi) = 2∆̂(x̄) + 2

ν∑

i=1

xi
∂∆̂

∂xi

∣
∣
∣
x=x̄

− iǫ,

yi = xi − x̄i, i = ν + 1, . . . , N − 1. (4.65)

Integral (4.55) becomes

TN
0 =

(−1)NΓ(N −D/2)

πD/223D/2−N

∫ 1

0

ν∏

i=1

dxi

×
∫ +∞

−∞

N−1∏

i=ν+1

dyi
1

[
∑N−1

i,j=ν+1 yiyjGij + C(xi)]N−D/2
, (4.66)

where, similar to the calculation in the previous subsection, we have let each yi-

integration contour run from −∞ to +∞, provided the power (N − D/2) of the

denominator is sufficiently large. To understand the difference between the LLS and

sub-LLS we should compare Eq. (4.39) to Eq. (4.64). One remarks that the linear

terms only appear in the case of sub-LLS. The yi-integration is exactly the same

for the two cases. Gij is a real symmetric matrix hence can be diagonalized by a

real orthogonal co-ordinate transformation. Using the same method described in the

previous subsection we integrate over yi to get

TN
0 =

(−1)Neiπ(N−ν−K−1)

23D/2−N
√

(−1)N−ν−1−K det(G)
π(N−D−ν−1)/2

× Γ((N −D + ν + 1)/2)

∫ 1

0

ν∏

i=1

dxi[C(xi)]
−(N−D+ν+1)/2, (4.67)
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where K is the number of positive eigenvalues of Gram matrix Gij. Of course, one

can recover Eq. (4.49) by setting ν = 0. Asumming that bi = ∂∆̂
∂xi

∣
∣
∣
x=x̄

6= 0, for the

leading part of the singularity occurred when xi → 0+ we have

∫ 1

0

ν∏

i=1

dxi[C(xi)]
α = 2α

∫ 1

0

ν∏

i=1

dxi[bixi + ∆̂(x̄)]α,

∼ 2α (−1)ν

∏ν
i=1 bi

Γ(α + 1)

Γ(α + ν + 1)
[∆̂(x̄) − iǫ]α+ν . (4.68)

where α = −(N −D + ν + 1)/2. With γ = −α− ν = (N − ν −D + 1)/2 we get

(TN
0 )div =

(−1)Neiπ(N−ν−K−1)

23D/2−N
√

(−1)N−ν−1−K det(G)
π(N−D−ν−1)/2

× 2−ν

∏ν
i=1 bi

(−1)νΓ(γ + ν)Γ(−γ − ν + 1)

Γ(−γ + 1)
[2∆̂(x̄) − iǫ]−γ . (4.69)

We then make use of the following identity

Γ(1 − z)Γ(z) =
π

sin(zπ)
(4.70)

to get

(−1)νΓ(γ + ν)Γ(−γ − ν + 1)

Γ(−γ + 1)
= Γ(γ). (4.71)

The final result reads9

(TN
0 )div =

(−1)Neiπ(N−ν−K−1)

2(3+N−ν)/2π
√

(−1)N−ν−K−1 det(G)

(4π)γΓ(γ)
∏ν

i=1 bi

[
det(Q)

2 det(G)
− iǫ

]−γ

(4.72)

which holds provided

det(G) 6= 0, bi =
∂∆̂

∂xi

∣
∣
∣
x=x̄

6= 0 and γ = (N − ν −D + 1)/2 > 0. (4.73)

If some bi = 0 then expansion (4.64) must be modified to take into account the higher

order terms xi(xj − x̄j)
∂2∆̂

∂xi∂xj

∣
∣
∣
x=x̄

with i = 1, . . . , ν. If γ ≤ 0 one can write D = 4−2ε

(ε > 0) and do the expansion in ε to get the divergent term independent of ε as in

9Similar result has been obtained by Polkinghorne and Screaton [105].
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the case of LLS.

Comparing Eq. (4.49) to Eq. (4.72) we see that, apart from the finite factor related

to bi, the nature of the singlarities given by the latter can be obtained from the

former by simply replacing N by N − ν which are the number of on-shell internal

particles. We remark also that there must be some relation between a1 and det(G)

at the singular point, namely det(G) ∝ a1 when det(Q) = 0. As a consequence, if

a1 = det(Q) = 0 (Landau matrix Q has at least two zero-eigenvalues) then det(G) = 0

(Gram matrix G has at least one zero eigenvalue). There is a beautiful way to prove

this mathematically 10. Let Va = {x(a)
i } with a = 1, 2 and i = 1, N be two linearly

independent vectors of the degenerate zero-eigenvalue 11. We can always normalise

Va such that

N∑

i=1

x
(a)
i = 1, a = 1, 2. (4.74)

One has

0 =

N∑

j=1

Qijx
(a)
j =

N−1∑

j=1

Qijx
(a)
j +QiN (1 −

N−1∑

j=1

x
(a)
j )

=

N−1∑

j=1

(Qij −QiN)x
(a)
j +QiN

=
N−1∑

j=1

(Qij −QiN −QjN +QNN )x
(a)
j +

N−1∑

j=1

QNjx
(a)
j −QNN

N−1∑

j=1

x
(a)
j +QiN

=
N−1∑

j=1

Gijx
(a)
j − βi , (4.75)

where relations (4.57) have been used. Thus one gets

N−1∑

j=1

Gijx
(a)
j = βi, a = 1, 2. (4.76)

10We have learnt this trick from Eric Pilon, many thanks!
11In the case of the real symmetric matrix Q, the degree of degeneracy of one zero-eigenvalue is

equal to the number of zero-eigenvalues.



4.5. Conditions for leading Landau singularities to terminate 87

With V0 = V1 − V2 6= 0 this gives

G.V0 = 0. (4.77)

This means that the Gram matrix has at least one zero-eigenvalue hence det(G) = 0.

4.5 Conditions for leading Landau singularities to

terminate

Figure 4.4: Mechanism for termination of LLS in xi-plane.

This section concerns the termination of LLS as we vary the external parameters

denoted by Mi (without any loss of generality, we assume that the internal masses

are fixed for the sake of simplicity).

It is obvious that the position of LLS and its properties depend on the values

of Mi. If we vary Mi continuously, while maintaining the pinch conditions, the only

mechanism for the termination of a LLS is the following12. The LLS moves to the end

of the integration contour (xi = 0). Thus the LLS will coincide with a sub-LLS and

move off the physical region afterwards [107, 108, 109]. This is illustrated in Fig. 4.4.

The following remark will be useful later. The 4-point LLS terminates when it

coincides with a 3-point sub-LLS which in turn will terminate when coinciding with

12In the case of more than one loop, there is another mechanism. The LLS can terminate if two
pinches meet on the integration contour. If this happens, the singularity may somehow leave the
physical region [107, 108].
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a normal threshold. The normal threshold coincides with itself, i.e. it occurs at one

point.

A good question to ask is ”How does a LLS terminate?” This is a mathematically

complicated question and we do not attempt to give a complete answer. What we

understand is as follows. When moving from Fig. 4.4a to Fig. 4.4b, the leading Landau

curve (det(QN ) = 0) changes continuously until it makes an effective intersection with

a sub-leading Landau curve (det(QN−1) = 0) [107, 109, 108]. At the point of contact,

both curves have the same slope and both corresponding Landau equations have the

same solution of xi [107, 108]. At effective intersections the nature of the Landau

singularity may change [109, 108]. In Fig. 4.4a we have a N -point LLS whose nature

is given by

Ta(Mi) = Aa(Mi) +Ba(Mi)fa(detQN ), (4.78)

where the functions A and B are analytic in a neighborhood of the singular point Mi,

the function fa(detQN) is singular at this point. fa(z) can be z1/2, ln z or z−1/2 if N

is 2, 3 or 4 respectively. For Fig. 4.4c we have a similar equation

Tc(Mi) = Ac(Mi) +Bc(Mi)fc(detQN−1), (4.79)

where we have assumed that Fig. 4.4c has a (N − 1)-point Landau singularity. The

nature of the coincident singularity in Fig. 4.4b is a product of two factors which are

similar to Ta and Tc [109]. Thus, we have

Tb(Mi) = A+Bfa(detQN) + Cfc(detQN−1) +Dfa(detQN )fc(detQN−1). (4.80)

If D 6= 0 then the leading singularity is given by the last term which means that the

Landau singularity can be enhanced at termination point. This kind of enhancement

can be somehow understood if we look at some formulae in this thesis: from Eq. (4.72)

we see that if a leading N -point singularity coincides with a sub-LLS then bi =

∂∆̂
∂xi

∣
∣
∣
x=x̄

= 0 leading to an enhancement from the prefactor; from Eq. (4.101) we

observe a product of two singularities (a leading Landau singularity and a collinear
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divergence); from Eq. (E.15) we see the possibility that a product of two singularities

can occur if the integrals related to 3-point functions develop a pinch singularity at

the same position where the prefactor related to the leading Landau determinant

(1/ det(Q4)) vanishes.

If a four-point LLS coincides with a three-point sub-LLS, the nature of this sin-

gularity can be z−1/2 ln z which is integrable but its square is not.

4.6 Special solutions of Landau equations

4.6.1 Infrared and collinear divergences

In this section, we will show that infrared and collinear singularities are solutions

of Landau equations. However, in order for them to become divergent additional

conditions must be satisfied. As one might anticipate from Eq. (4.72) sub-leading

Landau singularities can be enhanced by various factors.

Infrared divergence

We consider the case of a sub-LLS where x1 = . . . = xN−1 = 0 and xN > 0. The

Landau equations become

q2
N = m2

N and qN = 0. (4.81)

We get mN = 0. As remarked in subsection 4.4, for the case N = 1, 2 the Landau

singularities are finite hence there is no infrared divergence in those cases. We thus

consider the case N = 3. With ν = 2, equation (4.66) becomes

T 3
0 ∼

∫

0+

dx1dx2
1

C(xi)
, (4.82)

with

C(xi) = 2m2
3 + 2

2∑

i=1

xiβi +
2∑

i,j=1

Gijxixj − iǫ. (4.83)
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If βi = m2
3 −m2

i + r2
i 6= 0 then one can neglect the quadratic terms in C(xi) to get

(T 3
0 )div ∼

∫

0+

dx1dx2
1

2m2
3 + 2(β1x1 + β2x2)

∼ 1

β1β2
m2

3 → 0. (4.84)

If βi = m2
3 −m2

i + r2
i = 0 then we get

(T 3
0 )div ∼

∫

0+

dx1dx2
1

2m2
3 +

∑2
i,j=1Gijxixj

∼ ln(m2
3) → ∞. (4.85)

The nature of Landau singularity is m2
3 if βi 6= 0 and is enhanced to ln(m2

3) if β1 =

β2 = 0. The condtions to have an infrared divergence for the case of three-point

function therefore are

m3 = 0, m2
1 = r2

1 = p2
1, m2

2 = r2
2 = p2

3. (4.86)

For the cases N > 3 we can always reduce them to three-point functions hence we get

the same conclusion. Physically, one sees that conditions (4.86) can be satisfied only

by the photon or gluon. For the electroweak theory, if we take the limit MW → 0

then the one-loop diagrams involving the W-gauge boson as an internal particle have

no infrared divergence since it couples to particles with different masses.

Collinear divergence

For M = 2, i.e. x1,2 > 0 and x3 = . . . = xN = 0 equations (4.23) become






x1,2 > 0,

q2
1 = m2

1, q2 = m2
2,

x1q1 + x2q2 = 0.

(4.87)

One gets x1m1 = x2m2. If m1,2 6= 0 then x1(q1+
m1

m2
q2) = 0 whose solution corresponds

to the normal threshold p2 = (q1 − q2)
2 = (m1 +m2)

2. If m1,2 = 0 one gets

x1m
2
1 + x2(q1.q2) = 0, (4.88)

which gives q1.q2 = 0 or p2 = (q1 − q2)
2 = 0. This solution corresponds to a collinear

divergence whose nature is also logarithmic [110]. Clearly, this collinear divergence

cannot occur if N = 1.
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It is important to remark that the solutions for infrared and collinear divergences

appear in the limit of massless internal particles. These solutions require no constraint

on relevant Feynman parameters, even the positive condition is not necessary.

4.6.2 Double parton scattering singularity

Figure 4.5: A typical box Feynman diagram which has a double parton scattering
singularity.

There exists a special case of Landau singularity called double parton scattering

(DPS) singularity [103, 22] which appears also in the massless limit. Unlike the

sub-leading infrared and collinear divergences, the DPS singularity is a LLS and its

solution requires some sort of constraint on relevant Feynman parameters (the positive

sign condition is important).

Let us consider the case of g(p1)g(p2) → W (p3)W (p4) box diagram displayed in

Fig. 4.5. The internal particles u-quark and d-quark are massless. The Q-matrix is

given by

Q4 =










0 0 −t −M2
W

0 0 −M2
W −u

−t −M2
W 0 0

−M2
W −u 0 0










(4.89)
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where t = (p1 − p3)
2, u = (p2 − p3)

2. The Landau determinant, characteristic poly-

nomial and Gram determinant read

det(Q4) = (tu−M4
W )2 = 0,

f(λ) = λ4 − (t2 + u2 + 2M4
W )λ2 + det(Q4),

det(G3) = 2s(tu−M4
W ), (4.90)

with s = (p1+p2)
2. One sees that a1 = 0 and det(Q4) = det(G3) = 0 at the boundary

of phase space where the Landau matrix has two zero-eigenvalues. The phase space

is defined as

s ≥ 4M2
W , tu−M4

W ≥ 0 with t+ u = 2M2
W − s ≤ −2M2

W . (4.91)

In this special case where the Landau matrix has two zero-eigenvalues at the singu-

lar point, the conditions given in subsection 4.3 (see Eq. (4.26)) are necessary but

no longer sufficient. One should keep in mind that this box diagram always has a

collinear divergence associated with the reduced two-point functions as discussed in

the previous subsection. The necessary conditions for a LLS read

{

tu = M4
W ,

t < 0, u < 0,
(4.92)

which are compatible with Eq. (4.91). We now have two questions to be answered:

whether they are sufficient conditions for a pinch singularity? If Yes then what is the

nature of the singularity?

For these questions, we come back to equation (4.15) and perform the following

nonlinear change of variables [106, 103]

x1 = σα, x2 = σ(1 − α), x3 = τβ, x4 = τ(1 − β). (4.93)

The inverse solution gives us the range of new variables

0 ≤ σ, τ <∞; 0 ≤ α, β ≤ 1. (4.94)
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The Jacobian is simply στ . With D = 4 + 2ε (ε > 0) equation (4.15) factorizes

T 4
0 =

1

(4π)2

∫ ∞

0

dσdτ
δ(σ + τ − 1)

(στ)1−ε

×
∫ 1

0

dαdβ
1

[sαβ + (u−M2
W )(α + β) − u− iǫ]2−ε

. (4.95)

The first integral is just the Beta function B(ε, ε) producing a collinear divergence.

We use

B(ε, ε) =
Γ(ε)Γ(ε)

Γ(2ε)
=

2

ε
+ O(ε) (4.96)

to get

T 4
0 =

1

8π2ε

∫ 1

0

dαdβ
1

[sαβ + (u−M2
W )(α + β) − u− iǫ]2

+
1

8π2

∫ 1

0

dαdβ
ln[sαβ + (u−M2

W )(α + β) − u]

[sαβ + (u−M2
W )(α+ β) − u− iǫ]2

. (4.97)

We are interested in the collinear divergent term. The relevant integral reads

I1 = − 1

(M2
W − t)(M2

W − u)

∫ 1

0

dα
1

(α− w)(α− a)
, (4.98)

where we have integrated over β and

a =
M2

W

M2
W − t

− iǫa, ǫa =
ǫ

M2
W − t

,

w =
−u

M2
W − u

+ iǫw, ǫw =
ǫ

M2
W − u

. (4.99)

This is nothing but the second example (4.3). From Eq. (4.7) we have the necessary

and sufficient conditions for a pinch singularity:

0 < w = a < 1 and (M2
W − t)(M2

W − u) > 0, (4.100)

which are completely equivalent to Eq. (4.92). From Eq. (4.4) we get the following

result at the singular point tu = M4
W

(I1)div =
1

M4
W

+
2πi

M4
W − tu

,

(T 4
0 )div =

i

4π(M4
W − tu)

1

ε
+ . . . = − i

4π
√

det(Q4)

1

ε
+ . . . . (4.101)
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We conclude that in this special case where the Landau matrix has two zero-eigenvalues,

conditions (4.92) given by the Landau equations are necessary and sufficient for the

appearance of a LLS. The nature of this singularity is 1/
√

det(Q4) which is consistent

with Eq. (4.49). The LLS goes together with the collinear divergence (see also section

4.4). This LLS is called double parton scattering singularity first pointed out in [103].

We notice that Eq. (4.101) disagrees with the result of Ellis and Zanderighi given

in Eq. (4.21) of [111]13 where they claimed that, apart from the collinear divergence,

a finite result can be obtained by doing an expansion around the LLS point tu = M4
W .

This DPS singularity is not integrable. In a practical calculation, the cross section

must be finite. This singularity must somehow disappear order by order. For the

process gg → WW there is no tree level diagram hence there is no real radiation at

the leading order. One infers that the numerator must vanish at the singular point.

The actual calculations [112, 113] have confirmed this. We have conjectured it as a

consequence of the gauge dynamics [22]. To understand this dynamical cancellation, a

physical investigation is necessary. The same phenomenon of DPS singularity happens

in the case of six photon scattering whose numerical analysis around the singular point

is given in [22].

13Many thanks to Denner for pointing out this reference to us.



Chapter 5

SM bb̄H production at the LHC:

MH ≥ 2MW

The content of this chapter is based on our publications [114, 76].

An important notation used in this chapter should be clarified. The notation of

center-of-mass energy,
√
s, can be used for the sub-process gg → bb̄H or pp → bb̄H .

Which use will depend on the context, as you will notice very easily.

5.1 Motivation

The aim of this chapter is to extend the study we made in chapter 3 to higher Higgs

masses.

When trying to do so for the case MH ≥ 2MW we have encountered severe nu-

merical instabilities for the cross section involving the one-loop amplitude squared.

We have tried to understand this problem and found the following facts. At the

level of NLO which involves the interference term between the tree-level and one-loop

95
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amplitudes no instability was present. On close inspection it was found that the in-

stabilities were only due to the box and pentagon diagrams of class (c) of Fig. 3.4.

The contribution of various triangle diagrams does not show any numerical instabil-

ities. At the partonic gluon-gluon level it was found that there is no instability for
√
s < 2mt and that independently of MH and

√
s the result was completely stable

for mt = MW . These threshold conditions were a sign for the possible existence of a

leading Landau singularity for the box diagrams whose square is not integrable. The

five point functions are reduced to four point functions hence should have the same

problem. Indeed, some triangle diagrams of class (c) of Fig. 3.4 have also LLS whose

nature is integrable. That’s why they do not show any numerical instability.

In order to solve this problem of Landau singularities, we first have to understand

them in detail by applying the general analysis of the previous chapter to the specific

problem of gg → bb̄H .

5.2 Landau singularities in gg → bb̄H

In this section, we discuss all Landau singularities that occur in the Feynman diagrams

of class (c) of Fig. 3.4. It is pedagogical to start with the three point function.

5.2.1 Three point function

As concluded in section 4.3, a necessary condition for a three point function to have a

LLS is that it has two cuts which can produce physical on-shell particles. The other

external particle which does not correspond to those cuts must have mass smaller

than the difference of the two internal masses associated with it. The diagram in

Fig. 5.1 satisfies those conditions. The scalar three point function of this diagram

reads

T 3
0 (s2) = C0(s2,M

2
H , 0, m

2
t ,M

2
W ,M

2
W ) (5.1)
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Figure 5.1: Left: A triangle diagram contributing to gg → bb̄H that can develop a
leading Landau singularity for MH ≥ 2MW and

√
s2 ≥ mt + MW , i.e. all the three

particles in the loop can be simultaneously on-shell. Right: the three point function of
the left diagram where the arrows indicate momentum flow.

with s2 = (p4 + p5)
2 and the bottom-quark mass has been neglected. Necessary

conditions to have LLS are

MH ≥ 2MW and
√
s2 ≥ mt +MW . (5.2)

The phase space is defined by

M2
H ≤ s2 ≤ s. (5.3)

The characteristic equation writes

−λ3 + a2λ
2 − a1λ+ a0 = 0 (5.4)

with

a0 = det(Q3) = −2M2
W s

2
2 + 2M2

H(m2
t +M2

W )s2 − 2M2
H [M2

Hm
2
t + (m2

t −M2
W )2],

a1 = −
[
M2

H(M2
H − 4M2

W ) + (s2 −m2
t −M2

W )2 +m4
t +M4

W − 6m2
tM

2
W

]

≤ −
[
M2

H(M2
H − 4M2

W ) + (m2
t −M2

W )2
]
< 0,

a2 = 2(m2
t + 2M2

W ), (5.5)

where we have used conditions (5.2) to prove that a1 is negative. The equation

det(Q3) = 0 has two roots

s±2 =
1

2M2
W

[

M2
H(M2

W +m2
t ) ± (m2

t −M2
W )MH

√

M2
H − 4M2

W

]

. (5.6)
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The sign condition (xi > 0), Eq. (4.27), is very simple. For this, we need

det(Q̂33) = −M2
H(M2

H − 4M2
W ) ≤ 0,

det(Q̂13) = −M2
H(m2

t +M2
W ) + 2s2M

2
W ≤ 0,

det(Q̂23) = −M2
H(m2

t +M2
W ) + s2(M

2
H − 2M2

W ) ≤ 0, (5.7)

which together with Eq. (5.2) give

s2 ≤
M2

W +m2
t

M2
H − 2M2

W

M2
H ≤ 2(m2

t +M2
W ). (5.8)

Only the minus solution given in Eq. (5.6) satisfies this, thus

sLLS
2 = s−2 =

1

2M2
W

[

M2
H(M2

W +m2
t ) − (m2

t −M2
W )MH

√

M2
H − 4M2

W

]

. (5.9)

This result tells us many things. First, if MH < 2MW there is no LLS. Second, if

MH = 2MW the LLS occurs at sLLS
2 = 2(m2

t + M2
W ) which is the maximum value

of sLLS
2 given by Eq. (5.8). If MH increases then sLLS

2 becomes smaller and smaller.

The maximum value of MH is determined when sLLS
2 reaches the normal threshold

(this condition for the termination of a LLS was discussed in section 4.4):

4M2
W ≤M2

H ≤ 4M2
W +

MW

mt
(mt −MW )2,

(mt +MW )2 ≤ s2 ≤ 2(m2
t +M2

W ). (5.10)

Numerically, we have

160.7532GeV ≤MH ≤ 172.889GeV,

254.3766GeV ≤ √
s2 ≤ 271.059GeV. (5.11)

If one keeps increasing MH > 172.889GeV, s2 will increase from its minimum value

254.3766GeV and become larger than the limit
M2

W
+m2

t

M2
H
−2M2

W

M2
H (see Eq. (5.8)) required

by the sign condition (xi > 0) hence be outside the physical region. In the mean time,

one should notice that the normal threshold is moving towards the left boundary of

phase space as MH increases. When MH = mt + MW = 254.3766GeV, the normal
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Figure 5.2: Left: the real part of C0 as functions of
√
s2 with various values of MH .

Right: the same plots for the imaginary part.

threshold is at the boundary and disappears if MH passes that value. The function

T 3
0 then has no structure. All this phenomenon is shown in Fig. 5.2.

We would like to explain the behaviour of the real and imaginary parts of C0 at

the LLS point. Since λ3 → 0, we have λ1λ2 = a1 < 0 as proved in Eq. (5.5). Thus

there is one positive eigenvalue, i.e. K = 1. From Eq. (4.52) we get

(C0)div =
iυ

8π
√

|a1|
ln(λ3υ

2 − iǫ) =
υ

8π
√

|a1|
(i ln |λ3υ

2| + π). (5.12)

Thus, one observes a positive jump in the real part and a logarithmic singularity

in the imaginary part as described in Fig. 5.2. This singularity is integrable at the

NLO as well as one-loop amplitude square level hence does not cause any numerical

instability.

5.2.2 Four point function

The 5-point functions have no LLS but contain a sub-leading Landau singularity which

is exactly the same as the LLS of the box diagram in Fig. 5.3. It is thus enough to

study the singularity structure of this box diagram. With s1 = (p3 + p5)
2, s2 =
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b

p1

p2

g

g

b̄
p4
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q4

t

t

χW
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p3

H

p5

q3

time

Figure 5.3: A box diagram contributing to gg → bb̄H that can develop a Landau
singularity for MH ≥ 2MW and

√
s ≥ 2mt, i.e. all the four particles in the loop can

be simultaneously on-shell. The arrows indicate momentum flow. Internal momenta
qi are real, on-shell and have positive energies.

(p4 + p5)
2, and the on-shell conditions p2

1 = p2
2 = 0, p2

3 = p2
4 = m2

b = 0, p2
5 = M2

H ,

fixing s and MH , the scalar box integral is a function of two variables s1,2

T 4
0 (s1, s2) = D0(M

2
H , 0, s, 0, s1, s2,M

2
W ,M

2
W , m

2
t , m

2
t ). (5.13)

The kinematically allowed region (phase space) is

M2
H ≤ s1 ≤ s, M2

H

s

s1

≤ s2 ≤M2
H + s− s1, (5.14)

where the latter is obtained by writing s2 = (p4 + p5)
2 = M2

H + 2e4(e5 − |p5| cos θ45)

in the center-of-mass system of (p3 + p5).

Conditions for the opening of normal thresholds

The condition
∑
xiqi = 0 with xi > 0 of Eq. (4.23) can be re-written in the form

x2q2 + x3q3 = x1q1 + x4q4 (5.15)

with all q0
i > 0 as shown in Fig. 5.3. Indeed, there are other possibilities like x3q3 =

x1q1 + x4q4 + x2q2 with all q0
i > 0 but this will require mb ≥ (mt + MW ) which is

impossible in our case. Thus equation (5.15) is the unique possibility for a LLS. This
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condition of positive energy together with the real and on-shell condition (qi = q∗i ,

q2
i = m2

i ) give a beautiful physical picture as shown in Fig. 5.3 where internal and

external momenta share the same physical properties.

As already discussed in section 4.3, the above picture gives the following necessary

conditions for the appearance of a LLS:

MH ≥ 2MW and
√
s ≥ 2mt, (5.16)

s1 ≥ (mt +MW )2 and s2 ≥ (mt +MW )2, (5.17)

mt > MW , (5.18)

where we have used the fact that the momenta of the bottom-quarks and the Higgs

boson flow in the same positive direction to get the last constraint (if we consider

the inverse process H → bb̄gg where momenta of the bottom-quarks and the Higgs

boson are in opposite directions then we get MW > mt which cannot be satisfied by

experimental data.). They are conditions for the opening of 4 normal thresholds.

Landau determinant

The reduced matrix, S(4), which is equivalent in this case to the Q matrix for studying

the Landau singularity, is given by

S4 =










1
2M2

W −M2
H

2M2
W

m2
t +M2

W−s1

2MW mt

M2
W +m2

t

2MW mt

2M2
W

−M2
H

2M2
W

1
M2

W
+m2

t

2MW mt

m2
t +M2

W
−s2

2MW mt

m2
t +M2

W
−s1

2MW mt

M2
W

+m2
t

2MW mt
1

2m2
t−s

2m2
t

M2
W

+m2
t

2MW mt

m2
t +M2

W
−s2

2MW mt

2m2
t−s

2m2
t

1










, Sij
4 =

Qij
4

2mimj
. (5.19)
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The determinant reads

det(Q4) = 16M4
Wm

4
t det(S4) = as2

2 + bs2 + c,

a = λ(s1, m
2
t ,M

2
W ) = [s1 − (mt +MW )2][s1 − (mt −MW )2],

b = 2
{
−s2

1(m
2
t +M2

W ) + s1[(m
2
t +M2

W )2 − (s− 2m2
t )(M

2
H − 2M2

W )]

+ sM2
H(m2

t +M2
W )
}
,

c = s2
1(m

2
t −M2

W )2 + 2M2
Hs(m

2
t +M2

W )s1

+ sM2
H [(s− 4m2

t )(M
2
H − 4M2

W ) − 4(m2
t +M2

W )2]. (5.20)

We remark that a = 0 corresponds to a normal threshold and defines the asymptotes

of the Landau curve.

The Landau determinant can be written in the following beautiful form

det(Q4) = a(s2 − s′2)
2 − ∆

4a
, s′2 = − b

2a
,

∆ = detQ3(s, s1) detQ3(M
2
H , s1),

detQ3(M
2
H , s1)

2M2
W

= −
[

(s1 −
m2

t +M2
W

2M2
W

M2
H)2 − M2

H(M2
H − 4M2

W )(m2
t −M2

W )2

4M4
W

]

,

detQ3(s, s1)

2m2
t

= −
[

(s1 −
m2

t +M2
W

2m2
t

s)2 − s(s− 4m2
t )(m

2
t −M2

W )2

4m4
t

]

, (5.21)

which is very useful when one knows that the LLS coincides with a three-point sub-

LLS. If that happens the Eq. det(Q4) = 0 has only one root s2 = s′2. The fact

that the discriminant of a Landau determinant can be written as a product of lower-

order Landau determinants is known as the Jacobi ratio theorem for determinants

[109, 115].

Discussion of singular structure

We would like to understand the singular structure of the scalar 4-point function

defined in Eq. (5.13). Namely, we will look at the behaviour of its real and imaginary

parts as functions of s1 and s2 while other parameters are fixed. We take mt =

174 GeV, MW = 80.3766 GeV,
√
s = 353 GeV and MH = 165 GeV.
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The behaviour of the Landau determinant, the real and imaginary parts of the

4−point function T 4
0 are displayed in Fig. 5.4 as function of s1, s2 within the phase

space defined by Eq. (5.14). We clearly see that the Landau determinant vanishes

inside the phase space and leads to regions of severe instability in both the real

and imaginary parts of the scalar integral. We notice that this region of Landau

singularities is localised at the center of phase space. The boundary of singular

region will be explained later, see Eqs. (5.35) and (5.36).
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Figure 5.4: The Landau determinant as a function of s1 and s2 (upper figure). The
real and imaginary parts of D0 as a function of s1 and s2.

To investigate the structure of the singularities in more detail let us fix
√
s1 =



104 Chapter 5. SM bb̄H production at the LHC: MH ≥ 2MW

√

2(m2
t +M2

W ) ≈ 271.06 GeV, so that the properties are studied for the single vari-

able s2. In order to do so, we have to find all the reduced diagrams containing s2 as an

external momentum squared. There are 3 diagrams shown in Fig. 5.5: one self-energy

and two triangle diagrams. The plots for the real and imaginary parts are shown in

Figure 5.5: Three reduced diagrams of the box diagram in Fig. 5.3, that contain s2

as an external momentum squared. The self-energy diagram has a normal threshold.
The two triangle diagrams contain anomalous thresholds. We refer to subsection 5.2.1
for a detailed account of the 3-point Landau singularity.

Fig. 5.6. This figure is very educative. We see that there are four discontinuities in

the function representing the real part of the scalar integral in the variable
√
s2:� As s2 increases we first encounter a discontinuity at the normal threshold
√
s2 =

mt + MW = 254.38 GeV, representing Hb → Wt. This corresponds to the

solution (for the Feynman parameters) x1,3 = 0 and x2,4 > 0 of the Landau

equations (see Fig. 5.5-left).� The second discontinuity occurs at the anomalous threshold
√
s2 = 257.09 GeV

of a reduced triangle diagram. This corresponds to the solution x3 = 0 and

x1,2,4 > 0 of the Landau equations (see Fig. 5.5-middle). As discussed in sub-

section 5.2.1, the singular position is given by

sH
2 =

1

2M2
W

(

M2
H(m2

t +M2
W ) −MH

√

M2
H − 4M2

W (m2
t −M2

W )

)

(5.22)

which gives
√
s2 = 257.09 GeV.
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Figure 5.6: The imaginary, real parts of D0 and the Landau determinant as functions
of

√
s2.� The third discontinuity corresponds to the diagram of Fig. 5.5-right. The posi-

tion of this Landau singularity is given by

ss
2 =

1

2m2
t

(

s(m2
t +M2

W ) −
√
s
√

s− 4m2
t (m

2
t −M2

W )
)

, (5.23)

which gives
√
s2 = 259.58 GeV.� The last singular discontinuity is the leading Landau singularity. The condi-

tion det(S4) = 0 for the box has two solutions which numerically correspond

to
√
s2 = 263.88 GeV or

√
s2 = 279.18 GeV. Both values are inside the phase

space, see Fig. 5.6. However after inspection of the corresponding sign condi-

tion, only
√
s2 = 263.88 GeV (with x1 ≈ 0.53, x2 ≈ 0.75, x3 ≈ 0.77) qualifies

as a leading Landau singularity.
√
s2 = 279.18 GeV has x1 ≈ −0.74, x2 ≈

−0.75, x3 ≈ 1.07 and is outside the physical region.



106 Chapter 5. SM bb̄H production at the LHC: MH ≥ 2MW

The nature of the LLS in Fig. 5.6 can be extracted by using general formula (4.51).

With the input parameters given above, the Landau matrix has only one positive

eigenvalue at the leading singular point, i.e. K = 1. The leading singularity behaves

as

Ddiv
0 = − 1

16M2
Wm

2
t

√

det(S4) − iǫ
. (5.24)

When approaching the singularity from the left, det(S4) > 0, the real part turns

singular. When we cross the leading singularity from the right, det(S4) < 0, the

imaginary part of the singularity switches on, while the real part vanishes. In this

example, both the real and imaginary parts are singular because det(S4) changes sign

when the leading singular point is crossed.

At the position of the two 3-point sub-LLSs, the imaginary part shows logarithmic

divergences while the real part has two finite negative jumps. This is similar to that

shown in Fig. 5.2 whose explanation is given in Eq. (5.12). However, there is an

important difference between Fig. 5.6 and Fig. 5.2 in the sign of the singularities.

This is because the sign of the 3-point LLS is (−1)3 (see Eq. (4.49) for N = 3) while

the sign of the 3-point sub-LLS is (−1)4 (see Eq. (4.72) for N = 4).

5.2.3 Conditions on external parameters to have LLS

The conditions for the opening of normal thresholds give the lower bounds on ex-

ternal parameters M2
H , s, s1,2 as given in Eqs. (5.16) and (5.17). However, we have

learnt from section 4.4 that the LLS can terminate as those external parameters in-

crease. The conditions for the termination of LLS define the upper bounds of those

parameters, as illustrated in subsection 5.2.1 for the case of 3-point function.

However, the situation becomes much more complicated in the case of 4-point

function since there are 4 variables (MH , s, s1, s2) and 2 parameters (MW , mt)

involved. We will show that there are two ways to find out the upper bounds by

using numerical and analytical methods.
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Figure 5.7: The region of leading landau singularity.

We first explain the numerical method to find the upper bounds ofM2
H and s. This

is done by a very simple Fortran code which includes the following steps. For eachM2
H ,

what is the condition on s to have a LLS in the phase space? The Landau determinant

takes the form det(Q4) = as2
2 + bs2 + c as given in Eq. (5.20). If ∆ = b2 − 4ac < 0

then there is no LLS. If ∆ = b2 − 4ac ≥ 0 then the Landau determinant can vanish

at 2 points

s∓2 =
−b∓

√
∆

2a
. (5.25)

If s∓2 are not in the phase space defined by Eq. (5.14) then there is no LLS. If at

least one root is in the phase space then we have to check condition (4.27). If this

condition is satisfied then there is a LLS. The result is shown in Fig. 5.7. We conclude

that the LLS occurs when 2MW ≤ MH < 211GeV and 2mt ≤
√
s < 457GeV. The

range of LLS region depends on MW and mt. If mt/MW ≤ 1 then the first two

conditions in Eq. (4.26) can never be satisfied. In particular, if mt/MW = 1 then

the Landau determinant can vanish but the sign condition cannot be realised. When

MH > 211GeV or
√
s > 457GeV the Landau determinant det(Q4) can vanish inside
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the phase space but the sign condition xi > 0 cannot be fulfilled.
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Figure 5.8: The real part of D0 as a function of
√
s2 for various values of MH .

For MH = 2MW we have taken s1 = 2(m2
t + M2

W ). For the other cases, we take
s1 = 260GeV.

Before explaining the analytical method, we would like to show pictorially how

the LLS moves and terminates as MH increases. We fix
√
s = 353GeV as in Fig. 5.6.

We will increase MH and look at the behaviour of the scalar 4-point function D0 as

a function of s2. We will explain what value of s1 should be chosen. The result is

shown in Fig. 5.8 which is just an extension of Fig. 5.6. The key points to understand

this picture are as follows. At most, there are four discontinuities in the real part

as a function of s2 as already explained (see Fig. 5.6). When we fix s and increase

MH , two of them are fixed and the other two move. The normal threshold is fixed at
√

stW
2 = mt+MW = 254.3766GeV, one 3-point sub-LLS is fixed at

√
ss
2 = 259.576GeV

as given in Eq. (5.23). The position of the other 3-point sub-LLS depends only on
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MH as given in Eq. (5.22). The position of LLS depends on MH and s1 as given in

Eq. (5.25). As MH increases, the Fig. 5.8 shows:� For MH = 159GeV < 2MW , only the normal threshold and the three-point

sub-LLS
√
ss
2 show up.� ForMH = 2MW the second three-point sub-LLS appears at

√

sH
2 = 271.059GeV.

One has to change s1 in the range defined by Eq. (5.14) with the condition

s1 ≥ (mt +MW )2 to make a LLS appeared. It is easy to find out that the LLS

only occurs when
√
s1 =

√

2(m2
t +M2

W ) = 271.059GeV and the LLS position

coincides with the position of the three-point singularity
√

sH
2 . At this LLS

point, the sign condition has the form xi = 0/0 for i = 1, 2, 3. We have the

ordering
√

stW
2 <

√
ss
2 <

√

sH
2 =

√

sLLS
2 .� For MH = 165GeV then

√

sH
2 = 257.088GeV and we see that the LLS starts

showing up at
√
s2 ≈ 283.5GeV when

√
s1 ≈ 260GeV (before this value there

is no LLS) and moves to the left as
√
s1 increases. We have the ordering

√

stW
2 <

√

sH
2 <

√
ss
2 <

√

sLLS
2 .� For MH ≈ 173GeV then
√

sH
2 = 254.3766GeV coinciding with the normal

threshold and we see that the LLS starts showing up at
√
s2 ≈ 274GeV when

√
s1 ≈ 260GeV and moves to the left as

√
s1 increases. After this value of

MH , the
√

sH
2 -three-point singularity disappears from the physical region and

the LLS continues moving to the left as MH increases. We have the ordering
√

stW
2 =

√

sH
2 <

√
ss
2 <

√

sLLS
2 .� For the special value MH = 190.877GeV, the LLS starts showing up and coin-

cides with the fixed three-point singularity at
√
s2 =

√
ss
2 = 259.576GeV when

√
s1 ≈ 260GeV ≈ √

ss
2 and moves off the physical region as

√
s1 increases. If

MH > 190.877GeV then the LLS disappears from the physical region.

We conclude that for
√
s = 353GeV, the upper bound of MH to have a LLS is

190.877GeV which is consistent with Fig. 5.7. The above picture also leads to the
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conclusion that the upper bound is determined when the LLS coincides with a sub-

LLS. This important remark agrees with the explanation on the termination of LLS

given in section 4.4.

We now are in the position to explain the equation of the upper bounds of MH

and
√
s, which is shown in Fig. 5.7, by using analytical method. The key points are

as follows. The termination of LLS occurs when all LLSs coincides with a three-point

sub-LLS. One should keep in mind that for each value of (MH ,
√
s) there may be a lot

of LLSs corresponding to different values of (s1, s2) which make a s1,2-LLS-range. At

the termination of LLS, this s1,2-LLS-range must become a point in order to coincide

with a three-point sub-LLS.

If we express det(Q4) as a quadratic polynomial of s2, there are 2 three-point

sub-LLSs whose positions are given in Eqs. (5.22) and (5.23). Without losing any

generality, we assume that the former coincides with the LLS. Thus, at the termina-

tion point we have

s2 = sH
2 and det(Q4) = 0. (5.26)

However, since our problem is completely symmetric under exchange of s1 and s2, one

should observe the same thing when expressing det(Q4) as a quadratic polynomial of

s1. The LLS therefore coincides with the sH
2 three-point sub-LLS when

s1 = sH
2 and det(Q4) = 0. (5.27)

We conclude that the LLS terminates when s1 = s2. With this information, the Eq.

det(Q4) = 0 gives1

s1 = s2 = 2(m2
t +M2

W ) −
√

(s− 4m2
t )(M

2
H − 4M2

W ). (5.28)

Equating the Eq. (5.28) with Eq. (5.22), we get

√

(s− 4m2
t ) =

1

2M2
W

(

MH(m2
t −M2

W ) − (m2
t +M2

W )
√

(M2
H − 4M2

W )

)

. (5.29)

1Other roots do not satisfy the positive sign condition of the three-point sub-LLS.
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We observe that this equation shows, in a very transparent way, that all thresholds:

mt > MW ,MH ≥ 2MW ,
√
s ≥ 2mt

need to be open simultaneously. We can invert Eq. (5.29) to write the solution in

terms of MH . To arrive at the same result, it is more judicious however to go through

exactly the same steps but choosing ss
2 instead of sH

2 . We derive

√

(M2
H − 4M2

W ) =
1

2m2
t

(√
s(m2

t −M2
W ) − (m2

t +M2
W )
√

(s− 4m2
t )

)

. (5.30)

The maximum value of MH (
√
s) is obtained by setting

√
s = 2mt (MH = 2MW ),

i.e. when the LLS, the two 3-point sub-LLSs and the normal threshold coincide. We

have

4M2
W ≤M2

H ≤ 4M2
W +

(m2
t −M2

W )2

m2
t

,

4m2
t ≤ s ≤ 4m2

t +
(m2

t −M2
W )2

M2
W

. (5.31)

Numerically, it means

348GeV ≤
√
s ≤ 457.053GeV and 160.7532GeV ≤MH ≤ 211.129GeV. (5.32)

Of course, those analytical formulae agree with the curve obtained by numerical

method in Fig. 5.7.

There are many other ways to derive Eq. (5.29). Let us explain a very practical

way. In order to obtain Eq. (5.29), we have assumed that s1,2 = sH
2 as in Eq. (5.26).

However, we can also equally assume that s1,2 = ss
2 i.e. the LLS coincides with the

other three-point sub-LLS. Of course, this assumption does lead to the same result2.

But this also means that, in order to have a unique result for the equation of upper

bounds, at the termination of LLS one must have

ss
2 = sH

2 . (5.33)

2This will fail if the equation of the upper bounds of s and M2

H (the maximum curve) is not
analytic. If it happens, each assumption will give a part of the maximum curve.



112 Chapter 5. SM bb̄H production at the LHC: MH ≥ 2MW

Thus, a very practical way to quickly obtain the result Eq. (5.29) is equating two

equations (5.22) and (5.23), without caring about Eq. det(Q4) = 0.

The same argument can be repeated for the two parameters s1,2 to get their up-

per bounds. Namely, we express det(Q4) as a quadratic polynomial of M2
H . The two

3-point singularities are found by considering the two reduced triangle diagrams con-

taining p5 as an external momentum. The equation of the upper bounds is obtained

by requiring that M2
H(s1) = M2

H(s2) (similar to Eq. (5.33)):

M2
H =

s2(m
2
t +M2

W ) − (m2
t −M2

W )2 − (m2
t −M2

W )
√

λ(s2, m2
t ,M

2
W )

2m2
t

=
s1(m

2
t +M2

W ) − (m2
t −M2

W )2 − (m2
t −M2

W )
√

λ(s1, m2
t ,M

2
W )

2m2
t

, (5.34)

which is compatible with the sign conditionM2
H ≤ [s1,2(m

2
t +M

2
W )−(m2

t−M2
W )2]/(2m2

t )

(the ”plus” solution does not satisfies this); the equation writes

s1 − s2 =
m2

t −M2
W

m2
t +M2

W

[√

λ(s1, m2
t ,M

2
W ) −

√

λ(s2, m2
t ,M

2
W )

]

. (5.35)

The maximum of s2 is got from this equation by setting s1 = (mt +MW )2. We get

(mt +MW )2 ≤ s1,2 ≤ (mt +MW )2 +
(m2

t −M2
W )2

mtMW
, (5.36)

which gives

254.3766GeV ≤ √
s1,2 ≤ 324.442GeV. (5.37)

From Eq. 5.35, one can make a very similar plot like the one in Fig. 5.7. We remark,

by looking at Eqs. (5.31) and (5.36), that there is no LLS if mt = MW (because
√
s > MH).

A good question to ask is ”What does the termination of the LLS mean physi-

cally?” The answer is very simple if one uses the physical interpretation of Coleman

and Norton discussed in section 4.3. The relation between the Feynman parameter xi

and the proper time dτi = mixi where mi = MW , mt means that at the termination

of the LLS (when MH or/and
√
s are large enough) at least one internal particle has

zero proper time, i.e. it reaches the velocity of light.
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5.3 The width as a regulator of Landau singulari-

ties

We will argue that the LLS which is not integrable at the level of one-loop amplitude

squared can be tamed by introducing a width for unstable particles in the loops.
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Figure 5.9: Effect of the width of the W , ΓW and the top, Γt, on the real and imaginary
parts of the scalar four-point function.

It is well-known that if internal unstable particles are on their mass shell, then one,

in general, has to introduce a width for those particles. For example in the process

e+e− → f f̄ at tree level, there is a pole in a S-channel diagram associated with the

Z boson. It is obvious that one has to include the Z-width to solve this problem.

On the other hand, there are several processes with unstable internal particles where

the width effect is very small hence can be safely neglected. A famous example is a

T-channel diagram. In that case, the internal particle is forced to be far away from

the on-shell region.

In our case at hand, the LLS occurs when all loop internal particles (the top-quark

and W Goldstone boson) are on-shell. Thus the width effect can be important. We

take the simple prescription of a fixed width and make the substitution

m2
t → m2

t − imtΓt, M2
W →M2

W − iMW ΓW . (5.38)
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Mathematically, the width effect is to move Landau singularities into the complex

plane, so they do not occur in the physical region (the real axis).

Applying rules (5.38) to the case of the scalar four-point function defined by Eq.

(5.13) one sees in Fig. 5.9 that indeed the width regulates the LLS and gives a smooth

result that nicely interpolates with the result at zero width away from the singularity.

The normal threshold and the 3-point sub-leading singularity are also softened. The

real part of the 4-point function still shows a smooth valley at the location of the

LLS after regularisation. For the imaginary part we note that after introducing the

width the LLS singularity is drastically reduced with a contribution of the order of

the sub-leading singularity.

As we will explain in the next section and in more detail in Appendix E the intro-

duction of the width in a four-point function requires careful extension of the usual

4-point function libraries.

In our calculation of Yukawa corrections where all the relevant couplings depend

only on the top-quark mass and the vacuum expectation value υ, we will keep mt and

υ real while applying rules (5.38) to all the loop integrals3.

5.4 Calculation and checks

The one-loop calculation of this chapter is exactly the same as in the real mass case

(see section 3.4) except the fact that we now have to consider the tensorial and scalar

loop integrals with complex masses.

LoopTools [33] can handle the complex masses up to 3 point functions. The 5 point

functions are reduced to 4 point functions [12, 34]. The tensorial 4 point functions

3In a general calculation of full electroweak correction and if one chooses the input parameters
to be {α(0), MW , MZ , mt, . . .} then rules (5.38) should be applied everywhere in the calculation so
that the EW gauge invariance can be preserved. This idea of doing analytical continuation on gauge
boson masses is the philosophy of the complex-mass scheme [116, 15]. For a practical discussion of
methods to deal with unstable particles, see Denner’s lecture notes at [117].
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are reduced to the scalar 4 point function and 3 point functions. We therefore have

to calculate only the scalar 4 point function. The analytical calculation of scalar 4-

point function with complex masses in the most general case is practically intractable.

The standard technique of ’t Hooft and Veltman [118] has some restriction on the

values of external momenta. In particular, the method works if at least one of the

external momenta is lightlike. In that case, the result is written in terms of 72 Spence

functions. In our present calculation, there are at least 2 lightlike external momenta

in all boxes. If the positions of two lightlike momenta are opposite then we can write

the result in terms of 32 Spence functions. If the two lightlike momenta are adjacent,

the result contains 60 Spence functions. The detailed derivation and results are given

in the Appendix E. We have implemented those analytical formulae for the case of

two massless external momenta into a code and added this into LoopTools 4. All the

five point functions which have problem with Landau singularities in our calculation

have 4 external massless momenta (two gluon and two bottom quarks). Thus they

can always be reduced to a set of 4- point functions with at least 2 massless external

momenta.

Checks on the loop integrals with complex internal masses: for all the tensorial

and scalar loop integrals (4- and 5- point functions), we have performed a consistency

check where we have made sure that the results with complex internal masses become

asymptotic to the ones with real internal masses in the limit widths → 0+. For the

scalar loop integrals, the results are compared to the ones calculated numerically

in the limit of large widths, e.g. Γt,W = 100GeV. Furthermore, for the scalar box

integrals the results can be checked by using the segmentation technique described

in [119]. The idea is the following. At the boundary of the phase space, the 4- point

functions can be written as a sum of 4 three point functions. The 3-point functions

with complex masses can be calculated by using LoopTools. In this way, we have

verified that the results of the scalar 4-point functions are correct at the boundary of

4The implementation for the case of one massles external momentum is straight forward. How-
ever, we have not done this yet since it is not necessary for our present calculation.
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phase space. We have also carried out a comparison with a purely numerical approach

based on an extension of the ǫ-extrapolation technique [120]. We have found perfect

agreement5.

For the whole calculation, we have performed two checks at the amplitude level.

First, by taking the limit widths → 0+ we have observed that the results approach

to the results calculated with real internal masses. This again is just a consistency

check. Second and it is the most important check where we have verified that the

results calculated with complex internal masses are QCD gauge invariant.

As the LLS is integrable at interference level, the NLO calculation with λbbH 6= 0

performed in chapter 3 can be trivially extended to the region of MH ≥ 2MW by using

the same method without introducing widths for unstable internal particles. However,

there is a small problem related to the universal correction (δZ
1/2
H − δυ) where δZ

1/2
H

related to the derivative of the Higgs two-point function becomes singular when MH

equal to 2MW or 2MZ . This problem is separately treated by introducing the widths

of the W and the Z. To be complete, the results are given in section 5.6.

5.5 Results in the limit of vanishing λbbH

The input parameters and kinematical cuts are the same as given in section 3.5. We

write here additional parameters related to the widths of unstable particles appearing

in the calculation:

ΓW = 2.1GeV, ΓZ = 2.4952GeV, (5.39)

the top-quark width is calculated at the tree level in the SM

Γt =
Gµ(m2

t −M2
W )2(m2

t + 2M2
W )

8π
√

2m3
t

≈ 1.5GeV (5.40)

where the bottom-quark mass has been neglected.

5We thank F. Yuasa for sending us the results of the extrapolation technique.
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5.5.1 Total cross section
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Figure 5.10: Left: the cross section for the subprocess gg → bb̄H as functions of MH

for various values of
√
s including the case

√
s = 2mt = 348GeV. Right: the cross

section for the subprocess gg → bb̄H as functions of
√
s for various values of MH

including the case MH = 2MW = 160.7532GeV.

We start with the cross section in the case where λbbH = 0. In section 3.5 we

reported on results up to MH = 150GeV that showed that this cross section was

rising fast as one approached the threshold MH = 2MW . Beyond this threshold our

integrated cross sections showed large instabilities. As discussed in subsection 5.2.2

this is due to the appearance of a leading singularity which as we have advocated

can be cured by the introduction of a width for the unstable top-quark and W gauge

boson. Before convoluting with the gluon distribution function let us briefly look at

the behaviour of the partonic cross section gg → bb̄H paying a particular attention

to this leading Landau singularity region shown in Fig. 5.7, see also Eq. 5.31.

Figs 5.10 show that indeed the widths do regulate the cross section. Moreover it

is within the range of LLS that the cross section is largest. The (highest) peak of the

cross section occurs for a Higgs mass about 163GeV (slightly higher than the normal

threshold value 2MW = 160.7532GeV) and for
√
s ≈ 351GeV (slightly higher than the
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normal threshold value 2mt = 348GeV). The peak positions are slightly shifted from

the normal threshold values, this is due to the width effect. The reason for the peak

to occur at the normal threshold position is that all Landau singularities (leading and

sub-leading) start showing up at this point and the size of Landau singularity region

is largest at the position of normal threshold, see Fig. 5.7. To see the LLS effect, we

look at the two curves
√
s = 347GeV and

√
s = 2mt = 348GeV of Fig. 5.10(left).

For the former, there is no LLS and the peak effect is due to sub-LLSs (the normal

thresholds and 3-point sub-LLSs). The later includes additional LLS contribution,

which is significant even after being regulated. We emphasize that although the 4-

point LLS is special in the sense that it is not integrable at the level of one-loop

amplitude squared one should not overlook this point and use it as an account for

the bulk of the large correction around the normal threshold position. The 3-point

(sub-) LLSs and normal thresholds have also significant contributions.
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Figure 5.11: Left: the one-loop induced cross section as a function of MH in the limit
of vanishing bottom-Higgs Yukawa coupling for two cases: with and without widths.
Right: the percentage correction of the contribution with widths relative to the tree
level cross section calculated with λbbH 6= 0.

The cross section at the pp level for the 14TeV centre of mass energy (LHC) as

a function of the Higgs mass is shown in Fig. 5.11 taking into account the width
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of the top-quark and the W gauge boson. For comparison we also show the cross

section without the width effect outside the leading Landau singularity range of MH .

The sharp rise above MH > 150GeV is nicely tamed. On the other hand note that

on leaving the leading Landau singularity region around MH = 211GeV, the width

effect is much smaller and the figures suggest that one could have entered this region

from the right without having recourse to introducing a width. Indeed our numerical

integration routine over phase space with the default LoopTools library does not show

any bad behaviour until we venture around values of 2MW < MH < 200GeV. The

reason for this can be understood by taking a glance at Fig. 5.7. For 200GeV < MH <

211GeV the singularity region is considerably shrunk so that one is integrating over

an almost zero measure. The effect of the widths outside the singularity region is to

reduce the cross section for MH = 120GeV, 140GeV and 150GeV by6 respectively

15%, 24% and 33% while for MH = 210GeV, 230GeV and 250GeV the reduction is

comparatively more modest with respectively 15%, 5% and 2%.

The relative correction to the tree level cross section is shown in Fig. 5.11 (right).

It amounts to 2.6% for MH = 120GeV, increases to as much as 49% when MH =

163GeV and finally becomes almost constant at about 10% for large values of MH .

Large contribution is due to the effect of Landau singularities.

5.5.2 Distributions

6The relative difference is defined by [σ(Γ = 0) − σ(Γ 6= 0)]/σ(Γ 6= 0).
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Figure 5.12: Left: The pseudo-rapidity of the Higgs and transverse momentum dis-
tributions of the Higgs and the bottom for MH = 150GeV arising from the purely
one-loop contribution in the limit of vanishing LO (λbbH = 0) for two cases: with and
without widths. Right: Its relative percentage contribution dσ(λbbH = 0)/dσLO is also
shown.
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Figure 5.13: The relative difference between two cases: with and without widths,
defined by [dσ(Γ = 0) − dσ(Γ 6= 0)]/dσ(Γ 6= 0)[%], for the transverse momentum
distributions of the Higgs and the bottom quark.

In order to see the width effect on distributions, we first consider the case where

MH = 150GeV < 2MW (no LLS in this case). Figures 5.12 and 5.13 show the

difference between the two cases: with and without widths. The relative difference

is rather uniform, about 33%, on the Higgs pseudorapidity distribution. For the

transverse momentum distributions, the relative difference is not uniform but has

structure as shown in Figure 5.13. We remark that the peaks in the transverse

momentum distributions occur at the position where the width effect is largest, hence

are related to the opening of sub-leading Landau singularities as discussed in the

previous subsection.

The largest relative corrections to the tree level distributions are shown in Fig.

5.14 for the case MH = 163GeV > 2MW (LLS does occur here) which corresponds to

the maximum value of the cross section in the limit λbbH = 0 as displayed in Fig. 5.11

(right). The correction to the Higgs pseudorapidity distribution is about 60% around

the center region. The corrections to the pT distributions can be enormous in some

region of phase space, up to 200% for the Higgs and about 170% for the bottom-quark

case. These huge corrections to the distributions in some region of phase space are

again due to the effect of Landau singularities.
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Figure 5.14: Left: The pseudo-rapidity of the Higgs and transverse momentum dis-
tributions of the Higgs and the bottom for MH = 163GeV arising from the purely
one-loop contribution in the limit of vanishing LO (λbbH = 0). Right: Its relative
percentage contribution dσ(λbbH = 0)/dσLO is also shown
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5.6 Results at NLO with λbbH 6= 0

The purpose of this section is to complete the study of subsection 3.5.2, to cover

higher values of Higgs mass. Moreover, we would like to know the width effect at

NLO in the presence of Landau singularities in various one-loop diagrams. We recall

that the LLS is integrable at NLO.

As discussed in subsection 3.2.3 the NLO Yukawa corrections consist of 3 gauge

invariant classes, see Fig. 3.4. The study of subsection 3.5.2 revealed that class (a)

gives a totally negligible correction below 0.1%. We will not discuss this contribution

any further here. Moreover, leading Landau singularities we have discussed only show

up in class (c). We will therefore study separately the NLO correction due to class

(c) and weigh the effect of implementing the width of the internal particles. Class (b)

does not develop any leading Landau singularity and therefore the width effect will

be marginal.

5.6.1 Width effect at NLO

The class (c) has problem with the 4-point LLS. However, this LLS is integrable

at NLO. Thus one can calculate the NLO cross section without introducing widths

for unstable particles in loops. However, one can still expect some effect of Landau

singularities (leading and sub-leading) and wonder if the width effect is significant in

this case? The answer to this question is given in Fig. 5.15.

The results in this plot are calculated by setting mb = 0 in the kinematics (spinors

and propagators) and loop integrals while keeping mb = 4.62GeV only in the λbbH

coupling which can be regarded as an independent parameter. The first remark is

that if MH < 158GeV or MH > 165GeV then the NLO width effect is below 5%. For

MH < 158GeV the W-Goldstone bosons in the loops can never be on-shell and thus

the width effect is completely small. For MH > 165GeV the W-Goldstone bosons can

be on-shell and thus the width effect is a bit bigger than in the former case. Indeed
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Figure 5.15: The relative difference between two cases: with and without widths,
defined by [dσ(Γ = 0)−dσ(Γ 6= 0)]/dσ(Γ 6= 0)[%], for the NLO correction of the class
(c) where the LLS occurs. The tree-level amplitude is calculated with massive bottom
quark. The one-loop amplitude is calculated by keeping mb only in the λbbH coupling.

even at the peak MH = 2MW the width effect is just about 17%. From this analysis

we conclude that the width effect at the NLO is small and can be neglected.

5.6.2 NLO corrections with mb 6= 0

The results for the NLO corrections are shown in Fig. 5.16 (left). For classes (b)

and (c) the widths of unstable particles are neglected. For the universal correction,

(δZ
1/2
H − δυ) where δZ

1/2
H involving the derivative of the two-point function Higgs

self-energy diverges when MH is equal to 2MW or 2MZ , all the widths of unstable

particles are kept 7.

The effect of Landau singularities is obvious if one compares the (c)-curve to the

(b)-curve. The contribution from class (b) where the Higgs couples to the internal

top decreases very slowly as the Higgs mass increases from 110GeV to 250GeV, as

expected there is no structure as would be the case if this contribution were sensitive

7Note that δZ
1/2

H does not diverge when MH = 2mt and the top-quark width thus has a marginal
effect.
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to any threshold or singularity. Class (c) on the other hand does, as expected, reveal

some structure around MH = 2MW where we see a fall in the relative correction.

The correction is however, despite this fall, quite modest ranging from about −1%

for MH = 160GeV to about −4% for MH = 210GeV.

The universal correction, (δZ
1/2
H − δυ), contributes from −1% to −3%, where the

highest correction is at the H → WW threshold (MH = 2MW ).

The detailed structure of the class (c) is shown in Fig. 5.16 (right). It consists of

two independent helicity structures where the helicities of two bottom quarks in the

final state are the same or different. We call them δλ3,λ4
and δλ3,−λ4

structures. In the

massless bottom limit whose result is displayed in Fig. 5.15, only the δλ3,−λ4
structure

survives. It is remarked that the behaviors of two different helicity structures as

functions of MH are very different despite the fact that they both have a common

denominator.
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Figure 5.16: Left: The relative NLO EW corrections normalized to the tree-level cross
section. (b) and (c) correspond to the two classes of diagrams displayed in Fig. 3.4.

(δZ
1/2
H − δυ) is the universal correction contained in the renormalization of the bb̄H

vertex. ”Total” refers to the sum of those 3 corrections. δZ
1/2
H is calculated by taking

into account the widths of W , Z and the top quark. Right: the structure of (c)-
correction which is a sum of two independent helicity configurations.
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5.7 Summary

We have extended the study of section 3.5 to cover higher values of MH . This study

is important and highly nontrivial due to the appearance of Landau singularities in

various one-loop Feynman diagrams when MH ≥ 2MW .

We have applied the general study of Landau singularities, presented in chapter

4, to the specific case of gg → bb̄H . Namely, we have studied in detail the LLS in the

case of one-loop 3-point and 4-point functions. The nature of those LLS is carefully

explained by using two different methods. On one hand, we used the general formulae

(which are for the singular part only) obtained in section 4.4. On the other hand,

we used explicit results obtained by performing loop integrals using the traditional

method of ’t Hooft and Veltman. The latter results in various plots of real and

imaginary parts of scalar loop integrals. This indeed helped us to understand much

better the various structures of Landau singularities.

We have performed a detailed study to understand how the LLS terminates. From

this, we got the upper bounds of external parameters.

We have argued that the problem of 4-point LLS, which is not integrable at the

level of one-loop amplitude squared, is solved by introducing a width for internal

unstable particles. In order to do so, we have applied the loop calculation method of

’t Hooft and Veltman to write down explicitly two formulae to calculate scalar box

integrals with complex internal masses (see Appendix E). The restriction is that at

least two external momenta are lightlike. We have implemented those two formulae

into the library LoopTools.

We have studied the width effect in the presence of Landau singularities in various

one-loop diagrams. At NLO, the width effect is negligible. At NNLO, the width effect

is extremely important around the normal threshold position (MH = 2MW ).

We have shown various results of one-loop corrections to the cross section as well

as important distributions. NNLO corrections, calculated in the limit λbbH = 0,
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can be very large in some region of phase space or parameter space where Landau

singularities show up. For the pT distribution, those corrections can be enormous.

NLO corrections remain small although some structure related to Landau singularities

does show up.





Chapter 6

Conclusions

In the previous chapters, we have explained how to calculate one-loop Yukawa cor-

rections to the process of SM Higgs production associated with two high pT bottom

quarks at the LHC and their physical content. In particular, we have studied one-loop

Landau singularities and shown how to handle them in practice for our process. The

properties and effect of the Landau singularities in the process pp → bb̄H were also

carefully investigated.

The entirely dominant contribution to the process pp → bb̄H is the sub-process

gg → bb̄H . The physics of one-loop Yukawa corrections to this sub-process is very

rich due to the fact that the bottom-quark and the top-quark are in the same SU(2)L

doublet with a large mass splitting. At tree level, the Higgs boson couples directly

to bottom quarks with a small Yukawa coupling λbbH . At one-loop level, the Higgs

can couple to heavy particles like the top-quark or W Goldstone bosons. Thus, it

is easy to see that, if we do the expansion in the small coupling λbbH , the one-loop

corrections can still give some contribution when this coupling vanishes. The salient

property of the one-loop corrections is related to the smallness of mb and is best

seen if we take the limit mb → 0 while keeping λbbH (which can be regarded as a

different parameter) unchanged. In this limit, the tree level contribution contains
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only even helicity configurations (”even” means that both bottom-quarks have the

same helicity) while the one-loop contribution includes both even and odd helicity

configurations (”odd” means that the two bottom-quarks have opposite helicities).

The even one-loop contribution is proportional to the small λbbH while the odd one,

which comes from mt insertion in loops, is independent of λbbH and proportional to

large couplings like λttH and λHHH . We remark immediately that the NLO correction

is proportional to λ2
bbH hence must be small. However, the most interesting thing is

that the purely one-loop contribution which can be extracted by setting λbbH = 0

consists of only odd helicity configurations. Thus, this new loop induced contribution

can be very different from the tree level or NLO contributions. Moreover, the best

way to understand Landau singularities, which are intrinsic analytic properties of

loop integral, is to look at purely loop corrections.

The numerical results of chapters 3 and 5 confirm those qualitative conclusions.

The NLO correction is small and changes from −4% for MH = 120GeV to −8% at

MH = 2MZ stabilising to around −7% for larger values of MH up to 250GeV, despite

the appearance of various Landau singularities. The purely one-loop contribution

(NNLO), calculated by taking into account the widths of the top-quark and W gauge

boson, amounts to 2.6% for MH = 120GeV, increases to as much as 49% when

MH = 163GeV and finally becomes almost constant at about 10% for large values of

MH . The difference between the two corrections becomes clearest when one looks at

the pT distributions. The NNLO correction to pT distributions can be enormous in

some region of phase space for MH about 2MW while the NLO correction is modest.

Large NNLO corrections are due to the effect of Landau singularities and occur around

the normal threshold position MH = 2MW .

Calculating one-loop corrections contains a lot of technical features. The ampli-

tude squared was calculated by using the helicity amplitude method (HAM) where

each helicity amplitude, which is a complex number, is numerically calculated. In or-

der to do so, we have reduced all loop integrals (up to five-point function) in terms of

Passarino-Veltman loop functions. This was easily done with the help of LoopTools.
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After doing so, we obtained a huge algebraic expression for each helicity configuration

which takes a lot of computer time to calculate. The problem was how to optimise

the calculation. We found a systematic way to do this by using FORM based on the

fact that each helicity amplitude can be factorised in terms of independent blocks.

The advantage is that some complicated blocks which appear several times in the

computation can be put in a common sector hence just need to be calculated once.

In our calculation with two gluons as external particles, the HAM leads to a very

easy and convenient way to check the QCD gauge invariance which means that the

amplitude squared is independent of the reference vectors needed to define the gluon

polarization vectors. Indeed, this is a very powerful way to check the correctness of the

results and can be used for other processes with at least one external gluon/photon.

Another advantage of HAM is that since the tree-level and one-loop helicity am-

plitudes are calculated separately, the one-loop amplitude squared is immediately

obtained when the NLO calculation is done.

There is a special class of one-loop gg → bb̄H diagrams where the Higgs boson

is produced by W gauge boson fusion. If the Higgs mass is heavy enough for this

normal threshold to open (MH ≥ 2MW ), then all Landau singularities of two-, three-,

four- point functions show up. In particular, the four-point leading Landau singularity

leads to severe numerical instabilities when we calculate the cross section involving the

square of a one-loop amplitude. We have solved this problem by taking into account

the fact that W gauge boson and the top-quark are unstable particles hence have a

width. For this, we have followed the standard technique of ’t Hooft and Veltman to

calculate scalar four-point functions with complex internal masses. The restriction is

that at least two external momenta are lightlike. We have implemented those formulae

into the library LoopTools. Various checks have been performed to make sure that this

implementation is correct. We have also observed that the same implementation can

be done for the case of one lightlike external momentum. However, the calculation of

the scalar four-point functions with complex internal masses in the most general case
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with no restriction on the external momenta is not tractable if one uses the method of

’t Hooft and Veltman. Another disadvantage of this method is that the results, even

in some special cases with massless external particle, contain many Spence functions.

It may be better to find another way.

Although the main calculation of this thesis is for a very specific process, it is quite

obvious for us that some of the results discussed above can be used or generalised for

other complicated one-loop calculations.
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The helicity amplitude method

A.1 The method

We use a combination of helicity amplitude methods as described in [36, 121] to

calculate the total cross section. In the following we only want to highlight some

key features that were most useful for our calculation, for details of the method we

refer to[36, 121]. For our process g(p1, λ1) + g(p2, λ2) → b(p3, λ3) + b̄(p4, λ4) +H(p5)

where the particles are denoted by their momentum pi and helicity λi we write the

corresponding helicity amplitude as A(λ1, λ2;λ3, λ4).

A(λ1, λ2;λ3, λ4) = ǫµ(p1, λ1; q1)ǫν(p2, λ2; q2)Mµν(λ3, λ4),

Mµν(λ3, λ4) = ū(p3, λ3)Γ
µνv(p4, λ4). (A.1)

Γµν is a string of Dirac γ matrices. These γ matrices represent either interaction ver-

tices or momenta from the fermion propagators. In our case the interaction vertices

are the vectorial gluon vertices in which case they represent ǫi/ , the scalar Higgs ver-

tex and at one-loop the pseudo-scalar Goldstone coupling. For the momenta, in our

implementation we re-express them in terms of the independent external momenta

p1, p2, p3, p4. This applies also to the loop momenta after the reduction formalism
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of the tensor integrals has been performed. The first step in the idea of the helicity

formalism we follow is to turn each of these γ matrices (apart from the pseudo-scalar

and the trivial scalar) into a combination of spinor function uū. We therefore trans-

form our helicity amplitude into products of spinors such as the helicity amplitude

could be written like a product ū uū ...uū v with the possible insertion of γ5’s in the

string. The different u, ū, v in the string we have written have of course, in general,

different arguments. Nonetheless one can turn each spinor product of two adjacent

ūu, etc into a complex number written in terms of the momenta in our problem as

we will see.

In the first step, for the momentum pi/ with p2
i = m2

i we use

pi/ = u(pi,−)ū(pi,−) + u(pi,+)ū(pi,+) −mi. (A.2)

The transverse polarization vector of the initial gluon i, ǫµ(pi, λi; qi), is also first

expressed in terms of spinors such as

ǫµ(pi, λi; qi) =
ū(pi, λi)γµu(qi, λi)

[4(pi.qi)]1/2
, (A.3)

where qi is an arbitrary reference vector satisfying the following conditions

q2
i = 0, pi.qi 6= 0. (A.4)

Using the trace technique one can easily prove that definition (A.3) indeed satisfies

the physical polarisation sum identity given in Eq. (1.4), namely

∑

λ=±

ǫµ(p, λ; q)ǫν(p, λ; q)∗ = −gµν +
pµqν + pνqµ

p.q
. (A.5)

Gauge invariance (transversality condition) requires that the cross sections are in-

dependent of the choice of the reference vector as we will see later. This acts as an

important check of the calculation, see later. It is not difficult to prove that the choice

(A.3) satisfies all the conditions for a transverse polarization vector. In particular,

pi.ǫ(pi, λi) = 0, ǫ(pi, λi).ǫ(pi, λi) = 0,

ǫµ(pi,−λi) = ǫµ(pi, λi)
∗, ǫ(pi, λi).ǫ(pi,−λi) = −1, (A.6)
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where the reference vector is not written down explicitly. i = 1, 2 and no sum over i

must be understood. Then for ǫi/ = ǫµγ
µ one uses the so-called Chisholm identity

ū(p, λ)γµu(q, λ)γµ = 2[u(p,−λ)ū(q,−λ) + u(q, λ)ū(p, λ)], (A.7)

where all the spinors in Eq. (A.7) are for massless states in view of the lightlike

condition on the reference frame vector and of course the momentum of the real

gluon.

With U(pi, λi) representing either u(pi, λi) or v(pi, λi) one uses the general formu-

lae

Ū(pi, λi)γ5U(pj , λj) = −λi

Aλiλj
(pi, pj) −MiBλiλj

(pi, pj) +MjCλiλj
(pi, pj)

√
(pi.k0)(pj.k0)

,

Ū(pi, λi)U(pj , λj) =
Aλiλj

(pi, pj) +MiBλiλj
(pi, pj) +MjCλiλj

(pi, pj)
√

(pi.k0)(pj.k0)
, (A.8)

where

Mi = +mi if U(pi, λi) = u(pi, λi),

Mi = −mi if U(pi, λi) = v(pi, λi),

Aλiλj
= δλi−λj

λi

(
(k0.pi)(k1.pj) − (k0.pj)(k1.pi) − iλiǫµνρσk

µ
0k

ν
1p

ρ
i p

σ
j

)
,

Bλiλj
= δλiλj

(k0.pj), Cλiλj
= δλiλj

(k0.pi), (A.9)

with k0,1 being auxiliary vectors such that k2
0 = 0, k2

1 = −1 and k0.k1 = 0. No sum

over repeated indices must be understood. For instance, we can choose k0 = (1, 0, 1, 0)

and k1 = (0, 1, 0, 0). With this choice, it is obvious to see that the denominator in

Eq. (A.8) can never vanish if the bottom mass is kept. If one would like to neglect

mb, that choice can bring p3.k0 or p4.k0 to zero in some cases. If this happens, one

can tell the code to choose k0 = (1, 0,−1, 0) instead of the above choice. In fact, that

is what we did in our codes.

In the case of spinors representing a massless state, the helicity formalism simplifies

considerably. Only Aλiλj
is needed. Traditionally we introduce the C-numbers s(p, q)
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and t(p, q),

s(p, q) ≡ ū(p,+)u(q,−) = A+−(p, q), t(p, q) ≡ ū(p,−)u(q,+) = −s(p, q)∗,

|s(p1, p2)|2 = s(p1, p2)t(p2, p1) = 2p1.p2 . (A.10)

These are the functions that appear in our code for the massless b quark. The massless

case is also used when expressing the gluon polarisation vector to which we now turn.

A.2 Transversality and gauge invariance

The reference vector used for the polarisation of the gluon can be changed at will.

Changing the reference vector from q to q′ amounts essentially to a gauge transfor-

mation. Indeed one has [36]

ǫµ(p, λ; q′) = eiφ(q′,q)ǫµ(p, λ; q) + β(q′, q)pµ, (A.11)

where

eiφ(q′,q) =

[
s(p, q)

t(p, q)

t(p, q′)

s(p, q′)

]1/2

,

β(q′, q) =
2

[4(q′.p)]1/2

t(q, q′)

t(q, p)
. (A.12)

Therefore up to the phase factor, the difference is contained in the momentum vector

of the gluon. QCD gauge invariance for our process leads to the important identity

|A(λ1, λ2;λ3, λ4; q1, q2)|2 = |A(λ1, λ2;λ3, λ4; q
′
1, q

′
2)|2, (A.13)

as long as q′1,2 satisfy condition (A.4). We have carefully checked that the numerical

result for the norm of each helicity amplitude at various point in phase space is

independent of the reference vectors q1,2 up to 12 digits using double precision. By

default, our numerical evaluation is based on the use of q1,2 = (p2, p1). For the checks

in the case of massive b quarks the result with q1,2 = (p2, p1) is compared with the one
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using any q1,2 such as conditions (A.4) are obeyed. In the case of massless b quarks

it is simplest to take q1,2 = (p3, p4).

This check is a an important check on many ingredients that enter the calculation:

the Dirac spinors, the gluon polarization vectors, the propagators, the Lorentz indices,

the tensorial loop integrals. It has been used extensively in our numerical calculation.





Appendix B

Optimization with FORM

B.1 Optimization

Each helicity amplitude A(λ1, λ2;λ3λ4) ≡ A(λ̂), a C-number, is calculated numeri-

cally in the Fortran code. The price to pay is that the number of helicity amplitudes

to be calculated can be large, 16 in our case for the electroweak loop part. Some

optimisation is necessary. The categorisation of the full set of diagrams into three

gauge invariant classes as shown in section 3.2.3 is a first step. We have sought to

write each diagram as a compact product of blocks and structures containing different

properties of the amplitude. We write the amplitude according to a colour ordering

pattern that defines three channels. The ordering is in a one-to-one correspondance

with the three channels or diagrams shown in Fig. 3.1. The T -type is the direct

channel, the U -type is the crossed one obtained from the T -type by interchanging the

two gluons and the S-type is the one involving the triple gluon vertex. The helicity

amplitude for each diagram can thus be represented as1

A(λ̂)T,U,S = CME(a, b) × Cc×
∑

[FFE × SME(λi)], (B.1)

where
1The method we use here is very similar to the one described by Denner in [51].
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140 Appendix B. Optimization with FORM� CME(a, b) is the colour matrix element. a, b are the colour indices of the

two initial gluons2. The colour products can be (T aT b), (T bT a) or [T a, T b]

corresponding to the three T , U , S channels respectively� Cc contains all the common coefficients like the strong coupling constant gs

or factors common to all diagrams and amplitudes such as the normalisation

factor entering the representation of the polarisation vector of the gluon, see

Eq. (A.3). Cc is the same for all diagrams and is included at the very end of

the numerical evaluation stage.� FFE, form factor element, contains all the denominators of propagators, loop

functions as well as various scalar products of external momenta {p1, p2, p3, p4}
i.e. all the scalar objects which do not depend on the helicity λi� SME(λ̂), standard matrix element, is a product of the scalar spinor functions

Aλiλj
, Bλiλj

and Cλiλj
defined in Appendix A.

For each channel, say A(λ̂)T , the most complicated and time-consuming part is

the FFE. That is why we want to factorise it out and put it in a common block

so that in order to calculate all the 16 helicity configurations of A(λ̂)T we just need

to calculate FFE once. This is done at every point in phase space. This kind of

factorisation can be easily carried out in FORM (see section B.2).

SME(λ̂) is also complicated because the bottom quark is massive and γ5 occurs

in the “helicity strings”. Thus we have to optimize this part as well. The way we

do it for all the 3 groups is as follows. In FORM, we have to find out all the generic

expressions of SME(λ̂). There are 12 of them at tree level and 68 at one-loop if we

choose q1,2 = p2,1 for the reference vectors. For instance,

SME1 = [ū(λ3, p3)v(λ4, p4)] × [ǫµ(λ1, p1, p2)p
µ
4 ] × [ǫν(λ2, p2, p1)p

ν
4],

= BME1(λ3, λ4) × BME2(λ1) ×BME3(λ2), (B.2)

2Other colour indices of the bottom quarks are omitted here for simplicity
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can be expressed in terms of 3 basic matrix elements (BME). Each BME occurs

several times when calculating all the SME(λ̂). The number of BME is 31. Each

BME is written in terms of scalar spinor functions Aλiλj
, Bλiλj

, Cλiλj
. All the SME

or BME can be found and abbreviated in FORM. As an alternative, we can use Perl

for such an operation. The FORM output is converted directly into a Fortran code

for numerical evaluation. Needless to say, all the abbreviations of SME or BME

must be put in common blocks.

To get the final result, we have to sum over all the channels. The grouping can

be re-arranged in terms of an Abelian part and a non-Abelian part according to

A(λ̂) = A(λ̂)T + A(λ̂)U + A(λ̂)S ,

≡ {T a, T b}Ã(λ̂)Abel + [T a, T b]Ã(λ̂)NAbel , (B.3)

where

Ã(λ̂)Abel =
1

2
(Ã(λ̂)T + Ã(λ̂)U) ,

Ã(λ̂)NAbel = Ã(λ̂)S +
1

2
(Ã(λ̂)T − Ã(λ̂)U) (B.4)

corresponding to the Abelian and Non-Abelian parts respectively. Amplitudes with-

out color factor are denoted by a tilde. The amplitude squared then contains no

interference term between the Abelian and Non-Abelian parts:

| A(λ̂) |2= 1

256

(
28

3
| Ã(λ̂)Abel |2 +12 | Ã(λ̂)NAbel |2

)

(B.5)

where 1
256

= 1
4
× 1

8
× 1

8
is the spin- and colour- averaging factor.

The task of our FORM code is to calculate
∑

T−diagrams Ã(λ̂)T ,
∑

U−diagrams Ã(λ̂)U

and
∑

S−diagrams Ã(λ̂)S as functions of FFEs and SMEs. These algebraic expressions

are fed into a Fortran code which uses Eqs. (B.4) and (B.5) to calculate the total

amplitude squared.
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B.2 Technical details

What we actually do in our FORM code to find all FFE and SME(λi) is the follow-

ing. Consider, for example, a pentagon diagram in the class (b) of Fig. 3.4. In the

FORM code, we have to write a subroutine to calculate the loop integral given by

Eµν
r (ki, mi) =

∫

dDq

× Nµν

(q2 −m2
0)[(q + k1)2 −m2

1][(q + k2)2 −m2
2][(q + k3)2 −m2

3][(q + k4)2 −m2
4]
,

Nµν = (1 + Aγ5)(m1 + q/+ k/1)(m2 + q/+ k/2)

× γµ(m3 + q/+ k/3)γ
ν(m4 + q/+ k/4)(1 − Aγ5), (B.6)

where A is just some coupling constant; k1 = p5, k2 = p5 + p3, k3 = k2 − p1,

k4 = k3 − p2, m0 = MW , m1 = m2 = m3 = m4 = mt. In order to write Eµν
r in

terms of Passarino-Veltman functions Eijk..., Dij... and Ci... we have to expand the

numerator Nµν . We then use Dirac algebra to re-organise Nµν such that each term

has the form γ5(. . .)
ν × qµ or γ5(. . .)

µν × q/. For terms with q2, q4 or q.ki, we use

q2 = (q2 −m2
0) +m2

0,

q.k1 =
1

2

{
[(q + k1)

2 −m2
1] − (q2 −m2

0) + (m2
1 −m2

0 − k2
1)
}
,

q2 = [(q + k1)
2 −m2

1] + (m2
1 − k2

1) − 2kη
1qη. (B.7)

D and C functions appear when terms in the right-hand-side cancel with denominator

factors. The advantage of using Eq. (B.7) is that the rank of tensorial functions is

reduced. In the present example, Eq. (B.7) helps us avoid tensorial five-point functions

with rank 4, which are very complicated. Obviously, numerical evaluation is much

faster this way. However, there may be a problem when using Eq. (B.7) if the library

of scalar loop integrals is not complete. This is the situation of section 5.5. In that

calculation, we have to deal with complex internal masses and our library for scalar

four-point functions includes only special cases with 2 lightlike external momenta.

If we use Eq. (B.7), it will create four-point functions with 3 or 4 massive external
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particles since the momenta in the denominator of Eq. (B.6) are shifted: ki → ki−k1,

i = 2, 3, 4 and (ki − k1)
2 are not necessarily zero. We then have a problem with these

four-point functions. In this situation, one should not use Eq. (B.7) but simply write

q2 = gηρq
ηqρ, q.ki = kη

i qη instead. The first aim is to write Eµν
r as the following

generic expression

Eµν
r (ki, mi) =

∑

s

fµν
s (γ5, ki)Ts(k

2
i , m

2
i ), (B.8)

where Ts are Passarino-Veltman loop functions, fµν
s (γ5, ki) are complicated functions

of gµν , γµ, kµ
i and γ5.

In order to write helicity amplitudes in simple forms, we have to choose a good

momentum basis. In the calculation of pp → bb̄H our basis is {p1, p2, p3, p4}. We

have to replace ki by pi to get Eµν
r (pi, mi). One can then use the on-shell condition

to simplify Eµν
r . In practice, one knows that each Ts(p

2
i , m

2
i ) appears several times

in the calculation and has a very lengthy expression. For optimization and having

compact expression of Eµν
r (pi, mi) we introduce abbreviations for Ts(k

2
i , m

2
i ). Those

abbreviations serve as the library of Passarino-Veltman loop functions for the present

calculation. The way to do this in FORM is as follows.

local F =
∑
Eµν

r (pi, mi); bracket Ts; .sort

collect cf1; .sort

polyfun cf1; .sort

polyfun; id cf1(x?)=1; .sort

print +s F ; .end

The result of this simple FORM script is that F is a sum of independent Passarino-

Veltman loop functions Ts(k
2
i , m

2
i ). One can use the command ”#write” to produce

an output file if one wishes. Now one can use Perl [122] to introduce an abbreviation

for each term: Ts(k
2
i , m

2
i ) → fTs. We have

Eµν
r (pi, mi) =

∑

s

fµν
s (γ5, pi) × fTs. (B.9)
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Apart from CME and Cc, a generic T -channel helicity amplitude is calculated in

FORM as

Ã(λ̂)T = ū(λ3, p3)(
∑

r

Eµν
r )ǫµ(p1, q1)ǫν(p2, q2)v(λ4, p4). (B.10)

We can now simplify this expression by using the transversality condition for the

gluon polarization vectors and Dirac equation. For the latter, we have to re-organise

fµν
s (γ5, pi) to have the form: p/3γ5p/1γ

µγνp/2p/4.

pµ
1ǫµ(p1, q1) = 0, pν

2ǫν(p2, q2) = 0,

ū(λ3, p3)p/3 = mbū(λ3, p3), p/4v(λ4, p4) = −mbv(λ4, p4). (B.11)

Notice that if one chooses q1 = p2 and q2 = p1 then Ã(λ̂) is further simplified by

using

pµ
2ǫµ(p1, p2) = 0, pν

1ǫν(p2, p1) = 0. (B.12)

We are now in the position to factorize each term of A(λ̂)T as a product of FFE and

SME(λi). The trick to find all SME(λi) is the same as above: using the combination

(bracket, collect, polyfun).

local FT = Ã(λ̂)T ; local FU = Ã(λ̂)U ; local FS = Ã(λ̂)S;

bracket ū, v, ǫ, γ; .sort

collect cf0; .sort

local FTUS = FT + FU + FS; .sort

polyfun cf0; .sort

polyfun; id cf0(x?)=1; .sort

print +s FTUS; .end

The result of this simple FORM script is that FTUS is a sum of independent helicity

structures ū(λ3, p3)f
µν
s (γ5, pi)ǫµ(p1, q1)ǫν(p2, q2)v(λ4, p4). Now one can use Perl to give

each term a name SME(λi). For FFE, it is just slightly more complicated
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local FT = Ã(λ̂)T ; local FU = Ã(λ̂)U ; local FS = Ã(λ̂)S;

bracket ū, v, ǫ, γ; .sort

collect cf0; normalize cf0; .sort

local FTUS = FT + FU + FS; bracket cf0; .sort

collect cf1; .sort

polyfun cf1; .sort

polyfun; id cf1(x?)=1; .sort

print +s FTUS; .end

where the command ”normalize cf0;” is very important. The result of this FORM

script is that FTUS is a sum of cf0[
∑

(Xs(pi.pj) × fTs)] where Xs(pi.pj) are just

simple algebra expressions, fTs are loop functions. We can then use Perl to give the

argument of each function cf0 a name FFE. Thus FFE ≡
∑

(Xs(pi.pj) × fTs).

To sum up, the working stream of our FORM code is the following. Input: all

expressions of helicity amplitudes for all Feynman diagrams. This is just simply

applying the Feynman rules. Output:
∑

T−diagrams Ã(λ̂)T ,
∑

U−diagrams Ã(λ̂)U and
∑

S−diagrams Ã(λ̂)S as functions of FFEs and SMEs. The major source of bugs is at

the beginning when we type in the Feynman-rule-amplitude-expressions. The rest is

almost automatic. One might wonder about the connection between FORM and Perl.

This is semi-automatic in our code, i.e. we have to run FORM and Perl separately.

The three FORM scripts described above generate their output files. We write three

very simple Perl scripts to read those files and introduce abbreviations. Those Perl

scripts also prepare three output files to be read by FORM. Indeed if one does not like

using Perl and wants to do everything automatically within FORM, this is possible.

B.3 Automation with FORM

In this section, we would like to show that the working stream described in the

previous section can be automatized in FORM without invoking Perl. We have not
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done this in the pp → bb̄H calculation. However, the implementation is straight

forward. The only difficulty is ”How to introduce abbreviations?”. The answer is in

the following FORM example3.

Symbol a,b,c,d,e,x,y,n; CFunction f1,f2,f3;

Local F = x*(1+a+b+c)ˆ3+y*(1+a+b+c)ˆ2;

AntiBracket x,y; .sort

Collect f1; Makeinteger f1; Bracket f1; .sort

*** which terms to be abbreviated? ***

Keep Brackets;

id f1(x?) = f1(nterms (x),x);

id f1(1,x?) = x;

id f1(n?,x?) = f1(-termsinbracket (0),x);

id f1(-1,x?) = x;

Bracket f1; .sort

*** give it a name and store it by using $ variable ***

Keep Brackets;

#$cou = 0;

if ( count(f1,1)!=0 ); $cou = $cou + 1; id f1(n?,x?) = f2($cou)*f3($cou,x);

endif;

Bracket f2,f3; .sort

#do i = 1,‘$cou’ id f3(‘i’,x?$t‘i’) = 1; #enddo .sort

*** using temporary expressions for writing output file ***

#do i = 1,‘$cou’ local XX‘i’=$t‘i’; #enddo .sort

*** for fortran output files ***

format doublefortran;

#write <abbrf2.F> ” Subroutine abbreviation(x,y)”

#write <abbrf2.F> ” IMPLICIT DOUBLE PRECISION (A-H, O-Z)”

3We have learnt these tricks from a private communication with Vermaseren.
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#write <abbrf2.F> ” DOUBLE PRECISION f2(‘$cou’)”

#write <abbrf2.F> ” Common/abbr/f2”

#do i = 1,‘$cou’

* #write <abbrf2.F> ” f2(‘i’) = ‘$t‘i””

#write <abbrf2.F> ” f2(‘i’) = %e”,XX‘i’

#enddo

#write <abbrf2.F> ” End”

#write <funct.F> ” Function fun(x,y,a,b,c)”

#write <funct.F> ” IMPLICIT DOUBLE PRECISION (A-H, O-Z)”

#write <funct.F> ” DOUBLE PRECISION f2(‘$cou’)”

#write <funct.F> ” Common/abbr/f2”

#write <funct.F> ” fun=%e”,F(fun)

#write <funct.F> ” Return”

#write <funct.F> ” End”

.end

The working stream of this example is the following. Input: an algebraic expression

named F. Output: two Fortran files to calculate F: ”funct.F” and ”abbrf2.F”. The

latter computes all abbreviations which are ”complicated” functions of (x,y) and

appear several times in the final result. This is nothing but the idea of optimization.





Appendix C

Phase space integral

C.1 2 → 3 phase space integral

Figure C.1: A typical 2 → 3 Feynman diagram. The arrow gives the momentum
direction.

The phase space integral is given by

R3 =

∫
d3p3

2e3

d3p4

2e4

d3p5

2e5
δ4(p1 + p2 − p3 − p4 − p5). (C.1)

There are 9 integration variables with 4 constraints from the Dirac delta function.

All the interactions we consider are spherically symmetric, it means that there is one

trivial variable φ corresponding to rotation around the z-axis. Integration over φ

gives a factor of 2π. Thus, there are 4 essential final state variables1. We define the

1For a 2 → n process, the number of essential final state variables is 3n− 5.
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kinematical function

λ(x, y, z) ≡ x2 + y2 + z2 − 2xy − 2xz − 2yz. (C.2)

R3 can be factorized into 2 → 2 and 1 → 2 processes (see Fig. C.1b)

R3 =

∫

ds45R2(s, s45, m
2
b)R2(s45, m

2
b , m

2
H) , (C.3)

with

R2(sij , m
2
i , m

2
j ) =

λ1/2(sij, m
2
i , m

2
j)

8sij

∫

d cos θ
(ij)
i dφ

(ij)
i , (C.4)

where θ(φ)
(ij)
i are the angles determined in the rest frame of (i + j), sij = (pi + pj)

2

with i, j = 3, 4, 5. Clearly, formula (C.3) is just one way of factorizing the phase

space integral. We can replace s45 by s34 or s35. In practice, choosing a good set of

integration variables makes the integral convergent much faster. For a complicated

calculation it is very difficult to know which choice is the best. In that case, we should

always start with the tree level and try all the possibilities of phase space factorization

with the same number of Monte Carlo points (if one uses the Monte Carlo method)

and compare the integration errors to judge the best choice. That is what we did to

find out that Eq. (C.3) is the best way to parameterise the phase space in the case

of gg → bb̄H calculation.

We choose Oz ‖ p2. In the center-of-mass system (CMS) of (4 + 5), we call this

the CMS45 hereafter, one has p4 +p5 = p1 +p2 −p3 = 0. Thus p1, p2 and p3 define

a plane chosen to be Oxz (see Fig. C.2). p4 is defined by two angles θ24 and φ24.

R2(s2, m
2
b ,M

2
H) =

λ1/2(s2, m
2
b ,M

2
H)

8s2

∫ 1

−1

d cos θ24

∫ 2π

0

dφ24. (C.5)

In the CMS of (1 + 2), we call this the CMSgg hereafter, one gets

R2(s, s2, m
2
b) = 2π

λ1/2(s, s2, m
2
b)

8s

∫ 1

−1

d cos θ23 , (C.6)
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z

x

y

p3 = p1 + p2

p2

θ24

φ24

p4 = −p5

p1

O

Figure C.2: Coordinate system in the frame p4 + p5 = 0.

where the factor 2π comes from the trivial integration over φ23. The range of s2 is

given by

s ≥ s2 ≥ (mb +MH)2,

s0 ≥ s = x1x2s0 ≥ (2mb +MH)2, (C.7)

where s0 is the invariant mass of the initial protons, x1,2 ∈ [0, 1] are the momentum

fractions carried by the initial gluons. The second equation in (C.7) implies that

1 ≥ x1 ≥
(2mb +MH)2

s0
, 1 ≥ x2 ≥

(2mb +MH)2

s0x1
. (C.8)

The integration formula we actually use in the Fortran code, taking into account the

convolution of the gluon structure functions, reads

R̂3 = 2π

∫ 1

0

dx′1

∫ 1

0

dx′2

∫ 1

0

ds′2

∫ 1

−1

d cos θ23

∫ 1

−1

d cos θ24

∫ 2π

0

dφ24,

× J
λ1/2(s, s2, m

2
b)

8s

λ1/2(s2, m
2
b ,M

2
H)

8s2
(C.9)
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where we have changed the integration variables as follows

x1 = x′1

[

1 − (2mb +MH)2

s0

]

+
(2mb +MH)2

s0

,

x2 = x′2

[

1 − (2mb +MH)2

s0x1

]

+
(2mb +MH)2

s0x1

,

s2 = s′2[s− (mb +MH)2] + (mb +MH)2, (C.10)

and J is the Jacobian

J =

[

1 − (2mb +MH)2

s0

] [

1 − (2mb +MH)2

s0x1

]

[s− (mb +MH)2]. (C.11)

We should stress again that θ24 and φ24 are defined in the CMS45 while cos θ23 is

defined in the CMSgg. In order to calculate the helicity amplitudes, which are Lorentz

invariant, one has to reconstruct from {s2, cos θ23, cos θ24, φ24} all the components of

5 external momenta in some reference frame. The way we do this for the CMSgg is

as follows. First, the components of p4 and p5 can be easily calculated in the CMS45

p5 = −p4, | p5 |=| p4 |=
λ1/2(s2, m

2
b ,M

2
H)

2
√
s2

,

p4z = | p4 | cos θ24,

p4x = | p4 | sin θ24 cosφ24,

p4y = | p4 | sin θ24 sin φ24. (C.12)

In the CMSgg we get

p1 = (
√
s, 0, 0,−

√
s), p2 = (

√
s, 0, 0,

√
s),

p45 = p4 + p5 = −p3, | p3 |=
λ1/2(s, s2, m

2
b)

2
√
s

, e45 =
√

s2+ | p3 |2,

p3z = | p3 | cos θ23, p3x =| p3 | sin θ23, p3y = 0. (C.13)

In the CMSgg one sees that the CMS45 is moving with the 4-component momentum

p45 = (e45,−p3). We then boost p4 calculated above in the CMS45 to be in the

CMSgg by using the following general Lorentz transformation

e′ = γ0e− γ0v0.p,

p′ = p + γ0v0(
γ0v0.p

γ0 + 1
− e), (C.14)
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with

γ0 =
e0
m0

, m0 =
√

e20 − p2
0,v0 =

1

e0
(p0x,p0y,p0z), (C.15)

where p0 is the 4-component momentum of a reference frame K ′ observed in K, p is

any momentum observed in K and p′ is the same momentum observed in K ′. The

inverse of equations (C.14) and (C.15) are obtained by changing v0 to −v0 and by

interchanging primed and unprimed variables. Now we have all the components of

p1, p2, p3, p4, p5 = p1 + p2 − p3 − p4 in one reference frame, CMSgg.

In the CMS of two initial protons (CMSPP), the proton and gluon momenta are

P µ
2 = (

√
s0, 0, 0,

√
s0) , P

µ
1 = (

√
s0, 0, 0,−

√
s0) ,

p1 = x1P1 , p2 = x2P2 , (C.16)

where we have neglected the proton mass2. All the kinematical cuts are defined in

the CMSPP. One can move from the CMSgg to CMSPP by using the following boost

matrix along the z axis

Λgg→PP =










γ 0 0 −βγ
0 1 0 0

0 0 1 0

−βγ 0 0 γ










, (C.17)

with γ = x1+x2

2
√

x1x2
, β = x1−x2

x1+x2
. This boost matrix can be easily found from the Lorentz

transformation of the four vector (p1 + p2) from the CMSgg to CMSPP. The helicity

amplitudes can be calculated in the CMSgg or CMSPP as one wishes.

For experimental purpose, one has to impose cuts on the transverse momenta and

pseudorapidities of the bottom and anti-bottom in CMSPP

|p3T | , |p4T | ≥ |pT |min and |η3,4| ≤ ηmax (C.18)

2The proton mass mp = 0.9383GeV.
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where the values of |pT |min and ηmax depend on the experiment, the definition of

pseudorapidity is

η = − ln

[

tan

(
θ

2

)]

. (C.19)

Those kinematical cuts also help to avoid some possible zero poles associated with

some bottom-quark propagators in the massless limit and with some Gram determi-

nants related to the tensorial reduction of loop integrals.

C.2 Numerical integration with BASES

BASES is a Monte Carlo integrator which functions by means of the importance and

stratified sampling method [37]. Executions of BASES consists of the grid optimiza-

tion and integration steps. Both steps are done by performing a number of iterations.

An iteration is the process of computing the estimate of an integral and its variance.

Each iteration is a Monte Carlo integration with Ncall sample points and is realised

as follows. The full multi-dimensional integral volume is covered by a grid of Ncube,

the number of hypercubes (each hypercube is divided into many subregions). In each

hypercube, the integral and its variance are evaluated with Ntrial = Ncall/Ncube sam-

ple points. The results of each iteration are obtained by summing up results of all

hypercubes. Ncube is calculated as folows

Ncube = NNwild

region < 32768, Nregion =

(
Ncall

2

)1/Nwild

≤ 25, (C.20)

with Nwild is the number of wild variables on which the integrand depends strongly

or exhibits singular behavior. Ncall and Nwild are BASES input parameters. Clearly

Nwild ≤ Ndim, Ndim the number of integration variables, and the maximum number

of wild variables is 15. As input information for BASES, one has to decide which

are the ”wild” variables and place them at the beginning of the integration variable

array.



C.2. Numerical integration with BASES 155� Grid optimization step: at the first iteration the grid is uniformly defined for

each variable axis. After each iteration the grid is adjusted so as to make the

size of the subregions narrower at the parts with larger function value and wider

at the parts with the smaller one. In this way a suited grid to the integrand is

obtained. The number of iterations for this step is denoted ITMX1 (default

15), a BASES input parameter.� Integration step: the probability to select each hypercube and the maximum

value of the function in it are calculated as well as the estimate of integral with

the frozen grid determined in the former step. The number of iterations for this

step is denoted ITMX2 (default 100), a BASES input parameter.

The typical BASES input parameters for calculating (C.9) are: Ndim = 6, Nwild = 2,

Ncall = 105, ITMX1 = 20 and ITMX2 = 130. The two wild variables are cos θ23

and cos θ24 placed at the beginning of the integration variable array. With those input

parameters, the typical error we obtained for the pp→ bb̄H calculation is 0.08%.
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Mathematics

D.1 Logarithms and Powers

The natural logarithm ln(z) is defined as

ln(z) = ln(|z|) + i arg(z), (D.1)

with −π ≤ arg(z) ≤ π. The logarithm ln z has a branch cut along the negative real

axis. The general power w = zα (α is a complex constant) is defined with the aid of

the exponential function

zα = (eln z)α = eα ln z. (D.2)

With those definitions, one has the following rules

ln(z1z2) = ln(z1) + ln(z2) + η(z1, z2), (D.3)

η(z1, z2) = 2πi[θ(− Im z1)θ(− Im z2)θ(Im z1z2) − θ(Im z1)θ(Im z2)θ(− Im z1z2)],

(z1z2)
α = eα ln(z1z2) = eα[ln(z1)+ln(z1)+η(z1,z2)] = eαη(z1,z2)zα

1 z
α
2 , (D.4)
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which have important consequences

ln(z1z2) = ln(z1) + ln(z2) if Im z1 and Im z2 have different sign

ln
z1
z2

= ln(z1) − ln(z2) if Im z1 and Im z2 have the same sign

(z1z2)
α = zα

1 z
α
2 if Im z1 and Im z2 have different sign. (D.5)

For −z = a− iρ with a real and ρ→ 0+ we have

ln(−z) =

{

ln |a| if a > 0

ln |a| − iπ if a < 0

arg(−z) = arg(z) − π,

ln(−z) = ln(|z|) + i arg(−z) = ln(|z|) + i arg(z) − iπ = ln(z) − iπ,

(−z)α = e−iπαeα ln(z) = e−iπαzα. (D.6)

If A and B are real then

ln(AB − iρ) = ln(A− iρ′) + ln(B − iρ/A), (D.7)

where ρ′ is infinitesimal and has the same sign as ρ. From this we get

(AB − iρ)α = eα ln(AB−iρ) = eα[ln(A−iρ′)+ln(B−iρ/A)] = (A− iρ′)α(B − iρ/A)α. (D.8)

D.2 Dilogarithms

The dilogarithm or Spence function is defined by [118, 123, 124]

Sp(z) = −
∫ 1

0

dt
ln(1 − zt)

t
, (D.9)

where z may be complex. The logarithm has a branch cut along the negative real

axis, implying for the Spence function a cut along the positive real axis from 1 to

+∞. When one is in a problematic situation, the following transformation formulae

may be helpful

Sp(z) = − Sp(
1

z
) − 1

6
π2 − 1

2
ln2(−z), (D.10)

Sp(z) = − Sp(1 − z) +
1

6
π2 − ln(1 − z) ln(z). (D.11)
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More transformation formulae can be found in [123, 124].

D.3 Gamma and Beta functions

The gamma function Γ(z) is a function of the complex variable z. For Re z > 0 it is

defined by

Γ(z) =

∫ ∞

0

dte−ttz−1 (D.12)

where the principal value of tz−1 is to be taken. For Re z ≤ 0 the alternative definition

reads [125]

Γ(z) =
1

2i sin πz

∫

C

dtettz−1, (D.13)

where the path of integration C starts at −∞ on the real axis, circles the origin once

in the positive direction, and returns to −∞; the initial and final arguments of t are

to be −π and π, respectively. The latter defines an analytic function for all z other

then 0, ±1, ±2, . . . . For positive integers n definition (D.12) gives

Γ(n+ 1) = nΓ(n) = n!. (D.14)

Γ(z) is analytic everywhere, except at the points z = 0, −1, −2, . . . . The following

properties of the gamma function are very useful

Γ(z + 1) = zΓ(z),

Γ(z)Γ(1 − z) =
π

sin πz
,

Γ(ǫ) =
1

ǫ
− γE + O(ǫ), ǫ→ 0, (D.15)

where γE is Euler constant.

The beta function is defined by

B(p, q) =

∫ 1

0

dttp−1(1 − t)q−1 (D.16)
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where Re p > 0 and Re q > 0; the principal values of the various powers are to be

taken. The analytic continuation of B(p, q) onto the left halves of the p and q planes

is achieved by using

B(p, q) =
Γ(p)Γ(q)

Γ(p+ q)
. (D.17)

D.4 Integrals

Formulae to move to spherical coordinates:

∫

dt1 · · · dtK =

∫

rK−1drdΩK−1,

∫

dΩK−1 =
2πK/2

Γ(K/2)
. (D.18)

The following integral formula is very useful in many cases

∫ ∞

0

ds
sα−1

(z + s)β
= z(α−β) Γ(β − α)Γ(α)

Γ(β)
, (D.19)

where z can be complex.

The following integral usually appears in loop calculation [118]

S3 =

∫ 1

0

dy
ln(ay2 + by + c) − ln(ay2

0 + by0 + c)

y − y0
, (D.20)

where a is real, while b, c and y0 may be complex, with the restriction that Im(ay2 +

by + c) has the same sign for 0 ≤ y ≤ 1.

Let ǫ and ρ be infinitesimally real quantities having the opposite sign to Im(ay2 +

by + c) and Im(ay2
0 + by0 + c) respectively. Using Eq. (D.7) we get

ln(ay2 + by + c) = ln(a− iǫ) + ln[(y − y1)(y − y2)],

ln(ay2
0 + by0 + c) = ln(a− iρ) + ln[(y0 − y1)(y0 − y2)], (D.21)

where y1,2 are two roots of equation

y2 +
b

a
y +

c

a
= 0. (D.22)
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We then use Eq. (D.3) to get

S3 =

∫ 1

0

dy
ln[(y − y1)(y − y2)] − ln[(y0 − y1)(y0 − y2)]

y − y0

− η(a− iǫ,
1

a− iρ
) ln

y0 − 1

y0
. (D.23)

We write

ln[(y0 − y1)(y0 − y2)] = ln(y0 − y1) + ln(y0 − y2) + η(y0 − y1, y0 − y2)

ln[(y − y1)(y − y2)] = ln(y − y1) + ln(y − y2) + η(y − y1, y − y2) (D.24)

with

η(y − y1, y − y2) = η(−y1,−y2) (D.25)

since y is real and Im[(y − y1)(y − y2)] = Im( b
a
y + c

a
) = Im( c

a
) = Im(y1y2) as we

assumed at the beginning. We have

S3 =

∫ 1

0

dy
ln(y − y1) − ln(y0 − y1) + ln(y − y2) − ln(y0 − y2)

y − y0

+

[

η(−y1,−y2) − η(y0 − y1, y0 − y2) − η(a− iǫ,
1

a− iρ
)

]

ln
y0 − 1

y0
. (D.26)

For this, we have to calculate

R(y1, y0) =

∫ 1

0

dy
ln(y − y1) − ln(y0 − y1)

y − y0

. (D.27)

We change the integration variable y = y′ + y1 to get

R =

∫ 1−y1

−y1

dy
ln y − ln(y0 − y1)

y − y0 + y1

. (D.28)

Since the residue of the pole is zero and the logarithmic cut along the negative real

axis is outside the triangle [0,−y1, 1 − y1], we can write

∫ 1−y1

−y1

=

∫ 1−y1

0

−
∫ −y1

0

. (D.29)
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We then make the substitutions y = (1 − y1)y
′ and y = −y1y

′ to get

R =

∫ 1

0

dy
d

dy

[

ln

(

1 + y
1 − y1

y1 − y0

)]

{ln[(1 − y1)y] − ln(y0 − y1)}

−
∫ 1

0

dy
d

dy

[

ln

(

1 − y
y1

y1 − y0

)]

{ln(−y1y) − ln(y0 − y1)} . (D.30)

Since y is real and positive the logarithmic arguments never cross the cut along the

negative real axis. We do partial integration to get

R = ln

(
1 − y0

y1 − y0

)

[ln(1 − y1) − ln(y0 − y1)] − ln

( −y0

y1 − y0

)

[ln(−y1) − ln(y0 − y1)]

− Sp

(
y1

y1 − y0

)

+ Sp

(
1 − y1

y0 − y1

)

. (D.31)

One uses Eq. (D.11) to obtain

R(y1, y0) = Sp

(
y0

y0 − y1

)

− Sp

(
y0 − 1

y0 − y1

)

+ ln

(
y0

y0 − y1

)

η(−y1,
1

y0 − y1
)

− ln

(
1 − y0

y1 − y0

)

η(1 − y1,
1

y0 − y1

). (D.32)

The result for S3 reads

S3 = R(y1, y0) +R(y2, y0)

+

[

η(−y1,−y2) − η(y0 − y1, y0 − y2) − η(a− iǫ,
1

a− iρ
)

]

ln
y0 − 1

y0
(D.33)

which contains 4 Spence functions.



Appendix E

Scalar box integrals with complex

masses

The calculation of the scalar one-loop function for the box (N = 4) with imaginary

internal masses in the most general case with no restriction on the external invariants

is not tractable. The standard technique of ’t Hooft and Veltman [118] (see also [126])

has some restriction on the values of external momenta. In particular, the method

works if at least one of the external momenta is lightlike. In our present calculation,

there are at least 2 lightlike external momenta in all boxes. We explain here our

derivation based on the method given in [118] for this special case.

With N = D = 4, from Eq. (4.55) we get

D0 ≡ (4π)2T 4
0 =

∫ 1

0

dx

∫ x

0

dy

∫ y

0

dz

× 1

(ax2 + by2 + gz2 + cxy + hxz + jyz + dx+ ey + kz + f)2
, (E.1)

where we have changed the integration variables as t =
∑4

i=1 xi, x =
∑3

i=1 xi, y =

163
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x1 + x2, z = x1; and

a =
1

2
(Q33 +Q44 − 2Q34) = p2

3, b =
1

2
(Q22 +Q33 − 2Q23) = p2

2,

g =
1

2
(Q11 +Q22 − 2Q12) = p2

1, c = Q23 +Q34 −Q33 −Q24 = 2p2.p3,

h = Q13 +Q24 −Q14 −Q23 = 2p1.p3, j = Q12 +Q23 −Q22 −Q13 = 2p1.p2,

d = Q34 −Q44 = m2
3 −m2

4 − p2
3, e = Q24 −Q34 = m2

2 −m2
3 − p2

2 − 2p2.p3,

k = Q14 −Q24 = m2
1 −m2

2 + p2
1 + 2p1.p4, f =

Q44

2
− iǫ = m2

4 − iǫ, (E.2)

with Qij is defined in Eq. (4.25). d, e, k, f are complex while other parameters are

real. There are two cases corresponding to the fact that the positions of two lightlike

momenta are opposite or adjacent.

E.1 Integral with two opposite lightlike external

momenta

p1

p3
p4

p2

Figure E.1: A box diagram with two opposite lightlike external momenta p1 and p3.
Double line means massless.

For the box shown in Fig. E.1 with p2
1 = p2

3 = 0 one gets a = g = 0 and writes

D
(13)
0 =

∫ 1

0

dx

∫ x

0

dy

∫ y

0

dz
1

(by2 + cxy + hxz + jyz + dx+ ey + kz + f)2
. (E.3)
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Integrating over z to get

D
(13)
0 =

∫ 1

0

dx

∫ x

0

dy
y

(Ax+B)(Cx+D)
. (E.4)

with

A = cy + d, B = by2 + ey + f,

C = (c+ h)y + d, D = (b+ j)y2 + (e+ k)y + f. (E.5)

One changes the integration order as

∫ 1

0

dx

∫ x

0

dy =

∫ 1

0

dy

∫ 1

y

dx. (E.6)

We get

D
(13)
0 =

∫ 1

0

dyy

∫ 1

y

dx
1

(Ax+B)(Cx+D)
, (E.7)

where A, B, C, D are complex. Integrating over x as follows

∫ 1

y

dx
1

(Ax+B)(Cx+D)
=

1

AC

∫ 1

y

dx

(x+ B
A

)(x+ D
C

)

=
1

AD − BC

∫ 1

y

(

1

x+ B
A

− 1

x+ D
C

)

dx

=
1

AD − BC

(

ln
1 + B

A

y + B
A

− ln
1 + D

C

y + D
C

)

=
1

AD − BC

(

ln
A +B

Ay +B
− ln

C +D

Cy +D

)

, (E.8)

where we have made sure that the arguments of the logarithms never cross the cut

along the negative real axis. One easily gets

D
(13)
0 =

∫ 1

0

dy

× 1

(cj − bh)y2 + (dj + ck − eh)y + dk − fh

(

ln
A+B

Ay +B
− ln

C +D

Cy +D

)

(E.9)
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where the discriminant of the quadratic denominator in the prefactor is nothing but

the Landau determinant

det(Q4) = (dj + ck − eh)2 − 4(cj − bh)(dk − fh). (E.10)

We write

D
(13)
0 =

1

(cj − bh)(y2 − y1)

∫ 1

0

(
1

y − y2
− 1

y − y1

)(

ln
A+B

Ay + B
− ln

C +D

Cy +D

)

(E.11)

with

y1,2 =
−(dj + ck − eh) ∓

√

det(Q4)

2(cj − bh)
, (E.12)

where the indices 1, 2 correspond to − and + signs respectively.

Now we have to look at the imaginary parts of the arguments of the logarithms

in Eq. (E.11). We write them explicitly

A+B = by2 + (c+ e)y + d+ f,

Ay +B = (b+ c)y2 + (e+ d)y + f,

C +D = (b+ j)y2 + (e+ k + c+ h)y + d+ f,

Cy +D = (b+ j + c+ h)y2 + (e+ k + d)y + f. (E.13)

Imaginary parts read

Im(A+B) = Im(ey + d+ f) = Im[ym2
2 + (1 − y)m2

3 − iǫ] < 0,

Im(Ay +B) = Im(ey + dy + f) = Im[ym2
2 + (1 − y)m2

4 − iǫ] < 0,

Im(C +D) = Im[(e+ k)y + d+ f ] = Im[ym2
1 + (1 − y)m2

3 − iǫ] < 0,

Im(Cy +D) = Im[(e+ k)y + dy + f ] = Im[ym2
1 + (1 − y)m2

4 − iǫ] < 0. (E.14)

Using formula ln(a/b) = ln a− ln b for Im(a) Im(b) > 0, we rewrite Eq. (E.11) as

D
(13)
0 =

1
√

det(Q4)

2∑

i=1

4∑

j=1

(−1)i+j

∫ 1

0

dy
1

y − yi

ln(Ajy
2 +Bjy + Cj) (E.15)
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with

A1 = b+ c, B1 = e+ d, C1 = f,

A2 = b, B2 = c+ e, C2 = d+ f,

A3 = b+ j, B3 = e+ k + c+ h, C3 = d+ f,

A4 = b+ j + c+ h, B4 = e+ k + d, C4 = f. (E.16)

We would like to make an important remark here. From Eq. (E.14) we can re-write

Eq. (E.11) in the form

D
(13)
0 =

1

(cj − bh)(y2 − y1)

∫ 1

0

(
1

y − y2

− 1

y − y1

)(

ln
A+B

C +D
− ln

Ay +B

Cy +D

)

. (E.17)

We notice that if y = y1,2 then AD = BC which means

A+B

C +D

∣
∣
∣
y=y1,2

=
Ay +B

Cy +D

∣
∣
∣
y=y1,2

=
B

D

∣
∣
∣
y=y1,2

. (E.18)

Thus, we get

∫ 1

0

(
1

y − y2
− 1

y − y1

)(

ln
A +B

C +D

∣
∣
∣
y=y1,2

− ln
Ay +B

Cy +D

∣
∣
∣
y=y1,2

)

= 0. (E.19)

Subtracting this zero contribution from Eq. (E.15) we get another form

D
(13)
0 =

1
√

det(Q4)

2∑

i=1

4∑

j=1

(−1)i+j

×
∫ 1

0

dy
ln(Ajy

2 +Bjy + Cj) − ln(Ajy
2
i +Bjyi + Cj)

y − yi

+
1

√

det(Q4)

2∑

i,j=1

(−1)i+jηij ln
yi − 1

yi
, (E.20)

where ηi1 = η(A + B, 1/(C + D))|y=yi
and ηi2 = η(Ay + B, 1/(Cy + D))|y=yi

with

i = 1, 2. This representation is more convenient for the evaluation in terms of Spence

functions.

Each integral in Eq. (E.15) or (E.20) can be written in terms of 4 Spence functions

as given in Eq. (D.33). Thus D
(13)
0 can be written in terms of 32 Spence functions.
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E.2 Integral with two adjacent lightlike external

momenta

p1

p3
p4

p2

Figure E.2: A box diagram with two adjacent lightlike external momenta p1 and p2.
Double line means massless.

For the box shown in Fig. E.2 with p2
1 = p2

2 = 0 one gets b = g = 0 and writes

D
(12)
0 =

∫ 1

0

dx

∫ x

0

dy

∫ y

0

dz
1

(ax2 + cxy + hxz + jyz + dx+ ey + kz + f)2
. (E.21)

As in the case of D
(13)
0 , integrating over z gives

D
(12)
0 =

∫ 1

0

dx

∫ x

0

dy
1

a1b1
︸ ︷︷ ︸

I1

+sk

∫ 1

0

dx

∫ x

0

dy
1

−ska1(a1y + b1)
︸ ︷︷ ︸

I2

, (E.22)

with

sk = sign(Im(k)), −ska1 = −sk(hx+ jy + k) − iǫ′,

b1 = ax2 + cxy + dx+ ey + f,

a1y + b1 = ax2 + jy2 + (c+ h)xy + dx+ (e+ k)y + f − iǫ, (E.23)

where we have used the fact that Im(a1y + b1) = Im[dx + (e + k)y + f ] = Im[(x −
y)m2

3 + (1− x)m2
4 + ym2

1 − iǫ] < 0 because 0 ≤ y ≤ x ≤ 1. ǫ and ǫ′ are infinitesmally
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positive and carry the sign of the imaginary parts of −ska1 and a1y + b1. For I1, we

integrate over y, similar to Eq. (E.8), to get

I1 =

∫ 1

0

dy
1

(ja− hc)y2 + (jd− he− kc)y + jf − ke

×
[

ln
(j + h)y + k − iǫ′

hy + k − iǫ′
− ln

(a+ c)y2 + (d+ e)y + f

ay2 + dy + f

]

. (E.24)

Consider the prefactor

det(Q4) = (jd− he− kc)2 − 4(ja− hc)(jf − ke),

y11(12) =
(he+ kc− jd) ∓

√

det(Q4)

2(ja− hc)
, (E.25)

where the indices 11, 12 correspond to − and + signs respectively. We rewrite I1 as

I1 =
1

√

det(Q4)

2∑

i=1

(−1)i

∫ 1

0

dy
1

y − y1i

[

ln
(j + h)y + k − iǫ′

hy + k − iǫ′
− ln

(a + c)y2 + (d+ e)y + f

ay2 + dy + f

]

=
1

√

det(Q4)

2∑

i=1

4∑

j=1

(−1)i+j

∫ 1

0

dy
1

y − y1i
ln(A1jy

2 +B1jy + C1j) (E.26)

with

A11 = 0, B11 = h, C11 = k,

A12 = 0, B12 = j + h, C12 = k,

A13 = a + c, B13 = d+ e, C13 = f,

A14 = a, B14 = d, C14 = f. (E.27)

Thus I1 can be written in terms of 24 Spence functions. For I2 we shift y = y + αx,

α such that

jα2 + (c + h)α+ a = 0. (E.28)

There are, in general, two values of α. The final result does not depend on which value

of α we take. We have used this freedom to find bugs in the numerical calculation and
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it turns out to be a very powerful method to check the correctness of the imaginary

part which can be very tricky for the case of equal masses. One gets

I2 =

∫ 1

0

dx

∫ (1−α)x

−αx

dy
1

(Gx+H − iǫ′)(Ex+ F − iǫ)
, (E.29)

with

G = −skh− skjα, H = −skjy − skk,

E = (2jα+ c + h)y + d+ α(e+ k), F = jy2 + (e+ k)y + f. (E.30)

For real α we have

∫ 1

0

dx

∫ (1−α)x

−αx

dy =

∫ 1

0

dx

∫ (1−α)x

0

dy −
∫ 1

0

dx

∫ −αx

0

dy

=

∫ 1−α

0

dy

∫ 1

y/(1−α)

dx−
∫ −α

0

dy

∫ 1

−y/α

dx. (E.31)

We write

1

(Gx+H − iǫ′)(Ex+ F − iǫ)
=

1

GF −HE

(
G

Gx+H − iǫ′
− E

Ex+ F − iǫ

)

. (E.32)

Integrating over x, we get

I2 =

∫ 1−α

−α

dy

GF −HE
ln
G +H

E + F
−
∫ 1−α

0

dy

GF −HE
ln

Gy
1−α

+H
Ey
1−α

+ F

+

∫ −α

0

dy

GF −HE
ln

Gy
−α

+H
Ey
−α

+ F
. (E.33)

The prefactor

GF −HE

sk
= j(jα + c)y2 + (2αjk + jd− he+ kc)y + α(ke+ k2 − jf) + kd− hf

= j(jα + c)(y − y21)(y − y22), (E.34)

with

y21(22) =
−(2αjk + jd− he+ kc) ∓

√

det(Q4)

2j(jα + c)
, (E.35)
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where the indices 21, 22 correspond to − and + signs respectively. We rewrite I2 as

I2 =
1

sk

√

det(Q4)

2∑

i=1

(−1)iI
(i)
2 ,

I
(i)
2 =

∫ 1−α

−α

dy

y − y2i
ln
G+H

E + F
−
∫ 1−α

0

dy

y − y2i
ln

Gy
1−α

+H
Ey
1−α

+ F

+

∫ −α

0

dy

y − y2i
ln

Gy
−α

+H
Ey
−α

+ F
. (E.36)

We make the substitutions y = y−α for the first integral, y = (1−α)y for the second

integral and y = −αy for the third integral to get

I
(i)
2 =

∫ 1

0

dy

y − α− y2i

ln
−skjy − skh− skk − iǫ′

jy2 + (c+ h+ e+ k)y + a+ d+ f − iǫ

−
∫ 1

0

(1 − α)dy

(1 − α)y − y2i
ln

−sk(j + h)y − skk − iǫ′

(a+ c+ j + h)y2 + (d+ e+ k)y + f − iǫ

+

∫ 1

0

−αdy
−αy − y2i

ln
−skhy − skk − iǫ′

ay2 + dy + f − iǫ
. (E.37)

Consider the arguments of the three logarithms, as demonstrated in Eq. (E.14), it

is easy to see that the sign of the imaginary parts of the denominators is negative

as indicated by −iǫ. The derivation is for real α. However, this result can be easily

generalized to cover the case of complex α as shown below. We can now rewrite I2 as

I2 =
1

sk

√

det(Q4)

2∑

i=1

6∑

j=1

(−1)i

∫ 1

0

dy
cj

ajy − bj − y2i

ln(A2jy
2 +B2jy + C2j) (E.38)
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with

c1 = 1, a1 = 1, b1 = α,

c2 = −(1 − α), a2 = 1 − α, b2 = 0,

c3 = −α, a3 = −α, b3 = 0,

c4 = −1, a4 = 1, b4 = α,

c5 = 1 − α, a5 = 1 − α, b5 = 0,

c6 = α, a6 = −α, b6 = 0,

A21 = 0, B21 = −skj, C21 = −skk − skh,

A22 = 0, B22 = −sk(j + h), C22 = −skk,

A23 = 0, B23 = −skh, C23 = −skk,

A24 = j, B24 = c+ h+ e+ k, C24 = a + d+ f,

A25 = a+ c+ j + h, B25 = d+ e+ k, C25 = f,

A26 = a, B26 = d, C26 = f. (E.39)

I2 can be written in terms of 36 Spence functions. Thus

D
(12)
0 = I1 + skI2 (E.40)

contains 60 Spence functions. For the evaluation of D
(12)
0 in terms of Spence functions

and to generalize Eq. (E.38) for complex α, we have to do the following replacement

for each logarithm in I1,2:

ln(A1jy
2 +B1jy + C1j) → ln(A1jy

2 +B1jy + C1j) − ln(A1jy
2
1i +B1jy1i + C1j),

ln(A2jy
2 +B2jy + C2j) → ln(A2jy

2 +B2jy + C2j) − ln(A2j ŷ
2
2i +B2j ŷ2i + C2j),

with ŷ2i = (y2i + bj)/aj and add the corresponding extra terms related to the eta

functions. The argument for this is similar to that explained in the previous section,

see Eq. (E.20).

For the boxes with one lightlike external momentum, the result is written in terms

of 72 Spence functions by using exactly the same method.
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