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Abstract

Abstract

The electrical power system plays an important esle¢he major economic infrastructure
in any country. As the recent increase in econoamd environment pressures, the power
systems become large-scale, more complex and opg@bser to their stability limit. Some
power system blackouts occurred around the worletcent years are consequence of stated
situation. The main objective of this dissertatisnto provide some solutions to prevent
power systems from blackout. Some major analysgmsif blackout phenomena were firstly
investigated in order to understand the main caaedsmechanisms. From these analyses, it
is established that the major reasons for poweesydlackouts are directly related to the
stability problems, such as angle and voltage lgahin order to prevent power system from
blackout caused by small signal stability, a nomeérgy approach based on controllability
and observability gramians has been proposed. Téon was applied to choosing the
optimal selection of control inputs/outputs in arde add damping torque to prevent power
system oscillations. The results could be appledatge-scale power systems in order to
build a new control structure with robustness prope In this dissertation, this energy
approach was also applied to prevent transientilisgallhe approach employs a heuristic
method combination with controllability gramians ¢hoose generators, which are used to
redispatch power generation output in order to owertransient stability by increasing
critical clearing time. Finally, major factors in#nced on voltage collapse have been taken
into account through long-term dynamic simulati®me preventive control strategy based on
optimal power flow has also been proposed. The mgaal of this method is to maintain the
system’s voltage in a desirable range. From theection point of view, some major
discussions of undervoltage load shedding baseth@mssumption of using intelligent and

directly controlled load have been given.

Keywords: Power system blackout, small signal fitgbcontrollability and observability

gramians, transient stability, voltage collapsealamoltage load shedding.



Abstract

vi



Table of contents

Table of Contents

ACKNOWIEAGEMENTS ...t e e e e e e e e eeeeeseennes i
F Y 013 = Lo PP PP PPTP %
Table Of CONENTS ... e e e e e e e e e e e eeeeennes Vil
S o) B o [0 ] €1 PP Xi
LISt Of TABIES ... XV
ADDIEVIATIONS ..o XVii
RESUME €N FranCaliS ........ccoviiiiiiiiii e et s e e et e ettt s e e e e e e e e e et sreea e e e e e eaes -1-
Chapter 1 INTRODUCTION ....uuiiiiiiie et e e e e e e e e eennnns 1
1.1 MOTIVATION OF THE DISSERTATION ......ouitiiiimmmeeeiiieeeeaniiiieeesssieeeeseieeeeessseeesssseeeess 1
1.2 OBJECTIVES OF THE DISSERTATION ......outiiiaceeiiiiieeiiiiieeeasiieee e siree e sveessnneee e 2
1.2.1 Contribution to Investigation of Major Powi&ystem Blackouts.............ccccvvvvvvviivinenen. 2
1.2.2 Contribution to Improving Small Signal StaPil.............ccccciiiiiiiiii e e 2
1.2.3 Contribution to Improving Transient Stability...............ccccc e, 3
1.2.4 Contribution to Improving Voltage StabilitycdhVVoltage Collapse Prevention....................
1.3 ORGANIZATION OF THE DISSERTATION .....ooiiiiieee et nee e 4
1.4 LIMITATIONS AND SCOPE OF THE DISSERTATION .. ccceiiiiiiiiiee e 4.
Chapter 2 POWER SYSTEM BLACKOUTS: PHENOMENA, MECHAN ISMS,
CAUSES AND SOLUTIONS. ... .o e e e e e et e e e e e ea e e ennas 5
2.1 INTRODUCTION . ... .ctiiiiiiiiiite ettt e e e e et e e e e esseeaeaasstaeeeessneeaasseseeeasssseneesanssnneenans 5
2.2 ANALYSIS OF POWER SYSTEM BLACKOUTS ..ottt e e sinee e eaaans 5
2.2.1 Investigation of Recent Power System BlackoUL.........ccooooeviiiiiiiiiiieee e 5
2.2.2 Causes of Power System BIaCKOULS .....ccceeeeoiiiiiiiiiecccee e 12
2.2.3 Mechanisms of Power System BlacKOULS. ......cc....uvviiiiiiiiiiiiiccce e 13
2.2.4 Power System Stability ............uviiieeeeee e 16
2.3 ANGLE STABILITY ceeteiei ittt ettt simmmr e e e e et a e s sttt e e e e s sna e e e e snnneesnnnneaeeeansseeaeaannees 17
2.3.1 Angle Stability DefiNItiONS. ..........ceemeeeeeee e 17
2.3.2 Methods for Angle Stability ANAlYSIS .......cc.vviiiiiiiiii e 18
2.3.3 Preventive Methods for Angle Stability Impeavent................ccooovvvivviiiiiiiiiiee e 30
2.4 VOLTAGE STABILITY oottt ettt ettt ettt e e et e e e e s e e sns e e e s e nnneeeeennnnes 31
2.4.1 Voltage Stability DefiNitiONS...........ommeeeeiiiiiiiiiiiiei e erreer e e e e eeereeeeeeeeaee 31
2.4.2 Voltage CollapSE SCENAIIOS........uutieeeeeeeieii i it e e e 33
2.4.3 Methods for Voltage Stability ANAIYSIS ..ceeeeeeiiiiiiiiiiiieee 34
2.4.4 Preventive and Corrective Methods to PreVeitage Collapse...........cccvvvvvviiiviiivnnnn. 37
2.5 MAJOR SUGGESTIONS FOR Preventions of POWER S8 BLACKOUTS.................. 41

Vii



Table of contents

2.6 CONCLUSIONS ... ..ttt e s s s s e e e e e e e e e e 43
Chapter 3 AN ENERGY APPROACH TO OPTIMAL PLACEMENT O F

CONTROLLERS/SENSORS FOR IMPROVEMENT OF ANGLE STABIL ITY

............................................................................................................................. 45
3. L INTRODUGCTION . ...ciiiiiiiiiitiieeie e e e e e e e et e e e e e e e e e s anssaeeeeeeeanaaassseeeeaaeeeassnnnssnnneees 45
3.2 CONTROLLABILITY AND OBSERVABILITY GRAMIANS ..ot 48

3.2.1 Gramians DefiNItiONS ......cccoioieio oo 48
3.2.2 Balanced Realization for Model Reduction mfdarized Power System ...........cccccceeeinnee 49
3.3 PROCEDURE FOR OPTIMAL SELECTION OF CONTROLLERSD SENSORS IN
POWER SYSTEM ....eiiiiiiiiiie ettt e e a1t e e ettt e e e e st e e e e e snssee e e e emnneessnsseeeeaanssneeeeansseaeens 51
3.4 TWO APPLICATIONS ...ttt etttk e e ettt e e st e e e e smne e e s nben e e e e ansnneeeean 53
3.4.1 A TWO-Area POWET SYSTEIM ......ccooiiiii it en s 53
3.4.2 A “39 Bus New ENngland POWET SYSTEM” ... rvvreriiieaeiiiiiiiiiiiiiee e e ssmeeeee e 66
3.5 CONCLUSIONS ...ttt ettt e+ttt e e et e e e e ettt e e e e st eesnane e e e annbeeeeeanseeeeeennnees 72

Chapter 4 TRANSIENT STABILITY AND PREVENTION CONTRO L............ 75
4.1 INTRODUCTION .....ciiuttiie ettt e ettt e+ e st aa e e e e st e e e e aassaeaeeaassseeeeaanneesassaeeeesansseneeaassees 75
4.2 TRANSIENT STABILITY TIME-DOMAIN SIMULATION .....ccuiiiiiiiiiiiieeiiiee e 77

4.2.1 Active Power Output of Generator near a Faull..............ccoooiiiiiiiiiiiiiiee e 78
A - U || o o o] 79
4.2.3 Fault Clearing TiMe.........uuueiiieeiscmmmmeie ettt e e e e e e e e s r e e e e e e e e e annnes 80
4.3 NEW PREVENTION METHOD FOR TRANSIENT STABILITY ... 81
4.3.1 Some Recalls on Controllability and obsemitglramians ..............cccccvviieviiieiniinnnen. 81
4.3.2 Redispatch Generation Output to Improve €ditClearing Time.............c.ooooveeeiees e 82
N o = (@ AN I [ SRR 85
4.5 CONCLUSIONS ....coittiite ettt ettt e e e ettt e e e et be e e e e e sttt e e naane e e e annbeeeeeanseeeeeennnees 92

Chapter 5 DYNAMIC SIMULATION, PREVENTIVE AND CORREC TIVE

METHODS TO PREVENT VOLTAGE COLLAPSE ..., 93
5.1 INTRODUGCTION ....ciiiiiiiiiiiitttit e e e e e e e ettt e e e e e e e e s sanssaeeeeeeeanaaassseeeeaaeeeassnnnsssnneees 93

5.2 DYNAMIC SIMULATION OF VOLTAGE COLLAPSE ......cooiiiiiiiie e 94
5.2.1 Factors Influencing on Voltage Collapse oPBPower System”........cccccevvevveeeeieenenn. 94
5.2.2 Dynamic Simulation of Voltage Collapse fordidic Power System”..........cccceeeeeieeennnn. 108

5.3 PREVENTIVE METHOD FOR VOLTAGE COLLAPSE.....ccoiiiiiieiiiiiiie e 115
5.3.1 Voltage Collapse INAICALON............coeviieeiiieiiiei e 115
5.3.2 Secondary Voltage Control to Avoid Risk ofitdge Collapse...............cceeeeeeeeeenn. 117
5.3.3 DYNAmMIC SIMUIALION..........ccooiiiiiii ettt ettt e e 130

5.4 CORRECTIVE METHOD BY USING UNDERVOLTAGE LOAD SEDDING................. 131

viii



Table of contents

5.4.1 Choosing Thresholds for UVLS RElQY.....eeiieeeieeiiiiiiieiiiieeiiieiiieviissvieeeeneeeeeeeeees 134
5.4.2 Choosing Amount of Load Shed..........ccueeeeiiiiiiiiiiiiiiiieeeeeeeeeee e 137
5.4.3 Choosing Time for Activation and Time StepEULS ... i 139
5.4.4 Validation of UVLS by Dynamic Simulation w.....ccccoeeeiiiiiiiiieeeeeeeeeee, 140
5.5 CONCLUSIONS ... .cttiiie ettt ettt cmnr e+ttt a e e ettt e e e e sttt e e e anst et eesnnae e e ansbeeaeeannsneaeeennnes 144
Chapter 6 CONCLUSIONS AND PERSPECTIVES.........ovevvviiiiiiiieeeeeeeeeeiiiens 145
6.1 CONCLUSIONS ... .ottt ettt et et e e e bt e e e eat e e e asbeaeneeabseeaabeeeaanbeaeanneaeas 145
6.1.1 Major Suggestions to Preventing Power Sy&Bokouts.............ccccceeiiiiiiiiieecs e 145
6.1.2 Contribution to Improving Small Signal Staigil...............cooeeeiiiiiii e 146
6.1.3 Contribution to Improving Angle TransientI8lidly .............ccccccciiiiiiiiieeeeeee, 146
6.1.4 Contribution to Improving Voltage Stability.w..........cccoeeeeeeie 146
6.2 PERSPECTIVES ... ..ot iiiiiie et eemmmet ettt ettt e e e st e e e e et essaase e e e e snsaeeaeesnnneeaeeanes 147
6.2.1 Perspectives Concerning the ReSearCh.............oooooiii e, 147
6.2.2 GENEIAl PEISPECLIVES .....uviiiiieeses e e e eeeeaaeteaaettaeteee ettt e et eeetetaaaaaeaaaaaaaaaaaeaaaaeaeeeess 148
Appendix A The Branch and Bound Method for IntegerProgramming............ 149
Appendix B The “Two-Area Power System” and “39 BusNew England Power
)25 (=] 10 PP 153
Appendix C The “BPA Power System” and “Nordic PowerSystem”................. 159
=] ] o To | = o |/ PP 163
Personal Publications.............cccoiiiiiiimemc i 175



Table of contents




List of figures

List of Figures

Figure 2-1: Frequency of the European power sy$iefiore and after the split [18]. ........

S

Figure 2-2: Map of under-frequency load sheddinthenFrench power system [19]................... 11
Figure 2-3: General causes of power system blaskQut.................eeeviieiiiiiiiiiiiis e 13
Figure 2-4: Typical mechanisms of power systemKlmact ...................cccoveeiiiieeeeee e 15
Figure 2-5: Classification of power system stailit.............c.ccccuuuiiiiiiiiiiiiii e, 16
Figure 2-6: Total Power of California-Oregon Intemoection observed in the blackout in USA,
AUGUST 10, 1996 [22]. ... uueuuuuuunnnnnnenees e e e eeeeeeeeeseeeseeeessessseseseesssessanaaaeaaaseeasereeeeeteretreerrrerrerrennes
Figure 2-7: Rotor angle responses to a transistiithance [2]. .......ccoeeveeiiiee e, 18
Figure 2-8: Single machine infinite bUS (SMIB) .o iioiiiii e, 22
Figure 2-9: System representation with generajamesented by classical model........................ 22
Figure 2-10: Power-angle varies to a step changeeithanical power input. ...............ooo e 23
Figure 2-11: Single machine infinite bus (SMIB) adliivalent CirCuit. ..............cccccvvvvvivnnennninnnn. 25
Figure 2-12: System response to a fault: stable aad unstable case. ...............ccvvviicccceeninee. 25
Figure 2-13: Voltage collapse during the blackoutJBA, August 14, 2003 [15]. ........ceveveees v 32
Figure 2-14: Main methods for voltage stability BE. ..............ccovviiiiiii 35
Figure 3-1: Thyristor excitation system with PSE [2...........oooiii e 46
Figure 3-2: Wide-Area Protection and Control WitdBs [20], [81]. ......cuvvveeieiiiiiiiiiiiiiir e 47
Figure 3-3: The “Two area poOwWer SYStEM” [2] ....cceeiiiiiiiiiiiiiiie e ee e 54

Figure 3-4: Full eigenvalues and critical eigenealof “Two-area power system”. ...............ceeee-

Figure 3-5: Distribution of Hankel singular valug#fsreduced “Two-area power system”. ........... 59.

Figure 3-6: Frequency response of original andcedwf “Two-area power system”................... 60

Figure 3-7: Expected controllability gramian OVEBRIENAIIOS. ...........cevvvevrvieiiiiiiiiiiirrrees e 61
Figure 3-8: Expected controllability gramian OVEBRIENAIIOS. ...........cevvvevvvieiiiiiiiiiiirrrcee e 62
Figure 3-9: Static excitation system with a Stadd@BS. .............uuvvuiiiiiiiiiiiiiiic s 62
Figure 3-10: Power output of G3 with different matents of a PSS................ccciiieeeeeee . 63
Figure 3-11: Angle of G3 with different placemenfsa PSS............cccvviiiiiiiiieiiies 64
Figure 3-12: Power output of G3 with different @atents of two PSSs. ............coeoeeeee . 65

Figure 3-13: Angle of G3 with different placemenfdwo PSSS..........coovvvvvvviiiiiiiiiviiiiiiiiiiniiiinnns 65
Figure 3-14: The “39 Bus New England power System’.............ccccivviiiiieeeeee e, 66

Figure 3-15: Distribution of Hankel singular valugfsreduced “39 bus New England power system".

Figure 3-16: Frequency response of original andced of “39 bus New England power system”... 68
Figure 3-17: Relative angles of G2, G8, and G9eetyrly in case of fault at the line 25-26......70
Figure 3-18: Relative angles of G2, G8, and G9eetyrly in case of fault at the line 16-17......72

Xi



List of figures

Figure 4-1: Different contingencies of “39 bus NEngland system”. ...........ccccceeeeiiiii e, 77
Figure 4-2: Internal angle of G9 with differentigetpower OULPUL. .............oevvieiiiieeees e e e 78
Figure 4-3: Internal angle of G9 with different Rlocations. ...................ccccv e, 80
Figure 4-4: Internal angle of G9 with different fatlearing time (FCT)..........ovviiiviiiiiiccceeeeeeeeen, 81
Figure 4-5: Rescheduling power generation withstimallest CCT............ccccevivvviivviievive e, 83
Figure 4-6: Quasi-linear relationship between CGd active power Output. ..............evvvvvvvvnnnnnns 84
Figure 4-7: CCT with respect to power OUtPUL Of GB..........uuuuiiueiiniii e 86
Figure 4-8: CCT with respect to power OUtPUL OF GO.........cooiiiiiiiiiiiiiiiiieeceee e 86
Figure 4-9: Angle of G6 before and after redispiaghwvith FCT equal to the threshold............... 388
Figure 4-10: Angle of G9 before and after redispiaig with FCT equal to the threshold............. 88
Figure 4-11: Angle of G2 after redispatching witiTFequal to the threshold. .................. o 89
Figure 4-12: Angle of G8 after redispatching witiTFequal to the threshold. .................cceunee.. 89
Figure 4-13: Angle of G10 after redispatching Wi T equal to the threshold. .................ccon. 90
Figure 4-14: Angle of G3 after redispatching witiTFequal to the threshold. .................cccenee.. 90
Figure 4-15: Angle of G4, G5 after redispatchingqpwiCT equal to the threshold...............ccoe. 91
Figure 4-16: Angle of G7 before and after redispiatg with FCT equal to the threshold............. a1
Figure 5-1: The “BPA POWEE SYSEIM”........uuummmmn et eeeieeiieeieeeeeeee e e ee e e e e e e e ae e e e e e aa e e e et aa e aa e aeaaaeens 95
Figure 5-2: Dynamic complex load model (CLOAD tYPE).......uuurrrurrmrriineiiiiieeeesesaeennennnnes 98
Figure 5-3: Voltage profile at bus 11 for caseBANd C. ..., 98
Figure 5-4: Model for load tap changer transfornegulating secondary voltage. ...................... 99
Figure 5-5: Voltage profile of bus 11 for both c&and D. .........ccooooiiiiiiiiiiiii e 101
Figure 5-6: Voltage profile at bus 10 and bus 1&d8e D. ...............ccceooeii 101
Figure 5-7: Block diagram and Inverse time charégtie of MAXEX2............ccccovvvevveeveeeev 102
Figure 5-8: Influence of ULTC and OEL with respzvoltage collapse..............ccceeeiiieeneennn. 105
Figure 5-9: Voltage profiles of buses 11 for badises E and F................ouuiiiiiiiiiiiiiinns 105
Figure 5-10: Case G-Influence of Motor load witBpect to voltage collapse.............ccccccceeen. 107
Figure 5-11: The “NOrdiC POWET SYSIEIM”. ...t e et s e e e e 108
Figure 5-12: Scenario 1-Voltage profile of bus 404t respect to different cases. ..................110
Figure 5-13: Scenario 1-Reactive power of genemtbus 4042 with respect to different cases..Q. 11
Figure 5-14: Scenario 2-Voltage profile of bus 4fhwespect to different cases. ..................... 111
Figure 5-15: Scenario 2-Reactive power output cdd424with respect to different cases........... 112
Figure 5-16: Scenario 3-Voltage profile of bus 4éhwespect to different cases. .............cce.... 113
Figure 5-17: Scenario 4-Voltage profile of buses4?l, 43, and 46...........ccoeveveeviiiiiiiiceeeeneneeenn. 114
Figure 5-18: Scenario 4-Reactive power output 09434 G4042, G4047, and G4051. ................... 114
Figure 5-19: Voltage and L_indicator with differeetictive power injected at bus 11 of “39 Bus New
[T F= g o I 0 To 1T L= gy A= (= 0 117
Figure 5-20: Voltage and L_indicator with respectifferent Koag....oooeeeeeeeeeiieiiiiiiiie, 17

Xii



List of figures

Figure 5-21: Tap modeling for load-flow calculatian...................ccccc 122
Figure 5-22: Principle of method to maintain volgmofile. ...........ccccviiiiiiiiiiiiiiiieeee e, 123
Figure 5-23: The 30 bUS IEEE POWET SYSEIM. . e et eeeeeeeeeeeeeeee e ee et eeae e e 124
Figure 5-24: Voltages of the “30 bus IEEE powettays before and after re-adjustment........... 251
Figure 5-25: L_indicator of the “30 bus IEEE powgstem” before and after re-adjustment. ......... 126
Figure 5-26: Voltages of the “30 bus IEEE powettays before and after re-adjustment........... 261
Figure 5-27: L_indicator of the “30 bus IEEE powsgstem” before and after re-adjustment. ......... 127
Figure 5-28: Voltage profile of the “Nordic powerstem” before and after re-adjustment......... 129
Figure 5-29: L_indicator of the “Nordic power systebefore and after re-adjustment. ............ 129
Figure 5-30: Scenario 1: Voltage profile of bus 3@&fore and after adjustment. .................... 130
Figure 5-31: Scenario 2: Voltage profile of bus 3@&fore and after adjustment. ..................... 131
Figure 5-32: Threshold voltage magnitude for sgtttVLS relay..........cccccoeeeeiiiiiiiiiiieeeeeeeeeeen, 134
Figure 5-33: Voltage profile of bus 42 when apptythe rule C. W. Taylor [58]........ccccccceennnn. 135
Figure 5-34: Voltage profile of bus 42 when apptymile of authors in [116]. ..............ccvieeeemees 136
Figure 5-35: Voltage profile of bus 41 when apptymile of authors in [116]. ..............ccvieeeenes 137
Figure 5-36: Centralized UVLS SChEME. ...t ccceeeeiiiiiiiiiiiiiiiiiiiiiiieii s anansesseseesseeennnnnnne 138
Figure 5-37: New UVLS scheme with direct load cohtiontext. .............covvvvvvveeiiiiiiieiiieeeeeneenn, 138
Figure 5-38: Scenario 1-Voltage profile of bus 4fhwhe proposed UVLS scheme.................. 140
Figure 5-39: Scenario 2-Voltage profile of bus 4éwmhe proposed UVLS scheme.................. 141
Figure 5-40: Scenario 3-Voltage profile of bus 4thvthe proposed UVLS scheme.................. 142
Figure 5-41: Scenario 4-Voltage profile of bus 4fhvhe proposed UVLS scheme.................. 142
Figure 5-42: Scenario 5-Voltage profile of buses4®, 43 with the proposed UVLS scheme. ....... 143
Figure A-6-1: Principle of Branch and Bound methad...................ccccovviiiviiiiiiiiieeeeee e, 150
Figure B-6-2: Bloc diagram of the EXSTL MOdel...........uuuuiumiiiiiiiiiiiieiieee e 155
Figure B-6-3: Bloc diagram of the STAB1 power syst&abilizer model. ...............cccccoe oo 155

Xiii



List of figures

Xiv



List of figures

Table 3-1:
Table 3-2:

List of Tables

Some generated scenarios for “Two aDBEPSYSIEM” . .........evviiiiiieeeiiiiie e e 54

Critical eigenvalues, damping coeffitjascillation frequency and the maximum

normalized participation factor for each scenafiTavo area power system”. ............cceeeee e, 57
Table 3-3: Critical eigenvalues and four maximurmmmalized participation factors for each scenario
Of “TWO @rea POWET SYSEEIM”. ..ottt e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e 58
Table 3-4: Index values according generator SEIBCHL................coovvvviiiiiiiiiiieeiieseeeemeeeeaaans 60
Table 3-5: Index values according to generatolcion.................oooo oo 61
Table 3-6: Some generated scenarios for “39 bus Blegland system”. ...........cccceeeieeiiiieeeeee, 67
Table 3-7: Index values according to generatorctiele ....................coooe 68
Table 4-1: Active power OULPUL OF GO. .......immmn e e eeeee et 78
Table 4-2: Different [0Cations Of TAUIL. ......ceeoo v 79
Table 4-3: Different fault clearing time......cccccooi oo, 80
Table 4-4: Initial conditions Of POWET OUEPUL. ........cooiiiiiiiiiiiiicee e 85
Table 4-5: CCT fOr CONtINGENCIES. ......uuiiiieeeeeeiiiii et e e e mrn e e e e e e er e e e e e e e aaaes 85
Table 4-6: New power output and total amount oftSHIPOWET.............cooviiiiiiiiiiieeee e 87
Table 4-7: Controllability gramian Of gENEeratorS...........c.vviiiiiiie e 87
Table 4-8: Weighted factor and corresponding newegrmutput of candidate generators. ......... 81...

Table 5-1:
Table 5-2:
Table 5-3:
Table 5-4:
Table 5-5:
Table 5-6:

Voltage and reactive power output dfahCoNdition..............cooocviiiiiieeee s e e 95
Cases study and typical SCENANO. ... .ccooieeiiei e 95
Typical values for exponents of l0ad BIQA]. ...........ooooiiiiiiiiiiie e 97
Generators with reactive power OUtpuattli..........coooooioriiin s 109
Controlled variables before and aftgustchent for the “30 bus IEEE power system”... 125

List of controlled variables before afitbr adjustment for the “Nordic power system”. 128

Table B-1: Bus data of the “Two area power SYySteml........ccooeeiieieeiee e, 153
Table B-2: Generators load flow data of the “Tweaapower system”...........cccoeeevvieiiiiivicmmeeee.. 153
Table B-3: Branch data of the “Two area poOwer SYBIE...........coovvviiiiiiiiieeiieeeeeeeeee s eeeee e 153
Table B-4: Generators dynamic data of the “Two @@aer system”. ..........cccoeeeeeeiieee e, 154
Table B-5: Excitation dynamic data of the “Two apeaver system”. ...........ccceeee e, 154
Table B-6: PSS data of the “Two area power SYySteml........cccceeeee e, 155
Table B-7: Bus data of the “39 bus New England @WSL.............uuuuuriiiiiiiiiiiiiieee e ceee e 156
Table B-8: Generators load flow data of the “39 Nesv England System”.............ccccceeeeiinnne 157

Table B-9: Branch data of the “39 bus New Englagst@n”. ............cccccooiiiiiiiiiiiiiicceeeeen 157
Table B-10: Transformer data of the “39 bus Newl|&Bnd System”. .............cccooiiiiiiiieiiss s 157

Table B-11: Power system stabilizers data of tfel8s New England System”..............c..ooce. 158

XV



List of figures

Table C-12: Bus data of the “BPA POWET SYSIEIM . eeeeeeeiieeeieeieieiiieeiisereessiesesiereeeeeeeeeeeeeeeeens 159
Table C-13: Generators load flow data of the “BRAVBr system”. ... 159
Table C-14: Branch data of the “BPA power SYStem. ..., 159
Table C-15: Transformer data of the “BPA POWETr SFBE...........uuuuuumiiiiiiiiieieeee e se e ceee e e 160
Table C-16: Generators dynamic data of the “BPAGIOSYSIEM”. ...........vvveviiieiiniiis cmmmn e 160
Table C-17: Excitation dynamic data of the “BPA mmsystem”. ..............ccooe oo 160

XVi



Abbreviation

Abbreviations
BPA Bonneville Power Administration
CCT Critical Clearing Time
CIGRE Conseil International des Grands Réseaux Elecsique
or : International Council on Large Electric system
COl Centre of Inertia
EPRI Electric Power Research Institute
E.ON Netz A Transmission System Operator in Germany
ESM Energy System Management
FACTS Flexible AC Transmission System
FCT Fault Clearing Time
GENCLS Classical Generator Model
GENROE Round Rotor Generator Model
GENSAL Salient Pole Rotor Generator Model
HVDC High Voltage Direct Current
HYGOV Hydro Turbine-Governor Model
IEEE Institute of Electrical and Electronics Engrne
MAXEX2 Over-Excitation Limiter Model
OEL Over Excitation Limiter
OLTC1 Under-Load Tap Changer model
OMIB One Machine Infinite Bus
PMU Phasor Measurement Unit
PSS Power System Stabilizer
PTI Power Technology Inc.
RTCA Real Time Contingency Analysis
RWE TSO A transmission system operator in Germany - RWE
Transportnetz Strom
SE State Estimator
SEXS Simplified Excitation System
SIME Single Machine Equivalent
SMIB Single Machine Infinite Bus
SSS Small Signal Stability

XVii



Abbreviation

STAB1 Speed Sensitive Stabilizer Model

SVC Static Var Compensator

TCSC Thyristor Controlled Series Compensator
TEF Transient Energy Function

TenneT The transmission system operator in Nethdsla
UEP Unstable Equilibrium Point

ULTC Under Load Tap Changer

UVLS Under Voltage Load Shedding

WAMS Wide Area Measurement Systems

WAPC Wide Area Protection and Control

XVviil



Résumé en Francais

Résumé en Francais

CHAPITRE 1 : INTRODUCTION

1.1 MOTIVATION DE LA THESE

Les réseaux électriques jouent un role importantr p@ développement économique de
tous les pays. Cependant, un réseau électriqguiatata certains problemes critiques tels que
I'épuisement rapide des ressources naturellegymiantation continuelle de la demande
d’électricité, les problemes d'environnement, epidassion économique. La présence de la
génération décentralisée et de la déréglementat®mria production électrique sont des
facteurs qui conduisent a des réseaux électrigliess gpmplexes et a plus grande échelle.
Toutes ces difficultés amenent les réseaux éleesicx leur limite de capacité. Il en résulte
que les réseaux électriques sont plus vulnérahlgsparturbations de différentes natures.
Quelques blackouts électriques ayant eu des coeségs graves et qui se sont produits aux
USA et dans les pays européens sont une illustréti@ente de cette problématique.

Bien que les pannes de réseaux électrigues soéeeindes un souci depuis et pour des
décennies, elles se produisent rarement et auceskeitentique aux autres. Cependant leurs
conséguences peuvent étre énormes du point decammraique et du point de vue de la
sécurité énergeétique. Par exemple, le blackoutr&ee qui s'est produit aux Etats-Unis en
aolt 2003, a eu d'énormes conséquences : 65 GWadgecont été déconnectés et il a fallu
presque 30 heures pour rétablir totalement le systée blackout électrique qui s'est produit
en ltalie en septembre 2003, a eu pour conséquepueel7 GW ont été déconnectés et le
colt économique a été estimé a environ 50 millideddollars.

Les causes de blackouts électrigues sont génénalemdtiples. Elles sont le résultat final
d'une cascade de phénomeénes dynamiques complpargis les erreurs humaines ont pu
amplifier la panne du systeme. Par conséquent;Hescheurs et les opérateurs de réseaux
électrigues se concentrent sur le moyen d’élimilesr causes premieres des blackouts.
L'objectif est de trouver des solutions pour emgéchue la plupart de problémes graves
puissent se produire a l'avenir.

Cette thése a pour objectif de proposer quelquafribations afin de prévenir certaines
situations pouvant conduire aux blackouts élecasqu

1.2 OBJECTIFS DE LA THESE

1.2.1 Analyse des blackouts importants des réseaux électriques survenus
dans le passé

Cette these est premierement consacrée a I'étuglbldekouts électriques importants qui
se sont produits dans le monde ces derniéres andeesanalyse des principales causes de
ces blackouts est résumée. Des solutions déja gg#epour étudier et prévenir les blackouts
électriques sont récapitulées. Cette analyse essaolement utile pour étudier les blackouts
électrigues passés mais elle est également edkenpieur développer les stratégies
préventives et correctives a l'avenir.
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1.2.2 Amélioration de la stabilité en présence de petites perturbations

L'instabilité face aux petites perturbations estoreue comme une des causes principales
des blackouts électriques. Afin d'éviter les pancagsées par les problemes de stabilité
limitée, plusieurs solutions ont été développéase, linstallation de stabilisateurs de
tension, l'utilisation de dispositifs d’électronigude puissance comme les FACTS. Un des
problemes les plus difficiles pour améliorer lebdts en présence de petites perturbations est
le choix d'un placement optimal des dispositifscdenmande et de mesure. Dans cette these,
une approche originale basée sur les gramiens denaadabilité et d'observabilité est
proposeée et appliqguée a quelques exemples de xédemurésultats peuvent étre étendus aux
grands réseaux électriques afin d'établir de néesvskratégies de commande robuste pour la
conduite des réseaux.

1.2.3 Amélioration de la stabilité transitoire

La stabilité transitoire est un facteur particidiment difficile a étudier en raison de ses
caractéristiques complexes et non linéaires, qui seEprésentées par des équations intégro-
différentielles fortement non linéaires avec uneléwon temporelle tres rapide. La stabilité
transitoire est souvent la cause initiale d'aupreblemes de stabilité tels que I'instabilité en
présence de petites perturbations, ou l'instabiléédension. En réalité, I'instabilité transitoire
peut étre évitée en appliquant correctement desenacpréventives. Dans cette thése, une
nouvelle méthode préventive basée sur une appraobigétique est présentée. La méthode
utilise une combinaison de méthodes heuristiqueédsasur les gramiens de commandabilité
et d'observabilité comme critere de choix des gdaars pour la redistribution de puissance
afin augmenter le temps d’élimination critique @édadits (le TEC).

1.2.4 Amélioration de la stabilité de tension — méthodes préventive et
corrective

L'instabilité de tension a été identifiée comme des causes principales des blackouts
électrigues dans le passé. Avec la présence dirdgldmentation de la production électrique,
les contraintes environnementales ont limité leetigypement ou la réhabilitation des réseaux
de transport; la gestion de la production, paigcament la gestion de la puissance réactive,
devient plus difficile qu'avant. Pour ces raisoles, réseaux se trouvent plus pres de leur
limite de stabilité. Cela peut provoquer un risglevé d'instabilité de tension. En analysant
les blackouts électriques passés, on observe guefflendrements de tension sont liés aux
phénomenes dynamiques a long terme en fonctiornifféeethts facteurs. Dans cette these, ces
facteurs importants, causes de I'effondrement deide, ont été identifiés par la simulation
dynamique a long terme. Nous proposons une steagggventive basée sur I'optimisation du
plan de tension. En ce qui concerne les actionectres, quelques stratégies de délestage
ont été également étudiées.
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CHAPITRE 2 : BLACKOUTS SUR LES RESEAUX ELECTRIQUES :
CAUSES, MECANISMES ET SOLUTIONS

2.1. ANALYSES DES BLACKOUTS SUR LES RESEAUX ELECTRIQUES

2.1.1 Investigation de quelques blackouts récents

Pendant les deux derniéres décennies, plusieuckdits électriques ont été rapportés
dans le monde entier. De nombreuses causes tdllesles conditions atmosphériques
critiques, des dysfonctionnements des systemesrituite et de surveillance sont a I'origine
de ces événements catastrophiques. Le critéerecd@téébasé sur une contingence (le critére
N-1) n'est pas respecté. Le dysfonctionnement dgmoditifs de protection est également un
facteur qui conduit a cette situation. Dans le ext@ de la déréglementation, la faible
coordination entre les centres de conduite, pemtqmuer une faible coordination des actions
correctives... etc. Par ailleurs, ces phénoménes somplifiés par des phénomenes
dynamiques compliqués. Voici la liste de blackatlestriques étudiés :

France (19 décembre 1978), Belgique (4 aolt 19B2¢de (27 décembre 1983), Floride
USA (17 mai 1985), Tokyo au Japon (23 juillet 198#)ance (12 janvier 1987), Finlande
(Aodt 1992), Western Systems Coordination CoundfiSCC-USA) (juillet 1996), North
American Electricity Reliability Council (NERC-USA)L4 aodt 2003), Suéde/Danemark (23
septembre 2003), Italie (28 septembre 2003), GfE2qguillet 2004), les pays européens (4
Novembre 2008- L'enquéte réalisée par la Commsg®megulation de L'énergie (CRE) a
été menée avec I'appui technique de Monsieur Je@nflhomas, Professeur Titulaire de la
Chaire d’Electrotechnique au Conservatoire naticiesl arts et métiers (CNAM) (Références
:[1-19)).

2.1.2 Mécanisme typique des blackouts

Le mécanisme ou I'enchainement d’événements comaluaaux blackouts électriques est
directement lieé aux processus de perte de stgbiligtte instabilité se manifeste
principalement a travers l'instabilité angulair@dtabilité de fréquence et I'effondrement de
tension. Le mécanisme typique des blackouts élpms peut étre généralement décrit par la
figure ci-dessous :

Dans cette thése, nous nous intéressons principated linstabilité angulaire et a
I'effondrement de tension.
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Unfavourable Loss of some Load area far from Lack of local Heavily loaded
weather or load generators, generation area reactive power | |and low voltages &
demand conditions compensation causes high loss support some buses
devices, or lines

l ‘

J !

Trigger by a fatal contingency:
tripping of a generator, fault, loss of a transmis®n line...

v
Voltage instability Frequency instability Angle instability

Sharply increasqd | ULTCsreach | |Generators/compensators | Tripping of other
in reactive maximum tap reach their reactive overloadedelements
power loss ratio power limitations of power system

POWER SYSTEM
BLACKOUT

Figure 2-1 : Mécanisme typique de blackout éleatrigur les réseaux.
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2.2. STABILITE ANGULAIRE

2.2.1 Définitions de la stabilité angulaire

La stabilité angulaire est définie comme la cajgadés générateurs synchrones d'un réseau
a maintenir le synchronisme aprés avoir été soamise ou des perturbations. L'instabilité se
traduit par des oscillations angulaires de cert@ésérateurs menant a la perte de leur
synchronisme avec les autres générateurs.

La stabilité angulaire est classifiée dans deuggmaies : la stabilité des angles de rotor
aux petites perturbations et la stabilité des angk rotor aux grande perturbations, encore
appelée stabilité transitoire (Référence : [1]).

2.2.2 Méthode d’étude de la stabilité angulaire
2.2.2.1 Stabilité en présence de petites perturbations

Pour cette étude, les perturbations sont normalecosisidérées suffisamment petites pour
que la linéarisation des équations d'état du réspaisse s'appliquer. Les méthodes
traditionnelles sont basées sur I'analyse des v&j@wpres, des vecteurs propres et du facteur
de participation. Le facteur de participation eatitionnellement employé pour déterminer le
placement optimal des systemes de stabilisation.

Une analyse compléte des valeurs propres des ssstéast souvent difficile si bien gu'il
faut employer des techniques de réduction de maplélee considérent qu’une petite fraction
de tous les modes de systeme. Plusieurs méthofleace$ ont été rapportées dans la
littérature, comme l'analyse modale sélective (SMA)méthode d'Arnoldi, la méthode du
spectre dominant Eigensolver et l'algorithme d'’APSQléveloppé par 'EPRI (Références :
[1, 20-26])

2.2.2.2 Stabilité transitoire

Pour traiter les grands problemes de stabilité sitaine angulaire, les méthodes
traditionnelles consistent a résoudre les équatiimsde déterminer la zone stable ou les
marges de la stabilité. Quelques méthodes impedasnt le critere d’égalité des aires, la
simulation temporelle par des méthodes numériquiesegration, les méthodes directes
utilisant une fonction d’énergie (méthode de Lyapm), la combinaison entre le critere
d’égalité des aires et la simulation temporelletfrode SIME) (Références : [1, 27-31]).

2.2.3 Méthodes préventives

2.2.3.1 Méthode pour prévenir l'instabilité en présence de petites perturbations

~

La stabilité en présence de petites perturbatisisliée directement a l'atténuation
insuffisante des oscillations de réseaux, par aue#, des méthodes employées pour
empécher linstabilité en présence de petites gmations consistent a ajouter un couple
d’atténuation des oscillations. Le systéme de ksakibn (PSS) est considéré comme le
dispositif important utilisé pour amortir les osailons de puissance. Les approches
traditionnelles sont basées sur l'analyse de sétesitbes valeurs propres, en particulier des
vecteurs propres, et des facteurs de participatierchoix optimal de PSS est classiquement
déterminé en employant des facteurs de participatie quelques modes critiques. Les
systemes de transport flexible a C.A. (FACTS),®udurant continu a haute tension (CCHT)
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sont également considérés pour atténuer les demikade puissance (Références : [1, 31-
40)).

2.2.3.2 Méthode préventive pour l'instabilité transitoire

Les différentes méthodes suivantes sont utiliséagr pa prévention de linstabilité
transitoire (Référence : [1])

Fermeture rapide des valves

Méthodes pour augmenter les couples électriques

Systemes de régulation de tension performants

Utilisation des systemes de transport flexible (H/&C...
2.3 STABILITE DE TENSION

2.3.1 Définitions de stabilité de tension
2.3.1.1 Stabilité de tension

La stabilité de tensiorest la capacité du réseau de maintenir la tensimnsiles noeuds
du réseau aprés avoir été soumis a une perturlditioe condition de fonctionnement initiale
donnée.

La stabilité de tension peut étre encore divisésa@rs-problemes : stabilité transitoire de
tension et stabilité de tension aux petites pedtiohs. Le délai pour le probleme de
I'instabilité de tension peut varier de quelquesoseles a des dizaines de minutes. Par
conséquent, la stabilité de tension peut étre w@ng@imene a court terme ou a long terme.
Dans cette thése, nous nous sommes concentrésipplament sur le phénoméne
d'effondrement de tension a long terme (Référengeg, 20, 41)).

2.3.1.2 Instabilité de tension ou effondrement de tension

L'instabilité de tension provient de la tentative charge dynamique de reconstituer la
puissance qui dépasse la capacité des systememdmission et de génération.

L'effondrement de tension est le processus pareleda séquence d'opérations
accompagnant l'instabilité de tension mene a umkblas électrique ou a des tensions
anormalement basses dans une partie significativéskau.

2.3.2 Scénarios d’effondrement de tension

Il'y a beaucoup de scénarios pour menant a l'eféandnt de tension : variation des
charges (effondrement a long terme de tension), meemes de réseau (effondrement
transitoire de tension).

2.3.3 Méthodes d’étude de I'effondrement de tension

Le probléeme de la stabilité de tension a été étedi@nalysé depuis des décennies.
Cependant, la suite récente de blackouts électrigageux dus a l'effondrement de tension
ces derniéres années montre qu'il s’agit toujolus grobléme pour les chercheurs et les
compagnies d’exploitation des réseaux. En pargculbeaucoup de recherches se sont
concentrées sur les aspects suivants (Référefices 41-44)) :
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e Outils et techniques :les propositions sont le choix des outils et leshmegues
appropriés qui peuvent étre employés pour compecledmécanisme du probleme de
stabilité¢ de tension et pour prendre des décismmsplanification basées sur des
simulations plus fiables. L'analyse de flux de paige, I'analyse quasi-statique et
l'analyse de stabilité transitoire sont les ouiisicipaux qui peuvent étre choisis pour
faire I'analyse statique et dynamique du réseau.

* Modélisation : La sélection des modéles et des scénarios ositlegions de pannes
appropriés pour la simulation qui est associéeeffolidrement de tension est trés
importante. L'interaction de la charge du systémealee I'équipement tel que des
dispositifs de protection de générateur, des syetedrexcitation, des transformateur
réglage en charge, de compensation de shunt eéldstahe joue un rdle important
dans ce processus.

* Indicateurs : Des indicateurs pourraient étre employés pouerattes opérateurs a
déterminer si I'état de systeme est sécurisé ogedenx. En plus, ils pourraient étre
considérés comme criteres pour I'évaluation dergéale systeme.

» Stratégie de commande une méthodologie préventive et corrective coneplest
nécessaire pour éviter I'effondrement de tensi@nsOes cas pour lesquels le critére
de stabilité de tension n'est pas engagé, des esedarconduite doivent étre définies et
prises pour améliorer la stabilité du réseau.

Beaucoup de méthodes proposées pour éviter I'eforeht de tension ont été mentionnées
dans la littérature. Ces méthodes peuvent étrsifiteess dans deux catégories principales en
tant que méthodes statiques et méthodes dynamiquase le montre la Figure. 2-2
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Methods for Voltage Stability Analysis

[ Static approaches} [Dynamic approache}

Combination stati
analysis and
tybainic simulation

Steady-state Static stability

based methods based methods

1
PV or QV curve — . i -
> angysis Minimum sngular value o R?::rgn;ergr:?gg
Jacobian matrix nagvnam
simulation
_ Modal analysis technique
Multi load-flow and participation factorg
> solution
Identification the location
- » of saddle-bifurcation by
_| Maximum power continuation technique
> transfer
»| Sensitivity eigenvalues
— technique
Capability of load

— > flow Lyapunov function to
analyzesmall perturbatio
voltaae stabilit

Energy based sensitivities

Figure 2-2: Techniques majores pour étudier écoetdrme tension.
2.3.4 Méthodes préventive et corrective d’effondrement de tension

Pour éviter I'effondrement de tension, la plupas dompagnies électriques ont défini des
stratégies raisonnables de conduite ou des diescsirictes auxquelles les opérateurs doivent
se conformer dans les situations urgentes. Le®sitsis de conduite préventive et corrective
donnent les valeurs de consigne optimales. Legrdiftes mesures correctives peuvent étre
appliguées pour augmenter la stabilité de tensionsystéme. Certaines des stratégies
possibles de conduite sont (Références : [1-2,41-7

1. Réglage secondaire de tension : Cette stratégieglage secondaire de tension de
générateur concerne la stratégie de réglage deagmas réactive, la compensation
réactive par les capacité shunt, et I'ajustemesipdses de transformateur réglable en
charge.

Répartition de puissance active des groupes
Contréle urgent de réglage
Délestage des charges.
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CHAPITRE 3 : APPROCHE ENERGETIQUE POUR LE PLACEMENT
OPTIMAL DES DISPOSITIFS DE CONTROLE OU CAPTEURS AFIN
D’AMELIORER LA STABILITE ANGULAIRE

3.1 INTRODUCTION

Les réseaux électriques font face au probleme dasllations dues au manque
d'atténuation de couple aux rotors des génératelattenuation insuffisante de couple peut
causer des blackouts électriques critique, voir g@amples : les blackouts électriques en
Suede/au Danemark et sur le réseau américain WS&XC-Ues dispositifs (par exemple :
PSS, ou FACTS) sont utilisés généralement non seuie pour atténuer des oscillations du
réseau mais aussi pour améliorer également lesrpahces du réseau. Des capteurs sont
installés dans le réseau pour mesurer les signésired. Ils sont utiles pour la surveillance, la
protection et pour la conduite du réseau. Le PMUl'onité de mesure de phase offrent
beaucoup d'avantages tels que I'estimation d'é@ile, les véritables mesures simultanées
et la surveillance dynamique. L’'accroissement dnlm@ de mesures contribue a rendre les
réseaux plus contrélables. Cependant, ces disigosd@nt normalement tres chers et limités
dans la quantité disponible, c’est pourquoi cepatitifs ne sont pas installés partout dans le
réseau. Pour cette raison, le probleme de choptadement optimal de ces dispositifs est trés
important et intéressant (Références : [12, 1578379]).

Le probleme du placement optimal des dispogsittfame les PSS, ou les FACTS ou bien
les capteurs, par exemple les PMU, a déja faifdtotdétudes dans le passé. La plupart des
approches existantes sont des méthodes algébrpsees sur l'analyse de sensibilité des
valeurs propres en utilisant les vecteurs proptelese facteurs de participation. Le choix
optimal des contrdleurs/des capteurs est classigoedeterminé en employant des facteurs
de participation de quelques modes critiques. Céthades ont plusieurs inconvénients.
Premierement, la détermination des modes critiquexst étre problématique en cas de
systémes a grande échelle parce que le mode erifigut ne pas étre unique. En outre, la
définition des modes critiques dépend égalementndledes d’oscillation locale ou inter-
région. Deuxiemement, l'approche de facteur ddgjaation est qu'elle traite seulement les
états et n'inclut pas les comportements d'entndée/soCette approche ne peut pas
effectivement identifier un emplacement optimal ctréleur et un signal de retour en
I'absence d'information sur I'entrée/sortie, quiphss important quand le feedback de la sortie
est utilisée (Références : [1, 22, 31-33, 80-82]).

Afin d’éviter ces inconvénients, dans ce chapitrmus proposons une approche
énergétique pour le choix optimal de localisatidasontrbleurs/capteurs basé sur I'utilisation
des gramiens de commandabilité et d'observabiiitdbinée avec une technique de réduction
de modéle par réalisation équilibrée. Pour preedreonsidération I'effet des changements du
réseau, Nous proposons une approche stochastigae bar des scénarios qui prennent en
compte l'occurrence des situations défectueushss tgue des lignes de transmission qui
déclenchent, des changements de charges, aveeckiblyy’'introduire une robustesse de la
décision. Cette approche est fondée sur la maxiimisd'un indicateur qui est défini comme
I'espérance de la trace des gramiens de commaitéadild'observabilité sur 'ensemble des
scénarios.
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L'idée principale est de choisir les controleurgu{¢alents aux entrées) correspondant a
I'énergie minimum requise pour commander les moeeplus significatifs du systeme et
pour choisir le placement des capteurs corresparalamendement maximum d'énergie des
capteurs afin d'améliorer la stabilité aux petfegturbations du réseau. Cette approche peut
étre considérée comme I'élément d'un procédé digatiion a définir de nouveaux systemes
de contrdle dans le cadre de I'amélioration dergécdes réseaux (par exemple : le choix
optimal de PSSs pour améliorer la stabilité angel)ai

3.2 GRAMIENS DE COMMANDABILITE ET D'OBSERVABILITE

Considérons un systeme décrit sous la forme d’'epeésentation d’état :

x(t) = Ax(f) + BUt)

y =Cx(t) (3.2-1)

Ou : AOR™", BO R™™, CO R™ and »J R". Nous supposons que le systéme décrit par
I'équation (3.2-1) est contrdlable et observables fonctions transitoires de commandabilité
et d'observabilité d'un systeme linéaire sont désinespectivement :

u,x(0)=X

L.(X,T)= min %j||u(r)||2 dr, Xx-T)=0

1T ) (3.2-2)
LO(X,T):Ej”y(T)” dt, X0)= X, u= 0

Nous rappelons le résultat bien connu suivant (Rafies : [83-84])

Theoreme 1: Les fonctions transitoires de commandabilité'ebskervabilité sont données
par :

L (X T) =3 XTWH(D) X
1 (3.2-3)
Lo(X,T) =3 X W(T) X

0 T
ol : W.(T) = j € BB &' dwW,(T) :J'eL‘Tt C Cé' d sont les gramiens transitoires de
-T 0

commandabilité et d'observabilité sur I'horizon Tspectivement. Si le systeme dans

I'équation (3.2-1) est asymptotiquement stable @utie I'origine, ou Fo : lim WL(T) = We

et li[rlwo('l') = Wo. Alors Wcet Wo sont obtenus comme solutions uniques définiedipesi
des équations de Lyapunov suivantes :
AW, +W. A + BB =0
AW, +W, A+ C C=0 (3.2-4)

Puisque la matrice de commandabilit¢ tépend de la matrice d'entrée de commande B,
I'énergie de commande peut étre affectée en chaigigorrectement cette matrice d'entrée de
commande tandis que la matrice d'observabilit¢ #épend de la matrice de sortie C,

-10 -
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I'énergie de sortie des capteurs peut étre affemmiéehoisissant correctement cette matrice de
sorties. A partir des équations (3.2-1) et (3.2e®),suggéere qu'afin de réduire au minimum
I'énergie d'entrée de commande, nous devions msam{M&)™* ou maximiser W dans le
sens d'une norme donnée de matrice. Afin de magimiénergie de sortie des capteurs, nous
devons maximiser W/ dans le sens d'une norme donnée de matrice (ganpbe, la trace
(Wc) ou la trace (W) pourrait étre utilisée car une norme afin dewailcl'énergie).

3.3 PROCEDE POUR LE CHOIX OPTIMAL DES CONTROLEURS ET DES
CAPTEURS DANS LES RESEAUX ELECTRIQUES

L'utilisation de la méthode de gramiens de commiititiaet d'observabilité pour le choix
optimal placement des contréleurs/des capteur® gréiposée dans littérature. Cependant,
aucun de ces auteurs n'a proposé un algorithmefigpécpour le placement optimal des
contrdleurs/des capteurs pour les réseaux éleesiddans cette section, nous proposons une
approche énergétique utilisant des gramiens de eomabilité et d'observabilité pour le
choix optimal des contréleurs/des capteurs danséesaux électriques. L'approche consiste
en sélection des contrbleurs qui fournit des sigrdaicommande additionnels d'entrée dans
le but d’augmenter la robustesse vis-a-vis desugmtions. Elle prend en considération
également l'influence de tous les contréleurs aristdans le réseau. Le probléme est alors de
déterminer un ensemble d'entrées de commande Mi pesrm entrées possibles liées aux
générateurs du réseau afin de maximiser la comrbédiéaylobale du systéme. Le probleme
du placement optimal des capteurs consiste a diéteromn ensemble de P capteurs parmile n
états possibles du réseau.

L'algorithme est récapitulé comme suit :

1. Produire d'un ensemble de N scénarios indépendantawvec la probabilité
d'occurrence pdi), i=1., N (assez grand). Ces scénarios peuveatdtoisis en se
basant sur des situations typiques de fonctionnemdenréseau électrique en
guestion. On élimine les configurations instablesvérifiant des conditions stables
de la matrice A.

2. Pour chaque scénariay, i=1,..., N, effectuer la linéarisation autour de I'état
d'équilibre correspondant du réseau pour obtesspéice d'état comme dans (3.2 1).
Pour chaque scénari et chaque configuration de commande d'entogest de
mesurespi, nous mettons le systéeme sous forme de réalisatmuilibrée pour
obtenir le systeme réduit comme suit :

. m
x = AP(@)X +> a; B (@)y = AMQ) R + BY(Q) L
= (3.3-1)
y =C@)x
3. Le systeme défini par (3.3-1) a ses gramiens dexa@mdabilité et d'observabilité qui
satisfontW, =W, =3°", ol o; est égal a 1 quand la commande d'entréesti

autrement choisie égale afest un vecteur de configuration de captdyrest égal
a 1 quand l'état fwy) est mesuré, autrement égal ad0.et B remplissent des

conditions :Zm:ai =Met) B =P.
i=1

iol

-11 -



Résumé en Francais

4. Pour chaque scénarig, calculer les gramiens de commandabilité et divhbdité
du systéme équilibré (Référence : [86]E%*(w) ce qui satisfait une de ces deux
équations de Lyapunov :

(A @)-(2* @) + (2 @) ( A* @) +(B*@)){B* @) =0
or (3.3-2)
(A® @) (2 @) + (2 @) { A @) +(C @) (P @))=0

5. Pour chaque scénari@, calculer une mesure de I'énergie en utilisartrdae du
gramien :

E(w) = trace( 2% () (3.3-3)
6. Le choix optimal des contréleurs/des capteurs bt en résolvant le probléme
d’optimisation suivant :

_13
(500 rece) 0as

N
Ou E,(X) :%z p(w) X(w) est I'espérance moyenne de touts les scénariq®our

i=1
des cas simples, @) pourrait étre considéré égal a 1 qui signifie tpuds les scénarios ont
la méme probabilité d'occurrence).

Quand les scénarios et le nombre de configurattongrdleurs/capteurs sont relativement
petits (disons, n<20), une solution optimale pdrg &ouvee par I'énumération des solutions.
Cependant, en traitant le systeme a grande éckelfgacement optimal des contréleurs/des
capteurs est habituellement un probléme d'optimisafortement combinatoire. Pour
résoudre ce probléeme combinatoire de grande tails, solutions efficaces sous-optimales
peuvent étre obtenues en employant des méthodies ¢eie la méthode du recuit simulé, les
algorithmes génétiques ou la méthode « Branch aumd@» (Références : [84-96]).

3.4 APPLICATIONS

L'utilisation de cette méthode est appliquée polboisir I'emplacement optimal de
configurations contréleurs/capteurs afin d'amodis oscillations des réseaux électriques.
Deux réseaux sont utilisés : un systeme a dewoméget le “39 Bus New England”. Le
programme PSS/E est utilisé pour le calcul de rti#jom des charges et effectue la
linéarisation du systeme correspondant a chagéeaso. Le programme Matlab est utilisé
pour effectuer la réduction d'ordre et pour calcuée matrice gramien rédulE® dans
I'équation (3.3-2). Dans la présente partie, naussrimitons a quelques scénarios; donc le
probleme optimal (3.3-4) peut étre résolu en enmmibyune méthode d'énumération
(Références : [97-98)).

3.4.1 Réseau systéme a deux régions

Le réseau systeme a deux régions est utilisé coneampour des études fondamentales
des oscillations de réseau électrique. Le diagradersystéme est présenté sur la Figure 3-1 :

-12 -
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Area l Interconnected system Area 2
7 8 9
1 I5 6 19 11 3
erHat FO+@
2 4
e
L, G G Lo

Figure 3-1: Réseau systeme a deux régions

Afin d'illustrer facilement l'approche, nous cor&iohs seulement quelques scénarios
comme dans le Tableau 3-1.

Tableau 3-1: Quelques scénarios pour le « rése@nsys deux régions ».

Puissance de| No de Production / charge (MW)
Scénario | zone 1 a zone|

2 (Mw) Ligne Area 1 Area 2
1 0 1 1400/1367 1400/1367
2 100 1 1400/1267 1400/1467
3 200 1 1400/1167 1400/1567
4 400 1 1422/967 1428/1767
5 0 2 1400/1367 1400/1367
6 300 2 1400/1067 1400/1667
7 400 2 1400/967 1400/1767
8 600 2 1400/767 1400/1967
9 400 2 1600/1157 1570/1917
10 600 2 1605/947 1533/2067

Le probleme est de choisir quelques emplacementsmtedleurs/capteurs a installer dans
ce réseau avec le but d'améliorer ses performdrsgeerité. Une application typique consiste
a choisir de facon optimale le placement d'un P&Svér system stabilizepour amortir
l'oscillation du réseau.

3.4.1.1 Choix optimal de I'emplacement de configurations contréleurs/capteurs

par la méthode proposée

Dans le premier cas, le probleme est de choisimplacement optimal d'un ensemble de
contréleurs/capteurs pour un générateur parmi guggnérateurs. Dans le deuxieme cas, le
probleme est de choisir I'emplacement optimal &nsemble de contrdleurs/capteurs pour
deux générateurs parmi quatre générateurs du réseau

Pour chaque scénario dans le Tableau 3-1, nousdéooss deux signaux de commande
d’entrée; la consigne de puissance mécanique ainsigne de tension terminaltRAmec et

-13-
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AVref), et trois quantités de sorties qui peuvent @esurées par des dispositifs de mesure;
puissance active (P), puissance réactive (Q) efiderterminale (k) qui correspondent a
chaque générateur respectivement. La tension ad Bofu,s 9 est prise comme un signal
mesuré. Le systéme dynamique original inclut 40ades d'état.

Cas 1 : Choix de I'emplacement optimal de configutéons contréleurs/capteurs pour
un générateur

Pour le premier cas, la valeurds) pour chaque scénario i (avec oy est indiquée dans
le Tableau 3-2. Dans ce cas, une solution énunaérgieut étre obtenue sans besoin
d'employer une méthode d’optimisation en hombréigen

Tableau 3-2: Valeurs des indicateurs selon le géeér choisi

E(w) correspondent avec les entrées et Nombres_ .cgrrespondar'\t. d,e
Scénarios sorties des générateurs command\?at)rlilgglséts)té§§t2/tablIltes des
Gl G2 G3 G4 Gl G2 G3 G4
1 295 402 305 426 18 18 18 18
2 306 471 291 387 18 18 18 18
3 322 512 279 363 18 18 18 18
4 868 4070 710 2488 16 18 18 16
5 301 420 318 453 18 18 18 18
6 320 451 277 347 18 18 18 18
7 315 461 275 321 18 18 18 18
8 1802 2753 1591 1518 18 18 18 18
9 381 758 303 396 18 18 18 18
10 4945 13121 4062 6304 18 18 18 18
Ew 986 2342 841 1300

Nous pouvons voir que le choix des entrées/deesate G2 mene aux valeurs maximum
de lindicateurs E (X). Ceci signifie que si nougvains ajouter un ensemble de
contrdleurs/capteurs sur un des générateurs dauésin d'améliorer la performance du
réseau, I'endroit optimal est a G2.

Cas 2 : Choix de I'emplacement optimal de configuttgons contrdleurs/capteurs pour
deux générateurs

Les valeurs E(y) pour chaque scénario quand I'horizon transitegeégal a T=o sont
indiquées dans le Tableau 3-3. Les résultats prdugee quand nous choisissons les
générateurs G2 et G4, nous obtenons la valeur niaxide l'indicateur. Ceci signifie que si
nous devons déterminer la localisation de deux igordtions contrdleurs/capteurs dans
'emsemble nombers générateurs du réseau pour aeréla performance du réseau, les
endroits optimaux sont a G2 et a G4.
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Tableau 3-3: Valeurs des indicateurs selon le gé@ér choisi.

E(w) correspondent avec les entrées et sorties des
Scénario générateurs
G1,G2 | G1,G3| G1,G4| G2,G3 G2,G4 G3,G4
1 708 602 727 713 831 744
2 786 599 712 764 872 696
3 844 606 715 793 901 655
4 5093 1590 3556 4936 6621 3356
5 731 622 760 743 878 784
6 780 603 689 734 824 636
7 786 595 663 742 819 611
8 4582 3396 3352 4364 4353 313p
9 1151 691 850 1074 1243 731
10 18224 | 9015 11418 17315 19587 10457
Ew 3369 1832 2344 3218 3693 2180

3.4.1.2 Validation par simulation dynamique

Afin d'illustrer l'efficacité de cette méthode, mowgonsidérons linstallation d'un PSS
standard pour les générateurs

La Figure 3-2 présente une comparaison de l'atté@mual’oscillation de puissance
correspondant aux trois placements possibles 81 #G1, G2, G3. Cette simulation a été
faite pour le scénario 4 en appliquant un défaphasé d’une durée de 5ms au noeud 7, la
durée de simulation est 30s. La figure est tracée la puissance active de G3 correspondant
au défaut. On observe sur la figure que le placértian PSS a G2 (la Ligne Verte) donne de
meilleurs résultats d'atténuation des oscillatemgomparaison avec les autres cas.
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CHAPITRE 4 : STABILITE TRANSITOIRE ET ACTIONS PREVENTIVES

4.1 INTRODUCTION

La stabilité transitoire est un phénomeéne tres dexepet difficile. La stabilité transitoire
est le résultat de systéme aux défauts qui ontdextéristiques fortement non linéaires et
d’évolution temporelle rapide. Il est nécessairecdmprendre et d’analyser des mécanismes
de stabilité transitoire afin de trouver les san$ efficaces.

Le probleme de stabilité transitoire peut étreetei appliquant des actions préventives ou
correctives. Du point de vue préventif, en ce qunoerne le contréle de stabilité transitoire,
quelques méthodes de contrble peuvent étre coessl@domme l'identification de zones
instables, la détermination du temps critique diélation de défaut et la détermination de
marge de stabilité afin de pouvoir appliquer leBoas préventives. Le critere d’égalité des
aires donne une compréhension claire pour déterndnéemps critique d’élimination de
défaut et la marge de stabilité. Cependant, cetthade est seulement appliquée a un
systeme simple d’'une machine raccordée a un nodim (SMIB : Single Machine Infinite
Bus). Les méthodes de simulation dans le domaimpdezl peuvent identifier le temps
critique d’élimination de défaut (TEC) pour lesféientes situations de pannes mais elles ne
peuvent pas identifier la zone stable et/ou la malgla stabilité. Les méthodes basées sur la
fonction d’énergie transitoire (TEF Transient Enefgpnction) peuvent étre utilisées. Dans
ces méthodes, I'énergie transitoire critique esb@se aux points d'équilibre instables apres
qgue le défaut ait été identifié. Si I'énergie timie aprés le défaut, (c.-a-d., défaut éliminé)
est inférieure a cette énergie critique, le systase stable ; autrement, il est instable.
Cependant, un des problémes les plus difficiles!'ig&ntification de la trajectoire et de
I'énergie critigue. Une autre méthode basée surrmaaehine équivalente (SIME : Single
Machine Equivalent) est développée. Cette méthetiedellement une combinaison entre les
méthodes de simulation temporelle et le critergalié des aires (Références : [1, 28, 31)).

Dans ce chapitre, plusieurs simulations dans leaitoentemporel ont été effectuées avec
les différents scénarios.

Le développement de méthodes qui permettent d’ameélia stabilité transitoire de réseau
est aussi un des problemes majeurs des compadexgdoitation des réseaux. Les méthodes
basées sur l'approche heuristique pourraient &g@plpour les grands réseaux électriques
avec moins de calcul et plus simplement. L'unetiegiles est de redistribuer les puissances
des groupes afin d’augmenter le temps critiqueirdidation de défaut. L'idée de cette
méthode est qu'il est nécessaire de repoussesdauélans un domaine plus stable face a
certains défauts grave qui se produisent.

Dans ce chapitre, nous présentons une nouvelleogh&thréventive basée sur la fonction
d'énergie en utilisant une combinaison de méthodaristique avec le gramien de
commandabilité. Cet indicateur est utilisé commmésure afin de choisir les générateurs les
plus efficaces pour redistribuer la puissance pbamgmenter le temps critique d’élimination
de défaut (Références : [99-111]).
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4.2 NOUVELLE METHODE PREVENTIVE POUR AMELIORER LA STABILITE
TRANSITOIRE

4.2.1 Gramien de commandabilité et observabilité
Un systéme linéarisé dans l'espace d'état estéutili

* Du point de vue préventif : Afin de prévenir un teyse instable face aux
perturbations, I'énergie transitoire est propomielie & la trace de W comme déja
présentée au chapitre 3. Le systéme est moinsbéersia perturbation. Si I'énergie
transitoire est plus grande. Pour pousser le rédaag une zone plus stable, il faut
donc maximiser I'énergie transitoire proportioneeli la trace de W, ou bien
minimiser W au sens d'une norme donnée de matrice.

* Pour les grands réseaux électriques, des gramiensochmandabilité/observabilité
pourraient étre employés pour la réduction d’ordeesystéme dans l'espace d'état
(méthode de Moore — Référence : [86]).

4.2.2 Redistribution de puissance des groupes pour améliorer le temps
critique d’élimination de défaut

Des méthodes de redistribution de puissance despgsoafin d’augmenter le temps
critigue d’élimination de défaut (TEC) ont été pospes dans les littérature. Pour voir
I'évolution de la stabilité des machines, l'angke rdtor des générateurs est utilisé. C'est
pourquoi, dans la présente partie, I'évolution dadle de rotor pour les défauts les plus
critigues comme un court-circuit triphasé sur lggds trés proches des générateurs est
étudiée. En outre, comme discuté ci-dessus, le dafigimination de défaut (TED) est un
facteur important qui influence la stabilité traose. La valeur maximum de TED telle que le
réseau reste stable est le TEC.

Dans ce chapitre, nous proposons une méthode guiepal’augmenter le TEC par la
redistribution de puissance des groupes en utilisagramien de commandabilité.

L’algorithme se résume comme suit.

1. Pour un réseau donné, déterminer le TEC des génésgtour les différents défauts
triphasés sur toutes les lignes et tous les ncaudssdau (contingencies en anglais)

2. Pour les TEC obtenus, arranger ces valeurs damsd' adécroissant. Fixer une valeur
cible de TEC. Le probleme est de redistribuer l@sgances des groupes pour qu’on
obtienne les TEC supérieurs a cette valeur cible

3. Pour une valeur cible de TEC, les générateursdivisis en deux groupes :

a. Les générateurs qui ont le TEC inférieur a la vatéole seront choisis comme
les candidats pour réduire la puissance fournieoue a

b. Les générateurs qui ont le TEC entre la valeureodl1.3 fois la valeur cible
restent inchangés en terme de puissance fourmeupg b

c. Les générateurs qui ont le TEC supérieur a 1.3deita valeur cible sont les
candidats pour augmenter la puissance fournie upgre; il faut noter que la
totalité de puissance augmentée par cette étapétieiégale a la totalité de
puissance réduite par I'étape a).
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4. La quantité de puissance a réduire est calculéarparelation linéaire entre le TEC
et la puissance active fournie par des groupes :

th( i = TEQ 2- TEq:l_ (TEQ-desired -TEC| l}

Fl)l_ FI)2 E)l— Ii:)—desired (42-1)
(TEC 4oeeq-TEC, 1)
P = P1- i-desire i
i—desired i th(i (42-2)
N Al
Phited = Z (P~ R esirea. (4.2-3)
i=1

AN

ou .

Pour un générateur i ;B R2, TEGL, TEG2, sont calculés par des simulations
afin de construire cette relation linéaire entr@#C et la puissance active fournie.
Il faut avoir deux simulations pour obtenir cegation.

P.1 est la puissance active initiale du générateur i
TEG-cible est la valeur cible de TEC
N est le nombre des générateurs a réduire la putissa

La Figure 4-1 donne une démonstration pour obtaite relation linéaire.

TEC
(s)
TEC_cible
TEC2
Active power
(Mw)
TEC1

P_cible Pz P
Figure 4-1: Relation linéaire entre le TEC et lésspance active fournie.

5. Afin d’assurer I'équilibre entre la production et demande, un ou des générateurs
dans le groupe c sont les candidats pour prendietdéité des puissances réduites
par les générateurs du groupe a. Les générateunsitgjes valeurs les plus petites de
gramien de commandabilité (minimurace(V\. )) sont sélectionnés. La répartition
de puissance pour chaque générateur est détermpage un facteur de
proportionnalité correspondant a la quantité degarnce a augmenter :

_ w,
W “Tn
lev\/c_i (42-4)
i=1
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Ou n est le nombre des générateurs du groupe ct (dorpuissance sera
augmentée).
6. Vérifier la limite de puissance (Pmax) des génératet effectuer les simulations
pour assurer que les TEC sont supérieurs a TEE.cibl
4.3 APPLICATION

Afin de démontrer I'intérét de la méthode proposéemodele réseau de New England de
39 noeuds est utilisé. L'état initial des généregalu réseau est donné dans le Tableau 4-1 et
Table 4-2 :

Tableau 4-1: Condition initiale des générateurs

Générateur Puissance/ Pmax Générateur Puissance/ Pmax
(MW) (MW)
G2 541/700 G7 560/700
G3 650/750 G8 540/700
G4 632/750 G9 830/900
G5 508/700 G10 250/350
G6 650/750

Tableau 4-2: Les TEC des générateurs avec la phve gpanne

Générateur

G10

G2 | G3 | G4

G5

G6

G7

G8

G9

TEC

0.13

0.18

0.17

0.13

0.11

0.18

0.2

0.088

0.20

En se basant sur les valeurs TEC calculées pouliffésentes situations de pannes (Table
4-2), la valeur cible de TEC est choisie a 1301mes.générateurs G6 et G9 sont les candidats
pour réduire la puissance. Les puissances a répoireces deux générateurs sont présentées
dans le Tableau 4-3. Les générateurs G2, G8 et 610 les générateurs dont il faut
augmenter la puissance.

Tableau 4-3: Nouvelle valeur de puissance et pocssa réduire

pour les générateurs G6 et G8

Générateur Puissance apreés la Puissance a Puissance totale
réduction (MW) réduire (MW) a réduire (MW)
G6 607 43
156
G9 697 113

Le générateur qui a les plus petites valeurs dm tde gramien de commandabilité est la
plus stable car il a I'énergie stabilisante |la pjuande. Le tableau 4-4 présente les valeurs de
gramien de commandabilité des générateurs.
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Tableau 4-4: Gramien de commandabilité des générte

Générateur Trace de Générateur Trace de
(Wc) x10° (W) x10°
G2 0.4390 G7 0.6317
G3 0.5051 G8 0.4620
G4 0.5820 G9 1.0841
G5 0.6466 G10 0.2047
G6 0.5715

Enfin le facteur de redistribution et la puissancaugmenter pour les générateurs G2, G8

et G10 sont présentés sur le Tableau 4-5. Danas;eaacun générateur dépasse la limite de
puissance active autorisée (Pmax).

Table 4-5: Facteur de redistribution et puissanaeginenter pour les générateurs G2, G8

et G10.
Genermew | w | DR |
G2 0.244 38.1 =579
G8 0.236 36.2 =576
G10 0.520 81.7 =331

Afin de valider la méthode proposée, une simulatemporelle est effectuée. Une valeur
de TEC de 130ms est choisie comme la valeur cible fes situations de pannes. L’action
préventive ici est la redistribution de puissangecala méthode présentée ci-dessus. Les
figures 4-2 et 4-3 présentent I'évolution des amgletoriques des générateurs G6 et G9,
respectivement, sans action préventive et avedidiagréventive. On constate qu’avec
I'action préventive, les générateurs sont plusletab
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Figure 4-3: Angle rotorique du générateur G9 samsec action préventive
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CHAPITRE 5 : SIMULATION DYNAMIQUE, METHODES PREVENTIVES
ET CORRECTIVES POUR LA PREVENTION D’EFFONDREMENT DE
TENSION

5.1 INTRODUCTION

L'effondrement de tension est I'une de causes itapi@s des blackouts électriques récents
des réseaux électriques. Par conséquent, la coenmién profonde du mécanisme
d'effondrement de tension ainsi que des facteulis ogii des influences directes sur
I'effondrement de tension sont des considératiossemtielles pour les opérateurs et les
chercheurs. Le phénomene d'effondrement de temsibhe aux phénoméenes dynamiques et
compliqués des éléments dynamiques du réseau delses générateurs, les actions des
dispositifs de protection, les charges... etc. Panséquent, pour une meilleure
compréhension de ces phénomenes, la simulatiomdgoa devrait étre utilisée. Elle permet
principalement de fournir plus d'informations seicbmportement dynamique des dispositifs
du réseau pendant I'analyse de stabilité de tenBparticulier, nous pouvons observer non
seulement la variation du profil de tension auxud®emais également les séquences de
I'activation des dispositifs de controle automagsjude tension au cours de la simulation.
Comme le montre analyse des blackouts électriggesntment survenus sur les réseaux
électriques, les phénoménes d'effondrement de orensbont généralement liés a des
phénomenes a long terme (quelques minutes).

Dans ce chapitre, nous limitons notre étude auxg@iénes dynamiques a long terme de
la stabilité de tension en employant le logiciel SHES (Power System Simulator for
Engineering). Les comportements dynamiques desosiids du réseau comme les
générateurs, les limiteurs de courant des systdiagsitation (OverExciation Limiter -OEL),
les transformateurs réglables en charge (Underle@dChanger-ULTC), les différents types
de charge, etc, sont étudiés en employant les medéhndard de la bibliotheque de PSS/E.
Le réseau BPA (Bonneville Power Administration)eetéseau Nordique ont été utilisés pour
I'étude (Références : [1-2, 68]).

Pour avoir une compréhension des mécanismes efagésurs de l'effondrement de
tension, il est nécessaire de trouver un plan magble de conduite contre |'effondrement de
tension avec des actions préventives et curatives.

Les actions préventives sont mises en oeuvre digffindrement de tension afin de
maintenir une grande marge de stabilité et ainge€vEn régime permanent, la relation des
variables du réseau est représentée par des mdeorépartition de puissance (loadflow).
Pour un réseau donné, si des parametres, commpgdidgie du réseau, le plan de production
et la charge sont connus, des équations de catctdmirtition sont résolues pour déterminer
I'état du réseau (déphasage et module de ten§ionj.les réseaux de transport d’énergie, les
équations de calcul de répartition peuvent étreésemtées par des équations couplées, c’est-
a-dire que la tension dépend fortement de la puissaéactive. Quand la puissance réactive
est injectée sur un noeud de charge, la tensionesnpeud est augmentée. Quand la tension
sur un ou plusieurs nceuds du réseau dépasse mgsvautorisées (Vmax et Vmin), les
opérateurs doivent effectuer les actions de coedaiin de restaurer un plan de tension
normal par des moyens comme : I'enclenchement aledensateurs de shunt, le changement
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des réglages des transformateurs, ou le changetedansion terminale des générateurs... Par
conséquent, une stratégie préventive de conduiteétte construite afin d’assurer un bon
plan de tension pour les différentes situationpatenes.

Dans ce chapitre, nous proposons une stratégiégiiege secondaire de tension basée sur
un calcul d’optimisation (OPF : optimal power floafin d’éviter le risque d'effondrement de
tension. Les variables de contrble sont : la tensgwminale des générateurs, les prises des
transformateurs, la puissance réactive des congmsaUne relation entre la variation de
tension et la variation des variables de contrétedtablie par les matrices de sensibilité. Une
fonction objectif est ensuite construite et minié@gpar la programmation quadratique pour
maintenir un bon plan de tension (Références :-fil113).

Pour les actions correctives, il y a plusieurs rméés pour éviter I'effondrement de tension
comme présenté au chapitre 2. Cependant, afin dietena la tension du réseau dans les
limites admissibles face a une perturbation greame, méthode corrective rapide est proposeée.
Cette action est basée sur le délestage de chaegel da tension est trop baisse (UVLS :
under voltage load shedding) comme le proposent. aylor et D. Lefebvre (Références :
[57, 116)).

5.2 SIMULATION DYNAMIQUE D'EFFONDREMENT DE TENSION

5.2.1 Facteurs de l'effondrement de tension

Dans cette section, des facteurs de I'effondremeriension ont été étudiés en employant
la simulation dynamique sur le réseau BPA et leagshordique. L’influence des modeles de
charge statiques et dynamiques sur I'effondremetgmsion a été discutée en détail.

Les charges dynamiques jouent un réle important I'effiondrement de tension; en
particulier, la charge de moteur a induction. liehce des transformateurs réglable en
charge (ULTC) et la limite de courant des systémexcitation (OEL) sont des causes
directes pour l'effondrement de tension. L'impaes dULTCs et des OELs ainsi que le
comportement dynamique des dispositifs de proteghiendant la simulation dynamique a

long terme ont été également étudiés.

Quelques scénarios de I'étude de I'effondrementedsion ont été simulés pour deux
réseaux : BPA et Nordic réseaux électriques. Difiés facteurs dynamiques ont été observés.
A partir des résultats d'analyse des facteurs mindluenceé I'effondrement de tension pour le
réseau BPA et le réseau nordique, nous constatons :

* une baisse de tension et une augmentation des gemde réseau quand une ligne ou
un générateur est déclenché.

» La dynamique de restauration de charge aux nceudsvatge et les transformateurs
réglables en charge sont des facteurs défavorgmlesqu'ils visent a reconstituer la
charge quand le plan de tension est tres bas.

* Apres que les limiteurs d’excitation aient étéivasd, les générateurs ne sont pas
capables de fournir la puissance réactive pour emisgr les pertes supplémentaires
dans le réseau, et par conséquent ils ne peuvestnphintenir constante la tension
terminale.
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D'autres mécanismes peuvent causer ou jouer unsighgficatif dans des phénomenes
d'effondrement de tension la protection de ligneggéponse des systemes de régulation de
vitesse, les limites des dispositifs FACTS et I'anemtation rapide de charge. Comme cela
est illustré ci-dessus, les effondrements de tensimt souvent des événements en cascades,
avec beaucoup de facteurs, qui aménent a un blatkalidu réseau (Références : [112,117,
122-123)).

5.3 METHODES PREVENTIVES POUR EVITER L'EFFONDREMENT DE
TENSION

5.3.1 Indicateur d'effondrement de tension

L'indicateur d'effondrement de tension aide lesratgéirs connaitre I'état actuel du réseau
et la distance du réseau au point d'effondremesduBoup d'indicateurs sont mentionnés au
chapitre 2. Toutefois pour les actions préventimesis présentons ici le indicateur L proposé
par P. Kessel et H. Glavitsch (Référence : [124Bme cet indicateur est statique et basé sur
les données de calcul de répatrtition, il ne pestgumnc refléter le comportement dynamique
du réseau. Toutefois cet indicateur se calculedeapent et il est bon pour la prévision d'état
du réseau. L'indicateur de risque d’instabilitételesion sur chaque nceud du réseau est défini
comme suit :

_ ]|_ ilag
L =+ h = - ‘ (5.3-1)

L’indicateur global est déterminé par :

L =max{L,}, j0a. et 0<L<1 (5.3-2)

ou : ag est le nombre des noeuds de génératiprest le nombre des noeuds de charge, et
F; est le facteur de participation de chaf&d = -[Y, ] [Ye]-

En employant cet indicateur statique, les opératédurréseau connaissent la distance du
réseau au point d'effondrement. Un ensemble deilsaditi power-flow peut étre réalisé afin
de fournir les informations pour déterminer l'inglieur L sur la trajectoire de calcul. Ce
procédé ne reflete pas les comportements dynamiduegseau mais il donne une image
assez precise avec un temps de calcul rapide pévenr I'effondrement de tension.

5.3.2 Réglage secondaire de tension pour améliorer la stabilité de tension

Dans une situation de forte charge ou aprés unrpation, les tensions de quelques
noeuds du réseau peuvent dépasser leurs limitdsn’'ys a pas d'actions de conduite
convenables, le réseau peut rencontrer un risqustabilité de tension ou méme un
effondrement de tension. Par conséquent, une gigati® contrble de tension est nécessaire
pour maintenir rapidement les tensions a leurgdisnadmissibles. Pour la stratégie de réglage
de tension secondaire que nous proposons ici,daables de contréle sont : la puissance
réactive des condensateurs de shunt, les réglagesahsformateurs, et la tension terminale
des générateurs.

Nous proposons la minimisation des variations @embkles de controle :
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Min {C@V) +C0Q) + G DY (5.3-3)

AV ,AQ_ AT,
Ou

- AVg, AQc, AT, sont les variations de tension terminale des géegrs, de puissance
réactive des condensateurs, des prises des tnavagéurs, respectivement

- C1=0, G =0, G =0, sont les coefficients de pondération des vamte contrdle.

Avec les contraintes définies par les matricesamsibilité :

AV ) AV,
( L)m|n |:S/LVG S/LQ $L-[ } AVG ( )max
AQ = AQ: [=|(AQ,
[ VG jmin SQGVG %GQC %;TL ATL (Ijmax
(AVG )min = AVG = (AVG)max (53-4)
(QC )min = QC = Qc)max
(AT,) . <AT <(AT)
ou :
(AVG )min - (VG)min - Vg (AVG )max = (VG)max - V((B)
(AVL )min = (VL )min - V|_0 ¢ (AVL )max = (VL )max _ VLO
(ATL )min = (TL)min - -II_O © (ATL )min = (TL)min - '|10 (53-5))

(8Q).. = (W — R [(AQ), . =(Q)pax — R

Le probléme d'optimisation est résolu par applcatie la méthode de programmation
quadratique.

Cette stratégie de contrble a été appliquée awuédeéEEE de 30 noeuds et au réseau
nordique en tant que méthode préventive d'effondntrde tension avec des résultats trés
intéressants.

5.4 METHODE CORRECTIVE PAR LE DELESTAGE DE CHARGES

En cas de perturbations «légeres «, les méthodégemives suffisent pour éviter
I'effondrement de tension. Cependant, en cas damts trés graves les actions préventives ne
peuvent que retarder |'effondrement de tensionudgdgges minutes. Dans ces situations, une
méthode corrective doit étre appliquée afin d'éenile risque d'effondrement de tension.
Parmi les méthodes correctives, nous nous intanessda méthode de délestage de charge
par les relais a basse tension (undervoltage loedding - UVLS).

Les objectifs principaux de ces méthodes sont gdre sur trois aspects :
1) Réduire au minimum la quantité de charge a th¥les
2) Déterminer I'endroit ou la charge doit étre digle

3) Synchroniser le délestage le plus rapidement ®m en réduisant le risque
d'oscillations.
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Dans cette partie, nous proposons une regle poMLIS qui pourrait étre employée pour
éviter I'effondrement de tension. Le réseau noreligst simulé sous PSS/E (Références : [57.
116, 127-131)).

5.4.1 Simulation Dynamique de I'UVLS

Le schéma d'UVLS a l'avantage de permettre la gestirecte des charges. L’activation
de I'UVLS se fait 120 secondes (considéré l'infeemu ULTCs et OELS) aprés un défaut
Les régles de délestage proposées se basent seulklssde tension :

* 5% de charge a délester si la tension est infégia 0.9pu avec un délai de 3.5 s.
* 5% de charge a délester si la tension est infiggia 0.92pu avec un délaide 5 s
* 5% de charge a délester si la tension est inféria 0.93pu avec un délai de 8 s.

La validation des regles proposées est effectuédapsimulation dynamique du réseau
nordigue avec des résultats trés satisfaisantsidRhs scénarios ont été étudiés. Pour le
scénario 1, une ligne de transport dans la régiorNdrd entre les noeuds 4011-4021 est
déclenchée a l'instant t=5s, et un générateur @M@/ au nceud 4012 est mis hors service
0.1s apres.
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Figure 5-1: Scénario 1- tension au noeud 41 saageet UVLS

La figure 5-1 présente le profil de tension au mbél pour deux cas : avec et sans UVLS.
La ligne bleue est le profil de tension au nceudsdids UVLS. L'effondrement se produit
environ 120 secondes apres les perturbations.gbe Nerte est le profil de tension au noeud
41 avec UVLS. Le réseau reste stable et les tensiomt maintenues a 0.95 pu.
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CHAPITRE 6 : CONCLUSIONS ET PERSPECTIVES

6.1 CONCLUSIONS

Ce travail propose quelques contributions pouryeedlles blackouts électriques récents
des réseaux électriques. A partir des lecons tidéssblackouts électriques passés, quelques
contributions pour éviter ces blackouts ont étéoa@es. Tout d'abord, des suggestions
importantes pour prévenir les pannes ont été rdéps a partir d'une analyse de
I'expérience internationale. Puis, des contribwigour améliorer la stabilité angulaire et la
stabilité de tension ont été présentées danstbétse. Quelques conclusions spécifiques sont
tirées dont on trouve un résume ci-dessous :

6.1.1 Suggestions majeures pour prévenir les blackouts

Les pannes sur les réseaux électriques sont palecient liées a de grandes perturbations.
Les causes des pannes ne sont généralement paesinkles sont le résultat final d'une
séquence d’événements. L'effondrement en cascadeugent résulté d'un ou plusieurs
incidents critiques, de dysfonctionnement des éugnts ou de mauvaise coordination. Par
conséquent, quelques suggestions pour la gestioaéseéau ont été listées afin de prévenir les
blackouts :

L'amélioration des systemes existants et la rémmvates équipements, l'entretien, et le
remplacement des composants critiques, I'investiss¢ dans de nouveaux équipements du
réseau (nouvelles lignes de transmission, ou ntaieehtrale) sont des éléments essentiels
pour la prévention des événements en cascade.

Les études normales de planification ne peuvenppasdre en compte tous les scénarios
possibles qui peuvent mener a des pannes éledrigge raison du grand nombre
d'incertitudes et de situations possibles de fonoement. Dans la phase de planification, le
critere N-m (nz2) devrait étre considéré pour identifier des situs de pannes critiques.
L'expérience acquise a partir des erreurs passeémsétie incorporée a de nouvelles
procédures de conception pour aider a dévelopetedgbnologies nouvelles pour la conduite
et la surveillance des réseaux.

bY

Le perfectionnement des systéemes de protection pwet tout a fait efficace pour
empécher les pannes en cascade. L'applicationédaetateurs automatiques de tension avec
les stabilisateurs devrait étre obligatoires pas générateurs.

Il est nécessaire d’assurer la redondance et idiftades dispositifs de télécommande et
de télécommunication. Ceci joue un réle particelgéent important dans la coordination entre
les centres de conduite et les implémentationscisns préventives et correctives.

La restauration rapide de systéme est extrémemmgrariante afin de réduire au minimum
I'impact d'une panne sur notre sociéte, les opdnaidu réseau doivent bénéficier de stages
d’entrainement réguliers avec des exercices swgskauration du réseau pour s'assurer gu'ils
maitrisent les meilleures procédures de restamrdegoréseaux.
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6.1.2 Contribution a I'amélioration de la stabilité en présence de petites
perturbations

Dans cette these, nous avons proposé une nouvélleode pour le choix optimal de
configurations contrdleurs/capteurs en utilisanbdéion de gramiens de commandabilité et
d'observabilité. C’est une méthode préventive gficace pour améliorer la stabilité en
présence de petites perturbations.

Cette méthode a été testée sur divers scénariegékaltats obtenus présentent 'avantage
d’'une certaine robustesse pour améliorer la stédbdn présence de petites perturbations
(amortissement rapide des oscillations de puis3aiteappliquant la méthode proposée, le
probleme du placement optimal de quelques contrélgar exemple le choix de placement
d’'un PSS, pourrait étre fait sans avoir besoin déhodes d'optimisation.

6.1.3 Contribution a I'amélioration de la stabilité transitoire des angles
rotoriques

Dans cette thése, quelques facteurs importantsadstabilité transitoire des réseaux
électriques tels que le temps d’élimination de dgfta localisation des défauts, ou le niveau
de charge et de production ont été étudiés enldBwir le plan de défense, nous avons
proposé une nouvelle stratégie préventive pourdhilgé transitoire. La méthode est une
approche heuristique qui permet de redistribuer pesssances des générateurs afin
d’augmenter le temps critique d’élimination de défdans cette thése, le temps critique de
d’élimination de défaut est considéré comme uneumeesle l'action préventive pour la
stabilité transitoire. Le rapport linéaire entreC%et la puissance de générateur a été utilise.
La quantité de puissance a changer pour chagueagéné est calculée par le coefficient
déterminé a partir du gramien de commandabilité.

La méthode préventive proposée a été testée slguggeréseaux avec des résultats tres
satisfaisants.

6.1.4 Contribution a I'amélioration de la stabilité de tension

Les principaux facteurs de l'effondrement de tamsiat été étudiés. En particulier, le
comportement des charges, le transformateur réglabl charge, et les limiteurs de sur-
excitation ont été étudiés en détail.

Pour les actions préventives, un indicateur statidleffondrement de tension L a été
employé pour I'évaluation d'effondrement de tensianbut est de répondre a la question :
quelle est la distance du réseau au point d'efeandnt de tension? Les avantages principaux
de la stratégie proposée sont non seulement umelgfacilité de mise en oeuvre pratique
mais également la possibilité de prendre une a#tide conduite rapidement en utilisant
seulement un calcul de répartition.

Pour les actions correctives, une stratégie destigje de charge a été proposée en utilisant
les relais de délestage a basse tension. Cettégitra éte testée sur le réseau nordique avec
des résultats tres satisfaisants. Cette solutiontrés efficace en cas d'urgence afin de
préserver le réseau d’'un risque d’écroulement tl#dension.

-29 -



Résumé en Francais

6.2 PERSPECTIVES

A partir des résultats obtenus, quelques persmecet directions de recherches peuvent
étre envisagees :

Afin de proposer effectivement des méthodes préwentpour éviter les blackouts, il est
nécessaire d'étudier soigneusement les mécanisirles eauses de ces phénomeénes. Des
lecons des blackouts sur les réseaux doivent @#esta partir des simulations de ces
blackouts. Les modéles exacts des générateursghdeges, des contrbleurs et des dispositifs
de protection doivent pris en compte dans les gitimnls ou dans les outils de simulation ou
d’aide a la décision.

L'utilisation des gramiens de commandabilité ouslee grandes perspectives pour des
applications aux grands réseaux électriques. Rampbe, cette méthode peut étre employée
pour déterminer le placement optimal des dispesRACTS ou déterminer les consignes de
puissance des générateurs afin d’'améliorer lalgébt la performance des réseaux. Pour les
stratégies de réglage secondaire de tension a@iméiorer la stabilité du réseau, cette
méthode peut étre appliquée pour déterminer lesigoes des tensions terminales des
générateurs, les bonnes valeurs des rapport defdraration des transformateurs, des valeurs
raisonnables des bancs de capacités ...

Dans la pratique, on peut utiliser de nouveaux @asapts pour la conduite des réseaux,
tels que les unités de mesures de phase (PMU oPNkesasurement Unit). Le probleme du
placement optimal de PMU dans un grand réseauébeutésolu effectivement en utilisant la
notion de gramien d'observabilité.

Afin d’améliorer de la stabilité angulaire, les otteeurs et les opérateurs recherchent
toujours des méthodes efficaces. Il est évident'quplantation des méthodes correctives est
toujours plus difficile car la durée des phénomessddrés courte. L'utilisation du gramien de
commandabilité est utile pour identifier les géteues critiques et pour redistribuer la
puissance afin d’améliorer la stabilité du réséaiest une nouvelle direction pour améliorer
la stabilité transitoire et il est encore nécessdiapprofondir la question.

Pour les problemes d'effondrement de tension,d&gé secondaire de tension est le plus
efficace pour éviter ce phénomeéne. L'applicationddgpositifs de FACTS est une solution
efficace. Lorsque les situations deviennent trdfigaes, le délestage est nécessaire pour
sauver le réseau. Le délestage a besoin de siondatynamiques pour déterminer les bonnes
décisions a prendre et la bonne localisation dieésrde délestage de sous-tension pour un
réseau donné. Le délestage dynamique est un preldénptimisation en variables mixtes et
entieres qui reste difficile compte tenu des mégisadke résolution aujourd’hui disponibles.

Les blackouts sur les réseaux électriques constitug des problemes les plus difficiles a
étudier. Ce type de catastrophes implique beaucbagqtions a entreprendre a toutes les
étapes de planification, de conception et d'exgioih en présence de facteurs souvent
imprévus. Les blackouts provoquent une perte écan@mrires importante. C’est pourquoi il
est nécessaire de conduire plus de recherchesessujet afin de proposer des méthodes
préventives et correctives efficaces pour éviteblackouts dans le futur.
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CHAPTER 1
INTRODUCTION

1.1 MOTIVATION OF THE DISSERTATION

Power systems play an important role as the majonamical infrastructure of any
country. Traditionally, a power system is dividedtoi three main parts: generation,
transmission and distribution. In order to ensucenral operating conditions, the power
systems have to meet some criteria of securit\gbidity, quality and economy.

However, power systems are facing with some ctippablems. The first problem is
highly increase in load demand while the rapid estian of the natural resources causing
increasingly high price in coal, gas and petroktfermore, the potentially hydraulic energy
has been almost surveyed and exploited, while auamergy is facing the problems of
safety, environmental issues and high technologyirements in operation and management.
These difficulties are the causes of highly pressur the electrical industry, particularly on
the output price of electrical energy.

The second problem is the presence of distribueekigation. In order to introduce clean
and renewable energy, many wind farms, photovolftions and biomass power plants are
now built and installed in the distribution sidestd to customers. On the first hand, this
could reduce power loss, make use of the renewari#egy such as solar and wind energy,
but on the other hand, this is changing the contéxtraditional distribution systems and
making power systems more complicated and largaeso terms of control, monitoring and
management.

The third problem concerns the environmental isseesexample, the fear of air pollution
has prevented the expansion and use of coal fimep plant. Limited land and health
concern also limit the expansion of transmissiaadi

Another critical challenge is many electrical tigls are changing forward to power system
deregulation, with many bilateral, multilateral t@tts, independent power producers, and
international connections between power systemgaefadion, transmission, and distribution
are separated and deregulated. Competition is miréseboth generation and consumption
sides, whereas the transmission of power is intedr provide open and equal access to all
market participants to ensure fair competition. phablem of voltage and power flow control
is more complicated in terms of management andadiperthan those in vertically integrated
utilities, especially when dealing with criticakstions. Even, some countries or electrical
utilities have been trying to delay large amountmainey investing in new power system
facilities such as power plants and transmissiGtesys.

All these difficulties make a power system more ptenr, large-scale, and operating
closely to its security limit and vulnerable to adigturbance. Some serious power system
blackouts with severe consequences occurred itJghand European countries are evident
for these statements.
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Although power system blackouts rarely occur andenis the same as the others but its
consequences are enormous from both economic agr@yesecurity point of views. For
example, the blackout occurred in the USA, in Aud@l@93, had enormous consequences: 65
GW of load was cut off and it took nearly 30 hotgagotally restore the system. The blackout
happened in ltaly, in September 2003, causing 27 @&Woad was tripped off and the
economic cost was estimated about 50 billions doll@he most complicated disturbance in
European countries in 2006 has affected 15 milllomsseholds.

Power system blackouts always have multiple caudesy are normally the final result of
a chain of complicated dynamic phenomena. The sausgy initiate from planning and
designing stage, maintenance duty, operating nmsdibere are also some many unforeseen
causes. The mechanisms of power system blackoaitahanys different from each other as
well, with different types of power system stalyilit

Even, researchers and power system operators haga mterested in the better
understanding of these phenomena, main causesnaddanisms as well as preventive and
corrective method in order to avoid power systeatkdut for a long time. Nevertheless, with
new challenges and recent power system blackoutsioned above, this issue still needs for
more attention. Therefore, this dissertation i® aevoted to provide some contributions to
power system blackouts preventions.

The specific objectives of dissertation are lisdasdollowing:

1.2 OBJECTIVES OF THE DISSERTATION

1.2.1 Contribution to Investigation of Major Power System Blackouts

Evidently, power system blackout is the most seriptoblem for any power system. The
consequences are normally very huge in term of@ogrand energy security point of views.
Therefore, this problem has become major concaraldoades. A power system blackout is
normally the final result of some complicated dymamphenomena that could otherwise be
manageable if they would happen alone.

Therefore, the dissertation is firstly devoted twestigate the major power system
blackouts happened around the world in recent y&mse main causes and explanations for
major mechanism leading to power system blackowgslen given next. Finally, the main
proposed solutions to study and prevent power sydttackout are summarized. These
comprehensions could be not only useful for ingedé previous blackouts but also essential
for building preventive and corrective control ségies in the future.

1.2.2 Contribution to Improving Small Signal Stabil ity

Small signal instability has been recognized as oaese leading to power system
blackouts. In small signal stability analysis, there many factors those are influenced on
power system oscillations such as generator modetstation system models, system loads,
power system structures, and types of disturbandesever, disturbances are considered as
small enough that the power system dynamic equatmould be modeled by linearized
equations.
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From the preventive point of view, in order to pat/power system from blackout due to
small signal instability, we have to improve thenttol system structure by adding damping
controllers (for example: power system stabiliZe&S- at generators and/or Flexible AC
Transmission Systems-FACTS) and sensor (for exarRplasor measurement unit-PMU) in
order to improve the overall power system perforoeanPractically, power systems are
normally large-scale, and largely interconnecteshgmission systems while the number of
controllers and sensors are always limited in teohguantity and expensive in term of
investing cost. Therefore, one of the most difficesues is how to select optimal placement
controllers and sensors (or equivalent to seletingh control inputs and outputs)

In this dissertation, a novel energy approach basedhe use of controllability and
observability gramians is proposed and appliedbtoessystems. The results could be applied
to large-scale power systems in order to build & mentrol structure with robustness
properties.

1.2.3 Contribution to Improving Transient Stability

Transient stability is an especially difficult igswdue to its complex and nonlinear
characteristics, which are governed by highly naedr integro-differential equations, which
are generally bulky and with very fast time evalati As a major concern, transient stability
has been studied since the early time of electriwdistry. Transient stability is often the
initial cause of other types of power system siigtsluch as small signal stability, and voltage
stability those may lead to power system blackéutpractice, transient instability can be
avoided by applying correctly preventive or coriextactions. Corrective control attempts to
stabilize an unstable power system, by directing $listem trajectory onto a new stable
equilibrium point shortly after a severe contingenthe application of corrective actions is
always difficult because we have to solve a sehaflinear equations those may not be
solvable. Sometimes, this problem occurs in a \&mgrt time period. On the other hand,
preventive control is carried out before instapilictually occurs. In fact, preventive controls
are more desirable in power system operations.riecessary to shift the operating system to
stable side in advance by preventive control, s the system can be stable even if some
severe fault occurs.

In this dissertation, a new preventive method basednergy approach is introduced. The
method employs a heuristic method based on coahibity gramians for choosing generators
used for redispatching generation output in ordentprove transient stability by increasing
critical clearing time (CCT). The results could &eplied to real power systems in term of
preventive transient stability.

1.2.4 Contribution to Improving Voltage Stability a  nd Voltage Collapse

Prevention

Voltage instabilities and/or collapses have be@&ogrized as one of the major causes of
power system blackouts in the past. They are te#lmost anxious concern and one of the
major causes for power system blackouts in thadutn accordance to the presence of power
system deregulation, environmental constraintsriotsthe expansion of transmission
networks; the management of power system, espgcedictive management becomes more
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difficult than before. These reasons are causin@igi risk of voltage instability and/or
voltage collapse. By analyzing the past blackout#tage collapses are normally related to a
long-term time frame phenomenon. That is the fio@hsequence of a chain of dynamic
events involving many factors. In practice, voltagdlapse can be avoided by correctly
applying some preventive or corrective actions.

In this dissertation, major factors influenced avitage collapse have been taken into
account through long-term dynamic simulation. Omeventive control strategy based on
optimal power flow is proposed. In term of correetpoint of view, some major discussions
of under-voltage load shedding based on the assomet intelligent and directly controlled
load are given and tested with the “Nordic powestam”.

1.3 ORGANIZATION OF THE DISSERTATION

The dissertation is organized as follows:
Motivations of the dissertation and general intiichns are given in chapter 1.

Chapter 2 presents some general analyses of pgstens blackouts happened around the
world in recent years. Major mechanisms as wethas causes of a power system blackout
are also discussed in this chapter. General deinsitof power system stability problems
related to angle stability and voltage stabilitye ahen discussed briefly. Solutions for
studying and preventing power system from blackaméssummarized in the late part of this
chapter.

Chapter 3 presents a novel energy approach to alpsietection of controllers and sensors
in order to improve small signal angle stability.

Transient stability problems are discussed in arapt A heuristic preventive method for
transient stability improvement is also proposed discussed in this chapter.

Chapter 5 is devoted to studying voltage collapsblpm. Long-term dynamic simulation
method is firstly used for investigating factorgluence on voltage collapse. A preventive
method with the goal of maintaining voltage profiseproposed next. Under-voltage load
shedding considered as corrective method is diedussthe late part of this chapter.

Major conclusions and perspectives are presenteddpter 6 of the dissertation.

1.4 LIMITATIONS AND SCOPE OF THE DISSERTATION

The power system blackouts are mainly related twepcsystem stability problems. As
defined by IEEE/CIGRE, there are three categorigmwer system stability. They are angle
stability, frequency stability, and voltage stailiin this dissertation, the only two types of
power system stability which are investigated argl@ stability and voltage stability.

In term of voltage stability investigation, onlynig-term dynamic simulation of voltage
collapse is taken into account.

For case studies, only power systems suggeste&bl/CIGRE are used for illustration
purposes.
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CHAPTER 2
POWER SYSTEM BLACKOUTS: PHENOMENA,
MECHANISMS, CAUSES AND SOLUTIONS

2.1 INTRODUCTION

Power systems are facing with many challengest Birall, the load demand is rapidly
increases, particularly for developing countriesc@dly, the exhaustion of primary energy,
economic and environment pressure lead to the @ademore appearance of power system
deregulation and distributed generation. It isévadd that these new trends could improve the
security and performance of power system. Howether,excessively economic tension is
pushing power systems operating more closely to gtability and security limits than in
previous decades. The existence of many power maysfeerators makes the system more
difficult than before in term of operation, monitgg, control, especially, when there are some
disturbances. Power systems become more vulnet@laery disturbance. Recent blackouts
in the USA or in Europe with serious consequencasehdemonstrated clearly these
situations.

Therefore, better understanding of these phenommeahanisms, causes and solutions in
order to prevent such the most serious problem lkiaaen the interest of researchers and
operators for a long time. This chapter is devdtednvestigations and analyses of major
power system blackouts in recent years. From tladyaoal results, main causes as well as
major mechanisms of power system blackouts arenginel discussed. Finally, some methods
to prevent power system blackouts in both prevenawnd corrective point of views are
recalled briefly.

2.2 ANALYSIS OF POWER SYSTEM BLACKOUTS

2.2.1 Investigation of Recent Power System Blackout s

During over two decades, there were many serioaskbluts with huge consequence had
occurred in the recent years, even in well-developeuntries. In this part, some typically
past incidents of power system blackouts repomeetferences [1], [2], [3], [4], [5], [6], [7],
[8], [9], [10], [11], [12], [13], [14], [15], [16][17], and [18] are reviewed as below:

* France, December 19, 1978:. France was importingtredal power from other
countries. Load rise between hours from 7 am tar8weas 4600 MW. The load
increment was 1600 MW higher than the previous ¥ajtage declined after 8 am and
between hours 8:05 am and 8:10 am, some EHV/H\tamgers were locked. As a
result, low voltages reduced some thermal prodoctit 8:20 am, voltages on the
Eastern 400 kV transmission system were down irrdhge 342 kV to 374 kV. As a
result, a major 400 kV line tripped due to overreat protection. Tripping this
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transmission line leaded to voltage collapse sulpsetty. During restoration process
another collapse occurred. Amount of load inteiouptvas about 29 GW and with a
total energy loss of 100 GWh. The cost of outags estimated about from $200 to
$300 millions. The direct cause of blackout waggkterm voltage instability after the
period of 26 minutes [1], [2], [3].

Belgium, August 4, 1982: The initial disturbanceswhe disconnection of a 700 MW
unit during commission tests. After 45 secondsy-@xeitation limiter actions reduced
reactive power on two other units. Three to founumes after the initial event, three
units were tripped by “max MVAr protection”. At 3inutes, 20 seconds, the voltage
was down to 0.82 pu at a major generating sta#an4 minutes, 30 seconds, two
additional generators tripped by impedance relsgsylting in power system collapse.
The cause of the blackout was long-term voltagéabty after the period of 4.5
minutes [1], [2], [3].

Sweden, December 27, 1983: A disconnector failme fault at a substation in the
west of Stockholm resulted in loss of the substasiod two 400 kV transmission lines.
Approximately 8 seconds later, a 220 kV line trigpeff by overload current

protection. Under load tap changer actions causerléoransmission line voltages and
higher currents on remaining north to south linslsout 55 seconds after the fault,
another 400 kV transmission line tripped off. Casecg and islanding of southern
Sweden followed. Frequency and voltage collapseuattér-frequency load shedding
did not save the system. Nuclear units in the daansystem tripped by over-current or
under-impedance protection resulting in a blackbotad loss was about 11400 MW.
The cause of blackout was long-term voltage codlagfter experiencing a critical fault

[1], [2], [3].

Florida USA, May 17, 1985: A brush fire caused titygping of three light-loaded 500
kV transmission lines and resulted in voltage gd&a and blackout within a few
seconds. Load loss was 4292 MW. The cause of dekdlit was voltage collapsed by
transient stability [2], [3].

Tokyo Japan, July 23 1987, Tokyo suffered from vieoy weather. After the lunch
time, the load pick-up was about 1% per minuted@® MW/minute). Despite the fact
that all the available shunt capacitors were swichn, the voltages started to decay
on the 500 kV transmission system. After 20 mindkesvoltage had fallen to about
0.75 p.u and the protective relays disconnectets mdrthe transmission network and
by that action shed about 8000 MW of load. The eaafsthe blackout was long-term
voltage collapse. Unfavorable characteristics ofv igpe of air conditioners were
considered as one of major causes of the blackui?], [3].

Western France, January 12, 1987: Over a peria@boft fifty minutes, four units at
the Cordemais thermal plant tripped. Voltage dedaged nine other thermal units
tripped over the next seven minutes, eight-unitabiee of over-excitation protection,
thus voltages stabilized at a very low level (frémd pu to 0.8 pu). After about six
minutes of voltage collapse, about 1500 MW of leas shed to recover the voltage

[1]. [2], [3].
Finland August 1992, the power system was opeidts® to security limits, imported
from Sweden was large, so that there were onlyethrets directly connected to 400
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kV system in southern Finland. The tripping of A%V generator unit, simultaneous
maintenance work on 400 kV line and manual decreéaseactive power in another
remaining generator unit, caused a disturbance evtiex lowest voltage at 400 kV
network was 344 kV. The voltages were restoredatonal level after 30 minutes by
starting gas turbines, by some load shedding andinbgeasing reactive power
production [3].

Western Systems Coordination Council (WSCC) Jul961A short circuit on a 345
kV transmission line started a chain of eventsitgpdo a break-up of the Western
North America power system. The final reason foe threak-up was rapid
overload/voltage, collapse/angular instability Téeent affected about 7.5 million
customers and resulted in over 30,000 MW of loaddeterrupted and over 25,000
MW of generating capacity being dropped from thstay. One of main causes was
lack of power system damping of inter-area osadtet [1], [10].

North American Electricity Reliability Council (NERUSA) August 14, 2003. Based
on NERC investigation, the system was being opératehighly loaded conditions.
There were significant reactive power supply deficies in the Cleveland, Ohio area
beginning in the early afternoon. The Midwest IS@WKO) state estimator (SE) and
real time contingency analysis (RTCA) software weot functioning properly due to
software problems from 12:15 to 16:04. This pregdnthe MISO from performing
proper “early warning” assessments of the systeth@gvents were unfolding. At the
First Energy (FE) control center, a number of cotapsoftware failures occurred on
their Energy Management System (EMS) software istprat 14:14. These failures
prevented FE from having adequate knowledge ofetrents taking place on its own
system and contributed to inadequate situationaremess at FE. The first major event
was the outage of FE Eastlake unit 5 generatoB3a&11 Eastlake unit 5 and several
other generators in FE northern Ohio service areeevgenerating high levels of
reactive power and the reactive power required ftbese generators continued to
increase as the day progressed. The Eastlake woitdge regulator tripped manually
because of over-excitation. As the operator attethgib restore automatic voltage
control, the generator tripped. The Chamberlin-iay@45 kV line tripped at 15:05 in
FE system due to a tree fault even though thewia® only loaded to 44% of its normal
rating. The Hanna-Juniper 345 kV line, loaded t&/88f its normal rating, tripped due
to a tree fault at 15:32. The Star-Canton 345 ki, lloaded to 93% of its emergency
rating, tripped due to a tree fault at 15:41. Dgtihis period, due to software problems
at the FE and MISO control centers, no correctteons were taken. A cascading loss
of lines on the parallel 138 kV network continueceiothe next 15 minutes, but very
little load reduction occurred. The critical evdaading to uncontrolled, widespread
cascading in Ohio and beyond was the tripping ef 3ammis-Star 345 kV line at
16:05:57. At approximately 16:10:38, due to thecadsg loss of major tie lines in
Ohio and Michigan, the power transfer between ttfe. dnd Canada on the Michigan
border shifted. At this point, the voltage arounetmdit plummeted due to extremely
heavy transmission line loadings and the systemarhedransiently unstable, resulting
in rapidly cascading outages of several hundrezslend generators and a blackout of
a large area. It was estimated that about 65000 W& cut off and it took nearly 30
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hours to restore the system. Voltage collapse ésajrcauses of the blackout [5], [9],
[10], [11], [12], [13], [14].

Sweden/Denmark, September 23, 2003. Starting fr21301 Oskarshamn nuclear plant
tripped (due to technical problems), as a result,@W lost; north-south flow on the
west side increased. At 12:35 a switching devicl@ated substation broke apart that
caused Ringhals nuclear plant (1.8 GW) and two mand north-south connections
lost. From 12:35 to 12:37 the east side becamelaadad leading to a voltage
collapse; southern part of the grid (South Swedeth Bastern Denmark) becomes
separated. At 12:37 insufficient generation capawiithin the southern subsystem;
frequency and voltage drop further, power statitiggoed and the area blacks out.
Total loss of supply: 6.3 GW and over six hoursdeeefor restoration [9], [11], [15].

Italy, September 28, 2003: at 3 am, the power systeported 6.9 GW, and 300 MW
more than scheduled. At 03:01:42 am, a fault oeclion a highly loaded 380 kV
transmission line from Mettlen -Lavorgo in Swissngp system that closed to border
of Italy. The attempt to re-close automatically andnually the line were fails due to
the large voltage phase angle across the breakes. chused 110% overload the
second 400 kV transmission line namely Sils - Sadzam Swiss to Italy. As these
fluctuations did not induce any violation of thelNsecurity conditions on the Italian
grid. The Italian transmission system operators TSRwere not aware of the event
happened in Switzerland and did not take any reah@dtion. At 03:11 am, the Swiss
co-ordination centre of ETRANS asked GRTN to reduo@ort in order to help
relieving the overloads in Switzerland and bring thystem back to a safe state.
Lacking of coordination between ETRANS and GRTNgd afisputable actions of
ETRANS caused the line Sils — Soazza tripped ofi3ag5:21 am. Immediately after
the tripping of the second line an internal 220 kive Switzerland was highly
overloaded and tripped off that interrupt a poWew to Italy (740 MW). After this
event, others imported lines to Italy from Switaed, France, Austria, Slovenia were
excessively loaded. Operation of protection sysiesoonnected these overloaded lines
caused a cascade tripping. The Italian power systamfully blackout nearly half an
hour later the first event. The causes of the ldatkvere somehow related to both
voltage and frequency collapse. Total load loss #A$5W and economic cost was
estimated about tens of billions dollar. This blaak was recognized as the worst
blackout in the Italian history [6], [7], [8], [9].

Greece, July 12, 2004: Before 12:25, power systenthé Athens area was heavy
loaded (because of highly excessive use of air idonthg systems) and the
unavailability of four 150 kV lines, a 125 MW and3®0 MW unit were further
stresses the system. Until noon voltage declin€2D%6 of the nominal value. 12:30 to
avoid voltage collapse 80 MW of load was manuaiscdnnected. However, as the
demand still rose, voltages dropped further; aB32in additional load shedding of 200
MW was planned (but not executed anymore). 12:8@theer generation unit tripped;
consequently voltages were collapsing. At 12:39 dlstem was split by the line
protection devices; the remaining generation insiygarated southern part disconnects
and the blackout spread in the area of Athens hadPeloponnes Island. Total load
loss was about 9 GW [16]
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The system disturbance in European countries oreidber 4, 2006: This was one the
most complicated disturbance in which many powettesyis had been affected. The
major causes and mechanism of this “large frequelayation” are summarized in

brief as following [17], [18] (the technical repohas been realized by CRE:
Commission de Régulation de I'Energie and Prof.ndasec Thomas-Professeur

Titulaire de la Chaire d’Electrotechnique au Couatwire National des Arts et Métiers
-CNAM).

o The general power system conditionshe European interconnected
transmission system had been formed over 50 y@amder to ensure the
security of electrical energy supply in Europe. Hloer, in the recent two
decades, there have been fundamental changes ef ggsatem paradigm, for
example, deregulation tendencies leading to higberss-border energy
exchanges, the presence of distributed generajuite(large capacity of wind
power). Furthermore, due to the environmental presghe expansion of the
transmission is restricted. All the new challenge®gre unfortunately
considered in the regional system design

0  The actual power system conditions before the diahce:the power system
was operating under low load demand condition durihne weekend as
compared to the working day. Several transmissioasl| were tripped for
scheduled maintenance. There were significant B&stt power flows as a
result of international power trade and the obbgaexchange of wind feed-in
inside Germany (mainly from Germany to the Nethwtta and Poland).
Because of a request for a disconnection of thebldoaircuit 380kV line
between Conneforde and Diele for a cruise passimgugh. The A
Transmission System Operator in Germany - E.ON ca&tzed out an analysis
of the influence of switching this line on the gystsecurity and found that the
transmission system would be operated in heavedoadition but secure and
there was no violation of N-1 criterion. Howevanother request for tripping
the line was asked for one hour earlier. At thi;ipdrhe transmission system
operator in Germany - RWE Transportnetz Strom (RW&O) and The
Transmission System Operator in Netherlands (Tenhmedre not informed,
and no security analysis was made. This late arcesnant made it impossible
to reduce the exchange between Germany and Nettsrla

0  Sequence of eventat about 9.38 pm, the first circuit of 400 kV Coriowele-
Diele transmission line was tripped off. The setaircuit was tripped one
minute latter. From 9.38pm to 10.08 pm, the TSQ@srolling power flows in
northern Germany (RWE TSO and E.ON Netz) observddemely heavy
loads on the power network in the area, causinguthml safety limits to be
reached and subsequently exceeded. At 10.10 pre; eftrrying out an
empirical estimate of the electricity flows on thetwork area, but without a
digital simulation, without any further coordinatiavith RWE TSO (because
of necessary rush), E.ON Netz decided to modify ¢hextrical operating
topology at the Landesbergen substation by coupWagbusbars. E.ON Netz
believed that doing so would lead to a reductiothim load flows on the line
connecting the Landesbergen and Wehrendorf. Howesatter the line
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connecting the Landesbergen and Wehrendorf sulassatripped, the load
flows previously carried on it were instantaneoudigpatched to the other
remaining lines in northern Germany. (The post stigation shown that the
action of coupling two busbar had the inverse ¢féecthe E.ON’s operators
expected). Becoming saturated, those lines alsoratically tripped as a
cascade of trippings. A large number of lines i@y, Austria, Hungary
and Croatia automatically tripped one after theeoih a "domino" effect, as
their automated protection systems detected laaasfbver the safety limit. At
10.10 pm and 30 seconds, the European network brapthy split into three

unconnected areas: the western area (western GemnanAustria, Slovenia,
Benelux, Switzerland, France, Spain, Italy, Portugart of Croatia); the

north-eastern area (eastern Germany and Austrian&®o0Czech Republic,
Slovakia, Hungary); the south-eastern area (Greddigania, Macedonia,

Bulgaria, Serbia, Montenegro, Bosnia-Herzegovinastern Croatia and a
small part of Hungary).
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Figure 2-1: Frequency of the European power sy$tefiore and after the split [17].
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0 A wide area power system blackout had been avdigieattivating of the good
performance of countermeasures of individual cordreas. Especially, the
effective underfrequency load shedding in Franaéh(6460 MW or 12% total
load was shed) had provided considerable contdbstito save the system.
Even though, more than 15 million European houskhaiere affected.

5a10%
10a15 %
15a20 %

20a25%

Figure 2-2: Map of under-frequency load sheddinth@French power system [18].

o] Major causes:Power system was not met the N-1 security criteriolhe
careless planning tripping and human errors areesexamples: the lack of
coordination between control centers were also riegor cause of the
disturbance. Another cause is related to the poesef distributed generation
which made the power flow direction more complidaite the critical situation
than the dispatcher had thought. However, most 8@ did not have real-time
data of these distributed generators in distributietwork. The lack of training
courses for jointing control system operators was af the main causes.

o0  When comparing to the blackout in USA 2003 andyI2003, the mechanism
of the disturbance was related to the problem gjeldrequency deviation.
Even, the system was split into three part becatitssrge frequency deviation,
but it was not a real power system blackout.

* There were also other blackouts that their diracises have been investigating such as
blackouts in: London (August 08, 2003), Helsinkiugust 09, 2003), Shanghai
(August 27, 2003), Athens (October 06, 2003), Geof8eptember 23, 2003), Bahrain
(August 08, 2004), Australia (August 14, 2004), KitfNovember 1, 2004), Malaysia
(January 13, 2005), Moscow (May 25, 2005), Swisbvays system (June 2005),
Dubai (June 9, 2005) [19].

The clear analyses above have convinced that pewstem blackouts still need more
attentions as the worst catastrophe of any powstesy Even there have had considerable
improvements in planning and designing stage, lingjanew equipments, intensive training
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operators, but the power systems seem more vuleai@blisturbances, especially when they
are operating very close to their limit. Therefdtes essential to understand the main causes
and mechanisms of such serious power system blackowrder to prevent future
occurrences.

2.2.2 Causes of Power System Blackouts

Generally, a power system blackout is a very coraphd phenomenon which has multiple
causes. A blackout is normally a final result obgressively sequence events. The causes
may come from many diversity sources. In this diss®n, some main causes are
summarized as following:

The causes may be initiated at the time of planamg) designing stage. For example, bad
load forecasting that leads to the lack of eleatrienergy support for load demand (the
blackout in Greece in 2004 was an example). Anotimgortant issue in this stage is the
security criterion. Since securing the system agjaall possible contingencies is clearly
impossible, it is typically assumed that the proligbof two or more independent faults or
failures taking place simultaneously is too lowb® considered credible. Most security rules
therefore request the system to be able to witdstaa loss of any single component. When a
power system satisfies this criterion, it is saidbe “N-1 secure” because it could lose any
one of its N components and continue operatingil&ily, in a system that is “N-2 secure”,
no consumer would be disconnected even if two corepts were suddenly out. However,
some wrong and/or poor power system designs impigrstage did not meet requirements of
N-1 and/or N-2 security criteria were caused of posystem blackouts (the power system
blackout in southern Sweden and eastern Denma20@®3 was an example).Wrong design
and setting for protection system also considesedre cause of power system blackout (the
different setting values between two ends of astraasion in the UCTE system- European
disturbance in 2006). The changing in system sirecand philosophy at this stage also plays
very important role for system designers.

There are many critical causes for a power systkokbut coming from the operating
mission. In deregulation environment, there are yreub-systems operators which compete
and control the interconnected transmission syqtém so-called TSOs). The presence of
quite large volume of distributed generation alsztkes the power systems more complicated
in term of management and control. Therefore, tbegy systems operators may not fully
understand the operating system, especially, wheretare many contracts, complicated
load-flow, and complex contingencies occurred iregy large system. As the result, the poor
coordination and lack of urgent and exact coopengprevention/correction actions between
controlled centers were direct and critical readeasling to power system blackouts (power
system blackout in the Italy in 2003, and Européigturbance in 2006 were some examples).

In the maintenance work, there are also some ristis.example, the failures of too old
equipments, or unplanned maintenance work, evelaoned tree cutting, lack of training for
system operators and jointed training between obrdenters have considered for some
power system blackouts (the blackouts in Londo2003, Moscow in 2005, and European
disturbance in 2006 were some examples).

Many other causes those are unpredictable, for pieamalfunction of protection devices,
or technical problems such as failures in energgesy management (ESM), state estimator
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(SE) and real time contingency analysis (RTCA) prged power system operators from
monitoring and accessing power system operatinglitons in order to perform urgent
preventive and corrective actions (power systencKolat in the United States-in August,
2003 was an example). Critical weather conditiarghsas unusually high or low temperature
that caused considerable unforeseen increasesdhdemand were considered as an initial
reason. Severe natural disasters are also diresesaf some initial failures in power system.
The general causes of power system blackouts canrbmarized as the figure below.

Maintenance

Wrong design and
setting Not update new

standards Too old

Unplanned eguipments

Not meet
work

security criteria

Lack of training
courses

Bad load

forecasting [ POWER SYSTEM \
EE) G
- — _| Load
Planning & Designing ? G
I 1_ Hidden
’ |:|> failures
Corrective Transmission syste!
Preventive L .
actions Qeneration area Malfunction
of
? o g - protection
i L Poor coordination’ g Natural
understandingﬁ' e = | tastronh Unusual heavy
the operating IZNNS——. kel catastropne load condition
system

Operating Unforeseen causes

Figure 2-3: General causes of power system blaskout

2.2.3 Mechanisms of Power System Blackouts

In the previous section, we have reviewed many pasystem blackouts happened in
recent decades but the mechanisms of blackouts diféeeent from each other, from single
system to interconnected system, from integratstesy to new structure system. However,
all of them have a common process that power sygsgorfrom the normal operating steady
state that may be closer to the security limitristability and break up state eventually. The
mechanisms of all power system blackouts are dyreelated to the problems of power
system instability. Specifically, they are anglstability, frequency instability and voltage
collapse. The typical mechanism for all blackoutsld be generally summarized as follows:

* Power systems are initially operated at unfavorald vulnerable conditions those
may be very close to their stability limits. Foraexple, the power system loses some
generating units and/or transmission lines becaiiseormal maintenance work or
faults, while customer load demand may exceed #paaty of the power systems in
both active and reactive power. Furthermore, loater areas may be too far from

13



Chapter 2: Power system blackouts: phenomena, misrhs, causes and solutions

power generating areas causing increasing in triasgim loss. Such a heavily loaded
condition may be too close to limitation of transgion lines or capacity of generating
units. These inconvenient situations cause lowageltat some buses in the power
system. Bad weather conditions (unusually too highoo low temperature causing

unforeseen increase in load demand) may worsecutient situation.

« These severe conditions may face some fatal carimgs. Triggering with one or
some more incidents (N-1 or N-m contingencieZ such as tripping off very
important transmission lines or important generatinits will contribute to increase of
active/reactive power loss in the whole power syst8ome power system components
may experience overloaded operating condition. agg@tat some buses may be out of
desired range. Moreover, unbalance between loadgandration may cause power
system oscillation or synchronization that followsme angle/frequency instability
problems.

* The lack of urgent prevention/correction actionsMeen control centers, human errors
or malfunction of some protection and/or controlides may cause further failures in
power system. Especially, hidden failures in mamig system (the failure of ESM is
an example) may prevent power system operators foenforming proper “early
warning” assessments of the system. Voltage of p@ystem may gradually reduce.
Local and/or interarea power oscillations are iasegl and angle/frequency may
become unstable.

» Activations of transformers with ULTCs try to re@vvoltage at load buses that
require more reactive power from generators/shapacitors to support for the load.
Limit protection of reactive power output of gerterg units or compensation devices
may worsen overall power system security. Thesenqinena lower gradually the
voltage of the power system until rapid cascadevaifage occurs. Consequently,
power system voltage collapses in part or entir€herefore voltage collapse is one of
the major causes of power system blackout.

* The lack of damping power oscillations and/or afigdguency instability result in loss
of some generator synchronism. Protection systegamst loss of synchronism are
active to trip off these generators, causing marbalance between generation and
load. Cascade tripping of other generators or oérltransmission lines will follow
angle and frequency instability. Therefore angld &equency instability are major
causes of power system blackout.

We can summarize the typical mechanism of powetesydlackout and divide it into
some major steps as in the figure below:
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Unfavourable Loss of some Load area far from Lack of local Heavily loaded
weather or load generators, generation area reactive power | |and low voltages &
demand conditions compensation causes high loss support some buses
devices, or lines

¢ [ I I

Trigger by a fatal contingency:
tripping of a generator, fault, loss of a transmis®n line...

Voltage instability Frequency instability Angle instability

Sharply increasq ULTCs reach Generators/compensatorg | Tripping of other
in reactive maximum tap reach their reactive power| |overloadedelements
power loss ratio limitations of power system

—

POWER SYSTEM
BLACKOUT

Figure 2-4: Typical mechanisms of power systemKkuat
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2.2.4 Power System Stability

As discussed in the previous part, there are maeyauses for power system blackouts.
They come from planning and designing stage, opgranissions, maintenance duty or
unforeseen causes. The direct cause of power syBtackout is always related to the
problem of power system stability. In power syststability analysis, the severity of and
many types of small and large disturbances alse B&ynificant influence on power system
blackouts.

When dealing with small disturbances such as mioad changing or slight faults, the
system must be able to adjust to these changinditcmms and operate satisfactorily security
criteria. It must also be able to survive after engncing one severe disturbance such as a
loss of a transmission line or loss of a large gaoe. A large disturbance usually leads to
structural changes due to the isolation of thetyaelements. If the power system is stable
after occurrence of a disturbance, it will reactnew equilibrium state with the system
integrity preserved. Some generators and loadshealisconnected by the isolation of faulty
elements or intentional tripping to preserve theticwity of operation of bulk of the system.
Interconnected systems, for certain severe distadss may also be intentionally split into
two or more “islands” to preserve as much of theegation and load as possible. The actions
of automatic controls and possibly human operatdtk eventually restore the system to
normal state. On the other hand, if the systerngtable, it will result in a run-away or run-
down situation; for example, a progressive increassngular separation of generator rotors,
or a progressive decrease in bus voltages. An hiestsystem condition could lead to
cascading outages and a shutdown of a major pavfidre power system.

A classification power system stability by IEEE a@tGRE is shown in the figure below
[1], [20].

Frequency
Stability

[l il
I |
 —— |

]

Shortterm  Long term

Figure 2-5: Classification of power system stayilit
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From Figure 2-5, the direct causes those lead tweposystem blackout could be
considered as causes of angle instability, frequenstability or voltage collapse. The
context of frequency instability is traditionallize imbalance between generation and load.
Almost power systems around the world have beenppgd with an effective frequency
protection. However, the problem of frequency diighlior very large interconnected system,
where there are distribution generation and maagstnission system operators (TSOs), is
still a new issue and needs careful investigatidingerefore, we limit ourselves to study the
problem of angle instability and long-term voltag@lapse (as shown in Figure 2-5) which
were dominant as major causes of power system dlgskin the past and future. Details
causes as well as influenced factors for each ofpaterested instability problems will be
investigated in next sections.

2.3 ANGLE STABILITY

2.3.1 Angle Stability Definitions

Some definitions of angle stability proposed by BEEEIGRE [20] are recalled in this part.

Rotor angle stabilityrefers to the ability of synchronous machines mfirsterconnected
power system to remain in synchronism after beirgexted to a disturbance. It depends on
the ability to maintain/restore equilibrium betweelectromagnetic torque and mechanical
torque of each synchronous machine in the systestability that may result occurs in the
form of increasing angular swings of some genesaleading to their loss of synchronism
with other generators. Angle stability could bessiéed into two categories:

Small-disturbance rotor angle stability (or smalighal rotor angle stability or small-
signal stability-SSS)is concerned with the ability of the power systém maintain
synchronism under small disturbances. The distwdxrare considered to be sufficiently
small that linearization of system equations isnpssible for purposes of analysis. Small
disturbance stability depends on the initial opagastate of the system. Instability that may
result can be of two forms:

* Increase in rotor angle through a non-oscillatoryaperiodic mode due to lack of
synchronizing torque,

* Rotor oscillations of increasing amplitude dueackl of sufficient damping torque.

Figure 2-6 shows an example of the small signahbibty during WSCC (USA) blackout,
in August 1996. The figure shows the power swings total California-Oregon
Interconnection during the blackout.
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Figure 2-6: Total Power of California-Oregon Intemoection observed in the blackout in USA,
August 10, 1996 [21].

Large-disturbance rotor angle stability or transiéstability is concerned with the ability
of the power system to maintain synchronism whdnested to a severe disturbance, such as
a short circuit on a transmission line. The reaglBystem response involves large excursions
of generator rotor angles and is influenced by tlomlinear power-angle relationship.
Transient stability depends on both the initial rapieag state of the system and the severity of
the disturbance. Instability is usually in the fowh aperiodic angular separation due to
insufficient synchronizing torque, manifesting astfswing instability.
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Figure 2-7: Rotor angle responses to a transistitiance [1].

The Figure 2-7 illustrates the rotor angle respsrsea disturbance. In the stable case,
(case 1), the rotor angle reaches its maximum vahaeoscillates with decreasing amplitude
until it reaches its stable value. In case 2, titerrangle increases steadily until synchronism
is lost. This form refers to first-swing instabylitin case 3, the rotor angle is stable at the two
first cycles but oscillates and becomes unstaber &vo circles as the result of growing
amplitude oscillation as the end state is approdfhle

2.3.2 Methods for Angle Stability Analysis
2.3.2.1 Small Disturbance Rotor Angle Stability

When dealing with small disturbance rotor angléisitsg problems, the disturbances are
normally considered to be sufficiently small sulkhttlinearization of power system equations
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is applicable for study and analyze purposes. Thditional methods are based on the
analyses of eigenvalues and related componentasuelgenvectors and participation factor.

A dynamic power system can be described by a systamn-linear differential equations
as follows [1], [22], [23]:

x = f(xu)

y=9(xu

If the disturbance is small, equation (2.3-1) canlibearized around an operating point
X=Xo, and the linearized form of the dynamic systemlmamritten as:

(2.3-1)

Ax= AAX+ BAU
Ay = CAx+ DAU (2.3-2)
where:
AX is the state vector of dimension nx1
Ay is the output vector of dimension mx1
Au is the input vector of dimension rx1
A is the state matrix of dimension nxn
B is the control matrix of dimension nxr
C is the output matrix of dimension mxn

D is the matrix which defines the proportion of utg which appear directly in the
output, dimension mxr

a. Eigenvalues
By taking Laplace transform of the equation (2.3x2)get
SAX(9-AX0)= M X 3+ B (F
Ay 6 F CAx (s} DA u(s (2.3-3)
Rearranging equation (2.3-3), we get
(sl-AAX(9=AX0)+ BAU S

DX(S) = Zdjt((sll AQ) [AX0)+ BA ( 3] (2.3-4)

The poles of the dynamic system are the rootseoétjuation
det(sl-A) = C (23_5)

The values s, which satisfy the above are knowmigenvalues of matrix A, and the
equation (2.3-5) is called the characteristic eignabf matrix A. The eigenvalues provide
meaningful senses in term of small disturbancelgiabnalysis.

Following Lyapunov first method for evaluating sindisturbance stability properties [1]
the eigenvalues (or modes) determine the systehilistacharacteristics. A real positive
(negative) eigenvalue determines an exponentiallyreasing (decreasing) behavior. A
complex eigenvalue of positive (negative) real pagsults in increasing (decreasing)
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oscillatory behavior. The systems response is tinebination of the system response to each
of n modes.

b. Eigenvectors and modal matrices

We assume that= A1,A2... Ay are the eigenvalues of matrix A. For each eigare/l, the
associated right eigenvectabsand left eigenvectord; are defined according to:

A® =\ D,
WA =AY (2.3-6)

The left and right eigenvector corresponding tdedént eigenvalues are orthogonal. In
practice, it is common to normalize these vectststhat ¢, =1 and y;@ =0if A; is not

equal toA;. In order to express the eigenproperties of matrisome matrices are introduced
under modal form.

A.® = DA
Yo=|
LlJ» - q)—l (2.3'7)

PAD=A

where: & = [®,,0,,.. 0, ] W=[W W] ,...HJHT]T the right and left eigenvectors and
A is a diagonal matrix with eigenvalugsg A, ...,An.

Power system response to a disturbance is the oatiim of system to each of n mode
shapes. The right eigenvector matdx is known as the mode shape matrix, that is,
eigenvectord; is known as the" mode shape corresponding the eigenvalueThe right
eigenvector defines the physical mode shape ofralatesponse (for example: the grouping,
phases, and magnitudes of generators' frequenagsvexperienced in an electromechanical
mode). It measures the activity of state varialpiagicipating in a certain oscillation mode.
The corresponding left-eigenvector measures theaaffect on this mode.

c. Participation factors

One problem in using right and left eigenvectorglividually for identifying the
relationship between the state variables and thedess the elements of the eigeinvectors are
dependent on units and scaling associated witkttte variables. Solution for this problem is
a matrix calledhe participation matrix (Pyvhich combines the right and left eigenvectors as
a measure of the association between the sta@lesiand modes.

P=[p R Rl (2.3-8)
with
Py oW,
— p2i _ CDZiLIJiZ
P = |7 : (2.3-9)
pni q)nquin
where:
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®yi: the element on thékrow and ' column of the modal matrisp , or K" entry of
the right eigenvector.

W, the element on thd'irow and K' column of the modal matri% , or K" entry of
the right eigenvector.

The elementp,, =d,, ¥, is called theparticipation factor A participation factor is a

dimensionless magnitude. It is a measure of thednte of the R state variable in the"i
mode Thereforethe participation factor can be used to determihether a power system
stabilizer (PSS) is needed to damp system osoiliati If the participation factor of a
generator in an area is large, then a PSS placitagenerator would damp the oscillations
of the system.

d. Methods for eigenvalues analysis of large-scgb®wer systems

The eigenstructure of the state matrix of the lin@adel of a power system provides a
great deal of quantitative information to analyz&d acontrol power system oscillation.
However, full eigenvalue analysis (computation af aeigenvalues, and associated
eigenvectors as well as participation factors éfnabdes) is impracticable to large-scale
power systems because of computational requirenfi@ntnstance, with a practically large
power system that includes hundreds of generatwsjumber of state variables may reach to
thousands; therefore, a procedure of full eigerevanalysis will involve the calculation of
some very large matrices with very large dimensi@vwer than 10000). This procedure will
be costly from the computational point of view arekds huge storage capacity.

An alternative to full eigenvalue analysis of povggstems is to use some order reduction
techniques consisting of a small fraction of alsteyn modes. Several successful methods
have been reported in some literature [1], [245],[226] such as Selective Modal Analysis
(SMA), Modifier Arnoldi Method, Dominant Pole Speain Eigensolver and AESOPS
algorithm developed by EPRI. All of them build @ueed matrix of much smaller dimension
that contains the eigenvalues of interest. Theydiferent approaches to build that reduced
matrix. Selective Modal Analysis (SMA) is basedamassumption that the modes of interest
are associated to a subset of relevant state lesjatvhich have much influence on the
dynamic behavior of the power system in questione Modified Arnoldi Method is a
mathematical approach that has been adapted toutengpsmall number of eigenvalues
around a selected point of the complex plane usingduction technique in which the matrix
A is reduced to an upper Hessenberg matrix. The iDamh Pole Spectrum Eigensolver
makes use of the Bi-lteration eigenanalysis algoritand concentrates on the dominant
modes of a selected function. AESOPS method caésileigenvalues that associated only
with rotor angle models, one complex conjugate pb@igenvalues at a time.

Each of the methods described above has some kfesstiares by itself, which makes it
attractive for a particular type of application. wiver, none of them could satisfy all the
requirements of small signal stability analysigpofver systems. Therefore, the best solution
is to use several techniques in a complementaryneran
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2.3.2.2 Large Disturbance Rotor Angle Stability or Transient Stability

a. Equal-Area Criterion

In this section, the fundamental concepts and jplies of transient stability corresponding
to large disturbance will be analyzed by using \@nyple models. Consider a Single-machine
and infinite bus system (SMIB) [1], [27] as shownthe Figure 2-8. The equivalent circuit
with classical generator model is shown in the Fag2+9.

CCT 1 Ep

E, S
X Infinite
@0 — X, bus
X, |
CCT 2

Figure 2-8: Single machine infinite bus (SMIB).

Xl
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X_'!r
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Pe E'=E+jX I,
E/d Egps0 X, =X,+X,

b, Reduced equivalent circuit

Figure 2-9: System representation with generatmesented by classical model.

The voltage behind the transient reactance)) (3 denoted by E’. The rotor angk
represents the angle by which E' leags E

The electrical power output is calculated as:
_EBE'E . o .
P, = ~ sind= PR, sind (2.3-10)

e
T

EI
where: P = EB.

max

T

Theequation of motiomr swing equations now written as:
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2
%% =R, = PnysSind (2.3-11)

where:

H is inertia constant (MW.s/MVA)

Pm is mechanical power input (pu)

Pmax 1S maximum electrical power output (pu)

0 is the rotor angle (elec.rad)

tis time (s)

Wy is rated angle velocity (rad/s)

In this simple case, it is not necessary to forynatllve the swing equation in order to
determine whether the rotor angle increases indietynof oscillates about an equilibrium
position. The factor influence on transient stéypitiould be investigated graphically by using
power-angle diagram as shown in Figure 2-10

P
P, =P, sind
Area
4, L\;
FERE . TR, d
N !
Puof it |
i1 i
—— : &
P 5
80 81 8, L

Figure 2-10: Power-angle varies to a step changeeichanical power input.

The relationship between the rotor angle and tlelaating power is calculated as:
d?d _ w,
- = (P -P -
e (P, -P.) (2.3-12)

Since R is a nonlinear function od, and therefore the above equation cannot be solve
directly. Multiply both side by 2aldt, then we have

Wy b OB
TR U
or

g{@}z _ (R =P)
dt| dt H dt (2.3-13)

Integrating both sides, we get:
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dd] _ (P - P.
{E} —j%dé (2.3-14)

The speed deviatiom@t is initially zero, it will change as a resufttbe disturbance.

For stable operation

The deviation of angl® must be bounded. It reaches a maximum value (jgoa# in the
Figure 2-12) and changes direction. Thereforejtarmn for stability is written as follows:

% w, (P, —P
'[Mdéz 0 (2.3-15)
%

wheredy is the initial rotor angle and,, is maximum rotor angle as in Figure 2-10. Thus,
the area under the function,(#P.) plotted againsd must be zero if the system stable. This
satisfies condition accelerated area Al is equdkttelerated area A2. Kinetic energy gained
by the rotor during acceleration wh&mrchanges frond, to 1 is calculated as:

_ _ T (Pm B Pe)
E, =area A= j—H D (2.3-16)
%
The energy lost during deceleration wikechanges frond; to o, is:
t (PP
E2 —area A2 = IT d (23_17)
5

For stable case, the area A1 must be equal tord@AL2. This forms of the basic for the
equal area criterion. It enables us to determimee mhaximum swing ob and hence the
stability of system without computing the time respe through formal solution of the swing
equation. The criterion can be readily used tordatee the maximum permissible increase in
Pn for the system. The stability is maintained orilam area A2 at least equal to Al can be
located above R. If Al is greater than A2 the, > (limit angle) and stability will be lost.

Response to a fault

Assume that there is a three phase fault occutrediat F on one of two parallel lines as
in the Figure 2-11 and the fault is cleared bypimg this line. The clearing time depends on
the delay of protection system. The most critiadecis when the fault occurs near the HT
bus. During the fault time, active power of generaf, that corresponding to electrical
torque T has a value of zero, and only reactive power dugpuwansmitted. If the fault occurs
far enough from the HT bus as in Figure 2-11, diporof active power could be transported
to the infinite bus during the fault.

Figure 2-12 shows the curves of Pe a@nébr three operating conditions of the power
system with constant mechanical power Pm.

1. Prefault condition: two transmission lines are ervge
2. During the fault condition:

3. Postfault condition: faulted transmission lineripped.
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Figure 2-11: Single machine infinite bus (SMIB) aswlivalent circuit.
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ia) Response to a fault cleared i1 Response to a fault cleared
in 7, seconds - stable case in t, seconds - unstable case

Figure 2-12: System response to a fault: stable and unstable case.

For the stable case as in Figure 2-12 (a), witlarolg time {: The system is initially
operating with both circuits such thatP,, andd=38,. When the fault occurs, operating point
suddenly moves from a to b. Due to inertia and edgiannot change instantly. Sincg B
now greater thanPthe rotor accelerates until the operating pog&aiches c. When fault is
cleared by tripping the faulted transmission lithe, operating point then suddenly shifts to d.
Now P is greater than f causing deceleration of the rotor. Since therrepeed is greater
than the synchronous speeg angled continues to increase until the kinetic energyedi
during the period of acceleration (represented bgelerating area Al) is expended by
transferring the energy to the system. The opegabioint moves from d to e, such that
decelerating area A2 is equal to Al. At point &, $heed is equal to, andd has reached its
maximum valued,. Since R is still greater than R the rotor continues to retard, with the
speed dropping belowy,. The rotor angled decreases, and the operating point retraces the
path from e to d and follows the-R curve for the postfault system father than dowme T
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minimum value o® such that it satisfies the equal-area criteriarttie postfault condition. In
the absence of any source of damping, rotor coasina oscillate with constant amplitude.

For the unstable case as in Figure 2-12 (b) witarahg time & is longer thanci. The area
A2 is less than Al. When the operating point reackige kinetic energy gained during the
accelerating period has not yet been completelyerded. Consequently, the speed is still
greater thar, andd continues to increase. Beyond point gisHess than Pm, and the rotor
begins to accelerate again. The rotor speed and angtinue to increase, leading to the loss
of synchronism.

In case of large-scale power system, consideraddearch has been concentrated on
studying transient stability that could be clagsifinto some categories [1]:

b. Time domain simulation by numerical integrationmethods

P. Kundur [1] summarized different numerical methadat are used to solve a typical
differential equation of power system when powestesm experiencing a fault.

d
d_i[( =f(x0) (2.3-18)

where X is the state vector of n independent vieiabd t is the time.

Explicit methods include modified Euler, originahda modified Runge-Kuntta methods
which try to solve x as a function of t, with imitivalue of x and t equal top»and §
respectively. These methods are easy to implenoenihé solution of a complex set of system
state equations. These methods are also callegkgiieit integration methods.

The significant limitation of explicit integratiomethods is that they are not numerically
A-stable [1], as a consequence, the length ofrttegration time step is restricted by the small
time constant of the system. In order to overcohese limitations, some implicit methods
that use thetrapezoidal ruleare employed. These methods are normally emplaged
simulation software in order to investigate thetsysresponse with respect to time of fault,
duration of fault or fault location. The effect obntroller devices such as PSS, excitation
system, load models are also investigated by ubiege methods. The major drawback of this
method is the stability region of the power systemnpredictable.

c. Direct methods using an energy function

The direct methods determine stability without @ifly solving the system differential
equations [1], [27]. The energy-based methods ageaial case of more general Lyapunov
second method or the direct method. (The Lyapuremorsd method attempts to determine
stability directly by using suitable functions whiare defined in the state space. The sign of
the Lyapunov function and the sign of its time dative with respect to the system state
equations are considered:

The equilibrium of equation (2.3-4) ®ableif there exists a positive definite function
V(X1,X2,...,%Xn) Such that its total derivativé with respect to equation (2.3-4) is not positive.
The equilibrium of equation (2.3-4) asymptotically stablé there exists a positive definite
function V(x,X2,...,X,) such that its total derivativé with respect to equation (2.3-4) is
negative definite. The systemstablein that region in which/ is negative semi-definite and
asymptotically stable i¥ is negative definite [1])
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The context of rolling ball is used to explain #ygplication of this method. The method is
summarized for multiple machines cases as folldjis [

The generator transient reactances and load adweetancluded in the node admittance
matrix are described as:

le =YrEs (2.3-19)

where Yz is the reduced admittance matrix with all noddseothan the generator internal

nodes eliminated, &is the generator internal source voltage vectdrlgms generator current
vector.

Let the internal voltage of th& generator in phasor notation be given by
E=ED3 (2.3-20)
and
Y =G + |-B (2.3-21)

For a system with n machines, the active powerwuipthe " generator is given by:

R =Re(§ | )= Ref (Z ¥ ﬁj
n | (2.3-22)
-E’G +; Eﬁ[@, sin@ -9 )+ ¢ cosp -9 ]

J#

For the application of the Transient Energy Funct{®@EF) method, it is necessary to
describe the transient behavior of the system i generator rotor angles expressed

regarding to the inertial centre of all the genenst The position of the Centre of Inertia
(CQl) is defined as:

6COI i HizHlal

T i=1

(2.3-23)

where: H is the sum of the inertia constants of all n gatwes in the system. The motion
of the COl is determined as

2H; p(Aq, ) = Py = Zi‘, (pmi - R) (2.3-24)
where:
P, =P, Ez G
P =Y [CsinG -8)+ 0 @ -3 )]
L (2.3-25)
C,=EER
D; =EE G

Pmi is mechanical input power of tHB machine

Wy is synchronous speed in elec.rad/s
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Auxo; is per unit speed deviation of Central of Ine(@#I) from synchronous speed.

H is inertia constant
d is rotor angle, in elec.rad
The motion of generators with respect to the CQllmaexpressed by defining
6 =0 -0 rad (2.3-26)
and

8 (o
W = E EO—AOOCm pu (2.3-27)

The energy function V describing the total systemangient energy for total system
transient energy for the post-disturbance systetefined as:

v zlzn:\]icqz _Zn: B (ei _eis)
2 i=1

(2.3-28)
55,68, o) [ 0 epalo )

i=1 j=i+1 9i5+9js
6;° is angle of bus i at the post-disturbance StablglBrium Point (SEP)
J; =2H,wyis per unit moment of inertia of th8 generator.

The transient energy function is composed of feuns:

1. —Zchz is the change in rotor kinetic energy of all gaters in the COI

i=1
reference frame. This term is also called the kinetergy (\) and is a function of
only generator speed

2. ZPH'“ (9i —Gf): is the change in rotor potential energy of alhgm@ator relative to
i=1
COl

3. ZZC” (cosﬂIj - co:ﬂf): is the change in stored magnetic energy of alhbnes.

4, ZZI D, cosb, d g +6 ): is the change in dissipated energy of all brasche

The sum of terms (2), (3), and (4) is called Po&driEnergy (Me and is a function of
generator angles.

The transient stability assessment involves thHewviahg steps.
1. Calculation of the critical energy Vcr (the boundaf the region of stability)
2. Calculation of the total system energy at the misté fault-clearing Vcl.

3. Calculation of stability inde¥, —V,. The system is stable if the stability index is
positive.
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Time-domain simulation is run up to the instanfaflt clearing to obtain the angles and
speeds of all the generators. These are useddolata the total energy (Y at fault clearing.
However, calculation of the boundary of the regabistability V. is the most difficult step in
applying the transient energy function (TEF) methdldree different methods are normally
applied to calculate the critical energy as folldijs

1. The closest Unstable Equilibrium Point (UEP) applog28].

2. The controlling UEP approach.

3. The boundary of stability-region-based controlllbgP (BCU) method [29].
d. The SIME method

D. Ruiz-Vega and M. Pavella [30] proposed the Sinilachine Equivalent (SIME)
method that is a combination between the time-domedthod and the equal area criterion.

The method could be summarized briefly as follows:

1. From a given power system. Using time-domain metlmd the purposes of
contingencies analyses.

2. For each contingency, the angles of generatorplateed in the same axis system.
Based on the increase of angle variation, geneyatar classified into two groups:
stable and unstable group.

3. All generators in the same group will be descrileedivalently as one machine.
From these two machines, an equivalent machinerimsdd the so called OMIB (one
machine infinite bus).

4. Using the equal area criterion to assess the gyalb#lgion of one machine OMIB
with an infinite bus.

The parameters and dynamic equations of the OMdBlatermined as follows:

The parameters of the OMID angle, speed, inert&fioient, mechanical power, electrical
power and accelerating power are identified respalgtby o, w, M, Py, Ps, P.. At any given
moment, these parameters are calculated on the dfethie system machine parameters.

Angle of OMIB:

O(t) =0 (t) =3, (1) (2.3-29)
where: index C is related to critical machines snttx N to non-critical machines,
Inertia of OMIB

Mc=> M M =>M,

kOC ON
_ MMy (2.3-30)
M. + M
Speed of OMIB:
w(t) = 6 (t) —wy (t) (2.3-31)

Mechanical power of OMIB:
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P(t)=M {Mc‘lz P = M 2 P t)j (2.3-32)
koc 0N
Accelerating power of OMIB
P.(t) = P.() - R(Y (2.3-33)
Finally, the swing equation of OMIB
M 3—? =R, (1) - R(Y) (2.3-34)

Once the swing equation of OMIB is formulated, #wual area criterion is applied to
stability analysis purpose.

2.3.3 Preventive Methods for Angle Stability Improv  ement

2.3.3.1 Preventive Method for Small Signal Stability Improvement

The main cause of small signal stability (SSS) i®dly related to the insufficient
damping torque that leads to power system osahHati Therefore, in order to prevent small
signal instability, we have to add some dampinguerdevices.

Power system stabilizes (PSS) has been considsri@ anain and the most-cost effective
devices used to add supplement damping in ordpreeent power system oscillations. The
main function of a PSS is to add an additionaliBttg control signal at the input of exciter.
Considerable research concentrated on the optifagement and design power system
stabilizers has been discussed in references 31], [32], [33], [34], [35] and [36]. These
approaches are some algebraic methods based seribiivity analysis of eigenvalues and
related components such as eigenvectors, parimip&actors, the so-called “eigenvalues-
based method”. The optimal selection of PSS issadally determined by using participation
factors of some critical modes.

Flexible AC Transmission System (FACTS devices),High Voltage Direct Current
(HVDC) are also considered as an alterative wayd useadd damping torque in order to
prevent power system oscillations [1], [37], [3E9]. For example, the uses of Static Var
Compensator-SVC and HVDC with supplementary consigihals have been used for
damping power system oscillations. The problem wd-synchronous resonance has been
effectively mitigated by using Thyristor Controll&kries Compensator (TCSC) [40].

2.3.3.2 Preventive Method for Transient Stability Improvement

Methods used to improve transient stability of guaver system could be classified into
some categories as follows [1]:

* Reduction in the disturbing influence by minimizitlye fault severity and duration:
The amount of kinetic energy gained by the genesathuring a fault is directly
proportional to the fault duration; therefore, thpeicker fault is cleared, the less it
causes severity. Selective and fast protectioresystltra-fast breaker are normally
applied to shortening time of fault. Independerepperation or single pole switching
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breaker are used to clear selectively single pfeadé Auto-reclosing system or is an
alternative for fast clearing fault in case of Aad-over faults.

Increase of the restoring synchronizing forcessThethod could be implemented by
applying high-speed excitation system to increagedly temporary terminal voltage
generator stator. Facts devices or compensatioacitap are also used to reduce
transmission line reactance during disturbances itftaease restoring synchronizing
forces.

Reduction of the accelerating torque through cdntifo prime-mover mechanical
power. Steam Turbine Fast-valving is a techniquaiegible to thermal units to assist
in maintaining power system transient stabilityinkolves rapid closing and opening
of stream valves in a prescribed manner to redneegenerator accelerating power
following the recognition of a severe transmisssgatem fault.

Reduction of accelerating torque or applying avigfi load. Rescheduling power
generation is a way of reduce accelerating torduether alternative is fast load
shedding.

2.4 VOLTAGE STABILITY

2.4.1 Voltage Stability Definitions

Some definitions of angle stability proposed byXBndur [1], C. W. Taylor [2], |.Dobson
[41], and IEEE/CIGRE [20] are recalled in this part

2.4.1.1 Voltage Stability

Voltage stabilityrefers to the ability of a power system to remsii@ady voltage at all
buses in the system after being subjected to arrtemtce from a given initial operating
condition.

Voltage stability problem can be further dividedoinsub-problems, which are large-
disturbance voltage stability and small-disturbanakéage stability respectively.

Large-disturbance voltage stabilityefers to the system ability to maintain steady
voltages following large disturbances such as systaults, loss of generation, or
circuit contingencies. Determination of large-dibance voltage stability requires the
examination of the nonlinear response of the posyastem over a period of time
sufficient to capture the performance and intecedtiof such devices as motors, under
load transformer tap changer (ULTC), and generdteld-current limiters (or
overexcitation limiters-OELS).

Small-disturbance voltage stabilityefers to the system ability to maintain steady
voltages when subjected to small perturbations siscimcremental changes in system
load. This form of stability is influenced by théaracteristics of loads, continuous
controls, and discrete controls at a given instantime. This concept is useful in
determining, at any instant, how the system vokagél respond to small system
changes. With appropriate assumptions, system iegsatan be linearized for analysis
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thereby allowing computation of valuable sensiyivitformation useful in identifying
factors influencing stability. This linearizationpwever, cannot account for nonlinear
effects such as tap changer controls (dead-bamstsete tap steps, and time delays).
Therefore, a combination of linear and nonlineaalgses is used in a complementary
manner.

The time frame of interest for voltage stabilitpplem may vary from few seconds to tens
of minutes. Therefore, voltage stability may béeishort-termor long-term phenomenon.

» Short-term voltage stabilitynvolves dynamic of fast acting load componentshsas
induction motors, electronically controlled loadsdaHVDC converters. The study
period of interest is the order of several secants techniques and analysis requires
solution of appropriate system differential equasio

* Long-term voltage stabilityinvolves slower acting equipment such as ULTCs,
thermostatically controlled loads, and OELs. Thelgtperiod of interest may extend to
several or many minutes, and long-term simulatemesrequired for analysis of system
dynamic performance. Stability is usually deterrdingy the resulting outage of
equipment, rather than the severity of the initisturbance. Instability is due to the
loss of long-term equilibrium (for example: wheradis try to restore their power
beyond the capability of the transmission netwart @onnected generation).

2.4.1.2 Voltage Instability and Voltage Collapse

Voltage instabilitystems from the attempt of load dynamics to regborger consumption
beyond the capability of the combination of trarssians and generation systems [20].

The termvoltage collapsas the process by which the sequence of eventnguanying
voltage instability leads to a blackout or abnotynldw voltages in a significant part of the
power system.

Figure 2-13 shows an example of voltage collapsendWwSA blackout in August, 2003.

370
I Harding - Chamberlin  Hanna - Juniper Gaps in Data Records
i 345 kV Line Trip 345 kV Line Trip
350 1 100% Voltage
% Voltage
330 T = /
E : *’Hj 90% Voltage
S 310 + L - s /
s [
S L Star - South Canton
> i —Star 345 kV Line Trip
290 + Sammis - Star
I ==Hanna 345 kv Line Trip
[ = Beaver
270 +
L =Perry
250 1 :
15:00 Time - EDT 16:00

Figure 2-13: Voltage collapse during the blackout)SA, August 14, 2003 [14].
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2.4.1.3 Voltage Security

The termvoltage securitymeans the ability of a power system, not only perate in a
stable manner but also to remain stable after olediontingencies or load increases [1], [2],
[20], [41].

2.4.2 Voltage Collapse Scenarios

2.4.2.1 Scenario 1: Loads Build up (Long-term Voltage Collapse)

In this scenario, the main factors contributingéttage collapse are:

* The stiffness of the load characteristics are oomtig to demand high values of active
and reactive power despite voltage dips in the brad.

* The control of ULTCs in distribution and sub-transsion networks tries to maintain
constant voltage, and therefore high reactive paeenand is needed, when the supply
voltage decreases.

« Due to field and armature current limits, a highateve power demand by the system
loads may cause the generators to lose theiryakdliact as a control voltage source.
The generator then behaves like a voltage souttw@déhe synchronous reactance and
its terminal voltage reduces.

« A voltage collapse due to load build up may be edusy some or all of the above
factors. The dynamics of the various voltage cdntdevices (generators,
compensators, and transformers) may interact ith sugvay that the actual voltage
collapse is different to the predicted by statingideration.

e Blackouts occurred in France in 1978 and Japa®87 hre some examples.

2.4.2.2 Scenario 2: Network Outages (Transient Voltage Collapse)

Obviously, the network parameters play a crucil no determining the maximum power
that can be delivered to load areas. Tripping oh¢he lines in the transmission system
increases the equivalent reactance between theadguoi voltage source and the load, reduces
the critical power and increases the probabilitwoltage collapse. Generator tripping has a
similar effect in that it not only increases thaiw@lent reactance but also reduces the system
capability to generate real and reactive powerclats that occurred in Belgium 1982,
Sweden 1983, USA 1985 or Sweden/Denmark 2003 ane sgamples.

2.4.2.3 Scenario 3: Phenomenon Inside the Composite Load

The dynamic response of the composite load maytrasuhe dynamic and static load
characteristics being different. This differencemainly attributed to induction motors and
may result in a reduction in the system stabililymately leading to voltage collapse. For
instant, a rapid, severe, voltage dip, such aslth occurs during a slowly-clear short
circuit, can cause a reduction in the motor torgneé consequent motor stalling. The stalling
of motor demands reactive power further reducirg \tbltage stability conditions. In this
scenario, the voltage continues to fall until thetpction equipment trip the motors from the
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system thereby reducing the reactive power dem&éhe.voltage will then starts to recover
but an uncontrolled restoration of the compositllby heavy induction motor self-starts can
again reduce the voltage and lead to a total veltajjapse.

2.4.2.4 Scenario 4: Voltage Collapse and Asynchronous Operation

Voltage collapse at one or a few network buses caage the voltage to dip at neighboring
buses leading to voltage collapse at these busesvdltage then dips at other buses and then
this phenomenon propagates though out the netwatkaéects the synchronous generators.
Consequently, some generators may lose synchromisth be tripped out because of
asynchronous protection. This worsens the currégogt®on and lead to whole voltage
collapse eventually.

2.4.3 Methods for Voltage Stability Analysis

The problem of voltage stability has been studied decades. However, with the
occurrence of serious power system blackouts eklat®oltage collapse phenomena in recent
years, this problem is still an issue for reseaclad power system utilities. Considerable
researches have been conducted on many aspedis wbltage stability problem [1], [2],
[41], [42], [43], [44]. Particularly, some aspebisve been considered:

« Tools and techniques choosing some appropriate tools and techniquesetican be
used to understand the mechanism of the voltagdistgroblem and make operations
and planning decisions based on more reliable sitions. Power flow analysis, quasi-
steady-state analysis and transient stability amalgre the major tools which can be
selected to do static and dynamic analysis of tveep system.

* Modeling issues Selecting suitable models and scenarios or cgeticies for the
simulation that is associated with voltage collalsseery important. The interaction of
system load and equipment such as generator posteevices, OEL, ULTC, shunt
compensation and load shedding plays an importdaim this process.

* Indices: Indices could be used to help operators to determvhether the system state
is secure or dangerous. Additionally, they couldcbaesidered as the criteria for the
system security assessment.

« Control strategy: Finally, a comprehensive preventive and correctihethodology is
needed to mitigate voltage collapse. In cases fochwoltage stability criterion is not
satisfied, remedial control measures have to biguled to enhance the system to meet
the criteria.

Many methods for voltage stability analysis haverbksted in references [41], [42], [43],
and [44]. These methods could be classified into tmain categories as static methods and
dynamic methods as summarized on Figure 2-14
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Methods for Voltage Stability Analysis

| ,
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Figure 2-14: Main methods for voltage stability lgsés.

2.4.3.1 Steady-state Based Methods

The use of P-V and/or Q-V curve is widely used fovestigating voltage stability
problems with slower forms of voltage instabilitg ateady-state problems [1], [2]. Power
flow simulation is the primary method and only centional load flow programs are needed
for approximation analysis. The method determirieady-state loadability limits which are
related to voltage stability. This approach is ooty useful for conceptual analysis of voltage
stability and study of radial system but also aggilie for large meshed network. The Q-V
curve is currently used not only in many electrigilities for voltage stability assessment but
also for evaluating some other voltage stabilisgegasment approaches. For example, Thomas
J. Overbye and lan Dobson [45] used the Q-V cuovevaluating the use of energy function
based voltage security measure, or authors in ¢ddhpared the V-Q simulation versus
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dynamic simulation in the voltage stability anasysBy estimating the amount of reactive
power needed to remain the desired voltage magnatibuses with respect to a contingency,
the operators could determine the margin of voltaggbility. Main drawbacks of these
methods are load flow calculation diverging near tileaximum power point on the curve and
generation must be realistically rescheduled astéa load is increased.

The authors in [47] discussed the relationship betwoltage instability and multiple load
flow problem which tends to occur in heavily loadsahditions. That may be related to the
voltage instability. A closely-located multiple atibn pair is worthy of attention in the
multiple solutions from the standpoint of practipalwer system operations, because both of
them seem to be operable for their close locafidrey seem to be related to the voltage
instability for the next reasons; Jacobian rankhefload flow calculations using the Newton-
Raphson method reduces and load flow sensitivityafanultiple load flow solution pair
becomes opposite each other.

K. P. Basu [48] investigated the maximum power gfan of transmission lines as
considering voltage stability problem. The authams[49] presented an application of
optimization techniques to voltage collapse studié® authors firstly determined an index of
the voltage collapse proximity indicator that whse tatio between Thevenin impedance seen
by the load bus in question and impedance of tied bus. Then, the original OPF objective
function is secondly introduced as the voltageibtalsriterion.

2.4.3.2 Static Stability Based Methods

The authors in [50] proposed a method based omtheanum singular value of Jacobian
matrix as a voltage stability index that indicatiee distance between the studied operating
point and the steady state voltage stability limitload flow Newton-Raphson equation is
derived. From the theory of singular value decontjosof the load flow Jacobian matrix,
the authors stated that: The minimum singular vaduan indicator of the proximity to the
steady state stability limit. The right singulacct@ is corresponding to the minimum singular
value that indicates sensitivity voltage and tHedegular vector corresponding to minimum
singular value that indicates the most sensitiveation for changes of active and reactive
power injection.

The authors in [51] proposed a method to analyss/bltage stability of large-scale power
system by using a modal analysis technique by ctimpa specified number of the smallest
eigenvalues and the associated eigenvectors adueed Jacobian matrix. The eigenvectors
were used to describe the mode shape and to primfatenation about the network elements
and generators, which participate in each mode.e®ubranches, and generators were
considered by participation factors.

The authors in [52] used the tangent vectors tande& clustering method for the
identification the location of saddle-bifurcation power system as the critical area at the
point of collapse. A voltage stability index wasfided based on the identification of this
critical area. A predictor-corrector methodologyséa on this index was proposed for
computation of voltage collapse points.

A. Teshome and E. Esiyok [53] proposed a methotldégermines the distance to voltage
collapse corresponding to the maximum reactive poVWmit by using second-order
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eigenvalue sensitivity technique. Sensitivitiech@anges in load bus voltage and the level of
voltage that was most sensitive to load change&ddoe determined by this method. The

technique permitted the determination of a minimwotiage level that could be estimated to

track the status of the system as to how closendnaile the voltage collapse might occur.

The authors in [54] presented a method to analgrl perturbation voltage stability for
power system with varying load by mean of quadrdfi@punov function. By using
Lyapunov stability theory, such a dynamic phenomelilee the voltage stability is analyzed
algebraically.

The authors in [55] and [56] proposed a methodgusin energy function approach to
assess the vulnerability of an electrical powettesysto voltage collapse which is based on
Lyapunov direct method. The voltage stability ofarticular portion of the system was
measured by using a defined energy function thdtided voltage dependent reactive loads,
reactive power limits on generators and transmmsBie losses. The difference between the
system normal operating point and one unstabldibgqum point of the system measured by
the energy function was then evaluated.

2.4.3.3 Methods Based Dynamic Approaches

Dynamic voltage simulation is widely used to invgation the dynamic behavior of power
system during dynamic phenomena such as voltadapsel [1], [2], [57], [58]. Especially,
the method of combining static-dynamic simulatisrmiidely used to study and investigate
voltage stability problem [59], [60]. This approacbmbines both advantages of static and
dynamics simulation method by providing more precissults in presence of dynamic
models of controller devices such as generatortatian, over-excitation limiter, ULTC...

2.4.4 Preventive and Corrective Methods to Prevent  Voltage Collapse

The problem of voltage collapse evidently emergesrgportant concerns for planners and
operators of power systems. To deal with this mwbhlmost of electrical utilities have given
their reasonable control strategies and strictejunds that operators must conform to urgent
situations. The controls are the physically cotalde devices or quantities for which the
preventive and corrective control will give the ioml setting values. There are many
different remedial measures that can be appliezht@nce system voltage stability however,
the practicability and availability of each optidepend on the particularly system. Some of
the possible control strategies that can be autoaligtadjusted include:

1. Implementation of secondary voltage control: Thistegy may include generator
secondary voltage control as increment of reagioer, or inclusion of additional
shunt capacitor, and adjustment of transformer ¢gjpspped with ULTC.

2. Rescheduling of active power generation.
3. Emergency ULTC control such as careful tap blockiag reversing, tap locking.
4. Shedding of load.

Traditionally, preventive and corrective controlncde formulated as a nonlinear
optimization problem. The three major componentshad problem are objective function,
control measures and system constraints. It caarghiyibe expressed as follows:
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Min  f(x,y,u)
stt. g(x,y,u)=0 (2.4-1)
h(x,y,u)<0

where
x: the vector of state variables;
y: the vector of algebraic variables;
u: the vector of all controllable variables:
f(x,y,u) : the objective function;

g(x,y,u) : system equality constraints including load-floaldnce equations;

h(x,y,u) : system inequality constraints including the Isnfor state variables and
control variables;

In general, the objective function can be one efftllowing:
e To minimize the number of control equipment

e To minimize load shedding

* To minimize control costs

In this part provides a brief review of preventamed corrective control methods that are
proposed based on the above model.

2.4.4.1 Implementation of Secondary Voltage Control

M. M. Begovic et al [61] used the sensitivity argasyof total generated reactive power to
get useful information about vulnerability of tharfs of the power system with respect to
voltage instability. For a class of voltage insliéies corresponding to static bifurcations of
load flow equations, minimum singular values ofalaan matrix and total generated reactive
power were calculated as indicators of stabilitygima Then sensitivity methods were used
for reactive support allocation. An algorithm waggented to determine the sensitivities of
total generated reactive power with respect to doat various locations in the system.
Allocation and amount of shunt compensation hanangteffects on voltage stability margin.

J. V. Hecke et al [59] presented a coordinatedageltcontrol experience in Belgium. The
objective function is based on the global impomp@x balance of reactive power from the
neighboring system tends to zero. A “Tertiary VgéaControl” procedure was proposed as
follows: a) Starting load flow based on "State fstior” results, b) Objective function set-
up, c)A first optimization with all control variadd treated as "continuous”, d) capacitor bank
scheduling, d) A second optimization with fixed aapor bank scheduling, the other control
variables treated as "continuous”, e) Choicesarfdiormer tap positions, f) A third and last
optimization with generator reactive output as onbmaining control variables, Q)
Computation of the commands. This procedure isutatied for a period of every 15 minute.

Costas Vournas and Michael Karystianos in [62]lfireesviewed the role of automatic and
non-automatic ULTCs for emergency and preventiéage stability control. They discussed
how tap-blocking and tap-reversing of bulk powelivéiey transformers ULTCs can prevent
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an approaching voltage collapse, as well as theblgmss and limitations of these
countermeasures and the advantages gained byviysirg. It was also shown that ULTCs
at higher voltage levels (including those of getmratep-up transformers, if available) can
help maximizing the load-ability margin either byt@matic control, or by selection of tap
adjustments using offline optimization. An algonthbased on gradient projection was
proposed in order to maximize the load-ability nmargrhe authors also pointed out that
capacitor switching has some advantages over UlnTt€rm of voltage control.

2.4.4.2 Rescheduling of Active Power Generation

T. T. Quoc et al [63] proposed a method based schexluling active and reactive power
generation for improvement of voltage stability.eT&uthors firstly discussed different static
indices that used for determine how the systermagek are dangerous and then a L_indicator
based on voltage drop was chosen as a referenceahes between 0 (at no load) and 1
(stability limit). From this index, countermeasufes voltage collapse on the Vietham power
system were proposed such as optimization of theuammand localization of Var
compensating devices, rescheduling of active pcamel reactive power generations, lower
factor generators, and load shedding. An objediivetion was proposed to minimize the
indicator. The major goal is to achieve a bettdtage profile after rescheduling active and
reactive power conjunction with eigenvalues sevisjtanalysis.

T. V. Menezes et al [64] proposed a methodologydoadded into the power system
dispatch problem in order to evaluate and improgktage stability margin by optimizing
generators and synchronous condensers reactivaiame Through the load flow linearized
equations, the reduced active and reactive matmess be obtained by considering the
decoupled effects of active and reactive poweratiamns on system voltage stability. Two
proposed indicesAPF,, is the active participation factor for PV busesl akPF,, is the

active participation factor for load (PQ) bus@®F,, can be used to design a reactive power
re-scheduling process since it provides a partidpéaactor for each generator, whikPF,,,
gives participation factors just for PQ buses. Gatoes with large APF should inject more
active power to improve the Voltage stability margind generators with small APF should
inject less. The main idea is to add the abovein&tion to an OPF program, so that the final

solution leads to an optimized reactive power ipecfor each generator and synchronous
condensers, from a perspective of improving voltstgeility margin.

Y. Su et al [65] used a pseudo-gradient evolutipmaogramming (PGEP) to search the
optimization problem of reactive power generatieacheduling to improve voltage stability
margin (VSM). The modal analysis technique was ueeglide the searching direction. The
main objective of the optimization is to increabe teactive power reserves as well as to
decrease the active power loss by reschedulingethetive power injection of the generator
units.

T. V. Cutsem [58] calculated sensitivities of tleactive power generation with respect to
demand which are used to determine the generatofsetrescheduled. The potentially
dangerous contingencies are identified by usingeigenvalues of the linearized matrix that
includes ULTCs on the voltage stability of the syst Then control actions are taken to
improve the voltage stability margin.
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The authors in [66] considered the corrective anevgntive actions against voltage
instability as an optimal problem where a controstcfunction was taken as the objective
function to be minimized. In this paper, preventbegrective control could be formulated as a
static nonlinear optimization problem as a one kohdptimal power flow (OPF)

Z. Feng et al [67] proposed a comprehensive apprdac preventive and corrective
control to mitigate voltage collapse. For the casdéh insufficient voltage stability margin,
the margin sensitivity is first computed to ideyntihe most effective preventive controls, and
then a linear optimization with the objective ofnimizing the control cost is performed to
coordinate the control actions. For the cases witesteady-state equilibrium point exists,
that mostly result from severe contingencies, ampeterized control strategy is first utilized
to restore the system solvability. Then, the cargtion method is applied to compute the
corresponding minimum corrective control actionsheT control actions consist of
rescheduling real power generations, implementiagegator secondary voltage controls,
switching on shunt capacitors and shedding loads.

2.4.4.3 Emergency ULTC Control

Several emergency ULTC control measures are inausbave been proposed in the
literature for containing voltage instability [68§9], [70]

* Tap blocking is the simplest countermeasure inngvemergency ULTC control. It
simply deactivates the control mechanism that ismadly restoring the secondary
voltage (normally the distribution side) of the pavdelivery transformer. By this way,
load restoration is cancelled, or, in the worsecaglayed in some minutes. However,
Pal in [69] pointed out that tap blocking should ibgplemented in careful manner.
Because, incautious tap blocking actions could prevent voltage, even this may
aggravate the situation.

e Tap reversing consists in changing the controldogo that the ULTC is controlling
the transmission side voltage instead of the tistion side.

e Tap locking is the action of assigning a speciéip position, where the ULTC will
move and then lock.

The above actions are able to efficiently stopsystem degradation, especially if ULTC
control is the only source of load power restoratibBlowever, ULTCs are relatively slow
devices, unable to quickly correct a situation vadvere voltage drops caused by an initial
disturbance. Hence, they can be used to countdistcirbances with moderate impact or in
conjunction with other countermeasures.

2.4.4.4 Shedding of Load

C. W. Taylor [57] proposed a concepts of underagdtload shedding based on the least
cost solution to avoid voltage instability. Thedeshedding scheme was of a predefined type
where the amount of load to be shed, corresportdisgecific percentage of decay voltage at
load buses, was fixed a priori. Based on theseeqmiacPuget Sound area utilities have been
using this under-voltage load shedding algorithimsTnethod has some advantages such as
its simplicity of implementation. The effect of asimg voltage collapse is obviously
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observed through dynamic simulation. This methodildcobe applicable for dynamic
simulation in the presence of different types afiayic loads and ULTCs.

T. Tran-Quoc et al [71], [72] proposed a load shegldalgorithm that is based on the
indicator of risk of voltage stability. The goal thfe method is to achieve an indicator profile
lower than a threshold value through load-shedtiingnsure that the power system remains
in a state far from voltage instability point.

R. Balanathan et al [73] presented an under-voltagd shedding criterion that using
dynamic load model in which the parameters of tlgrachic load model were estimated
online using a nonlinear least squares techniqgamely the Gauss-Newton method. The
method could be used to calculate the minimum amotitoad to be shed at any time to
avoid a voltage collapse. The major advantage isfapproach is that the effect of dynamic
loads can be easily investigated and suitablerfactially calculating the shedding necessary
to ensure the power system voltage stability follmna disturbance.

C. Moors et al [74] proposed a methodology for design of automatic load shedding
against long-term voltage instability on Hydro-Qeebpower system. This methodology
includes two steps. In the first step, a set ahing scenarios is set up, corresponding to
various operating conditions and disturbances. Eaemario is analyzed to determine the
minimal load shedding which stabilizes the systeith due consideration for the shedding
location and delay. In the second step, the paemetf a closed-loop under-voltage load
shedding scheme are determined so as to:

* Approach as closely as possible the optimal shegddimputed in the first step, over
the whole set of scenarios.

» Stabilize the system for all the unstable scenarasshed no load for the stable ones.
The corresponding optimization problem is solveidgis (micro-) Genetic Algorithm.

2.5 MAJOR SUGGESTIONS FOR PREVENTIONS OF POWER SYSTEM
BLACKOUTS

Power system blackouts often come from a sequehaeterrelated events that would
otherwise be manageable if they appeared alonecahges may derive from planning and
design stages to current operating conditions. rieroto prevent future power system
blackouts, some international recommendations dictumany aspects were made as follows
[13], [75], [76]:

1. Planning and designing stages:

a. In this stage, load forecasting should be invetgmyand studied carefully in
order to anticipate the increasing load tendenay] anaximum loaded
conditions. This will help to install on time powsystem facilities such as
building new transmission lines, or new power pant

b. Despite the fact that performing analyses of all tontingencies that could
occur in power system are impossible, attentionukhde paid to high
probabilistic contingencies. Precise models of powgstem components
should be used to analyze the contingencies anubpiena in power system.
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c. Normal planning studies cannot capture all of thesfble scenarios that may
lead to a blackout condition, due to the vast nunubgossible uncertainties
and operating actions. In some past power systeaokblts, the security
criterion “N-1" was clearly insufficient to save wer system. Therefore, new
security criterion based on N-m %2 or 3) should be applied in order to
ensure that the power system should be withstoa Itiss of several
component.

d. The application of automatic controls such as aatanvoltage regulators, and
where applicable power system stabilizers, shoukl rhandatory for
generators.

e. The lessons learned from past mistakes must berpocied into new
procedures as well as using such lessons learndelpodevelop new and
improved technologies for system control and maimtp

2. Maintenance work:

a. The improvement of existing substations and othgquipment through
refurbishing and replacement of critical componesitgital for the prevention
of cascading events. Tree cutting should be dorgulady along the
transmission line corridor.

b. Control and monitoring devices should be maintaiard tested regularly in
order to discover early the failures.

c. Itis greatly significant to enforce and constarghcourage training programs
for system operators and their supporting staffe Tdperators should be
gualified enough they should be able to grasprélkcal situations in order to
give out correct and timely actions.

3. Operating issues:

a. Ensure the redundancy and reliability of remotetmdmnd telecommunication
devices.

b. Improve the calibration of recording instrumentspecially in establishing
time synchronization.

c. Establish pre-defined data reporting requirementsl atandardized data
formats.

d. Power system operators and control centers shoale Mighly sense of
responsibility and cooperation in order to havesutgand correct decisions.

4. Disturbance Monitoring [76]: To facilitate bettersights into the cause of blackouts
and enable detailed postmortem, both adequate saas\@gd appropriate disturbance
monitoring are required. This has been achievesbtne extent in the development
of wide area measurement systems (WAMS)

a. Refine the process for integration, analysis, ambrting of WAMS data. This
must also include the development and supportadf ahd resources.

b. Establish a WAMS Website to allow the free exchamjeWAMS data,
documents, and software and thus promote its dprredat.
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c. Extend the collection of benchmark events and dymasignatures to
determine the range of normal system behavior.

d. Perform related studies to assist proper interpogtaof observed system
behavior.

e. Fully utilize the capabilities often available inodern HVDC and/or FACTS
equipment to directly examine system responsestdriputs.

f. Automate the means of disturbance reporting.

Rapid system restoration is extremely importanider to minimize the impact of a
blackout on society. Thus, means should be putptdoe to measure and reduce restoration
times. System operators should be given regulaeskér training and live drills on system
restoration to ensure that they remain familiahwéstoration procedures and best practices.

2.6 CONCLUSIONS

In this chapter, major analyses of recent powetesysblackouts around the world were
investigated briefly. The phenomena of power sysbéackouts are related to complicated
dynamic events and none is the same as the othkes.consequences of power system
blackouts are always very huge from both poweresystecurity and economy point of view.

There are many causes leading to power system ddeekThe causes may come from
planning and designing stage, operation missiongjntenance duty, or from many
unforeseen diversity reasons.

Major mechanisms of power system blackouts wereudsed in detail. Blackout
occurrences are the result of a chain of eventd sisc starting with unfavorable loading
conditions, lack of both active and reactive poneserve, triggered by a fatal contingency
causing power system in dangerous state. Lack edfeptive action, coordination between
control centers, and activation of automatic cdlgranay worsen situation. Human errors
sometimes amplified the severity. Lack of corregtactions and/or urgent control actions are
final stage that leading blackout occurrence.

In this dissertation, we will concentrate on theldem of angle stability and voltage
collapse. Some general definitions related to thesetypes of power system stability, as
well as main methods used for analysis and prewmendf angle instability and voltage
collapse were discussed in this chapter.
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CHAPTER 3
AN ENERGY APPROACH TO OPTIMAL PLACEMENT OF
CONTROLLERS/SENSORS FOR IMPROVEMENT OF ANGLE
STABILITY

3.1 INTRODUCTION

As mentioned in the previous chapter, many powstesys are facing the problem of
power system oscillations due to the lack of damporque at generators rotors [12], [33].
Lacking of damping torque may cause some critioslgr system blackouts, for example, the
power system disturbance in WSCC-USA (August 1096)9[77] and the blackout in
Sweden/Denmark (September 23, 2003) [15]. Frequemsponses of power system
oscillations are usually in the range from 0.1Hz2tdz and depend on the number of
generators involved. Local oscillations are indpper part of the frequency range and consist
of the oscillations of a single or a group of gemers against the rest of power system.
Interarea oscillations are in the lower part of taege and correspond to the oscillations
among groups of generators. Some technical inGgd@gines or generating units tripping ...)
but also adverse weather conditions (storms, smmusual high/low temperature...) may
strongly amplify the power system oscillations, exsplly when control systems are not
adequate. Sometimes, human errors together withitonmg problems represent some
additional sources of failure.

One big challenge is now to develop some stratagiesder to prevent critical situations.
Obviously, both corrective and preventive actioasto be considered. From the preventive
point of view, beside the equipment improvements)e significant improvements of control
system structures are needed to deal with crist@alations such as local and interarea
oscillations. In fact, it is now well establisheldat “remote” controllers/sensors those are
based on measurements coming from different akdten(far) of the overall power system
are suitable for network stability improvement [78]

Controllers (power system stabilizer — PSS or FAGQIESices) are commonly used not
only to damp power system oscillations but alsontrease the damping swing modes in
power systems or in others words to improve theopmance of power systems. For
example, a PSS is the most effective device whscimstalled at generators in order to add
damping torque. The main function of a PSS is @ ad additional stabilizing control signal
at the input of exciter. There are many types ob R example: PSS based on shaft speed
signal (delta-omega), PSS based on delta-P-omegguéncy-based PSS, and digital PSS.
The Figure 3-1 shows an example of a thysistortatton with PSS-speed signal type [1].

45



Chapter 3: An energy approach to optimal placera&obntrollers/sensors for improvement of angldiits

Terminal voltage Vref

transducer Exciter
1 |y 1
E,— L (5}~ K, —E
1+sT e 4 A fd
oy R’ o
I
: Gain Washout  compensation " 5™ | Additional
Ly "lK sTy v, r 1+sT v /_ : control signl
180, Rsryp "
A i PN ET S PR I 8 PR
I _
I
I

Power system stabilizer

Figure 3-1: Thyristor excitation system with PS§ [1

Where

The stabilizer gain Kstag has an important effect on damping of rotor oatdhs.
The value of the gain is chosen by examining tifiecefor a wide range of values. The
stabilizer gain is normally set to a value thathss in as high a damping of the critical
system modes as practical without compromisingstability of other system modes or
causing excessive amplification of signal noise

The stabilizing signal washoutis a high-pass filter that prevents steady chamges
modifying the field voltage. The value of the washtime constant \f should be high
enough to allow signals associated with oscillaionrotor speed to pass unchanged.

The phase-lead compensatioproduces a component of electrical torque in phase
with rotor speed deviation. The phase-lead circalitsused to compensate for the lag
between the exciter input and the resulting eleatiorque. The phase characteristic to
be compensated varies to extent with system camditi Therefore, a characteristic
acceptable for different system conditions is delbc Generally, slight
undercompensation is preferable to overcompensamnthat the PSS does not
contribute to the negative synchronizing torque gonent.

The stabilizer limits is used in order to restrict the level of generéominal voltage
fluctuation during transient conditions.

Sensors are installed in power system to measws&edesignals that are useful for
monitoring, protection and control the power systéor example, Phasor Measurement Unit
(PMU) based state estimation that used in wide pretection and control (WAPC) offers
many advantages such as linear estimator, trueltsin@ous measurements and dynamic
monitoring [78], [79]. The power systems would b@eo more controllable with fewer
measurements. The Figure 3-2 shows an example &?@With PMUs. The PMUs measures
the voltage and current phasors of generators lbage and current phasors of transmission
system. These measured signals are synchronizeaarstitted to the control centers by the
Global Positioning System (GPS) system. These Egra used for monitoring, controlling
and making control decisions of operators or asutimontrol signals of controller (for
example: multiple input control signal power syststabilizer).
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Figure 3-2: Wide-Area Protection and Control witd Bs [19], [80].

However, these devices are normally very expensiterm of investing cost and limited
in term of available quantity, therefore, theseides must be installed at suitable positions (at
suitable generators, buses or transmission linesprder to have maximum effect (for
example, maximum damping effect). For that reagbme, problem of choosing optimal
placement of these devices has arisen for mangyear

The problem of choosing optimal placement of cdtdrse (for example: PSS, or FACTS)
as well as sensors (for instance: PMU) has beehestdior a long time [22], [31], [32], [33],
[81] and [82]. Most of the existing approaches agebraic methods based on the sensitivity
analysis of eigenvalues and related componentsasieligenvectors, participation factors, the
so-called “eigenvalues-based method”. The optimakection of controllers/sensors is
classically determined by using participation fastof some critical modes. These methods
have several drawbacks: Firstly, the determinatiboritical modes may be problematic in
case of large-scale systems because the criticdemmay not be unique. Furthermore, the
definition of critical modes also depends on d#fartypes of oscillation: local or interarea
modes. Secondly, the participation factor approawcly deals with the state variables and
neglects the input and output behaviors. This apgraannot effectively identify a controller
site and an optimal feedback signal in the absefdaformation on the input and output,
which is more important when output feedback is leygd.

When dealing with small signal stability analysike disturbance is considered small
enough, the analysis is performed on the basiclofearized model, valid at a vicinity of a
particular operational configuration. Since powgstems are highly nonlinear dynamical
systems, linear modes are sensitive to the oparptnt changes such as load level changes.
As a consequence, optimal selection of controBersgors may strongly depend on the current
operating point. In order to overcome these drakdao this chapter, an energy approach is
proposed for the optimal selection of both conéiglisensors based on the use of
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controllability and observability gramians and congal with balancing realization reduction.
To take into account the effect of changes in pasystem, we propose a stochastic approach
based on scenarios that also include the occurmfzilty situations, such as transmission
lines tripping, loads changes to introduce someistiess properties. This approach relies on
the maximization of an index that defined as tlaedrof the controllability and observability
gramians for each scenario.

The main idea is to select the controllers (eqeinbto control inputs) corresponding to the
minimum energy needed to control the most signiicaodes of the system and to select the
placement of sensors (equivalent to outputs) cpomding to maximum energy output in
order to improve small signal stability of poweissm. This approach may be regarded as
part of a structural optimization procedure aimatglefining some new control systems in the
context of power system security improvement (ftance: to choose optimal selection of
PSSs to improve angle stability).

3.2 CONTROLLABILITY AND OBSERVABILITY GRAMIANS

3.2.1 Gramians Definitions

Consider a system described in state-space form by:

x(t) = Ax(t) + But)
y = CxX(t)
where: ADR™", BO R™™, CO R™ and xJ R". We assume that the system in equations

(3.2-1) is controllable and observable. The trartstentrollability and observability functions
of a continuous-time linear system are defineceapectively.

(3.2-1)

0

(X, T)=_min = [[u@)f dt,x-T)=0

u,x(O)=X2_T
R (3.2-2)
Lo(x,T):§j||y(r)|| dt, X0)= X, U= 0

We recall the following well-known result (see [834]).

Theorem 1 The transient controllability and observabiliynttions are given by:
L (X T) =3 XTWH(D) X

1 (3.2-3)
Lo(X,T) =2 XTW,(T) X

0 T
where: W, (T) = j € BB &' dW,(T) :j &' C Cé d are the transient controllability
T 0

and observability gramians on horizon T respegiiviVc(T) and W5(T) are the positive
definite solutions, obtained at time t = T, of tbowing differential Lyapunov equations:
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-W, () + AW () + W() A=~ BB, W0)=0
“W, () + AW,()+ W() A-C CW0)=0

If the system in equations (3.2-1) is asymptoticadtable around the origin, the
controllability functionL. and observability functioh , are definite and given by:

(3.2-4)

- 16
Lo =, min, 5 | O dt. x-e) = 0
(3.2-5)

1%
L :§j||y(r)||2 dt, x0)= X,u= 0
0

When T—co: lim W, (T) = We andlim W,(T) = Wo. ThenWcand Wo are obtained as the
unique positive definite solutions of the followihgapunov equations:
AW, +W. A + BB =0

AW, +W, A+ C C=0 (3.2-6)

Since the controllability matrix W depends on the control input matrix B, the control
energy can be affected by properly choosing thigrobinput matrix while the observability
matrix Wo depends on the output signal matrix C, the enengiput of sensors can be
affected by properly choosing this signal outputstrim. Furthermore, when the system is
only stabilizable and detectable (there exist soimie-controllable and non-observable, but
stable state variables), the gramians given by43\ill be only some non-negative matrices
since the singular values corresponding to the guntrollable or non-observable states will
be equal to zero.

From equations (3.2-1) and (3.2-2), it is suggeshed in order to minimize the control
input energy, we have to minimize @V or equivalently to maximize Win the sense of a
given matrix norm. In order to maximize energy aitpf sensors, we have to maximize,W
according to some measures (for example, trage@uld be use as a norm in order to
calculate the energy).

3.2.2 Balanced Realization for Model Reduction of L inearized Power System

One of the most difficult problems when dealinghntdrge-scale linearized power systems
is the number of state variables. For instanceaatigal power system that may contain from
tens to hundreds of generators and the numbersatd sariables may reach number of
thousands. The computation of full eigenvalues agldted eigenvectors of such large
matrices is time consuming, even with modern compsystems. Furthermore, we only take
into account the numbers of important state vaemlthat play the important role in small
signal stability analysis. These numbers of stagables are normally smaller than the
numbers of state variables of the original syst&herefore, this problem can be generally
solved by model order reduction.

B. C. Moore [85] explained how to use controllaliland observability gramians for the
goal of model reduction using balanced realizatidme main idea is that the singular values
of the controllability gramian correspond to thecamt of energy that has to be injected into
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the system in order to control state variables.tRerobservability gramian, its singular values
refer to the output energy that is generated bysiflstem state variables. Thus, the Hankel
singular values provide a measure for the impodaaot the system states. For model
reduction, the state variables that contribute Very to the input—output behavior can be
eliminated, and the reduced system retains the gumesstible approximation to the full-order

system.

J. Hahn and Th. F. Edgar in [86], [87], [88] revexlvdifferent techniques of model
reduction for linear system. After comparing théabhaing realization technique to truncation
and residualization that is based upon modal remhycthe authors concluded that balanced
reduction methods are more suitable than otheraendell suited for controller design since
they preserve the input—output behaviors.

The authors in [89] applied a technique for oraetuction of linearized power systems in
the studying of interarea oscillations that areeldasn the computation of the controllability
and observability Gramians. The technique is atdmsed on the truncation technique and
is used to reduce order of power system in tergeokrating a smaller system that is suitable
for control design.

In this section, we recall the balancing realizatiechnique for order reduction of linear
systems that is applied to analyze oscillationkfe-scale power systems. The procedure is
summed up as below:

A system whose controllability and observabilityamians are equal and have the
following form [86]:

o 00. ..0
0O o, 0. ..0
W, =W, =32=|0 0g,. ..0 (3.2-7)

0 0 0 o, |

whereo; = 0, = 03 2....=2 0, 20 is called a balanced system. Td&s are the Hankel
singular values.

Consider a linear system given by (3.2-1), whichssumed to be asymptotic stable, both
stabilizable and detectable. It can be shown thatet exists a regular transformation P
defined in [85].

x=P.x (3.2-8)
such that the transformed system, given by thevatpnt representation:
X = PAP'X+ PBu= A% B
y - CP_17 — _C—X (32'9)
is in balanced form.
P may be obtained from the following procedure:

1. Perform a Cholesky decomposition otWV, = R . R
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2. Perform a singular value decomposition J#\RR:

RW, R = WE* U to getz? =dig(c?,....0% )

=PW.P =%
=(P) W(P)=x%
The new system given by equations (3.2-9) is thaled a balanced realization. We can

perform system reduction by eliminating all stat&iables corresponding to the Hankel
singular values that are less than a small valvenghreshold (say smaller thar®).0

W,
3. Balanced gramians are given t\%?
O

3.3 PROCEDURE FOR OPTIMAL SELECTION OF CONTROLLERS AND
SENSORS IN POWER SYSTEM

The use of controllability and observability gramsamethod for optimal placement of
controllers/sensors has been already proposedimugditerature [90], [91], [92], [93], [94],
[95].

M. A. Wicks et al [90] formulated an energy appodor the control of linear system.
They proposed the sum of singular values of therobability gramian as a measure of
minimum energy needed to drive any controllabléest#o the origin of the state space.

D. Georges [91] proposed a method for optimal locabf sensors and actuators for both
linear and nonlinear dynamic system. In the lineage, an observability and controllability
gramians method was proposed. A general procedureedmputing the optimal design
parameters that are based on both integer progmagnamd a Branch and Bound method
suitable for large-scale systems was proposed.

S. Leleu et al [92] addressed different energefipr@aches for actuators and sensors
positioning in linear dynamic model. In the caseadfansient disturbance, it must impose a
final state variable at final time while minimizinge input energy. This is equivalent to
maximizing a norm of the controllability gramian tma (Wc). The second point of view
corresponds to maximizing the total energy tran®aifrom the actuators to the structure for
a given input, this equivalent to maximizing thece of W.. The third approach is a
geometrical interpretation of gramian matrix. leétystem is controllable, \is a symmetric
positive define matrix that associated with quadrédrm, i.e. to ellipsoids whose axis
directions are given by eigenvector ofcVdnd lengths proportional to eigenvalues. The
biggest the ellipsoid is, the more controllable slgstem is, and this is equivalent to maximize
the gramian eigenvalues.

However, none of these authors proposed a spetdimrithm for optimal placement of
controllers/sensors for power system. In this segtian energetic approach using
controllability and observability gramians is prgpd for the optimal selection of
controllers/sensors in power systems (see als®6i).[ The approach consists in selecting
controllers that provides additional input contsanal with the goal of increasing robustness
with respect to disturbances. It also takes intmant the influence of all existing controllers
in the whole power system. The problem is thenetemiine a set of M control inputs among
m possible inputs related to generators of the p®ystem in order to maximize the overall
controllability of the system. While the problem optimal placement of sensors is to

51



Chapter 3: An energy approach to optimal placera&obntrollers/sensors for improvement of angldiits

determine a set of P sensors for the measuremePtnatwork states among n measurable

states.

In order to take into account the nonlinear behawigower system dynamics, we propose
a stochastic approach based on scenarios, whiah tiealbe properly chosen to explore the
nonlinear dynamics of the system and to introdareesrobustness with respect to some fault
occurrences. Because of duality of controllabilagd observability gramians and using
balanced realization, a measure is proposed, whichsed to optimal placement both
controllers and sensors .

We propose the following algorithm:

1.

Generating a set of N independent scenasyowith occurrence probability py),
i=1,..,N (large enough) corresponding to N stalgjeildrium. These scenarios could
be chosen based on typical operation situationgafer system in question.
Unstable equilibrium cases are eliminated by chegkstable conditions of
characteristic matrix A.

For each scenarioy, i=1,...,N, perform linearization around the corr@sging
equilibrium state of the power system dynamicsdbgate space as in (3.2-1). For
each scenarioy and each configuration of control inputsand measuremenfts we
perform balanced realization to get reduced systefollows:

L@ m
x =A@+ 0 B @)y = A() R+ B (w) L
= (3.3-1)
Yy =CP@)x’
The system in equations (3.3-1) has their contodita and observability gramians
which satisfyW, =W, =3 . Wherea;'s are equal to 1 when control input ig

selected otherwise equal to[®js a vector of sensor configuratigh:is equal to 1
when the “physical” statej(xy) is measured, otherwise equal tooOand 3 satisfy

conditions:» o, =M and ) B, =P.

i=1 idl
For each scenari@, calculate the controllability and observabilitsagians of the
balanced systera®*(w ) which satisfies one of these two Lyapunov equation

(A @)-(2* @) * (2% @) (A% @) +(B*@)){B* @) =0

or

(3.3-2)

(A @) (2 @) + (=P @) {A* @)+ (C @) (@) =0

5.

6.

For each scenari@, calculate the individual energy by a norm coroegpng to the
control inputs and signal outputs as follows:

E(w) = trace( (N )) (3.3-3)

The optimal selection of controllers/sensors issemobase on the total maximum
energy over all scenarios that is calculated by
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13
BS{{SE?m(E‘” (x)_ﬁé Pl JEG )j (3.3-4)

N

where E_ (X) :%Z p(w) X(w )is the average expectation of over all scenaogFor
i=1

simple cases, p{) could be considered equal to 1 that means alétkearios have the same

probability of occurrence).

Notice that this approach may also be extendeddaase of scenarios leading to unstable
realizations. In this case, the function (3.3-2)ynee reformulated by using the transient
controllability and observability gramians obtainbg solving (3.2-4) with a horizon T
properly chosen according to the transient behaidhe system. We should also emphasize
that this approach can be successfully applied evéme case when the system has stable non
controllable or non observable modes: in practtbés is often the case for the kind of
applications we consider in power systems.

When the scenarios and number of controllers/seraer relatively small (say, n<20), an
optimal solution can be found by enumerating ofsbkitions. However, when dealing with
large-scale system, the optimal location of cotdrelsensors is usually a highly
combinational optimization problem. To overcome these of dimensionality due to the
combinatorial burden, some efficient suboptimalusohs could be obtained from using
heuristic methods such as simulated annealingd®&]Branch and Bound approach [91] (see
the appendix A).

3.4 TWO APPLICATIONS

The use of this method is applied to choose optpletement of controllers/sensors (or
equivalent to optimal selection of control inputgfmuts) for generator in order to improve
power system oscillations for two systems-namelwdTArea Power System” and “39 Bus
New England”. In this section, the Program Powest&y Simulation Engineering (PSS/E)
[97] is employed for load-flow calculation and perforimelarization of power system
corresponding to each scenario. Because dynamielsad power system devices play a
very important role in studying dynamic phenomenahsas local oscillation and inter-
oscillation, therefore all dynamic models are taKkesm PSS/E dynamic model library.
Specifically, generators, excitation systems areletex by the detail models. Transmission
systems and load are modeled by models that ackindead flow calculation. The Matlab
software is used to perform order reduction andutate reduced gramian matr&® in
equation (3.3-2). In these examples, we limit dueseon some small scenarios; therefore the
optimal problem in (3.3-4) can be solved by usingreeration solutions.

3.4.1 A Two-Area Power System

The “Two-area power system” is widely used for famental studies of power system
oscillations that is taken from the book of P. Kundl]. For power system models, all
generators are identical and modeled by using R&®Rwtdr Generator Model (Six Orders
Exponential Saturation generator model) - GENROEgitation system are identical, and
modeled by using IEEE Type ST1 Excitation SysteBXST1 [98]. The load flow data and
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dynamic parameters are taken from [1], [33] antkdisin detail in the Appendix B. The
system diagram is shown in Figure 3-3

Area l Interconnected system Area 2
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= 01
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L7 &

Figure 3-3: The “Two area power system” [1] .

In order to illustrate easily the approach, we aersonly a very small number of (equi-
probabilistic) scenarios. Some scenarios have gerearated and are listed in Table 3-1.

The problem is to select some controllers/sensmrations (or control inputs/outputs) to
install in the power system with the goal of imgrayits performance and security. A typical
application is choosing optimally placement of aalopower system stabilizer to damp out
power system oscillation. In order to illustrate ffectiveness of the proposed approach, a
comparison between the used of participation faabokthe energy approach is investigated.

Table 3-1: Some generated scenarios for “Two apgaepsystem”.

Power from No of Generation/Load (MW)
Scenario Area 1 to
Area 2 (MW) | tie line Area 1 Area 2
1 0 1 1400/1367 1400/1367
2 100 1 1400/1267 1400/1467
3 200 1 1400/1167 1400/1567
4 400 1 1422/967 1428/1767
5 0 2 1400/1367 1400/1367
6 300 2 1400/1067 1400/1667
7 400 2 1400/967 1400/1767
8 600 2 1400/767 1400/1967
9 400 2 1600/1157 1570/1917
10 600 2 1605/947 1533/2067

3.4.1.1 Choosing Optimal PSS Location by Participation Factor Method

The use of maximum participation factor for chogsoptimal placement of local PSS is
firstly investigated in this part. We consider hes® cases of optimal selection PSS in order
to improve small signal stability.
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The procedure is summed up as follows:

* Form alinearized state system as in (3.2-1)

» Calculate the critical eigenvalues that correspogdd poor damping modes.

e Calculate participation factors for the criticagj@nvalues calculated above

* Based on maximum participation factors to choosegdgmerator where PSS is placed
Two cases are investigated in details as below:

Case 1: Choose location of one PSS among four gesters

The software PSS/E is used to form linearized sys#és in (3.2-1). The eigenvalues,
eigenvectors and participation factors are caledlais in chapter 2 and shown in Table 3-2.

Figure 3-4 shows the full eigenvalues and critiemenvalues of the “two area power
system” (plotted for scenario 4 on complex plan).
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Eigen values

a. Full eigenvalues of the “two-area power system”.
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Eigen values

b. Critical eigenvalues of the “Two-area power sgst

Figure 3-4: Full eigenvalues and critical eigeneslof “Two-area power system”.

Table 3-2 shows a full detail result of eigenvalaealyses for each scenario of “two area
power system”. From Figure 3-4 and Table 3-2, waldc@bserve that the method based on
eigenvalues analyses provides full understandibgsitathe stability properties of the power
system. However, for each scenario, there are &us f the most critical eigenvalues and
two maximum normalized participation factors cop@sding to local and interarea
oscillation modes. Because the patrticipation fact@asures only the influence of a state
variable with respect to a specific mode thereftine, choosing a PSS based on maximum
normalized participation factor has only maximummgeng effect for a chosen particular
mode, not for all other modes. As looking at thdl&€z3-2, scenario 1 for example, there are
two pairs of critical modes corresponding to logadl interarea modes. For each critical local
mode, the state variable: speed of G3 has maximélaence on the critical local mode when
comparing to other state variables. While, for eattical interarea mode, the state variable:
angle of G2 has the maximum influence on theseécalimodes. Furthermore, the use of
participation factors in choosing PSS location amdals with state variables and it neglects
the input/output behavior.

If only one PSS is available, we have to choosevéen two available placements: G3
with damping local modes or G2 with damping inteeamodes. The decision could be based
on specific goal of the system in order to dammnglocal or interarea modes. For example,
in scenario 1, placement of one PSS at G3 has malyimum damping effect for local
modes: -0.50080e-01 + j3.4548, whereas, placemeoh® PSS at G2 has only maximum
damping effect for interarea modes: -0.27621e-(LG8143e-01.
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Table 3-2: Critical eigenvalues, damping coeffitjascillation frequency and the maximum

normalized participation factor for each scenafitiTavo area power system”.

% " . . . Oscillation Normalized
5 Critical eigenvalues Damping ratio Frequency Participation Factor
o
-0.50080e-01 #j 3.4548 0.14494e-01 0.54985 Speed of G3
! -0.27621e-01 4 0.68143e-01  0.37565 0.10845e-01 Angle of G2
-0.53640e-01 #j 3.4090 0.15733e-01 0.54256 Speed of G3
2 -0.27200e-01 £j 0.70285e-01  0.36091 0.11186e-01 Angle of G2
-0.51224e-01 #j 3.2783 0.15623e-01 0.52176 Speed of G3
3 -0.27326e-01 4 0.87857e-01  0.29699 0.13983e-01 Angle of G2
-0.66371e-02 £ 2.1782 0.30471e-02 0.34666 Angle of G4
4 -0.26680e-01 +j 0.91936e-01  0.27871 0.14632e-01 Angle of G2
-0.78109e-01 #j 4.4231 0.17656e-01 0.70396 Speed of G3
> -0.27056e-01 4j 0.62067e-01  0.39961 0.98782e-02 Angle of G2
5 -0.83954e-01 £j 4.2976 0.19531e-01 0.68399 Speed of G3
-0.27257e-01 #j 0.85218e-01  0.30465 0.13563e-01 Angle of G2
; -0.77388e-01 #j 4.1954 0.18443e-01 0.66771 Speed of G3
-0.27528e-01 4 0.98216e-01  0.26988 0.15631e-01 Angle of G2
-0.42242e-01 1j 3.7644 0.11221e-01 0.59913 Speed of G3
8 -0.28115e-01 #j 0.12927 0.21253 0.20574e-01 Angle of G2
-0.63879e-02 #j 4.2255 0.15118e-02 0.67251 Angle of G3
? -0.31228e-01 £j 0.10687 0.28046 0.17010e-01 Angle of G2
-0.15939e-02 j 3.7725 0.42252e-03 0.60041 Angle of G3
10 -0.30638e-01 £ 0.11911 0.24910 0.18958e-01 Angle of G2

Although the principles of a PSS design for dampaogl and interarea modes are similar,
but the mechanisms by which a PSS contributesetal@imping of the two types of oscillation
are different. A PSS adds damping to an interaredentargely by modulating system loads,
whereas the performance of the PSS with regardlecad mode is only slightly affected by
load characteristics [33].

Case 2: Choose locations of two PSSs among four geators

The critical eigenvalues and four maximum normaliparticipation factors are shown in
Table 3-3. The critical eigenvalues, damping rasind oscillation frequencies are the same as
in Table 3-2.

There are four maximum normalized participationtdes for each local and interarea
oscillation modes. Because the participation fach@asures only the influence of a state

57



Chapter 3: An energy approach to optimal placera&obntrollers/sensors for improvement of angldiits

variable with respect to a specific mode thereftine, choosing a PSS based on maximum
normalized participation factor has only maximummgeng effect for a chosen particular
mode, not for all other modes.

Table 3-3: Critical eigenvalues and four maximumnmalized participation factors for each scenario

of “Two area power system”.

Scenario Critical eigenvalues Four Maximum Normalized Participation factor
9 corresponding to critical modes

L -0.50080e-01 #j 3.4548 | speed and angle of G3, Speed and angle of|G1
-0.27621e-01 +j 0.68143e-01L Angle and Speed of G2, Angle and Speed of G1

5 -0.53640e-01 ) 3.4090 | speed and angle of G3, Speed and angle of|G1
-0.27200e-01 + j 0.70285e-Q1Angle and Speed of G2, Angle and Speed of G1

3 -0.51224e-01 #) 3.2783 | speed and angle of G3, Speed and angle of|G1
-0.27326e-01 +j 0.87857e-0L Angle and Speed of G2, Angle and Speed of G1

4 -0.66371e-02 4 2.1782 | Angle and speed of G4, Angle and speed of G3
-0.26680e-01 + 0.91936e-01L Angle and Speed of G2, Angle and Speed of (G1

5 -0.78109e-01 +) 4.4231 | speed and angle of G3, Speed and angle of|G1
-0.27056e-01 +j 0.62067e-0[L Angle and Speed of G2, Angle and Speed of G1

5 -0.83954e-01 + 4.2976 | speed and angle of G3, Speed and angle of|G1
-0.27257e-01 +j 0.85218e-01L Angle and Speed of G2, Angle and Speed of G1

7 -0.77388e-01 41 4.1954 | speed and angle of G3, Speed and angle of|G1
-0.27528e-01 +j 0.98216e-01L Angle and Speed of G2, Angle and Speed of G1

8 -0.42242e-01 4 3.7644 | speed and angle of G3, Speed and angle of|G4
-0.28115e-01 +j 0.12927 | Angle and Speed of G2, Angle and Speed of G1

9 -0.63879e-02 ) 4.2255 | Angle and Speed of G3, Angle and Speed of G4
-0.31228e-01 +j 0.10687 | Angle and Speed of G2, Angle and Speed of G1

10 -0.15939e-02 4] 3.7725 | Angle and Speed of G3, Angle and Speed of (G1
-0.30638e-01 + 0.11911 | Angle and Speed of G2, Angle and Speed of G1

As looking at the Table 3-3, scenario 1 for examfilere are two pairs of critical modes
corresponding to local and interarea modes. Fan edtical local mode, two state variables
of G3, which are speed and angle state variable haximum influence on this mode when
comparing to other state variables. And two statgables of G1 which are speed and angle
state variables have the next maximum influencehi®m mode. So if we need to choose
optimal location for two PSSs in order to damping local modes, they should be placed at
G3 and GL1. For each critical interarea mode, tvatestariables of G2, which are angle and
speed state variables, have the maximum influemcéhis mode when comparing to other
state variables. And two state variables of G1 Wwlae angle and speed state variables have
the next maximum influence on this mode. So if veedto choose optimal location for two
PSSs in order to damping out interarea modes, sheyld be placed at G2 and G1. In order
to damp over all oscillation, it is difficult to dele where we should place two PSSs, at (G1
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and G2), (G1 and G3) or (G2 and G3). This is ondrafvbacks of the participation factor
method when dealing with the problem of choosingessd PSSs in the large-scale power
system.

For example, in scenario 1, placement of two P3331aand at G3 has only maximum
damping effect for local modes: -0.50080e-01+j 38l5whereas, placement of two PSSs at
G2, and at G1 has only maximum damping effect fderarea modes: -0.27621e-01 *
j0.68143e-01. Therefore, with two PSSs are avalabke could not damp out both local and
interarea oscillation modes. Even the placemenivof PSSs at G2 and G3 does not ensure
the maximum damping effect to both local and irmea@scillations.

To overcome the drawbacks that are discussed allowegnergy approach proposed in
section 3.3 will be investigated in order to choosatrollers and sensors in power systems.
The new approach is not only considering the irquitbehavior of the state space system but
also taking into account the total response atestariables in power system when adding
one or more controllers/sensors.

3.4.1.2 Choosing Optimal Controller/Sensor Location by the Proposed Method

For this small power system, we consider two cakeshe first case, the problem is to
choose the optimal location of one set of localtcmler/sensor at one generator among four
generators. In the second case, the problem isidose the optimal location of two set of
local controller/sensor at two generators among g@merators of the system.

For each scenario in Table 3-1, we consialgy input control signals; the mechanical
power set-point and the voltage set-polP{ec andAV,e), andthree outputs quantities that
can be measured by meters; active power outpuréRytive power output (Q) and terminal
voltage (R that correspond to each generator respectivaditaye at bus 8 (Ms g is taken
as ongemovemeasured signal. The original dynamic system tedu40 state variables.

Case 1: Selecting the optimal location of local ctmoller/sensor for one generator

Figure 3-5 shows the Hankel singular values of cedu‘two-area power system”. Only,
21 maximum Hankel singular values have been finedtgined. Singular values that are
smaller than le-5 have been eliminated after usatgnced realization reduction.
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Figure 3-5: Distribution of Hankel singular valugfsreduced “Two-area power system”.
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Figure 3-6 plots frequency responses of both asigiand reduced “two-area power
system” that include two inputdV,s and speed reference of each generator. There is no
difference between two control signals in the peattbandwidth from 10 to 1¢. We can
conclude that two systems are equivalent in teqputhoutput behavior. From the bandwidth
10* to 10° the frequency response of the reduced systeratibdicause the order of reduced
system is smaller than the original order. Theretbe two the systems are equivalent in term
of robustness.

Singular Walues

Singular Values (dB)

Frequency (rad/sec)

Figure 3-6: Frequency response of original andeedwf “Two-area power system”.

For the first case, the value ofdg) for each scenario i (with T &) are given in Table 3-4
Figure 3-7. In this case, an enumerative solutiay be obtained without the need of using an
integer programming method. We can see that wihs#tection of inputs/outputs GR leads
to the maximum values of the index E(X). This me#ms if we need to add one set of
controllers/sensors into one of generators of thego system in order to improve the over all
performance, the optimal place is at G2.

Table 3-4: Index values according generator selecti

E(wi) corresponding to control inputs Corresponding number of

Scenarios and outputs at Controllable/observable state variables|

Gl G2 G3 G4 Gl G2 G3 G4
1 295 402 305 426 18 18 18 18
2 306 471 291 387 18 18 18 18
3 322 512 279 363 18 18 18 18
4 868 4070 710 2488 16 18 18 16
5 301 420 318 453 18 18 18 18
6 320 451 277 347 18 18 18 18
7 315 461 275 321 18 18 18 18
8 1802 2753 1591 1518 18 18 18 18
9 381 758 303 396 18 18 18 18

10 4945 | 13121 4062 6304 18 18 18 18

Ew 986 2342 841 1300
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Controllability Gramian Measure overall Scenarios
2500 /\\
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Figure 3-7: Expected controllability gramian ovésamlenarios.

Case 2: Selecting the controllers/sensors locatidor two generators

The values of Kf) for each scenario when the transient horizomjisakbto T=c are given
in Table 3-5 and Figure 3-8. The results show Wiagn we choose generators G2 and G4, we
get the maximum value of the index. This means thave need to add two set of
controllers/sensors into two generators of the paystem to improve the performance, the
optimal places are at G2 and G4.

Table 3-5: Index values according to generatoescsieh.

Scenario E(w) corresponding with inputs and outputs at
G1,G2 | G1,G3| G1,G4| G2,G3 G2,G4 G3,G4
1 708 602 727 713 831 744
2 786 599 712 764 872 696
3 844 606 715 793 901 655
4 5093 1590 3556 4936 6621 3356
5 731 622 760 743 878 784
6 780 603 689 734 824 636
7 786 595 663 742 819 611
8 4582 3396 3352 4364 4353 313p
9 1151 691 850 1074 1243 731
10 18224 9015 11418 17315 19587 10457
Ew 3369 1832 2344 3218 3693 2180
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Controllability Gramian Measure overall scenarios
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Figure 3-8: Expected controllability gramian ovésgienarios.

3.4.1.3 Validation by Dynamic Simulation

In order to illustrate the effectiveness of thistinoel, we consider the implementation of a
standard power system stabilizer (PSS)-The basictitn of a PSS is to add damping to the
generator rotor oscillations by controlling its gation using auxiliary stabilizing signals. The
effectiveness of PSS is not only damping osciltatiut also increasing angle stability. The
typical PSS used in this simulation is the speatsibée type and modeled by using the
STAB1 model the dynamic device library of PSS/E aadameters are taken from [1], [33]
(see the appendix B1 and Figure 3-9).

Static excitation system-EXST1

VREF Vg
/l+ l+ 1\,':'\_:.-1}: \_-'T \'R_‘I :{".{:KC I:FD
1 — o N 1+sT¢ Ka .
e o ey s ) e B e e T T . » EFD
1 -V Vr Veymmy - Kc Irp
sKF |
1+sTg|
d/ Stabilizer- STAB1
Additional Hy
control signal 1+T2s 1+T1s Ks SPEED
- - - —
Voruse 1+T4s 1+T3s 1+Ts (pu)
'HLIM

Figure 3-9: Static excitation system with a stadd28S.
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Figure 3-10: Power output of G3 with different @atents of a PSS.

Figure 3-10 shows a comparison of power oscilladamping corresponding to the three
possible placements of a PSS at G1, G2, G3,). Jimslation was done for the scenario 4
when applying a three-phase fault with duration $ahbus 7, time period for simulation is
30 seconds. The figure is plotted for active pometput of G3 corresponding to the fault.
From the figure, placement of a PSSG# (the green line) gives better results in term of
damping effect comparing to the others cases.
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Figure 3-11: Angle of G3 with different placemenfsa PSS.

Figure 3-11 plots angle of G3 with different plaaarhof one PSS. When placing a PSS at
G2 (the green line), increment of angle is the tasalthat gives the best effect in term of
improvement angle stability comparing others plagets.

Figure 3-12 shows a comparison of oscillation damgmiorresponding to the three possible
placements of two PSSs at (G1, G2), (G3, G4) ari] (&3l). This simulation is done for the
scenario 4 when applying a three-phase fault wattatibn 5ms at bus 7. From the figure,
placement of two PSSs &2, G4) gives better results in term of damping effect.

Figure 3-13 plots angle of G3 with different plagarhof two PSSs. When placing two
PSSs at G2 and G4, increment of angle is the sshdlat gives the best effect in term of
improvement angle stability comparing others plageis
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3.4.2 A “39 Bus New England Power System”

A “39 bus New England” [27] is considered as adargsted power system. All generators
are identical and modeled by using Round Rotor @#oe Model (quadratic saturation) —
GENROU, all excitation systems are identical, arabiated by using IEEE Static Excitation
System- EXST1. The load flow data and dynamic patars are taken from and listed in
detail in the Appendix B2The system diagram is shown in Figure 3-14
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Figure 3-14: The “39 Bus New England power system”.

In order to illustrate the approach, we considewyanall number of (equi-probabilistic)
scenarios that were chosen as typical operatingsstdhe scenarios are listed in Table 3-6.

For each scenario, we consideo input control signals; the mechanical power set{po
and the voltage set-poim\Rnec andAV ), andthree outputs quantities that can be measured
by meters; angle, active power output (P), reagtimeer output (Q) that correspond to each
generator respectively. The original dynamic sysiteciudes 96 state variables.
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Table 3-6: Some generated scenarios for “39 bus Bagland system”.

Scenario Description of scenarios
1 Base case 1
2 Trip tie line 4-14
3 Trip tie line 17-18
4 Trip tie line 25-26
5 Trip tie line 27-26
6 Trip tie line 39-9
7 Base case 2
8 Trip tie line 4-14
9 Trip tie line 17-18
10 Trip tie line 25-26
11 Trip tie line 27-26
12 Trip tie line 39-9
13 Trip tie line 39-9,25-26
14 Trip tie line 39-9,17-18
15 Trip tie line 3-4
16 Trip Gen 10
17 Base case 3

3.4.2.1 Selecting the Optimal Location of Local Controller/Sensor for one Generator

Figure 3-15 shows the Hankel singular values oficed “39 bus New England”. Only, 31
maximum Hankel singular values have been finaltgined. Singular values that are smaller
than 1le-5 have been eliminated after using balameatization reduction. Therefore, the
reduced system now includes 31 state variableshta¢ much influence to input/output
behavior of power system.

magnitude

0 i

0 5 10 15 20 25 30 35
Hankel singular values of state system

Figure 3-15: Distribution of Hankel singular valugseduced “39 bus New England power system".
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Figure 3-16 plots the frequency responses of boipinal and reduced systems that

include two inputsAV,g and speed reference of each generator. There idiffevence

between two control signals in the practical bamtiiwvfrom 10” to 1¢f. We can conclude that
two systems are equivalent in term input-outputavedr. Therefore the two the systems are
equivalent in term of robustness. (From the bantwidf to 10° the frequency response of
the reduced system is flat because the order efceztisystem is smaller than the original

order).

Figure 3-16: Frequency response of original andced of “39 bus New England power system”.

Singular Values {dB)

Singular Walues

Frequency (radisec)

Table 3-7: Index values according to generatorctele.

Scenario E(w)(x10*corresponding with inputs and outputs at

G10 G2 G3 G4 G5 G6 G7 G8 G9
1 1.4716 | 1.6597| 1.9230 3.0629 3.3224 29712 3.18857909| 3.1377
2 1.8389 | 2.0810| 2.5446 4.0705 4.3957 3.9666 4.23F72136| 3.9344
3 2.4965| 29423 35082 7.2692 7.78Y0 7.1306 7.53®30803| 6.3102
4 1.7119 | 2.1298| 2.4924 4.3741 4.68Y6 4.2954 4.55189255| 6.2099
5 1.4475| 1.6175 1.8742 3.0731 3.34Yy4 29804 3.20297763| 3.5814
6 3.2953 | 5.5326| 5.6529 6.1744 6.43Y3 6.1570 6.26(@06298 | 5.9327
7 0.7518 | 0.9087] 1.0372 14423 15706 1.3161 1.50409696 | 1.6578
8 0.8266 | 0.9820; 1.1671 1.6301 1.7703 1.5639 1.70100478| 1.8007
9 0.7990| 0.9681| 1.1191 1.8607 2.0089 1.7986 1.93170326| 1.8911
10 0.7502| 0.9141 1.0520 15776 1.6988 1.5262 1.65489158| 2.5978
11 0.8152| 0.9311 1.064%5 15593 1.7143 1.4897 1.63300689| 2.3019
12 0.8175| 1.3372 1.3828 14033 1.4802 1.3%91 1.43P49976| 1.6437
13 0.7729 | 1.3037 | 1.3502 | 1.4617 | 1.5394 | 1.4182 | 1.4815 | 0.9215| 2.4444
14 0.8489 | 1.3988 | 1.4523 | 1.6662 | 1.7628 | 1.6159 | 1.6787 | 1.0348 | 1.7965
15 0.8689| 0.9776) 1.1056 1.5057 1.62pb5 1.4472 1.578960759| 1.8013
16 25231 29398 5.0022 5.4516 4.7849 5.1108 D.§9%.8363
17 0.7518 | 0.9087 | 1.0372 | 1.4423 | 1.5706 | 1.3761 | 1.5049 | 0.9696| 1.6578

Ew 1.269 1.713 1.924 2.858 3.069 2.781 2.952 1.5973.149
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The value of EQ) for each scenario (at T «) are given in Table 3-7. In this case, an
enumerative solution may be obtained without thednef using an integer programming
method. We can see that with the selection of siputputs ofG9 (bus 38) leads to the
maximum values of the index. This means that iin@ed to add one set of controllers/sensors
into one of generators of the power system to impithe overall performance of the system.
Therefore, the optimal placement iS5G (bus 38).

3.4.2.2 Validation by Dynamic Simulation

In order to illustrate the effectiveness of thistinoel, we consider here the implementation
of a standard power system stabilizer (PSS) thatiriput control is mechanical power of

turbine of generator. The PSS is modeled by usindaehSTAB1 in PSS/E dynamic library
and parameters are typical data.

The first simulation was done for the scenario th@t(could be chosen arbitrarily) when
applying a three-phase fault at the transmissina R5-26, the line was tripped off after
duration of 100(ms), time of simulation is 20 set®nFigure 3-17 shows comparisons of
oscillation damping corresponding to the three fsgplacements of a PSS at G3, G8, G9.
Evidently through two figures, when placing a PS589 had the best effect in term of
oscillation damping comparing to other placements.
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Figure 3-17: Relative angles of G2, G8, and G9eaetsyely in case of fault at the line 25-26.
The second simulation was done for the scenarivlig€n applying a three-phase fault on

line 15-16, the line was tripped off after duratioh150ms, time simulation is 20 seconds.
Figure 3-18 showed comparisons of oscillation dagmorresponding to the three possible
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placements of a PSS at G3, G8, and G9. The pladesharPSS at G39 had the best effect in

term of oscillation damping when compared to offlacements.
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Figure 3-18: Relative angles of G2, G8, and G9aeisygely in case of fault at the line 16-17.

In this section, we restricted ourselves to a Behihumber of scenarios in order to easily
illustrate the approach. Effectiveness of the methalies strongly on the availability of a
large number of independent scenarios. However,ilfestrating purpose, these typical
scenarios were chosen limitedly with assumption ttie scenarios are mainly and practically
operating states of investigated power system.

3.5 CONCLUSIONS

In this chapter, a method for the optimal selectdrcontrollers/sensors (equivalent to
selection control inputs/outputs) with the goal iofiproving both controllability and
observability have been proposed as one of prexentethod to improve small signal angle
stability. Since the computation of controllabilignd observability gramians can be very
time-consuming in the case of very large-scale paystem, the model reduction has been
also introduced in this chapter.

This method is based on various scenarios refigctifferent set-points or failure
situations. This important characteristic introdsis@me robustness in decision making with
respect to system nonlinearities and failure scesaf power system. This is not provided by
any of the existing methods used for optimal lawatf controllers/sensors.

Furthermore, application of eigenvalues sensitivitgthods relies on a complex modal
analysis, which may be problematic for large-scalstems (curse of dimensionality,
dependency of the eigenvalues with respect to ¢pants, etc). In our cases, no explicit
model analysis is needed.

72



Chapter 3: An energy approach to optimal placera&obntrollers/sensors for improvement of angldiits

Optimal placement of standard Power System Staipdin order to improve small signal
stability to a “two-area system” and a “39 bus Nemgland system” have demonstrated very
promising results that can apply for real and lesgale power systems.

Further studies will be devoted to the use of ruriteria optimization for controller
design purposes. One possible approach is to cembimtrollability and observability
objectives with robustness objectives and optintadtrol system design (optimal design a
power system stabilizer with multiple inputs isexample).

In practice for large-scale power systems, comprtatomplexity renders crucial the use
of both model reduction and adequate integer prograg techniques.
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CHAPTER 4
TRANSIENT STABILITY AND PREVENTION CONTROL

4.1 INTRODUCTION

As mentioned in chapter 2, both environmental aodnemical pressures are pushing
power systems operating closer to their securityitliPower systems are not only more
complicated but also more vulnerable to any distndes. Some serious power system
blackouts with severe consequences that occurrdeidS and European countries are some
examples of these situations. Causes of blackaetsalavays multiple and one of them is
directly related to transient stability problem.amsient stability analyses are especially
difficult because the power systems response tdtsfathat have highly nonlinear
characteristics and fast time evolution. As a magrcern, transient stability has been studied
for a long time. However, transient stability igl €n issue as the initial causes of other types
of power system stability such as small signalibtgband voltage stability. We still need to
fully understanding and analyses the transienilgiaimechanisms and to find effectively and
economically justified solutions for this problem.

In practice, transient stability can be avoideddayrectly applying some preventive or
corrective actions. The corrective control is thiterapt to stabilize an unstable power system,
directing the system trajectory onto a new stalgeildrium point shortly after a severe
contingency. The application of corrective actiossalways difficult because we have to
solve a set of nonlinear equations that may nosdieability or sometimes this problem
occurs in very rapidly short period. On the contrahe preventive control is carried out
before the instability actually occurs, or may stmes be performed in the operating
planning stage (for example: one day or one we@adloperating planning that is based on
the practical daily load curves). Therefore, prewencontrol will be not only easier in term
of implementation but also more desired in the pasystem operations.

From the traditional transient stability preventisentrol point of view, researchers have
developed some control methods, which could beiegplith the goal of identification zone
of stability, critical clearing time, and stabilitgargin in order to be applicable in real power
system operation. The equal-area criterion givesesalear comprehensions about critical
clearing time, margin of stability, and concept meventive and corrective method of
transient stability. However, this method is onlypked to a simple system the so-called
Single Machine Infinite Bus (SMIB) [1] and only safdle for illustration purposes of transient
stability.

The time-domain methods [1] could identify criticgearing time (CCT) for a specific
contingency; but they could not identify zone @flslity and/or margin of stability.

Some researchers have developed a direct approaicts tbased on the so-called transient
energy function [27]. The function was called Tians Energy Function (TEF). In this
method, the critical transient energy, which isoagged with the relevant unstable
equilibrium points of the post fault network enctered by the disturbed system trajectory, is
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identified. If system transient energy at the efdaalt, (i.e, at clearing) is less than this
critical energy, the system is stable; otherwigeisiunstable. This leads to a very fast
assessment of transient stability as comparede@aohventional methods. There has been a
great deal of progress achieved in developing ectlimethod for analyzing first swing
transient stability of multi-machine power systemowever, one of the most difficult
problems is the identification of the disturbedteys trajectory.

As the transient stability monitoring, a method dzth®n the single machine equivalent
(SIME) was proposed [30]. This method is actuallganbination between time-domain
methods and the equal area criterion. From a gomewer system, a time-domain method is
used for the purposes of contingencies analyses.eBoh contingency, the angles of
generators are plotted in the same axes systenedBas the increase of angle variation,
generators are classified into two groups: stablé anstable group. All generators in the
same group will be described equivalent as one megchrom these two machines, an
equivalent machine is formed the so-called OMIBe(omachine infinite bus). The equal area
criterion is used to assess the stability regioons machine OMIB with an infinite bus.

Several methods have been tested using actual pysems and put into actual practice
[99]. Some methods that based on none-linear opditioin and post contingency information
were proposed in [100], [101], [102]

Beside theoretical methods mentioned above, theresame methods to prevent power
system transient stability based on the heurigtpr@aches but could be applicable in the real
power system with less calculation and complexayie of them is the redispatching power
output with the goal of improving CCT bigger thanhaeshold. The idea of this method is
that it is necessary to shift the system to thblstside beforehand by a preventive control, so
that the system can be stable even if some sewelt dccurs. The method to redispatch
generation output while considering critical clegrtime (CCT) in order to prevent transient
stability have been proposed in some literature.

Y. Kato and authors in [103], [104], [105], concated on one of the most important
transient stability indices- the so-called CCT anoposed a new transient stability preventive
control method using linear relationships betwe&@T€ and generator rotor angles. At first,
CCT calculations, as contingency screenings, warged out to find contingencies that had
smaller CCTs than predefined target values. Trgetaralues were taken as larger values than
the actual circuit breaker operating times in tbe/@r system. A preventive control to achieve
a more stable power system operating point wasedaout by generator output rescheduling
and generator terminal voltage control, which weletermined using the relationships
between CCTs and generator rotor angles. Y. Kaifdl8][ used a coherency index (PI)
proposed in [106] to rank contingencies identifies the worst corgimges and the most
critical machines for each severe contingency. Tkieatic stored during fault was used to
calculate power output for rescheduling proceddrghors in [107] used CCT as the index
for transient stability assessment. And the conoégeneration margin was used to calculate
the amount of generation output for unstable geaesa

Based on the literature, in this chapter, we iniceda new preventive method that is based
on a transient energy point of view. The method leggpa heuristic method combination
with controllability gramian as a measure to chogeeerators that are used to redispatch
power generation output in order to improve tramsistability by increasing CCT. This
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method is not only easy to perform for any powestesy by employing a set of linearized
equations, but it also offers reliable resultseimt of transient stability prevention [108].

4.2 TRANSIENT STABILITY TIME-DOMAIN SIMULATION

In the transient stability prevention point of viewansient stability characteristics of a
power system should be investigated in detail wepect to severity of disturbances such as
fault clearing time (FCT) and fault location. Wihgiven dynamic parameters of generators,
levels of active power output is also a major fathat influence on transient stability. In this
part of the chapter, some factors affecting transs¢ability are firstly investigated through a
time domain simulation.

A “39 bus New England system” shown in Figure & Xonsidered as a test case. All
generators are identical and modeled by using RdRotbr Generator Model (quadratic
saturation) — GENROU, all excitation systems arenictal, and modeled by using IEEE
Static Excitation System- EXST1 (generator 1 issiered as infinite bus).
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Figure 4-1: Different contingencies of “39 bus NEngland system”.
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4.2.1 Active Power Output of Generator near a Fault

As discussed in [1], the pre-contingency outputhef generator plays an important role in
studying transient stability. Therefore, in thistpahe influence of active power output of
generator near a fault is investigated in details.

Transient stability properties of G9 are investghivith different active power output. We
consider some scenarios with different levels divacpower output as shown in Table 4-1
below.

Table 4-1: Active power output of G9.

Generator G9 G9 G9 G9
Active power output (MW) 830 810 780 700
Fault clearing time (s) 0.100 0.100 0.100 0.100
Fault location G9 2 G9 2 G9 2 G9 2

Figure 4-2 shows a comparison of internal angl&®fwith different active power outputs.
The simulation is done for the same scenario witthr@e-phase line ground fault on
transmission line 29-28 at t =1 second, the famltleared 100 ms latter by tripping this
transmission line (scenario G9_2). Time of simolatis extended to 10 seconds, and the
angle axis varies from 0 to 180
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Figure 4-2: Internal angle of G9 with differentigetpower output.
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From the illustration of the equal area criteriothwSMIB case study as in [1], when
active power output of the generator gets biggdueyathen the accelerate area becomes
greater than the decelerate area with the saméngenty and fault clearing time (FCT). As
a result, the instability tendency is increaseder&fore, when dealing with a specific
contingency, the more active power output is, theartransient instability is. From Figure
4-2, by time domain simulation for larger powerteys, the above conclusion is consistently
verified and validated. When considering the saaudt flocation and fault clearing time, the
generator G9 loses angle stability because theedaghcreased bigger than P& the first
swing that is corresponding to the case of activergy output equals 830 (MW). In other
cases, the generator G9 is oscillating with theedsed magnitude and having stable
tendency. Therefore, the increment of internal engl proportional to the active power
output.

In term of preventive point of view, reduction bdktpre-contingency output of the plant is
considered as a measure to improve transientisyabil

4.2.2 Fault Locations

It is clear that, when a fault is “close” to thengeator, the severity of fault is increased,
and the risk of instability is increased as waillthis part, the influence of fault locations on
transient stability is investigated through timerdon simulation.

Transient stability properties of G9 are inveseghivith different fault locations. Consider
some scenarios as shown in Table 4-1.

Table 4-2: Different locations of fault.

Generator G9 G9 G9 G9
Active power output (MW) 810 810 810 810
Fault clearing time (s) 0.100 0.100 0.100 0.100
Fault location G9 2 G8 2 G7_ 2 G4,5 3

Figure 4-3 shows a comparison of internal angleG8f with respect to different fault
locations. The simulation is done for the sameade with a three-phase line ground fault
on a transmission line at t =1 second, the fautteared 100 ms latter by tripping the faulted
transmission line. Time of simulation is extendedl® seconds, and the angle axis varies
from 0 to 188. As discussed in [1], the transient stability séyedepends very much on the
duration and the post-fault conditions. This chemares by fault locations to the generator in
guestion. From Figure 4-3, by time domain simulatiwith the same power output and fault
clearing time, when the fault location gets cldsea generator, the severity is greater, and the
risk of instability is greater. Therefore, a fankar a generator is considered as the most
critical contingency.
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Figure 4-3: Internal angle of G9 with different falocations.

4.2.3 Fault Clearing Time

Fault clearing time (FCT) is one of major factoflienced on transient stability. As
mention and illustration in the equal area criteyithe greater FCT is, the less power system
remaining in stability is. In this part of the cheap the influence of FCT on transient stability
of G9 is investigated through time domain simulatibhe Table 4-3 shows a scenario with
different fault clearing time.

Table 4-3: Different fault clearing time.

Generator G9 G9 G9 G9
Active power output (MW) 810 810 810 810
Fault clearing time (s) 0.050 0.100 0.120 0.130
Fault location G9 2 G9 2 G9 2 G9 2

Figure 4-4 shows a comparison of internal angl&®fwith respect to different FCT. The
simulation is done for the same scenario with sedlphase line ground fault on a
transmission line at t =1 second, the fault is rddaFCT (s) latter by tripping the faulted
transmission line. Time of simulation is extendedlD seconds, and the angle axis varies
from -100 to 250.
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Figure 4-4: Internal angle of G9 with different fiaciearing time (FCT).

From Figure 4-4, we can observe that with the saoemario of fault and active power
output, the risk of instability increases propamabto FCT. As mentioned in [1], the amount
of kinetic energy gained by the generators durirfgudt is directly proportional to the fault
duration. In practice, the maximum value of FCTidrich the system remains the stabilized
properties after experiencing a contingency isechlhs the critical clearing time (CCT).
Therefore, maximize CCT is also considered as aeptéve action in order to improve
transient stability.

From these above investigations, in order to pretransient stability, one possibility is to
redispatch active power output of generator in otdencrease CCT greater than a desired

threshold. In this chapter, a heuristic method #asecontrollability gramian is introduced as
follows.

4.3 NEW PREVENTION METHOD FOR TRANSIENT STABILITY

4.3.1 Some Recalls on Controllability and observabi  lity gramians

Refer to the section 3.2 in chapter 3, the probkEhredispatching power output of
generators in order to improve CCT as a transieatilgy preventive method is equivalent to
the use of control inputs (for example: delta meatal power) to adjust power output of
generators in question (dispatching generatorsucestl and increased power output
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generators). Because the preventive context isidemesl before the contingency actually
occurs, then the stable characteristic of powetegyss maintained. A linearized state space
system could be employed as follows:

Refer to the section 3.2: Since the controllapifitatrix We depends on the control input
matrix B, the transient controllability energy da@ affected by properly choosing the control
input matrix. On the other hand, since the obselityalmatrix Wo depends on the output
signals matrix C, the energy output of sensorsbeaaffected by properly choosing this signal
outputs matrix. Two remarks are made as below:

 From a control point of viewln order to stabilize a system after experiencing
disturbance, we need teansient energyto bring state variable back to original. To
minimize the control input energy, we have to miienWc" transient energy or
equivalently to maximize Win the sense of a given matrix norm. In order aximize
energy output of sensors, we have to maximizeadtording to some measures.

* From a preventive point of viewhe transient energy depends on the current opgrat
of power system, especially, depends on active powput of generators. Generators
those have big transient energy will be less sénsibdisturbance. Therefore, we have
to shift power output of some critical generatoosdther generators which have
maximum transient energy, equivalent to maximumtrctlability gramian W™ (or
equivalently to minimize ) in the sense of a given matrix norm. A weightadtdr
based on the transient energy is built for panitshifted power in order to improve
transient stability.

For largescale power system, controllability/observabilitamians could be used for the
purpose of reduction order of state space systemdso in references: [85], [86], [87], [88],
[109], [110], [111]).

4.3.2 Redispatch Generation Output to Improve Criti  cal Clearing Time

The method to redispatch generation output whikreiasing the critical clearing time
(CCT) in order to improve transient stability haveen proposed in some literature [103],
[104], [105], [106], [107]. In practice, power sggis are very large-scale and complicated
systems. The number of contingencies that we shesiithate becomes very huge, and it
usually takes a long time to analyze all contingesin details. When dealing with transient
stability, only angle of generators are taken imtgount. Therefore, in this part, response of
rotor angle to the most critical contingency ttsagithree-phase line ground fault occurred at
bus near a generator is investigated. In additsngiscussed above, FCT is a major factor
influence on transient stability. In practice, westle the value of CCT as much as possible
and it must be greater than the activation tim@rotection system (included acting time of
relay and circuit breaker). In this chapter, a prégion method by redispatch active power
output of generators that is based on controllgbidiramian is proposed in the sense of
improving CCT larger than a predefined thresholdilevitonsidering the most critical
contingency.

The contingency is considered here is a three pghalgefault at a bus near a generator, and
is cleared by tripping one circuit of a double aitcline at the CCT. The concept of
preventive transient stability by reschedule pogeneration is illustrated in Figure 4-5.
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Figure 4-5: Rescheduling power generation withstinallest CCT.

The preventive procedure is summarized as follows.
To find the dispatching generators:

1. For a given power system, run a faulty contingeneiralysis by applying a three
phase bold fault at a bus near generator, and tadcylate the CCT for the nearest
generator

2. According to contingencies analysis, the resulda @CT ranking is made. Defined a
threshold of CCT. The threshold value is takenaagdr value than the actual circuit
breaker operating times in the power system. Ingrgve control point of view; we
need to improve transient stability by increasimg value of CCT.

3. Once the threshold of CCT is set, generators assified into three groups

a. The generators that have CCTs smaller than thehblé will be chosen as
candidates for reducing theirs output power (theated shifted power output
generators).

b. The generators that have CCTs greater than thehiblick but smaller than the
margin (said 130%) comparing to the threshold vétlhain the active power
output during redispatching process.

c. The generators that have CCTs greater than thehiblice and have a large
enough margin (said 130%) comparing to the threshall be chosen as
candidates for taking over shifted power outpute (tko-called candidate
generators).

To find individual shifted power output and tothlfeed power output:
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4. The amount of reduced power output for each shifi@ader generator is calculated
through quasi-linear relationship between CCT artiv@ power output [103], [104].

P — CCTZ ~ CCTl — (CCT-desired -CCT 1)

tgat

I
B I:|>1_ FI)2 E)l— Ii:)—desired (43-1)
(CCT,....;-CCT1)
P =PIl i-desire i
i-desired i th(i (43-2)
N
Total shifted power oUtpUReq = 2~ (P~ P gesirea. (4.3-3)
i=1
where:

RP1, R2, CCT1, CCT2, are calculated through training simulations rdeo to
build a quasi-linear relationship between CCT activa power output (the quasi-
linear relationship could be estimated by two ae¢htraining simulations),Pis
initial power output. CCiFdesired, is the desired threshold, N is the nundfer
shifted power output generators. Figure 4-6 illtsts the calculation procedure for
shifted power output

CCT (s)
CCT _desired
CCT»
Power
CCT, a (MYV)
P_desired P> =

Figure 4-6: Quasi-linear relationship between C@dl active power output.

To partition the total shifted power to candidaengrators:

5. In order to keep the balance between power outpditp@wer demand, one or more
candidate generators are needed to take over anajushifted power output.
Consider the candidate generators above, which th@veaximum transient energy
(or minimumtrace(W. )) are chosen for taking over shifted power. A weagtfactor

based on controllability gramian is proposed to ad® amount of load for the
candidate generators.

_ 1wy,

Z”:l W, (4.3-4)
= -
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Where n is number of candidate generators for tpéirer total shifted power.

6. Verify power generation limits of candidate generatand validate by dynamic
simulation when there is a critical fault with diioa equal to threshold of CCT.

4.4 APPLICATION

A modified of “39 bus New England power system’cisosen as test case in order to

illustrate this approach.

Step 1: Some contingencies are shown in FigureReiark that bus 39 is considered as
infinite bus. Initial power generation conditiongammarized in the Table 4-4. The result of

screening contingencies is shown in the Table 4-5

Table 4-4: Initial conditions of power output.

Generaor | P U 1 | Gonerar | Poter vl
G2 541/700 G7 560/700
G3 650/750 G8 540/700
G4 632/750 G9 830/900
G5 508/700 G10 250/350
G6 650/750

Table 4-5: CCT for contingencies.

Contingency Fsgil;[](:d Trli?)rp?ggrc‘)ff CCT (s)
1 G2 1 6 11 0.19C
2 G2 : 6 5 0.18(
3 G2 : 6 7 0.19(C
4 G3 1 10 11 0.19(C
5 G3 ¢ 10 13 0.17¢
6 G455 16 21 0.14(
7 G455 16 24 0.15(C
8 G4,5 : 16 15 0.14(
9 G4,5 ¢ 16 17 0.13(
10 G6 1 22 23 0.18(
11 G6 - 22 21 0.11(C
12 G7 1 23 22 0.18(
13 G7 : 22 24 0.18(
14 G8 1 25 2 0.20(¢
15 G8 : 25 26 0.21(
16 G9 1 29 26 0.10¢
17 G9 - 29 28 0.08¢
18 G10 ! 2 1 0.25(
19 G10 2 3 0.22(
20 G10 : 2 25 0.20¢
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Step 2: From the Table 4-5, we can see that, ageticies 11th, 16th, 17th have the
smallest CCTs corresponding to generators G6 andn3®der to improve transient stability
of these generators by mean of increasing CCT Jueevaf 0.130(s) is chosen as the desired

threshold of CCT.

Step 3: Compare to the threshold, there are twergéors G6 and G9 that have CCTs less
than the threshold, therefore these generatorshexgen to reduce their power output. Power
output of generators G3, G4, G5, and G7 with thegmaof CCT smaller than 30% will be
kept as constant values. Generators G2, G8, andn@&idh have both the greatest CCTs and
margins (said 30%) greater than the thresholdreme thosen as candidate generators.

Step 4: From the quasi-linear relationship betweewer output and CCT of G6, and G9
as in Figure 4-7and Figure 4-8, new power outpuslofted power generators are shown in

the Table 4-6.
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Table 4-6: New power output and total amount oftetipower.

New power | Shifted power | Total power
Generator |, tout (MW) (MW) shifted (MW)
G6 607 43
156
G9 697 113

Step 5: The problem of redispatching power gemanas equivalent to input a mechanical
power control signal into the candidate generatwirshe system to get a new stabilized
system. Therefore, generator has the maximum #@ansnergy (or minimum controllability
gramiartrace(W. )) will be chosen for taking over the amount of sdf power. Build a

linearized system as (3.2-1). The controllabilitargiam based on a matrix norm with one
control signal inpuAPmec is given in the Table 4-7 below:

Table 4-7: Controllability gramian of generators.

Generator Trace of Generator Trace of
(W¢) x10° (W¢) x10°
G2 0.4390 G7 0.6317
G3 0.5051 G8 0.4620
G4 0.5820 G9 1.0841
G5 0.6466 G10 0.2047
G6 0.5715

Consider the CCTs from Table 4-5 and controllapiliframians in Table 4-7, three
generators G2, G8, and G10, which have the gre@€§ts and smallest controllability
gramian are chosen as candidate generators. Thghteei factor based ortrace(W. )is
calculated as in Table 4-8

Table 4-8: Weighted factor and corresponding newgrautput of candidate generators.

ceneaor | w | Shated it ew acue e
G2 0.244 38.1 579.5889
G8 0.236 36.2 576.2003
G10 0.520 81.7 331.7027

Step 6: Check the power generation limits and perfa dynamic simulation, with FCT
equal to the threshold value, for generators bedackafter redispatching.

In order to observer angle output of generatorsreedind after redispatching, time domain
simulation with time of clearing equal to the threll of CCT=0.130s is done for critical
fault contingencies: 11,16, 17. Angles of both G &9 are shown in Figure 4-9 and Figure
4-10. From these figures, the transient stabiliy been increased thanks to increasing CCT.

87



Chapter 4: Transient stability and prevention aaintr

INTERNAL ANGLE (DEGREE)

INTERNAL ANGLE (DEGREE)

360 & | | I
!
L | |
r
[
288 !
= |
! Betore redigpatching
|
— ! Contingency 11, with CCT=0.120ms —
i
216 !
!
i
i
i
— ! —
i}
144 l|I y Atter redisparching
| ! 1
i |
f Contingecy 11, with CCT=0.130s
- i '. ]
| \
|
12 | - /
{ ' / /-
{ W :
i '
0 [ l [l ! 1 !
.0 PR 2. 0000 & Gika 4.000C0 & iian 6.00400 S aGak B.0000 q‘ﬂnoao.ﬂ‘oﬂ
TIME (SECONDS)

0009t |

[97BETT095 SED (4

TINET 9 #THHD

[2-g2 oul]
J Bt

100 supg [
CC 1T 000007 T

—————

[ ov

Figure 4-9: Angle of G6 before and after redispaghvith FCT equal to the threshold.

180 I | I I | I |
Beiore redisparching
B Contingency 16, with CCT=0.105s 1
Y
144 Y
M ]
pl
P A
L
- fol aa
Y
{1y
108 f’ !
i |
i ]
! |
y 3 : g
= iI ! Afrer redisparching —
|
72 { t Contingency Lo, with CCT=0.130s
| |
| |
| 1 /
| 1\ T e e e e -
! | P - T A S——r -
— - 1 ! —
\ 5y ,rf /
36 \ AN
- U Contingency 17, with CCT=0.130s
\ f
i
Y]
i
- b =
W ¢
¥/
0 | [ | | 1 | | l
b.C 2. 000 Y. ooco B.0000 B.0000 (L2811
1. ooog 3. 0C00 5. 0000 T.000¢ 9.0000
TIME (SECONDS)

00081 |

3104

YN0 " SHOE [ GR-bE Oul I BEI\HIIGdE 1pBJy """

[ -

|00

TINET b = THHD

J B¢

EC 13 Co000°T1

Figure 4-10: Angle of G9 before and after redispistg with FCT equal to the threshold.

88



Chapter 4: Transient stability and prevention aaintr

Angles of candidate generators G2, G8, and G10 adthspatching are plotted in Figure
4-11, Figure 4-12 and Figure 4-13 with fault clagritime equals threshold 130(ms) for
verifying the stability limits.
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Figure 4-12: Angle of G8 after redispatching wit@TFequal to the threshold.
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Figure 4-13: Angle of G10 after redispatching Wwr@T equal to the threshold.

In order to investigate the influence of redispatghprocedure on the critical clearing time
of generators that remained current power outpuwinguthe procedure, angles of these
generators are plotted in Figure 4-14, Figure 448 Figure 4-16 with FCTs equals to the
threshold.
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Figure 4-14: Angle of G3 after redispatching wit@TFequal to the threshold.
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Figure 4-16: Angle of G7 before and after redispiaig with FCT equal to the threshold.

By verifying the power generation limits of candiel@enerators, there is no any violation
in term of active power output limit. From the frgs above, the critical clearing times of all
shifted power generators and candidate generatallagreater than the predefined threshold
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4.5 CONCLUSIONS

In this chapter, major factors influenced on transistability were investigated firstly. For
a given power system, some factors such as actwerpoutput, fault clearing time, and fault
location were investigated in details by using tidognain simulation. We reconfirmed that
the instable tendency of a power system is dirgellgted to the level of active power output.
Both the severity of the fault and the risk of aistity are directly proportional to the fault
clearing time. The locations of fault also havereatjimpact on the stability. With the same
active power output and fault clearing time, theser to generator of the fault is, the more
instability risk increases when the fault occurghatvicinity of the generator.

Based on the analyses of major factors influen@ngtransient stability, a transient
stability preventive strategy was proposed. Thehokis a heuristic approach that is used to
redispatch power generation output in order todase the critical clearing time greater than a
predefined threshold. By comparing the CCTs of gatioe to the threshold, generators are
firstly divided into three groups: The first groupcludes generators that have CCTs smaller
than the threshold. The active power output of éhgsnerators are reduced and called the
shifted power generators. The quasi-linear relatigm between CCTs and active power
output has been utilized to calculate the total amhaf shifted power output. The second
group includes generators that have CCTs greatar the threshold but smaller than the
margin. The active power output of these generatgliisbe constant during the preventive
procedure. The third group includes generatorstiaae CCTs greater than the threshold and
the margin. The active power output of these geaesavill be changed in order to take over
the total shifted power output. These generatoes catled the candidate generators. The
weighted factors that are based on the controitglgramian are used to partition the total
shifted power to the candidate generators. Theadisalof the proposed method has been
applied to the “39 bus New England system”. Dynasimulation results have shown the
improvement in transient stability.

In this chapter, the notion of transient energyirst proposed and discussed in term of
transient stability preventive point of view. Welibee that the transient stability preventive
strategy proposed in this chapter will be usefulgower system operations in the future. The
major advantages of the method are that we uselioelgr power system models, which are
easily tractable with classical algebra. The prévereffect is gained by simple calculation
without solving any differential equation. This medl is especially effective in the case of
daily or weekly operating planning. One of the tiions of this method is that the linearized
models are valid only at the vicinity of the curtresperating point, but we can imagine
introducing a stochastic approach similar to the proposed in chapter 3.
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CHAPTER 5
DYNAMIC SIMULATION, PREVENTIVE AND CORRECTIVE
METHODS TO PREVENT VOLTAGE COLLAPSE

5.1 INTRODUCTION

Voltage collapse has been considered as one ah#jer causes of recent power system
blackouts. Therefore, full understandings of vaitallapse mechanism as well as factors
that have direct influences on voltage collapseemsential requirements for operators and
researchers. Voltage collapse phenomenon is mosldyed to dynamic and complicated
phenomena that compound of the influences of systgmamic elements in power system
such as generator, automatic device actions, loadels ...etc. Therefore, for better
understanding of these phenomena as well as fattarsnfluenced on voltage collapse, the
dynamic simulation should be employed. The majeaathges of the dynamic simulation are
to offer more precise results and to provide mafermation about the dynamic behavior of
power system devices during voltage stability asialyEspecially, we could observe not only
variation of voltage profile at buses but also seme of activation of automatic voltage
control devices over the time of simulation. Ascdssed and observed from practical power
system blackouts, voltage collapse phenomena araatly related to long-term in term of
period of time (say longer than a half minute). Bua¢hors in [1], [2], [68]also stated that the
long-term simulation is necessary because of maatpfs as follows: the time coordination
of equipments, clarification of phenomena, confitiora of less computationally intensive
static analysis, demonstration and presentationpafer system performance by easy
understand the voltage stability phenomena witlpeeisto progression of time. Whereas,
simulation of fast dynamics is only associated wfté final phases of a collapse. Therefore,
in this part, we limit our study only to the dynanphenomena in the long-term of the voltage
stability by using the software PSS/E. The dynab@haviors of power system devices such
as: generators, OEL, ULTC, different types of laadare investigated by using standard
models in the library of PSS/E. We will analyzetfas having influence on voltage collapse
by long-term simulation of two typical power systenthe BPA and Nordic power systems
that are widely used for the purposes of voltagéapse investigation. Two systems have
been modified in order to present and investigagetypical scenario of voltage collapse.

After having full understandings of mechanism adlvas factors influenced on such
complicated phenomenon as voltage collapse, ieessary to find a rational control plan
against voltage collapse with preventive and cdirre@ctions.

From the preventive point of view, the preventiwdians are implemented before the
voltage collapse has actually occurred in ordegstiimate the stability margin with respect to
foreseeable and credible contingencies. Therefmeer system is actually operating at an
equilibrium point. For a given power system, if graeters, for example: topology of system,
power generation and load are known, load flow #quos are solved as to provide the state
of power system (angles and voltage magnitudesholmal operating condition, load flow
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relationships could be described by decouples @msat That indicate reactive powers
injected are sensible to variation of voltage. Wheaictive power is injected on a load bus,
voltage magnitude of this bus is increased. Whbnsaof power system has abnormal value,
(out of the desired range), power system operatarst adjust control elements to restore
voltage into the desired range by: switching shcawpacitors, changing tap positions of
transformer, or changing terminal voltage of getwgg In power systems, the voltages of
buses are always variable by diverse reasons ssichoad fluctuations, reactive power
changing, changing tap positions, system topoldggnging...etc. Therefore, a preventive
control strategy must be constructed to ensureageltmagnitudes of buses in the desired
range whenever having contingencies in power syst€he control strategy must be
calculated easily to eliminate rapidly voltage fluations of load buses by control variables.
In this chapter, a secondary voltage control sgsaie proposed that is based on the use of
optimal power flow in order to prevent risk of vaie collapse. Changing control variables
such as terminal voltage of generators, tap chamfgegansformer, switching capacitors could
repartition reactive power in power system, espigcieeactive output of generators.
Therefore, a relationship between variation of muntariables and reactive power output of
generators must be formulated first. All these treteship constitutes a sensitivity matrix
[112], [113]. From this matrix, we could constructcost function that could be solved by
employing quadratic programming [112], [114], [115]

From the corrective actions point of view, there arany way of implementing corrective
methods to avoid voltage collapse that were meadoin chapter 2. However, in order to
maintain voltage magnitude of buses in power systar some severe contingencies, a rapid
and easy corrective method must be implementedhignchapter, a new scheme of under
voltage load shedding (UVLS) based on the ruleS.dfV. Taylor [57] and D. Lefebvre [116]
is used as a corrective method.

5.2 DYNAMIC SIMULATION OF VOLTAGE COLLAPSE

5.2.1 Factors Influencing on Voltage Collapse of “B PA Power System”

5.2.1.1 Descriptions of “BPA Power System”

The power system presented in Figure 5-1 suggdsgethe company of electricity of
Bonneville Power Administration (BPA) is taken frddil7]. The system includes two areas:
a generation area and a load area that are limkegyh five 500 kV transmission lines.

The parameters of both load flow and dynamic datthis network are presented in the
Appendix C. Specifically, all dynamic devices oéthystem are modeled by using models in
the library of PSS/E. Specifically, G1 is modeleg bsing Constant Internal Voltage
Generator Model (GENCLS), G2 and G3 are modeleduéing Round Rotor Generator
Model (GENROU). Simplified excitation system modgISEXSs) are used to model
excitation system of G2, and G3. For overexcitationter, the model of MAXEX2 is used,
and for modeling under load tap changer transforthermodel OLTC1 is employed.

Summary of voltages and reactive power output ofegators before the contingency is
shown in Table 5-1. The result indicates there some buses with very low voltage
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magnitude, and in the reactive power reserve pafiniew, there are two machines G2 and
G3 that have reached their reactive power outmitdi

Interconnection syste

Generation area 7 Load area
B
@t Dfemfm— "
G

1 e
T | =G
2 . 10 il
@-l-@——l:l— -|—>
G, © __||=_ _=L|-C7 =+ c UL TE

Figure 5-1: The “BPA power system”.

Table 5-1: Voltage and reactive power output afahcondition.

Bus 1 2 3 5 6 7 8 9 10 11
V(pu) 0.980 | 0.964| 0.95% 1.087 1.061 1.009.936| 0.933] 0.884 0.906
Qs(MVAr) | 1208.8| 725.0| 700 0 0 0 0 0 0 0
Qsn(MVAr) 0 0 0 118.2 112.6 999.8 6127 348.1 0 82.2

Table 5-2: Cases study and typical scenario.

Case Load OFEL ULTC(T6)
Bus 8 Bus 11 Gl G2 G3
A Const Z Const Z Infinite No No No
B Const | Const Z Infinite No No No
C Const P Const Z Infinite No No No
D Const P Const Z Infinite No No Yes
E Const P Const Z Infinite Not Yes Yes
F Const P Const Z Infinite Yes Yes Yes
G Motor load| ConstZ Infinite Yes Yes Yes
Scenario Trip off one transmission line between bué and bus 7

In this part, we consider the same scenario thiueisripping one 500 kV transmission line
between bus 6 and 7 for some cases of voltagepsellavestigation. This scenario presents
the increase active and reactive power loss orrémsmission system after tripping off one
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transmission line. The power system responses diiferent involvements of automatic
voltage regulation devices will investigate in dleta the next section of this chapter. The
Table 5-2 lists all cases and the typical scenario.

5.2.1.2 Influence of Different Types of Load

A major factor in the initiation of a voltage cgise is the reaction of the system load to
the decrease of the voltage magnitude in the load. & herefore, the modeling of loads is
essential in voltage stability analysis. The mauglof load is always complicated because
there are large number of devices such as fluongs@ecandescent lamp, refrigerators,
heated, compressors, motors, furnaces, ... etc. finereload representation in voltage
collapse studies is based on the typical load nsodleht have been justified by some
simplification. The modeling of voltage dependeihm&ds requires proper considerations of
voltage control devices such as ULTCs, thermostiyicontroller... In addition, the dynamic
models for electrical motors should be used whenpgbwer system includes a significant
amount of motor load. Load modeling is generallyidBd into two categories: Static
modeling and dynamic modeling.

a. Static load modeling

Static load models are generally used that assatiaith the study of voltage stability in
the short-term post-transient to long-term timefeaffor example: short-term transients and
dynamics are ignored). The load drawn by a custooneload drawn in aggregate at a
substation is dependent upon the bus voltage agdéncy as follows [1], [2], [118], [119]:

P=F(’)[pr2+ pV+ ;3] [1+ K ﬂﬂ

Q=QO[qV2+ q V+ q;}[l+ k ﬂf] (5.2-1)
or

P=R[Z,(VI%) + (V%) + R]

Q=Q[ 7, (V) + (W y)+ q] 522)
where:

P, Q: are the active and reactive power at theqodat bus,
Po, Qo are the active and reactive power at that btiseainitial system state,

P, P2 3 and g, @, Gz are fractional portions of active and reactivewpo
representing constant impedance, constant curmhtcanstant power respectively
with their sum equaling 1.0.

KofAf, kofAf terms represent frequency effects on the load.

The first terms in equations (5.2-1), representaihition of load that changes directly with
the square of the voltage magnitude and is comm@igrred to as the constant impedance
type load (const Z). Therefore, we can assign therse as 4 and Z respectively. The second
terms represent the portion of load that changesrect proportion to the voltage magnitude
and is referred to as the constant current type (oanst I). These terms have notationas |

96



Chapter 5: Dynamic simulation, preventive and aive methods to prevent voltage collapse

and | respectively. The last terms represent the portibfoad that does not change with
variations in voltage and is commonly known as tamspower (const P) type load that
assigned aspPQy.

Static models of load sometimes can be formed]as [2

Pv Pt Qv Qf
\Y; i \Y f
P=P [V_J {TJ andQ=Q, [V—J [TJ (5.2-3)

Where: B, Q are the active and reactive power at V=1.0(py), & are the voltage
sensitivity exponent of active and reactive povespectively. When P= 2, Q =2, the load
becomes a constant impedance type.

Typical values for Pand Q for different load components are presented itetbblow.

Table 5-3: Typical values for exponents of load sidd].

Load type Pv Qv
Electrical heating 2.0 (Q=0)
Television 2.05.2 5.2
Refrigerator/freezer 0.8-2.11 1.89-2.5
Fluorescent lighting 0.95-2.07 0.31-3.21

Frequency drives 1.47-2.12 1.34-1.98
Small industrial motors 0.1 0.6
Large industrial motors 0.05 0.5

b. Dynamic load modeling

The responds of most composite loads to voltagefiatpiency changes is fast, and the
steady-state of the response is reached very gquidkierefore, the use of static models
described above is justified in such cases. Howetlesre are many cases where it is
necessary to account for the dynamic of load comptsn Studies of interarea oscillations,
especially voltage stability and long-term stapibiften require load dynamics to be modeled.
Typically, motors consume 60 to 70% of the totaergy supplied by a power system.
Therefore, the dynamic attributably to motors aseially the most significant aspect of
dynamic characteristics of the system load. Theadyn model and equations describing
some induction motors are given in references [[1],[118], [119], [120]. In PSS/E, CIM5
series are used to model dynamic induction motor.

Other types of load such as small motors, fluomseend incandescent lighting, heating,
air-conditioning ...etc are attributed also as dymarciads. Modeling such complicated
devices is always difficult tasks. However, whee thetail models of dynamic loads are
unavailable or inaccessible, the complex dynaméd Imodel could be applied to dynamic
load investigation. In PSS/E, the model CLOAD isdias non-motor dynamic complex loads
as shown in the figure below.
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Figure 5-2: Dynamic complex load model (CLOAD type)

In this section, we investigate the sensitivityvoltage with respect to static load. The
static load model is considered as constant impen@enst Z), constant current (cont I) and
constant power (constant P). The influence of dyondoad will be discussed in the next
section. We will take into account the changingagé profile of the system with respect to
static load by investigating two cases A, B andh& aire described in the Table 5-2
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Figure 5-3: Voltage profile at bus 11 for case84gnd C.

The voltage profile of bus 11 before and after cw@ncy for cases A, B and C are plotted
in Figure 5-3 where the duration of time simulatisr60 seconds. For all cases, the power
systems are completely stabilized after transienibd at lower value because reactive power
loss increased when a line between buses 6 anttipped off. The cases B and C are more
dangerous than case A in term of voltage stalildgause of the voltage dependence that is
exponential. The case C corresponding to constawephas the lowest voltage magnitude
because the load with constant power does not depenthe voltage. Therefore, when
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voltage decays, constant power load tries to racthee load to the initial value as before
contingency that causes voltage decrease furtheltade magnitude at bus 11 before
contingency is 0.9065(pu). The final values aftamtsngencies for three cases A, B, and C are
0.8916(pu), 0.8891(pu) and 0.885(pu) respectively.

5.2.1.3 Influence of Under Load Tap Changer (ULTC) on Voltage Collapse

The automatic voltage control of power transformersquipped with ULTC. The action
of ULTC affects the voltage dependence loads sesn the transmission network [2], [118].
Typically, a transformer equipped with an ULTC fedtie distribution network. The main
function of ULTC in distribution system in normaperation conditions is to adjust the
voltage of controlled bus toward its original valwben load changing. When voltage in the
distribution system decreases, the load also deesed’he tap changer operates after time
delay if voltage error is large enough restoring ltted. The stepping down of the tap changer
increases the voltage in a distribution networlisthreactive power transfer increases from the
transmission network to the distribution network

However, the action of an ULTC might be dangeroos & power system under
disturbance. Especially, in highly loaded condisiar some reactive resources reached their
limit, when voltages at some buses are quite Idwanging tap position of ULTCs actually is
to get more reactive power from power system tgoetpfor their load. Therefore, ULTCs
may have a reverse effect in term of voltage stgbih this section, the influence of ULTC
to voltage collapse is taken into account by dymasimulation.

The typical ULTC model [2], [118] with three majelements is presented in Figure 5-4

v, Vy i o
or Drive
andTap  Currant Initial
a:l Maasuring Time Delay Changer Tap Turns
Elarmant Elamant Mechanism  Postion T Ratle

no Sep 0

frul Wl

AV T )
_ﬁ 1 Hﬁ' L H;- :

Figure 5-4: Model for load tap changer transformegulating secondary voltage.

where:
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0 for-DB< AV < +DB

0 for DB< AV < +DB+¢, previous & (
0 for -DB€ <AV < -DB, previous e 0
Measuring element:=t1 forAV > DB+€

+1 for DB=< AV < +DB+¢, previous e=
-1 forAV < -DB=<

11 for -DB€ < AV < —DB, previous e=-

t,=0fore=0o0A ¢ O
t, = t, +At otherwise
Time delay elementT,=T,, for the first step
T,=T,, for subsequenct tap:
O fort < T,,e= arbitran
b=<1lfort > T ,e=1
-1fort -~ T,,e=-1

t,= 0 for b=0
Motor drive Unit and Tap Changer Mechanistyr t, +At for b 0
0 fort, < T, b= arbitrary
An=q1fort, >~ T, ,b=1
lfort, > T, ,b=-1

A ULTC transformer modeled by the OLTC1 model inSAS has two components. The
first component is the voltage sensor, which comgdhe input voltage to the pre-selected
setting (voltage level) and a tolerance, or spre@adpltage level (bandwidth). If the voltage
input to the sensor is out of the control band,dtwetrol will operate after the time delay has
been exceeded. The second major component of UkTi@ei time-delay circuit. The time
delay enables the transformer to correct only thadege variations, which exist for longer
than a pre-set time.

In order to investigation of influence of ULTC obltage collapse, We consider two cases
C and D corresponding without and with the presesfcedL TC that are listed in the Table
3-1. A comparison of voltage at bus 11 between €aaad case D with time of simulation is
about 200(s) is shown in Figure 5-5. In case Cabee there is no ULTC and OEL so the
voltage at bus 11 could not be able to recoveoiiiginal value as before contingency. The
voltage magnitude is stabilized at a value of O(88% In case D, by adjusting tap ratio of
high voltage side of the transformer to keep vatad the low voltage side as constant as
before the contingency. Therefore the final voltagéus 11 in case D is greater than in case
C.

The sequences of ULTC actions are plotted in Figdée The power system responds by
adjusting tap position of high voltage side -bus tbOkeep voltage at low voltage bus side as
constant - bus 11 - however, the lower desiredageltimit has reached therefore, voltage at
bus 11 get only a value of 0.90(pu) smaller thamfaulted value 0.9065(pu).
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Sequences of the simulation are observed as below:
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* At t=5(s): the transmission is tripped off. The mowsystem is stabilized after
transient period.

* At t=35(s): ULTC is activated. First changing ofptgosition is completed at
t=40(s). The time between two changing taps isebdsds.

e Att=100(s), ULTC reaches the lowest value of colntange. Timer is set to zero.
e Voltage at bus 11 is stable at the value of 0.9gvtF200(s)

5.2.1.4 Influence of OEL and ULTC on Voltage Collapse

Overexcitation limiters (OELS) play an importanteran voltage collapse studying [1], [2],
[68], [121]. The main function of an OEL is to peot synchronous machine field windings
from overheating. It usually is disabled in thensi@nt period to allow the excitation system
to force several times the rated voltage acrossrtiter winding and more than rated
continuous current, to help retain transient sigbilAfter a few seconds, the limiter is
activated with an inverse time function - the higtiee rotor current, the sooner the limiter is
activated. The limiter brings the continuous ratorrent down to, or just below, rated level to
ensure the rotor is not overheated by excessiverur

Although, the importance of OEL is clear howevagngard models for OEL have not
been developed yet [1],. Researchers have trietkvelop their own models for a particular
purpose of study and particular plant. In this pag use a model of OEL namely MAXEX2
in the PSS/E dynamic model library. The block antetinversed characteristic are given in
Figure 5-7. The model has three setting valuesesponding to three inverse time functions
as follows:

|FD1(E|:D1)/(rated value) =1.5, With:|§1:10(5).
lrp2(Erp2)/(rated value)=1.2, with:#;=60(s).
|FD1(E|:D1)/(rated value) =1.05, With:|$1:120(8).

b ‘[ (EFD], TIME])
or
(IFD,. TIME,)
EFDpgs Ir [FDpEs 0
EED -/ TN By . 2 (EFD,, TIMES)
~ :FD—I*, I — —*VOEL E Tor
ar v 5 : \_ @D, TRMEY
- (EFD3. TIME3)
— @D ey
Viow IR
EFD or IFD {pu of Rated)

Figure 5-7: Block diagram and Inverse time charsstie of MAXEX2.
The influence of OEL and ULTC with respect to vgkacollapse is investigated in case E
with the presence of an OEL at G3. The scenani@ssribed in case E in Table 3-1.

The evolution of reactive power output of genemtBR, and G3 and voltage profile of bus
11 for both cases D and E are plotted in Figure(&;&, c, d). This result is an influential
combination of both ULTC and OEL.
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At t=5(s), a line is tripped off. In the transigmriod, the effect of excitation system is to
stabilize the power system by increasing excitatarrent sharply and the power system is
stabilized after some seconds. As the transmidgierioss increases, the active and reactive
power loss is increased also and voltages of thegyare reduced.

At t=35(s), the voltage at bus 11 is lower thansptevalue and time is exceeded preset
value of ULTC, then ULTC is activated. ULTC adju#ts tap ratio to maintain voltage at
secondary bus as its original value that demandse meactive power support from
generators. The excitation current is continuoustyeased to meet this demand of reactive
power. This chain of such events is continuoud efthier the voltages at buses are recovered
or the maximum tap of transformer reached.

At t=65(s), the excitation current and time is eeded the preset valuegf}=1.2 and
trp2=60(s)), OEL is activated to bring its value to tia@ed one. While reducing excitation
current, the reactive power output of generatorisi@duced; as a result, the voltages of the
system are also reduced. The slope of the curvendispon the ratio of the excitation current
and the rated value, if the value of the ratioiggbr, larger the slope is.

At t=150(s), ULTC reaches its maximum tap positibhen timer is set to zero, while OEL
still reduces its field current.

At t=500(s), the field current is reduced to ittethvalue, reactive power output of G3 is
kept at its limit (700 MVAr). Voltage magnitude bfis 11 is about 0.8(pu) because there is
no OEL at G2 and G1 is considered as an infinite bu
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Figure 5-9: Voltage profiles of buses 11 for botises E and F.

In case F, we consider influence of both OELs ata@@ G3. The power system responses
are the same as previous case (case E), but veltagecollapse after some minutes because
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both reactive power output of both G2 and G3 aretdéid (OEL at G2 is activated at t=125
seconds). Power system responds are plotted imé=0.

5.2.1.5 Influence of Dynamic Load

In this case, the influence of dynamic load modgim investigated with the assumption
that the load at bus 8 is modeled by using a motodel. Figure 5-10 (a, b) show the
influence of motor load with respect to voltage lapse. Power system responds are
summarized as follows:

At t=5(s), a line is tripped off. In the transigr@riod time, the effect of excitation system is
to stabilize the power system by increasing exomaturrent sharply and the power system is
stabilized after some seconds. The loss of a tresgon line increase both active power and
reactive power in the system. As G3 is reachingjiig, it is no longer possible to control its
reactive power output.

At t=35(s), the voltage is lower than preset vadunel time is exceeding preset value of
ULTC, then ULTC is activated. ULTC adjusts its tagtio to maintain voltage at secondary
bus as its original value that demands more reagtiower support from generators. The
excitation current is continuously increased to itleis demand of reactive power.

At t=65(s), the excitation current and time is eeded the preset valuegf}=1.2 and
trp2=60(s)), OEL at G3 is activated to bring its valieethe rated one. While reducing
excitation current, reactive power output of getw@r&3 is reduced; as a result, voltages of
the system are also reduced.

Voltage at bus 8 is reduced progressively that esmuke motor torque is reduced
proportionally to square of voltage magnitude. Thitxe motor is stalled at about t =80(s).
This results in the voltage recovering. Then, thetanis self started. Consequently, the
reactive power absorbed by motor is increased BhaFpis causes the voltage of the power
system collapse.

Figure 5-10 (a) plots the reactive power outpuG@fand G3. When the motor is stalled at
t=80(s), the reactive power output of these geonesaire increased sharply in order to meet
the highly demand reactive power absorbed by tht®mo

Figure 5-10 (b) plots the voltage profile of bu8e®, 10 and 11 during the contingency. At
t=80 (s), the voltages are totally collapsed.
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5.2.2 Dynamic Simulation of Voltage Collapse for “N  ordic Power System”

5.2.2.1 Descriptions of “Nordic Power System”

In this part, a dynamic voltage collapse simulaismmmplemented for a larger system: the
“Nordic power system” taken from [122] as showrFigure 5-11.
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Figure 5-11: The “Nordic power system”.
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The system includes some areas: Equivalent Extareal (buses 4071, 4072), North area,
Central or Load area and South area (buses: 40&2, 4nd 4063). The system is long with
large transfers from a hydro dominated part (Nard®) to a load area with a large amount of
thermal power plants (centre area). The power fieanis limited by transient and voltage
instability in case of certain contingencies. Thestem is suitable for several types of
simulation such as transient stability, interaraail@ation and long-term voltage stability.
Many voltage collapse scenarios have been investiga the literature [122] and [123] but
in this part, we only consider several dynamic sations of voltage collapse.

Some system parameters are modified in order toestiyate voltage collapse
phenomenon. The system includes details and st@hzddr dynamic models such as
generators, governors, exciters, OEL, ULTC, steprapsformers are modeled internally. In
this simulation, these devices are modeled by stahthodels in the library of PSS/E. The
dynamic behaviors of the system include influenicallbautomatic devices during time frame
of simulation. The generators in the hydro donedategion (North) are modeled by
GENSAL model, with hydraulic governor model as: HY¥®. The generators in the thermal
dominated region (South) are modeled by GENGOU o8t the generators have a
simplified excitation system model: SEXS, maximurcigtion limiter model: MAXEX2
and power system stabilizer model STAB2. All tramsfers in southern region have ULTCs.
The loads are modeled as follows: 100% constamégufor active power and 100% constant
impedance for reactive power.

At the initial operating condition, there are twengrators that reach their reactive power
limit as shown in Table 5-4, and all voltage magaés are in the normal range from 0.95

(pu) to 1.1 (pu).

Table 5-4: Generators with reactive power outpuitli

Bus Q_actual Q_limit V scheduled V actual
(MVAr) (MVAr) (pu) (pu)

1043 100.0 100.0 1.0000 0.9896

4021 -30.0 -30.0 1.0000 1.0083

In this part, four scenarios were proposed to igate long-term dynamic of voltage
collapse. The actions of the system to each saemadposed are final results of power
system topology, loading pattern and dynamic beiravof different automatic voltage
regulators such as OEL, and ULTC with differentdisetting.

5.2.2.2 Scenario 1

Scenario 1 is proposed as follows: a transmissianih the “North area”, between buses
4011-4021 is tripped at t=5(s) and generator a4l is tripped off 0.1(s) latter. As results,
loss of 600 MW active power and 4.4 MVAr reactiveyer.

For this scenario, two cases of simulation werdopered which correspond to situations
without and with the presence of ULCTs and OELSs.
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Figure 5-13: Scenario 1-Reactive power of genemtbus 4042 with respect to different cases.

The variation in voltage profile of bus 4043 andatéve power output of generator 4042
are shown in Figure 5-12 and Figure 5-13 with respe different cases. ULTC and OEL
models are not presented in case 1 (the green hftey the transient period, the voltage is
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stable at about 0.965 (pu). In case 2 (the blug),lionly ULTC models are presented, the
voltage at bus 4003 is collapse at t=135(s) aftperencing two contingencies. The response
of the power system is final results of actiondoth ULTCs and OELs. The system voltages
were totally collapsed after having the activatdf©ELs (normally after 120 seconds).

5.2.2.3 Scenario 2

Scenario 2 is proposed as follows: Trip off a gatmrat bus 4047 in “Central area” at
t=5(s) that causes loss of a generator with 540 EbtWwe power and 152 MVAr reactive
power.

For this scenario, two cases of simulation wereedmrresponding to without and with the
presence of ULCTs and OELs. The variation in vatafjbus 41 and reactive power output
of G4042 are shown in Figure 5-14 and Figure 5-ith vespect to different cases. In case 1
(the green line), the ULTC and OEL models are mes@nted, the voltage is stable at about
0.93 (pu) after transient period. In case 2 (thelline), both the ULTC and OEL models are
presented. As the generator G4042 is lost, thagett of the system are reduced. Activations
of ULTCs try to recover the voltage by changing pagitions, as the result the voltages of the
system are increased (as in Figure 5-14). At t=S&t®nds, the activation of OELs to reduce
the field current to the rated value, that redusasctive power output (as in Figure 5-15).
Combination of actions of both ULTCs and OELs ldhd system going to oscillate at
t=240(s) and is collapsed at about t =270(s).

1.0 - | | I | | [ | I -]

| 3

1 s

- et e

:IJ'I" - W g - |_r‘\'1."'“ N ) A i . ’.‘lm—\"hung“..\\rﬂ\”’ .

0.9 | 5

/ -
2
= Case 2: With ULTC's and OELS 3
~—~ el

a A
,% 0.8 £

g 5
S o=
L |;f—|

Q@ o7 e

B B 3
0 1=
> =
| E

1

0.6 :

1

1

A

VOLTAGE AT BUS 41 g
0.5 [ | | I l | | 3

[ - O 000 B0 000 120.00 180, o0 200.00 LR 1 280,00
20 . 000 ao. 0c0 160G 00 4G GO 1ad.qd4a 220.00 26000 ace co

TIME (SECONDS)

Figure 5-14: Scenario 2-Voltage profile of bus 4thwespect to different cases.
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5.2.2.4 Scenario 3

Scenario 3 is proposed as follows: a generatougatd®42 in the “Central area” is tripped
at t=5(s) as loss of 630 MW active power and 265Avi¥éactive power.

The variation in voltage at bus 46 is shown in Fégb-16 with respect to different cases.
In case 1(the green line), the ULTC and OEL modstsnot presented, the voltage is stable at
about 0.91(pu) after transient period. In case lerwboth the ULTC and OEL models are
presented, the system response is similar as magoe2, and voltage is collapsed at t=205(s).
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5.2.2.5 Scenario 4

Scenario 2 is proposed as follows: a generatoustll®43 in the “Central area” is tripped
at t=5(s) as reducing 180 MW and 100 MVAr to creatlw voltage operating condition.
Power system is stabilized at t=500(s), voltagesoate buses are still bigger than 0.95(pu).
From this time, the load is increased with a spEeldo per minute.

The variation in voltage of buses 41, 42, 43, 4 the reactive power output of generators
in centre area are shown in Figure 5-17 and Figtt8. When the loads are increased, both
active and reactive powers are required from geoeydo support for the changing. As a
consequence, the voltages at some buses are bedwesired values. ULTCs decide to
change the tap position to keep voltages at cdettobuses at the desired values.
Simultaneously, the excitation systems also in@dhs reactive power output to meet the
reactive power increment. At about 650(s), OEL$vadh order to protect the rotor windings,
reactive power output of generators are reduce@Ess reduce their field currents. While
voltages decay gradually, UTLCs changes their tzgtijpn to get more reactive power from
generator to support for loads. At about t=95Qfs, power system is oscillating and voltage
collapsed.
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From the results of analyzing factors that inflleshon voltage collapse for the BPA and
Nordic power systems, we could observe, in agregsnaith the analyses of P. Kundur [1],
C. W. Taylor [2], C. A. Aumuller and T. K. Saha (]2 and the reference [117], [122}ho
have made similar studies, that the voltage colapsdue to a complex interaction of the
following factors:

* The apparent impedance and consequently the vattageand losses across the lines
of the transmission corridor increase when the lore a generator has been
disconnected.

 The load recovery dynamics of the load at buses thedcombined transformers
equipped with ULTCs are unfavorable, since they mnmestore the load demand even
at the reduced voltage.

e After the overexcitation limiters have been acthtthe generators are unable to
supply enough reactive power to compensate fomitreased losses in the lines of the
transmission corridor, and consequently they caronger regulate their respective
terminal voltages. As a result, voltage collapseliswed.

Other mechanisms can cause or play a significdet iro voltage collapse phenomena
include; line protection, the response of govemrat automatic generation controls following
generation outage, the control limits of FACTS desgi and rapid load increase [1]. As
illustrated above, voltage collapses are often adess of events, with many contributing
factors, that leads to the final breakup of theesys

5.3 PREVENTIVE METHOD FOR VOLTAGE COLLAPSE

5.3.1 Voltage Collapse Indicator

Voltage collapse is a dynamically complex phenometioerefore, to ensure secure states
of operation, power system operators must know a/llee power system is and when it is
going to a dangerous situation and which corresipgnections needed to prevent power
system from collapsing. The context of voltage ayodle indicator helps the operators know
where the current state of the system is and howh&system is from collapse point. Many
indicators are mentioned in chapter 2, howevepferention period, we introduce here the L
indicator that was proposed by P. Kessel and HviGltzh [124]. Even this static index is
based on only load-flow data, and considered atatéc sndicator; moreover it could not
reflect dynamical behavior of the system, howewe indicator is fast enough and good for
power system state prediction. The procedure isvsanzed as follows:

Consider a multiple buses power system, the laad équations can be described as

IL — YLL YI_G \/I_
LJ{YGL YGJ{VJ (5.3-1)

Where: §, I and i, Vi represent complex current and voltage vectordeigenerator
nodes and load nodes. The sub matriceg[Y cL], [Y L], and [Y.g] are the corresponding
partitioned portions of the network Y-bus matrix.

Rearrange (5.3-1) we get
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[VL] = [YLL]_l[ IL] _[YLL]_l[ YG][ \é] (5.3-2)
Notation
[F] = _[YLL]_l[YLG] and[ 4=[ M]_l (5.3-3)

We can re-write (5.3-2) in the form as follows

‘VJ" 4}% A =i§l A1V =% §+i§ Ak (5-3-4)

i£]

or

7
S, +Z;" s
2 . :E?L i
‘Vi‘ VoM = v =

Ii

(5.3-5)

< ‘_cn*

From this equation, authors in [124] proposed aficator to measure the risk of voltage
instability of load buses as follows:

Y v ‘ (5.3-6)

The global indicator is determined by

L =max{L,}, jUa. and 0<L<1 (5.3-7)

where: ag is number of generator bus, is number of load bus ang 5 participation
factor of load determined by (5.3-2)

By using this static indicator, the power systererapors will know how the system is far
from collapse point, and what the load power maigirA multiple load-flow technique is
employed to calculate load-flow in which, when agm®tor reaches its reactive output limit,
this bus looses ability to control voltage and gt assigned as load bus and load-flow
calculation procedure is repeated until getting seWtion. Even through this procedure does
not reflect all dynamic behaviors of power systaumirty midterm or long tem time of scale
of voltage collapse phenomena but this is fast gh@nd simple to implement, time used is
small.

In this part, the “39 bus New England system” isisidered as a test case system that
L_indicator is used to measure the distance taygeltollapse.

Figure 5-19 shows variation of voltage magnitudéws 11 and corresponding L_indicator
with respect to different level of reactive powajected at bus 11. From Figure 5-19, the
reactive power margin at bus 11 is estimated abéb0 MVAr and maximum L_indicator is
about 0.7. From this value, we could know the maximreactive power of load that can be
applied at a particular bus.
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Figure 5-19: Voltage and L_indicator with differeetictive power injected at bus 11 of “39 Bus New

England power system”.

Figure 5-20 shows variation of minimum voltage magte and L_indicator with respect
to different level of Kyae From Figure 5-20, the minimum voltage magnitusl®.69(pu) and
L_indicator is 0.52 corresponding with maximumaKis 1.285 (or maximum load-ability of
the system is about 128.5%).

I ' ' ' ' \ d'esire!dzl('pu) ' ' '
1.0 + + + . |

0.8 =

0.6 =

Vmin magnitude (pu)

1.00 ) 1.05 1.10 ) 1.15 ) 1.20 ) 1.25 ) 1.30
Kload
Figure 5-20: Voltage and L_indicator with respectlifferent Kqaq

5.3.2 Secondary Voltage Control to Avoid Risk of Vo  Itage Collapse

5.3.2.1 Formulating Sensitivity Equations

Consider a power system, the complex power at asy I calculated by formula:
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- =Vt =Iv]o-8 2y ]yg +3
Separating the real and the imaginary parts:
R =2 V|V [¥|eoss -3 +3 )
Q =2 V|Vl vlsin(g -3 +3)
Taking partial derivatives to form Jacobian matix get
Ml -3 +3)
oP :
a5 =MIM[Y]sin(s, -3 +3)

V=2V [¥loda )+ TV V| cofg -5 +3)

SV, =MV Y|eos(d -3 +3) i

=j§|vi|\\4HYj\cos(aj -3 +§ )
=N [V |[¥[cos(§, -5 +§ ). iz

SV =2V [xlsifa )=Vl v ¥ sifg -5 +3)

oQ
oV,

J

Sy, = |VHVHY\S'”( -3 +§ ), i#]

Calculate sensitivity matrix from Jacobian matrix
[OF, OF, OF, OF,]
0, 05, 0V, 09V, |[Ad,
AP, oF, 0F OF OF || Ad,
AR, 00, 0%, dVy OV | AV,
AQ, 0G, 0G, 090G, 090G || V,

AQ, 00; 005 9V 0%, || AV,
0G, 0G 090G 0G || V|

00, 05, 0V, 0V

or
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[ AS,

AR T [A B G DO A8,

AR |_|A B G DAy,
A | |A B G DV, (5.3-15)

AQL Al B4 C4 D4 AVL

VL

Sensitivity matrix of variation of load bus rea&iypower output with respect to their
voltage magnitudes is calculated as

[sul-Tol-1a a2 31 2] 5316

Sensitivity matrix of load bus voltage magnitudehwespect to generator bus voltage
magnitude is calculated as

S ] = [%w]l{[ Gl-[ A 3][2 EZTE}} (5.3-17)

Sensitivity matrix of variation of generator buscgve power output with respect to load
bus reactive power demand is calculated as

[Soa |7 —{[ O]-[A E@]Kﬁ EZHS:}[ Sl (5.3-18)

Sensitivity matrix of variation of generator busicgve power output with respect to their
voltage magnitudes is calculated as

sel-lol-la g Bl salladla] ot

Sensitivity matrix of variation of load bus voltagih respect to all bus active power

(se]=-[s ][4 B]Kt Ble (5.3-20)

In transmission line systems, a decoupled modeioisnally employed. The Jacobian
matrix now becomes:

[ A,
AP, A B 0 0] A4
AR | |A B 0 0]Ay
A, | |0 o ¢ bV, (5.3-21)
AQ, 0 0 C, DAy
L VL _

Therefore, the sensitivity matrices are now cakedas
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(S ]=[D]-[A &]{2 22} { j [ D] (5.3-22)

(S ]= [ S ] {[ cl-1a 5]{2 22}1&1} (5.3-23)
=[s ] [c]=-[n]"[¢c] |

[Sal= {[Q] [ Eé][ﬁ: EJ {Sj}[ %] (5.3-24)

=_[D3][SQLVL ]_l =-[D][D]"

[su-lal-0a & B[ [sall s 8]

=[C]-[Sua L 20 L 8] (5.3-25)
=[C.]- {—[Da][D4]_1 H[D.H _[D4]_1[CJ]
=[C.]-[D][ D4]_1[C4]

. A BT
(s ]=-[D]'[A BA]{AZ g, (5.3-26)
Moreover, in decoupled model, some assumptiontaéies into account as:
cosf; =
G sing 1 § (5.3-27)
QU B[V
Therefore we can rewrite (5.3-14) under the follogviorm
AP
vV |_|B 0]Ad
AQ| [0 B AV (5.3-28)
\Y
where
B'ij _X_ _Z 31 BJ -B, B=-B (5.3-29)

ij i#]

When calculating sensitivity matrix we can useftiilwing equations
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AQ,
V. | _[D, CJ[av | | B B, l|[Aav

AQy | |Ds CiJ|AVe| | By Buo|lAVe (5.3-30)
VG

Sensitivity matrix of variation of load bus voltagwith respect to variation of generator
bus voltages is calculated as:

(S J=-[D]7[C]=-[B] [ B] (5.3-31)
Notation
AV, =8, |BV (5.3-32)

Sensitivity matrix of variation of generator busacdve power output with respect to
variation of generator bus voltage is calculated as

[Sav, |=[]-[RI[D]T[C] =] Bo]+[ B[ S ] (5.3-33)
Notation
% = [SQGVG ]AVG (5.3-34)

Sensitivity matrix of variation of load bus voltagéth respect to variation of load bus
reactive power demand is calculated as:

[Siq |=[D]7 =[BT (5.3-35)
Notation
AQ,
AV, =[Sq ] v, (5.3-36)

Sensitivity matrix of variation of generator busacgve power output with respect to
variation of load bus voltage is calculated as:

[SQGQL] = _[ Q]*[ D4]_l :[ %L][ %Q] (5.3-37)
Notation
A G _— A L
\Z =S4 | \? (5.3-389)

In case of adding a shunt capacitor at load bwsessould have &qc and S1oc that are
taken from the corresponding columns of matricegsoSand S1o. .-

Sensitivity matrix of variation of load bus voltagath respect to variation of tap position
at transformer:
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av, =[B7]* (-2 M cos8, ) b

: AT, =[S JAT, (5.3-39)
Vb, cosBy
with Tjx is tap position
Notation
AV, =] §,; |AT (5.3-40)

Sensitivity matrix of variation of generator busacgve power output with respect to
variation of tap position at transformer:

| Sor | =[Ba]] S ] (5.3-41)
Notation
AQ; _
V. =[S |AT (5.3-42)
. J -ByT K
j vr X k | A~ |
r_%ﬁ ~ | ! |
¢ | TATBy [| -(2-T)Bx

Figure 5-21: Tap modeling for load-flow calculation

Finally, we get sensitivity matrix:

PLVG Se %x}
SDGVG %SQC %BTL

(5.3-43)

5.3.2.2 Minimizing Control Variations to Avoid Risk of Violated Voltage

In a heavily loaded situation or after experiencanglisturbance, some bus voltages of
power system may be violated their limits, if shiyacontrol strategies are not implemented
timely, the power system may face with some riskvoltage instability or even voltage
collapse eventually. Therefore, a controlled vadtagrategy is needed to maintain quickly the
bus voltages at the normal limits. For a steadiegp@wer system, there are some ways to
control voltage magnitude at buses in power systém:changing tap positions of
transformers, switching capacitor banks, or terinw@tage of generator. These are also
called control variables in term of voltage conttdereafter, we present a control strategy for
optimizing controlled variables in order to avoiskrof voltage collapse.

Assume that a power system is operating in heaagl mnditions or experiencing some
outages, voltages at some buses are violated, antead adjust the control variable in order
to maintain the voltage profile in a desirable mng

122



Chapter 5: Dynamic simulation, preventive and aive methods to prevent voltage collapse

The cost function is to minimize the control vapas:

Min {(CAV) +(GAQ)* +(CAT)T (5.3-44)

AVg AQ AT,

Where: C1, C2, C3 are weight factor when changiogtrolled bus voltage, load bus
reactive power and tap position of transformer.

That satisfied constraints:

(ig) {swe Se St } AéG < ‘ﬁﬁ’w
)l se s (5]
(AV,),. <AV, <(AV,), (5.3-45)
(Qc ) = Q S( )
(AT ), sOT <(AT),,,
where:
(AVe ), = (Ve )min -Ve (AV6 ) o = (VoD
(AV )i = 0D =M AV ) = Ve
(ATL)min:(TL)min_ L (AT.),, = (L )mln_TO (5.3-46)
(8Q) i, =(Q)mn =R [(8Qe) e, = Q) = E

Assumption that Care all positive and cost of increasing and desingacontrol variables
are identical for each type of controlled variaptée cost function could be form as

Min {C(AV) +C(AQ)" + CAT)Y (5.3-47)

AV ,AQ AT,

The optimization problem is solved by applicatidrqoadratic programming method. The
L_indicator is used to verify the effectivenespafposed method. By using this criterion, the
controller could quickly correct the violated va& buses with least changing in control
variables in order to prevent voltage collapse. ptueedure could be illustrated by the figure
as below

A

\%

1.10 i x ¥ ¥
¢ ¢ * * %* i*
* * * *  Desired range
* »*

oos| 4 4 * 1 A

I : X i

Vg Q Tap

T Bus number

L

Figure 5-22: Principle of method to maintain vodaggofile.
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5.3.2.3 Application for “30 Bus IEEE Power System”

The system [125] is shown in Figure 5-23, with agstion that operated in heavily
loaded. The problem is to minimize changes of ablei variables in order to boost up the
violated bus voltages by changing generators’ teainvoltages, adding a shunt capacitor at
bus 21 and changing tap positions of transformerthis case, we set al €1.

At initial operating condition, there are 22 budlest their voltage magnitudes are slower
than the preset low limit 0.95(pu). The initial ditons of controlled variables are listed in
Table 5-5

THREE WINDING TRANSFORMER EQUIVALENTS

HANCOCK ROANOKE
30 29
o : T° S
3 ° CLOVERDALE
s jr”‘*.'.© 2

& GLEN LYN

REUSENS

(© GENERATORS
© SYNCHRONOUS
CONDENSORS

3 FIELDALE

Figure 5-23: The 30 bus IEEE power system.
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Table 5-5: Controlled variables before and aftgustchent for the “30 bus IEEE power system”.

V (pu) Qo Tap Added
Bus Shunt
Initial Final Initial Final Final Initial (MVAT)
1 1.06 1.098 91.755 97.643
2 0.993 1.030 37.304 41.692
5 0.92 0.954 39.528 34.668
8 0.92 0.954 34.901 37.725
11 1.01 1.038 23.178 23.321
13 1.00 1.000 24.000 7.1611
4-12 0.932 0.9326
6-9 0.978 0.9814
6-10 0.969 0.9645
28-27 0.968 0.9000
21 14.3

Case 1: No line tripped off

Figure 5-24 shows the voltage profile of “30 bu&HEpower system” before and after
readjusting the control variables. The blue liner@sponds to the original voltage profile, and
the red line is the final voltage profile after dgssting control variables. From the figure, we
could see that the system voltages are improvedaamdhto the desired range from 0.95(pu)
to 1.1(pu). There are four buses that have voltaggnitude slightly smaller than 0.95(pu).
They are buses 7, 18, 19, 26 with 0.9496(pu), @@L, 0.945(pu) and 0.9486(pu)
respectively. The voltage profile is clearly impeavas shown in Figure 5-24

1.1

o
i
i

Yaltage magnitude (pu)

0.9

=0

Figure 5-24: Voltages of the “30 bus IEEE powertays before and after re-adjustment.

By using this control strategy, the risk of voltagstability or voltage collapse also is
reduced. The L_indicator of both cases before dtat adjustment controlled variables are
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plotted in Figure 5-25 we could see that the L_gathr (0.1389) is reduced when comparing
to the initial condition (0.1789).

L index

I A b= £

Figure 5-25: L_indicator of the “30 bus IEEE powgstem” before and after re-adjustment.

Case 2: A line tripped off

Second case is done when a line between busesd224ais tripped off. Figure 5-26 and
Figure 5-27 show the effect of this control strgteg

From Figure 5-26, shows the voltage magnitude0df8 IEEE power system before and
after readjusting the controlled variables. Theeline corresponds to original voltages, and

the red line is related to final voltages afterdjaating control variables. From the figure, we
could see that the system voltages are improvedaamdhto the desired range from 0.95(pu)

to 1.1(pu).

1.1 = I
A arg

—_
m
m

-

Yoltage mag

0.95

i i
P =30

Figure 5-26: Voltages of the “30 bus IEEE powerays before and after re-adjustment.
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L indey

LOALD bus &

Figure 5-27: L_indicator of the “30 bus IEEE powgstem” before and after re-adjustment.

The L_indicator of both cases before and aftersidjent controlled variables are plotted
in Figure 5-27, we could see that the L_indicatbhi419) is reduced when comparing to the
initial condition (0.1878).

5.3.2.4 Application for “Nordic Power System”

At initial operating condition, there are nine bsiseat have voltage magnitudes lower than
0.95(pu), and one bus has voltage magnitude bigjgen 1.1(pu). The final goal is to
minimize changes of controlled variables in ordemtaintain the voltage profile into the
desired range from 0.95(pu) to 1.1(pu). There ame available shunt capacitors with 50
MVAr and 100 MVAr at bus 46 and 4022 (bus numbéfsaad 26' in Figure 5-28.). The
results of initial and final condition are listed Table 5-6.
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Table 5-6: List of controlled variables before afitbr adjustment for the “Nordic power system”.

a: voltage of generators and added shunt.

Bus Vs (puy Qg (pu) Added
Initial Final Initial Final Shunt(MVAr)
11 1.0897 1.08 8.4717 33.0042
12 1.076 1.08 -38.231 -14.9235
13 1.0792 1.08 -59.728 -70.8898
14 0.986 1 29.2828 15.0471
15 0.9924 0.99 114.8431 100.5745
17 1.0337 1 118.4373 125.5333
18 0.9659 0.95 86.3658 38.4748
22 1.0324 1 91.0092 135.5227
23 1.01 1.01 917.5739 704.4855
24 0.9873 0.98 1135.812 92477
25 0.9823 0.972 95.0982 55.7116
27 0.9725 0.95 128.9231 111.3874
29 0.99 0.98 297.7095 213.8199
30 0.9721 0.96 333.9246 282.8919
35 1.0071 1 433.4727 358.5429
36 1.02 1 298.4977 326.3028
38 1.0037 1 103.1967 95.4344
39 1.003 1 135.516 115.3507
40 1.0048 1.01 125.7512 110.7391
a1 1.0059 1.01 190.8534 178.0179
3 50
26 100

b: Tap position.

From bus To bus Old tap New tap
1 29 1 1.0065
2 30 1 1.0184
3 31 1 1.0006
4 34 1 1.0107
5 35 1 1.009
6 36 1 1.0012
7 37 1 1
8 38 1 0.9978
9 39 1 0.999

10 23 1.12 1.1
11 24 1.12 1.12
15 26 1.07 1.05
19 32 1 1.008
20 33 1 1.0302
21 27 1.05 1.03
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Voltage profiles of system before and after adj@stirare shown in Figure 5-28, in which
the blue line corresponds to original voltages, tnadred line is related to final voltages after
readjusting control variables. From this figure, weuld observe that voltage of system is
effectively improved. There are two buses whereubkage magnitudes are a little lower
than 0.95(pu)- buses 43 and 4022 (bus numBend 26' in Figure 5-28.).

T1s ' ) ) ! ) ) ) )

-

05

-

Yaltage magnitude (pu)

0.95

o 5 10 15 20 25 30 35 40 45

Lirit
—+— Lfinal

] =2 . =1 =} 10 12 14 16 15 =20
LOAD bus #

Figure 5-29: L_indicator of the “Nordic power systebefore and after re-adjustment.

The L_indicator of both cases before and after sidjent of the controlled variables are
plotted in Figure 5-29. From this figure, we coskek that the L_indicator is reduced when
comparing to the initial condition from L=0.27121te0.2423. That means the risk of voltage
instability or voltage collapse also is reduced.
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5.3.3 Dynamic Simulation

In order to illustrate the effectiveness of aboweatwml strategy, two dynamic simulations
are done for both cases: without adjustment cdettolariables and with adjustment
controlled variables.

Scenario 1

A line between bus 4021 and bus 4032 is trippecdbfE5(s) and generator at bus 4021 is
tripped off 0.1(s) later (Similar as scenario kattion 5.2.2)

10 ‘ T 1T T T 1T T T T T T 17 T T T 1T T T 1T =
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0.9 il - =
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im i I
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Fi =
s
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o. & S0. 000 10000 150.00 200 .00 250.00 3040.a0 350.04 qoc.o0 §50.00 SC0.00
28, OO TE 000 125 00 175 00 225 00 275 .04 22%_aa 7% 00 q425.00 7S 00
TIME (SECONDS) TUE. MAY 13 2008

Figure 5-30: Scenario 1: Voltage profile of bus 3@&fore and after adjustment.

Figure 5-30 shows voltage magnitude of bus 404dd&bh cases, by adjustment controlled
variables, time for voltage collapse in case 2hbeuh 424s seconds, longer than in case 1
(about 275(s)).
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Figure 5-31: Scenario 2: Voltage profile of bus 3@&fore and after adjustment.
Scenario 2

A generator at bus 4042 is tripped off at t =5(¢&hilar as scenario 3 in section 5.5.2).

Figure 5-31 shows voltage magnitude of bus 404d&bh cases, by adjustment controlled
variable, time for voltage collapse in case 2 sbdbnger than in case 1 (about approximately
42(s)).

The “Nordic power system” presented here has higggdged and very high tap references,
therefore, the power system is actually operatinger to its secure limit, and very vulnerable
to any severe disturbance such as loss of a gen@ratery important transmission line. With
only changing terminal voltage of generators anahgmng tap references of transformer with
ULTC could not prevent totally power system voltagalapse after such above severe
contingencies. However, the power system has largegin to collapse, furthermore, power
system operators have more time to act or decigienticorrective actions.

5.4 CORRECTIVE METHOD BY USING UNDERVOLTAGE LOAD
SHEDDING

In case of less serious disturbances, or therenugh reactive power reserve, the
preventive methods could avoid the collapse. Howewecase of critical contingencies or
there is unavailability of both active and reactigewer support, the effectiveness of
preventive methods are normally to delay the veltagllapse in some minutes. In these
situations, corrective method must be implementedrder to eliminate the voltage collapse.
The corrective actions always affect generatorgaridads, hence are acceptable only in the
presence of very severe disturbances. Many coveeatiethods have been mentioned in
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chapter 2, one of the effective methods is the afsandervoltage load shedding (UVLS)
relay. The UVLS relay has been proven a viable effettive method of providing protection
to avoid power system voltage collapse. Many UVkBesnes have been studied for a long
time, and they are still a very interested issue.

The major goals of these methods concentratedree fiurposes as follows:
1) To minimize the amount of load to shed
2) Determine the location where load is to be shed

3) The timing of load shedding is expected as shorp@ssible while considering
oscillation problem.

However, almost methods are theoretical solutidmst trelated to solve the optimal
mathematic problems. Furthermore, a globe optintnahat needs modeling of all dynamic
devices such as generators, loads, induction mo®ELs, ULTCs, FACTS, HVDC,
protection systems in so complicated phenomenaokage collapse is a very difficult task.
Almost methods are actually dealing with offlineudies. Some of them may not be
applicable in reality because voltage collapse megur in very short period. In contrarily,
several experiential and practical methods in désgy UVLS relay applied in some real
electrical utilities have been proven working effeely and reliability to avoid voltage
collapse as listed in references [57], [116], [12Bpr example, C. W. Taylor in [57]
proposed a concept for UVLS used in Puget Sound atdities (area of the Pacific
Northwest) that has been using following rules:

* 5% of load shed at voltage 10% below lowest nomadtiage with 3.5 seconds time
delay.

* 5% of load shed at voltage 8% below lowest norno#tge with 5 seconds time delay.
* 5% of load shed at voltage 8% below lowest nornoitlige with 8 seconds time delay.

The authors in [116] discussed a UVLS scheme agpliethe Hydro-Québec system as
basis rules bellow:

* 400 MW (R1) of load shed if voltage is below 0.94(with 11 seconds time delay.
* 400 MW (R1) of load shed if voltage is below 0.92(with 9 seconds time delay.
e 700 MW (R1) of load shed if voltage is below 0.9@(with 6 seconds time delay.
The following additional criteria have been usedamnious schemes [127].

« Rate of change of voltage magnitude (TEPCO)

* Inverse time undervoltage (South Africa)

e Current supervision of undervoltage (to preventrapen due to voltage depression
caused by short circuits) (TVA)

* Wide area voltage measurement and reactive powerve (BC Hydro, and Entergy)
* Wide area voltage measurement and system topofaydj Arabia).

 Wide area multi-measurement of system state, nedlraactive power sources and
interconnections with supervision by memorized ufrdquency (Florida, FALS)
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In term of control and monitoring point of view$ete are two types of UVLS schemes
that have being applied in some power utilitiesua the world: a decentralized or
distributed scheme (used in Puget Sound utilittes) a centralized scheme (used in Hydro
Quebec, New Mexico utilities [128], [129]).

A decentralized or distributed scheme has eachegtive relay closely coupled to a
segment of load to be shed. As voltage conditidrasralay enter the region where collapse is
predicted, load assigned to that relay is sheds Philosophy is very similar to common
underfrequency load shedding schemes. In the naref there will be much interest in the
demand side management, we could not only conublatso monitor even the customer
load- the so-called intelligent load. The customoad will be flexible and intelligent in term
of being against voltage collapse. Therefore, sitiseme will be more desirable because of
some advantages given below:

* The reliability of the decentralized/distributecheme is increased by diversification.
Failure of one component of the distributed systeith not directly or detrimentally
affect the operation of other components of thel Isledding system. The centralized
scheme depends on the reliability of only a fevays] or one relay. Failure of the
centralized system results in complete failure led scheme, and could result large
blocks of load being unnecessarily shed or failofreghe scheme to shed load when
required.

« In a decentralized/distributed system, load shegldirtoncentrated and localized to the
areas where the effects of the instability are fetist strongly. With a centralized
system, load is shed when the centralized decisiomade, whether or not the voltage
at the load delivery point is low.

e The decentralized /distributed model does not démencommunications facilities for
its operation. The local relays and breakers apzaipe, load shedding will occur even
if communications facilities fail. The centralizedheme is heavily dependent upon
communications facilities, both for making the stied decision, and for
implementing it. This can make the scheme more sige than a distributed scheme.
If communications are required anyway for load aestion by supervisory control,
then this advantage of the distributed schemetiss@rominent.

A centralized scheme has measurements taken atramere key busses within the area,
and trip signals transmitted to shed the load ebua locations within the area. Since voltage
instability may be recognized by low voltages asrdise region, the basis of centralized
measurement lies in the notion that if the volteglew at certain key locations, it is likely to
be also low throughout the area. This scheme regugommunications and may use
parameters other than voltage to initiate load dimgd This scheme also has some advantages
as follows.

 In a centralized system, the location of the undikage measuring relay is not
constrained to be near a suitable load. The vadtagdée monitored may be selected at
strategic locations, purely on the basis of being mmost appropriate point on the
system. Usually, the important supply busses areitmr@d, where the voltage level is
tightly regulated under normal conditions. Smalltage depressions can be used to
indicate voltage instability more reliably than damn voltage depressions at a less stiff
bus where the voltage has a wider range of vanatiaer normal conditions.
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* By means of communications between key locatior) & centralized system it can
be established that low voltages exist throughbetregion before a decision is taken
to shed load. This avoids load shedding due toageltdepressions caused by local

disturbances not associated with immanent regioolédge collapse.

» The reliability of the centralized system can ber@ased by using other indicators
from any part of the system in addition to voltdgeel to predict the approach of

voltage instability.

« Short time delays associated with small voltagereggpons are more likely to
coordinate with fault clearing devices at stiff bes than at less stiff busses. Thus it
may be easier to achieve useful and secure settiviis centralized relays at

centralized busses.

In this part, a rule for UVLS that could be usedatmid voltage collapse is proposed in
accordance with the assumption of intelligent dlyecontrolled load. The new scheme based
on the advantages of both rules discussed abowe.'Nbrdic power system” is considered

the test case and PSS/E is used for long-term digr&imulation.

5.4.1 Choosing Thresholds for UVLS Relay

For a particular power system, there is a particutdtage security criterion regarding to
the system characteristics. In general, a typieslirdd operating voltage range varies from
0.95(pu) to 1.05(pu) as in Figure 5-32. Choosingegholds for UVLS relay is always
depended on each specific power system. This &glkines a full understanding about the
investigated power system. The thresholds for UVé&l8y must be chosen in order to avoid
voltage collapse in case of voltage decays too leading voltage collapse and to remain

loads in case of normal low voltage situations.

Operati

criterio

A

1.05

A

Voltage (pu)

—— Normal operation criteric

1.00

0.95
0.93

0.90

5% Voltage margin to avoid unwanted

Figure 5-32: Threshold voltage magnitude for sgttivVLS relay.
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Following the rule proposed by C. W. Taylor [5Hetthresholds may be too low for first
activation of UVLS relay in term of prevent voltagellapse. In practice, many power
systems are operating in highly loaded conditidva may have their voltage magnitude too
close to the smallest voltage value as 0.95(pwgn(tthe first threshold for UVLS relay is
chosen as 8% below the lowest voltage or aboutdQm8ij may be too low). Consequently,
power system could be collapse when their bus gettamagnitudes are lower than 0.9(pu).
Therefore, thresholds for UVLS chosen by this métimeay be too low to avoid voltage
collapse.

A dynamic voltage collapse simulation with UVLSthse rule of C. W. Taylor [57] is done
for the “Nordic power system” in this section. Tlogvest normal operating voltage is 0.9605
(pu) at bus 1041. Then, the thresholds for activestiof UVLS relays are chosen as follows:

* 5% of load shed at voltage 10% below lowest nomodtage or at 0.86445 (pu) with
3.5 seconds time delay.

* 5% of load shed at voltage 8% below lowest nornodilage or at 0.88366 (pu) with 5
seconds time delay.

* 5% of load shed at voltage 8% below lowest nornodilage or at 0.88366 (pu) with 8
seconds time delay.

Figure 5-33 plots voltage profile of bus 42 cop@sding to voltage collapse scenario:
tripping off one transmission line between buse&l4@nd 4032, and generator G1022 is
tripped off 0.1s latter. From Figure 5-33, the a&oghresholds for UVLS are too low,
therefore, even with the presence of UVLS, theagstis still collapse.
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Figure 5-33: Voltage profile of bus 42 when applythe rule C. W. Taylor [57].
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Following the rule proposed by the authors in [116]}the thresholds for UVLS relays are
fixed as 0.94(pu), 0.92(pu) and 0.90(pu) respebtjthe value for first activation of UVLS
may be too high to maintain load in service. In sarase, after experiencing transient period,
voltage magnitude may decay lower than 0.94(pw@ period longer than the first time delay
of the first threshold (11 seconds), therefore UMh8y not active selectively in long-term
voltage collapse. Two dynamic simulations are dofewing this rule.

The first simulation is done to present the caseoitige collapse: tripping off a generator
at bus 4042 at t=5 seconds. Figure 5-34 plots dtiage profile of bus 42 corresponding to
voltage collapse scenario. When there is no UVIt® @reen line), the voltage is collapse
after 130 seconds. In case 2 corresponding torgsepce of UVLS (the blue line), the effect
of avoiding voltage collapse is illustrated cleaply dynamic simulation. However, the first
threshold for UVLS is too high that UVLS is actigdtbefore activation of ULTC and OEL.
This may not be effective in term of remaining lsaul service if there is no voltage collapse.

1.0 I I I | I I I I | | I I I | | I I I

0000°1 |

L
I Case 2: With UVLS
L s B e e e s e L i e i At e
P = B
V] T R '_‘\_‘:,,_ﬁj"i--“ == -
09 |} M == =
b ] :
= M ™t
2 |I||Ir¥’- é
= L | s
| ==
.
5 0.8 ‘ e
E | =
E Zk2
zZ LE
w
= - - £ EF
0.7 o
< e
[ -
| =
0 =
> =2
- ] B
I
0.6 :
] I
I
4
g
0.5 | | | | | l =l
b S0 . CoC BO. o0 . OOC 120.00 15C. 00 130.0a 210.00 2UC.o0 27¢.00 300.00
15. 0CC H5. 000 FS5. 000 105.CC 135.00 l1a5. 00 195.4949 225.00 255.00 285 o
TIME 1SECONDS) TUE. MAY 13 2008

Figure 5-34: Voltage profile of bus 42 when appiymle of authors in [116].

The second scenario was created to present the case withogevaitéapse: tripping a
generator at bus 5051 at t= 5 seconds. Figure 5-35 showsgoltiage profile of bus 41
corresponding to the scenario. When there is no UVLS (the gresn difter 500 seconds of
simulation, the voltages of power system are stable at the vialitibedbigger than 0.94(pu).
In case 2, when applying UVLS, there are 5% of loads shed trduasient time is over the 11
seconds and voltage magnitudes are lower than 0.94(pu). HassmUVLS scheme is not
working effectively in term of remaining continuously loads énvgced. (Note: this problem
may be related to the context of short-term voltage instalilityywas discussed by J. A. Diaz
de Leon Il in the reference [130]).
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Figure 5-35: Voltage profile of bus 41 when apptymile of authors in [116].

We propose a method that takes into account tharsages of both methods discussed
above to choose thresholds for UVLS as follows.

« First activation of UVLS relay if voltage is below93(pu).
» Second activation of UVLS relay if voltage is bel6v@2(pu).
e Third activation of UVLS relay if voltage is belo®v9(pu)

Justification of proposed method is investigategugh dynamic simulation in the next
section.

5.4.2 Choosing Amount of Load Shed

The amount of load needed to shed in order to avoithge collapse should be chosen
carefully. This amount of load shed depends upotherspecific power system. C. W Taylor
[57] did not discussed a procedure for choosingrgtamount of load shed but this choice is
done on the basis of the practical operation ofeP&pund power system. The quantity of
load shed for each step may vary from 5% to 8% @mdulated load shed may reach from
15% to 20% total load. The authors in [116] alsoppsed a UVLS scheme with fixed
amount of load shed. In the past, the system amsraiormally control the loads that are
supplied by several medium voltage (MV) feedersiciwtare outgoing from the substation,
but they could not control the load at the finasttumer. Whenever UVLS is performed, the
system operators have to trip at least one or eégddrs in order to ovoid the voltage collapse.
Consequently, the whole feeder loads will be [ Figure 5-36 illustrates the centralized
UVLS scheme where UVLS relay is placed at the Higitage busbar.
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Figure 5-36: Centralized UVLS scheme.
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With the new trend in developing intelligent loatfat could be adaptive to customer
profile, the loss of several percent of load may have any influence on the customer
comfort. Therefore, the output signals of UVLS relayill be transmitted directly to the
customer. At the customer’s, the control signalcenverted into new control signal
corresponding to new set-point for radiators, orcanditioners. The intelligent loads will be
controlled to reduce the several percent of totest@mer load in order to prevent voltage
collapse [131]. In this part, the rule of C. W. Tayproposed in [57] is adopted as criterion
for choosing amount of load need to be shed inn&w context mentioned above. The
effectiveness of this method could be observedutjitodynamic simulation in the next
section. The Figure 5-37 illustrates the new contéxising UVLS scheme.

5.4.3 Choosing Time for Activation and Time Stepso  f UVLS

5.4.3.1 Determination of the Time Steps of UVLS

The time steps of UVLS are expected as small asilpesthat reduces risk of voltage
collapse. However, these values depend on mangr&astich as the circuit breakers, duration
of transmitting decision control signal through coomication facilities, selective and
coordination requires. Transient stability when sheg load is also considered while
choosing the time steps. These values must be chimmendently on the specific power
system. In this section, a rule of a rule of C. Mylor [57] is adopted here as major rule:

* 5% of load shed if voltage is below 0.9(pu) with 8econds time delay.
* 5% of load shed if voltage is below 0.92(pu) witeegonds time delay.
* 5% of load shed if voltage is below 0.92(pu) witeeégonds time delay.

5.4.3.2 Determination of the Time for Activation of UVLS

As analyzed in chapter 4, ULTC and OEL are factbed play very important roles in
voltage collapse. In practice, activation of ULTC a@&L are major causes of voltage
collapses leading totally power system blackoutserdtore, when choosing time for
activation of UVLS, much attention of the ULTC afEL setting time must be taken into
account. In general, time for first activation of©T is about 30 seconds, and 5 seconds for
moving one tap (in OLTC1 model in the software PS3AE seconds is time for two taps
moving). In cases of disturbance without voltagdlapse, ULTC is activated to restore
controlled bus voltage as before contingency aft@ene movements of tap position; therefore,
time for activation of UVLS should be bigger tha@ 8econds. In practice, the initial tap
position is set near the zero position, with +1&vlrd positions and -16 backward positions.
Then, the maximum movement is about 16 tap posittongach direction. Therefore, the
maximum time is about 16x10=160 seconds wheneverGJthanges its tap positions. In
order to prevent voltage collapse because of dmivaf ULTC, the time for activation of
UVLS should be smaller than 160 seconds.

In cases of disturbance causing voltage collapgegp system voltage is normally going
to very dangerous conditions or voltage collapdg after OELs are activated to protect rotor
winding (after 120s) [68]. Therefore, time for aetivon of UVLS is chosen not bigger than
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120s. In this section, time for first activation VLS is chosen as equal to 120s after the
disturbance.

5.4.4 Validation of UVLS by Dynamic Simulation

The UVLS scheme base on the advantages of both detfiecuss above and the new
context of using direct load control is summariasdollows

Activation of UVLS 120 seconds after the contingenc

* 5% of load shed if voltage is below 0.9(pu) with 8econds time delay.

* 5% of load shed if voltage is below 0.92(pu) witeegonds time delay.

* 5% of load shed if voltage is below 0.93(pu) witeeggonds time delay.

The effectiveness of this scheme is illustrated ioyukation of some training voltage
collapse scenarios for the “Nordic power systemfodlews:

5.4.4.1 Scenario 1

Scenario 1 is proposed as follows: A transmissiioa in the “North area”, between buses
4011-4021 is tripped at t=5(s) and generator at4l? (loss a generating unit with 600
MW) is tripped off 0.1(s) latter (similar as sceioat in section 5.2).

The Figure 5-38 shows the voltage profile of busfddltwo cases: with and without
UVLS. The blue line is the voltage profile of bus wihen there is no UVLS. The voltage is
collapse at about 130 seconds after the contingéfoy green line is the voltage profile of
bus 41 when there is UVLSs. The system voltagekepestable at about 0.95 (pu).
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Figure 5-38: Scenario 1-Voltage profile of bus 4fhwvthe proposed UVLS scheme.
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5.4.4.2 Scenario 2

Scenario 2 is proposed as follows: Trip off a gatmrat bus 4047 in Central area as loss
of a generator with 540 MW active power and 152 M\Véactive power (similar as scenario
2 in section 5.2).
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Figure 5-39: Scenario 2-Voltage profile of bus 4éwhe proposed UVLS scheme.

Figure 5-39 shows the voltage profile of bus 46tieo cases: with and without UVLS.
The blue line is the voltage profile of bus 46 wileere is no UVLS. The voltage is collapse
at about 270 seconds after the contingency. Thendiee is the voltage profile of bus 46

when there is UVLSs. The system voltages are keagiilestat about 0.95 (pu) at t=300
seconds.

5.4.4.3 Scenario 3

Scenario 3 is proposed as follows: a generatousd42 in the “Centralarea” is tripped at
t=5(s) as loss of 630 MW active power and 265 MV@&active power (similar as scenario 3
in section 5.2).

Figure 5-40 shows the voltage profile of bus 42tieo cases: with and without UVLS.
The blue line is the voltage profile of bus 42 whieere is no UVLS. The voltage is collapsed
at about 200 seconds after the contingency. Thendrmee is the voltage profile of bus 42
when there is UVLSs. The system voltages are stdtdbout 0.9 (pu).
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Figure 5-40: Scenario 3-Voltage profile of bus 4thvhe proposed UVLS scheme

5.4.4.4 Scenario 4

Scenario 3 is proposed as follows: An interconectiansmission line between North and
South areas: 4031-4041 is tripped at t=5(s) anerg¢or at bus 4031(loss of 310 MW and

113 MVAY) is tripped off 0.5(s) latter.
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Figure 5-41: Scenario 4-Voltage profile of bus 4thwhe proposed UVLS scheme.
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Figure 5-41shows the voltage profile of bus 41t¥ew cases: with and without UVLS. The
blue line is the voltage profile of bus 41 whenréhis no UVLS. The voltage is collapse at
about 200 seconds after the contingency. The greensl the voltage profile of bus 41 when
there is UVLSs. The system voltages are stableaitdh95 (pu).

From the validation results above, with differentisoposed long-term voltage collapse
scenarios, we could observe the proposed UVLS scloaule prevent power system from
being voltage collapse after some severe contingenc

5.4.4.5 Scenario 5

In order to illustration the effective of this UVLsheme in the case of there is no voltage
collapse, a non-collapse scenario is proposedlasvio an interconnection transmission line
between North and South areas: 4032-4044 is trippéebs.

In this case, because voltage magnitudes of busestid greater than the threshold, that
mean there is no threat of voltage collapse. Them &eing activated at t =125(s), the UVLS
relays do not perform load shedding.

From the above simulations, the proposed UVLS sehisnoperated effectively in term of
voltage collapse prevention.
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5.5 CONCLUSIONS

In this section, factors influencing on voltagelaptse were investigated by using dynamic
simulation for the BPA system and the Nordic posystem.

Influences of static and dynamic load models onestigating voltage collapse were
discussed in detail. The influence of static loaadeling on voltage collapse depends on the
variation of load with respect to voltage. Constpotver loads have the worst influence on
voltage collapse because when the voltage redtleegonstant loads still try to recover full
rated value and the load is independent of voltagggnitude. As the result, voltage
magnitude will be reduced further. Constant impedalvads have the least influence on
voltage collapse because when voltage reducess laiad reduce its value proportionally to
the square of the voltage magnitude. Dynamic lo&/span important role in voltage
collapse; especially for induction motor load, sirle induction motor loads is a major cause
for voltage collapse.

Influence of ULTC and OEL are direct causes fortagé collapse. The impact of ULTC
and OEL on voltage collapse as well as dynamic \nehaf these automatic devices during
long-term dynamic simulation were also investigated

Some scenarios that are suitable for investigadiowoltage collapse were proposed and
simulated for two power systems: the BPA and Nopmbever systems. Long-term dynamic
simulations show that voltage collapse was thd tetults of a complicated dynamic process
where many automatic voltage regulation deviceslired.

In this chapter, major problems concerning voltegiéapse preventions were discussed.

From preventive actions point of view, a statictage collapse indicator was used for
voltage collapse assessment firstly. The purpos®e ianswer the question: how close the
system is to voltage collapse point? And then, evgmtive control strategy was proposed.
The major advantages of this proposed control egsatire not only easy to implement in
practical system but also provide a quick contetision. This only requires a conventional
load flow calculation program, and a quadratic myadi algorithm, this prevention control
strategy meets the requirements of quickly idemtgyhow critical the state of the power
system is and which controller variable should beduto avoid voltage collapse. Dynamic
simulation shown the effectiveness of proposed owtleven in some very critical power
system, the proposed method may not prevent poystera from voltage collapse but we
have more time to act urgent corrective actions.

From the corrective action point of view, an unadtage load shedding scheme under new
concept of directly controlled load was proposed tasted with the “Nordic power system”.
In some very urgent situations, when voltage ingao collapse, UVLS is the viable solution
that could save power system from collapsing. lis fart, the UVLS scheme was not
considering optimal decision problems such as agtimad amount of load shed, but it can
easily used in real power systems. Because the pignied of voltage collapse is normally
very short, the goal of keeping power system gtghig more important than the goal of
optimal load shedding. In this chapter, the prodos®/LS were worked effectively with
some different voltage collapse scenarios.
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CHAPTER 6
CONCLUSIONS AND PERSPECTIVES

6.1 CONCLUSIONS

This dissertation has presented some original ibariions to analyze the recent power
system blackouts. By learning the lessons from pgaswer system blackouts, some
contributions to prevent future power system blatkevere provided. First of all, major
general suggestions about power system blackouts seenmarized in accordance with the
international experience. Main contributions to tihiprovement of rotor angle stability and
voltage stability is discussed next. Some speciitclusions are made as below:

6.1.1 Major Suggestions to Preventing Power System Blackouts

Power system blackouts are mainly related to carafgd phenomena, which have many
diversity causes. They are always related to atittontingencies, equipment failures or poor
coordination between control centers. Power sydtiatkouts are normally the final result of
successively interrelated events that would othe¥vide manageable if they appeared alone.
Therefore, some suggestions from the system maregepoint of view in order to prevent
power system blackout are listed as follows:

The improvement of existing substations and othguipgment through refurbishing,
constant inspection, and maintenance, and replatgeshe&ritical components, investing new
power system facilities (new transmission linesnew power plant) is vital to the prevention
of cascading events.

Normal planning studies cannot capture all of tbhesible scenarios due to the vast number
of possible uncertainties and operating actionserdore, reliability standards applied in
power system studies should be constantly evolinraccordance to the requirements of the
grid and international state-of-the-art practiced gechnological developments. In designing
and planning state, N-m (with>8) criterion should be considered for critical éogéncy
analyses, especially for interconnected power gyste

The use and enhancement of special protectionmgstan be quite effective at times in
preventing cascading outages. The application dbraatic controls such as automatic
voltage regulators, and where applicable poweregysitabilizers, should be mandatory for
generators.

It is of vital importance to enforce and constarhcourage training programs for system
operators. The lessons learned from past mistakess be incorporated into new procedures
as well as using such lessons learned to help devwetw and improved technologies for
system control and monitoring.

Another big challenge is to ensure the redundamay raliability of remote control and
telecommunication devices. Their interactions witlontrol systems should also be
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investigated. This plays especially important riol€oordination between control centers and
performs urgent preventive and corrective actions.

Rapid system restoration is extremely importantoider to minimize the impact of a
blackout on society. System operators should bergiregular refresher training and live drills
on system restoration to ensure that they remailiba with restoration procedures and best
practices. Some researches should be devoted twatsn procedures; there are very few
contributions on that topic in the present literatu

6.1.2 Contribution to Improving Small Signal Stabil ity

In this dissertation, an energy-based method foe tbptimal placement of
controllers/sensors (or equivalent to selectionnpits/outputs) with the goal of improving
controllability and observability gramians was poepd as one of preventive method to
improve small signal angle stability.

This heuristic method is based on various scenagibscting different set-points or failure
situations. This important characteristic introdus®me robustness in decision making with
respect to system nonlinearities and failure seesaf power system. This is not provided by
any of the existing methods used for optimal lawatf controllers/sensors in power systems.
The method also employed a model reduction tecleniguorder to deal with the dominant
modes of the large-scale power system.

6.1.3 Contribution to Improving Angle Transient Sta  bility

In this dissertation, some major factors influegcion transient stability such as fault
clearing time, fault location, or load level of geators were investigated in detail by using a
time-domain simulation method.

From the transient stability prevention point ofewi the critical clearing time of
generators is considered as a measure for transtiability improvement. The dissertation
proposed a preventive strategy that redispatchégeapower output of generator while
increases the critical clearing time greater thaneaefined threshold.

The linear relationship between CCTs and generaitput has been utilized for choosing
the total shifted power. The idea of using conatolity gramain for partitioning the total
shifted to candidate generators was firstly inticeti

The effectiveness of transient stability improvemems achieved without solving any
differential equation.

6.1.4 Contribution to Improving Voltage Stability

Major factors influencing voltage collapse haverbewestigated. Particularly, behavior of
load characteristics, transformer equipped withewlvdd tap changer, and overexcitation
limiters have been investigated in detail by loagyt dynamic simulations.

From the preventive action point of view, a statittage collapse indicator (L) was firstly
used for voltage stablilty assessment. The indidagtps power system operator to know how
far the system is from the collapse point. A preéwenmethod with the goal on maintaining a
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desirable voltage profile was also proposed. Thehatkonly requires conventional loadflow
computation, therefore; it could not only implemeasily in the practical power system, but
also provide some quick control decision. This pregion method meets the requirements of
quickly identify how critical the state of the pomgystem is and which controller variable
should be used to avoid the risk voltage collapse.

From the corrective action point of view, underagk load shedding is the ultimate
solution that could save the power system in vegent situations. In this dissertation, an
undervoltage load shedding scheme based on thenpsan of using the intelligent and
direct load control was proposed and tested wigh'ordic power system”. The new scheme
firstly determines the amount of load shed for thecessary situations (preventive or
corrective situation), then, tripping signal wik lsent directly to the customer. The commands
will be converted into new reference control inpfitoad. The load will be reduced several
percent to avoid voltage collapse but without wiolg the customer’'s comfort. Even the
scheme has not considered the optimal load shedgioglem, but it till have many
advantages such as simple to implement in real psystem, and could be used as intelligent
preventive method.

6.2 PERSPECTIVES

6.2.1 Perspectives Concerning the Research

From the dissertation results, some perspectivdsesearch directions need to be further
investigated as follows:

The use of controllability gramians is opening sogneat promised applications in large-
scale power systems. For example, this method cbaldised for optimal placement of
FACTS devices as well as choosing suitable commits in order to improve overall power
system performance and robustness. When dealirtg thét problem of secondary voltage
control, this method could be further study for @bsing control signals such as terminal
voltage of generators, changing tap position aigfarmers equipped with ULTC in order to
prevent power system blackout. In order to prewemtsient angle instability, researchers and
operators are still looking for the effective pretien methods. It is evident that the
implementation of corrective methods are alwayseamifficult in term of time frame and
application. The use of controllability gramian tbweasily identify and partition power
generation output. This is a new direction in terfrtransient stability prevention and need
further studying in order to have most effectivelagation.

In practice, there has been introduced and appicede new control structure in power
system- or Wide Area Measurement Systems-WAMS, asdhe use of Phasor Measurement
Units. The problem of optimal placement of PMU isystem with thousands of buses could
be solved effectively by using observability graménd integer-programming.

The use of controllability/observability gramiansutd open a new approach that not only
ensuring both the design of optimal control ardtitee and the tuning of the resulting
controllers
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When dealing with voltage collapse problems, lohddsling is a medial and necessary
way for saving the power system. This task requiesctly dynamic simulations
corresponding to the particular case in order teehéght setting values and correct location
UVLS relays. Dynamic shedding is a large-scale ihiggogramming problem that is hardly
solvable by existing optimization methods. Someaeshes should be conducted to propose
exact real-time load shedding schemes, rather teuristic methods such as the here-
proposed one. In a near future, the loads becoare mtelligent and active. They could also
be controlled and adjusted smoothly. By effectivebntrolling and managing the load, we
could prevent power system blackout without vielgtihe customer comfort.

6.2.2 General Perspectives

The problem power system blackout is one of thetnddfcult problems in electrical
engineering. This catastrophe involves many facteush as planning and designing,
operating stage, maintenance duty as well as usdereand fatal contingencies. Therefore, it
is necessary to conduct more researches focusingaoh specific aspect in order to find
effective preventive and corrective methods forvprging power system blackout in the
future. Some general perspectives related to pewsem blackout prevention is suggested as
following:

In order to propose effectively blackout preventioethods, it is necessary to investigate
and study carefully the mechanisms and root caatasich complicated phenomena from
both physical and mathematical points of view. bessfrom the past power system blackouts
must be comprehended and trained cautiously threxght simulation tools. Exact models of
generators, controllers and protective devicesalm® mandatory in monitoring and analyzing
tools. Therefore, we need for improving simulatiand Computer Aided Decision tools
(CAD).

We need to define new control schemes in orderal@ tinto account the nonlinear
dynamics for example: a fault-tolerant control soke The use of Information
Communication Technology (ICT) should be appliedider to take advantage of distributed
control for a better coordination of subsystem,take into account the communication
constraints (for example the latency or lost obrmiation).

The new context of intelligent directed controlledd opens very promising tendency for
power system blackout prevention not only as préverbut also as corrective methods. We
need more research in order to perform the newiteahe real power system.
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Appendix A
The Branch and Bound Method for Integer Programming

The method branch and bound applies to the resolutf combinatorial optimization
problems with a large number of solutions. It iglieide the initial problem into several sub-
problems and then eliminate some sub-problems aveiyistem majorant and minorant

Consider an integer programming cost function #ews:
minz = C.x
constraintA.x < b (A-1)
x;=0, or1 (j=1,...,n
where:
Z represents the cost function,
A is a matrix with dimension of mxn
C is one vector with dimension of 1xn
B is one vector with dimension of m x1

This problem has a finite number of solutions ntees(because x can not anyway take 2
possible values). The problem is to fine one of¢heptions as the optimal solution. But if the
list is too big, when n> 50, it takes centuriegé the solution.

The Branch and Bound method consists in enumerdltiage solutions in an intelligent
manner. This method allows finding the optimal solu among all its solutions without
having to examine them all and avoid the listindasfje classes of bad solutions. In a good
algorithm by Branch and Bound method, only potéiytigood solutions are listed.

A.1: Principle of Building a Branching Tree
The principle of building decision tree is summadzs follows:

1. Let Sis all n vectors whose components have theev@a or 1. We will build a tree
(called decision tree) subsets of the S form atjartS.

2. At each iteration of the building of the tree, weoose one component of the vector
xi. A branch will correspond to the subset of vestwith x =1 or x = 0.

To explain the algorithm Branch and Bound, we chibgefollowing example with three
variables in integer (n = 3).

Min f = -4x, + X, - 2%,
constraint: 0< x<1 (i=1,...,3 (A-2)
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Min f = -4X;+X5-2X3
x0(0,1), i=1,2,3
S(%X2X3)

~

X]_:l
S(Ixz2%3)

£ /7 N\

X,=0 X,=1
S00(0, 0., X3) S01(0, 1, X3) ——
=7? =7
X3=0 X;=1 X3=0 X5=1 X3=0 X3=1
So00(0, 0, 0) Sg01(0, 0, 1) [Sp10(0, 1, 0)| [Sp11(0, 1, 1) 5,10(1, 1,0} [S;44(1, 1, 1)
f=? f=? f=? f=? f=? f=?
Optimal
Solution

Figure A-6-1: Principle of Branch and Bound method.

In this case, the principle of building a branchinge includes three layers as in Figure

A-6-1.

For the first layer: the set of S is separated into sub-set S0(0,,xx3) with x;=0 and
S1(1, %, x3) avec x=1 (S = SO S1).
For the second layer: the sub-set SO ) x® is separated into two sub-set S00(0, O,

X3) with x,=0 and S01(0, 1,z with x,=1 (SO = SO0] S01). The same procedure is
done for the sub-set S1(S1 = S1(®11).

For the third layer, the sub-sefs®, %, X3) is still separated into two sub-seks0, O,
0) with x=0 and {y1(0, 0, 1) with %=1 (S = S0 O Soo1). The same procedure is
done for the sub-set {S= 100 So11), Si0 (S10= Si00 0 Si01), S11 (S11= Si100 S119)-

Finally, we have 8 & combinations.

Note: When a node, with non-optimal solution isedetined in the tree search (see
evaluation part), it is unnecessary to carry oatd@paration of its space solutions

A.2: Principle of Evaluation of Bound

The evaluation of a node of decision tree aims étemnine the optimum of all the
solutions associated with the node in questiortpgrrove mathematically that this set does
not contain a solution of the problem.
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For example, in the assessment phase, it is asstima¢dhe programming non-linear
Fmincon (in optimization toolbox of the program N&d) is used to evaluate the objective
function f.

For the first layer, it requires two independen&leations by Fmincon. The value of
the function f evaluated by Fmincon gives f = -2xg= 0 (SO (0, ¥, x3)) and f = -6 for
x1=1(S1 (1, % x3), respectively. Subset S1 (L, x3) will be retained to continue the
evaluation. By against the subset SO (3, %) and the road from this subset will
eliminated.

For the second layer, the values of f evaluate#tyncon gives f = -6 for x=0 (S10
(1, 0, %)) and f = -5 for x = 1 (S11 (1, 1, ), respectively. Subset S10(1,3) will be
retained to continue the evaluation. By againstsifeset S11(1,13kand the road from
this subset will be eliminated.

The method continues on a heuristic for the negdrlaFinally, the optimal solution is a
subset S101 (1, 0, 1) =1 with=4, x2 =0,x3 =1 and f = -6.

Finally, for n = 3 a procedure for 6 evaluationg32must be done instead of &)2
(For n = 10, we would have about 20 evaluationtears of 1024 =2).

In practical system, the Branch and Bound couldapelied to optimal selection of
controllers/sensor in power system as efficienogtimal solutions.
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Appendix B
The “Two-Area Power System” and “39 Bus New England Power
System”
B.1: Data of the “Two-Area Power System”
Load flow datasbase=100MvA
Table B-1: Bus data of the “Two area power system”.
No B Bus Base Bus Shunt Vsheduled Angle Pload Qload
0 bus
Name (kV) Type (MVAI) (pu) (degree) (MW) (MVAI)
1 'GEN1' | 230.000 2 0.000 | 1.01000 | 9.8124 0 0
2 'GEN 2' | 230.000 2 0.000 | 1.01000 | -0.0789 0 0
3 'GEN 3' | 230.000 3 0.000 | 1.01000 | -6.8000 0 0
4 'GEN 4’ | 230.000 2 0.000 | 1.01000 | -16.803 0 0
7 'BUS 7' | 230.000 1 200 1.00167 | -7.9414 | 1367 100
8 'BUS 8' | 230.000 1 0.000 | 1.00452 | -16.405 0 0
9 'BUS 9' | 230.000 1 350.0 | 1.00754 | -24.697 | 1367 100
Table B-2: Generators load flow data of the “Tweaapower system”.
) Internal
Gen Base Pgen Qgen Shase Qmin Qmax
No Bus Tranformer
Name (kV) (MW) | (MVA) | (MVA) | (MVA) | (MVAr)
Reactance (pu)
1 GEN1 | 230.0000 | 700 -11.60 900 -300 500 0.01670
2 GEN2 | 230.0000 | 700 166.00 900 -300 500 0.01670
3 GEN3 | 230.0000 | 700 -10.00 900 -300 500 0.01670
4 GEN 4 | 230.0000 | 700 110.00 900 -300 500 0.01670

Table B-3: Branch data of the “Two area power syéte

From To bus ID R X B

Bus (pu) (pu) (pu)
1 2 1’ 0.0025 0.02500 | 0.04375
2 7 1’ 0.0010 0.0100 0.0175
3 4 1’ 0.0025 0.0250 0.04375
4 9 1’ 0.0010 0.0100 0.0175
7 8 1’ 0.0110 0.1100 0.1925
8 9 1’ 0.0110 0.1100 0.1925
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Table B-4: Generators dynamic data of the “Two @@aer system”.

Dynamic data:
G1 G2 G3 G4
Model
GENROE | GENROE | GENROE | GENROE
Xd 1.8 1.8 1.8 1.8
Xq 1.7 1.7 1.7 1.7
Xl 0.02 0.02 0.02 0.02
xd 0.3 0.3 0.3 0.3
X'q 0.55 0.55 0.55 0.55
X"d 0.25 0.25 0.25 0.25
X'q 0.25 0.25 0.25 0.25
Ra 0.0025 0.0025 0.0025 0.0025
Tawo 0.4 0.4 0.4 0.4
T 0.4 0.4 0.4 0.4
T o 0.03 0.03 0.03 0.03
T 0.05 0.05 0.05 0.05
H 6.5 6.5 6.175 6.175
D 0.0 0.0 0.0 0.0
Table B-5: Excitation dynamic data of the “Two apeaver system”.
G1 G2 G3 G4
Model
EXST1 EXST1 EXST1 EXST1
Ka 200 200 200 200
Ta 0.01 0.01 0.01 0.01
Ts 1 1 1 1
Te 1 1 1 1
Tr 0.01 0.01 0.01 0.01
Veamax 6.43 6.43 6.43 6.43
Vein -6 -6 -6 -6
Te 1
Ke 0
VREF Vg
/l+ + Vivax VT Veu A}{:K{: Irp
1 - = o { 1+sTp Ka |
— W E— T} ' b > » EFD
Ec 1+5Tgp A Vepn N _ 1+sTg 1+5sTy __.'r
- Vv V1 Ve - Ec Iirp
sKF "
1+sTg|
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Figure B-6-2: Bloc diagram of the EXST1 model.

Table B-6: PSS data of the “Two area power system”.

Gl G2 G3 G4
Model
STAB1 STAB1 STAB1 STAB1
KIT 20 20 20 20
T 10 10 10 10
T1/T3 2.238 2.238 2.238 2.238
T3 0.021 0.021 0.021 0.021
T2/T4 5.55 5.55 5.55 5.55
T4 5.4 54 5.4 5.4
Him 0.2 0.2 0.2 0.2
Hrm
1+Tys 1+Tss I
SPEED __, Ks > . > 2 » -+ —» VOTHSG
Speed (pu) 1+Ts 1+ Tss 1+ Tys /
—
-Hrmu

Figure B-6-3: Bloc diagram of the STAB1 power syst&tabilizer model.
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B.2: Data of the “39 Bus New England Power System”

Load flow datasbase=100MvA

Table B-7: Bus data of the “39 bus New England &yst

Bus Bus Shunt | Veneawes | Angle Y-Pload | Y_Qload
Type (MVAr) (pu) (degree) (MW) (MVAr)
1 1 0.000 1.04745 | -8.9831 0.000 0.000
2 1 0.000 1.04879 -6.3842 0.000 0.000
3 1 0.000 1.03334 | -9.1910 301.558 -2.248
4 1 0.000 1.01443 | -10.0971 | 485.880 -178.804
5 1 0.000 1.02154 | -9.0707 0.000 0.000
6 1 0.000 1.02519 | -8.4191 0.000 0.000
7 1 0.000 1.01329 | -0.5326 227.708 -81.811
8 1 0.000 1.01160 -1.0133 510.100 -171.988
9 1 0.000 1.03464 | -10.7729 0.000 0.000
10 1 0.000 1.02770 | -5.9701 0.000 0.000
11 1 0.000 1.02558 -6.8076 0.000 0.000
12 1 0.000 1.01198 | -6.7861 8.300 -85.928
13 1 0.000 1.02451 | -6.6372 0.000 0.000
14 1 0.000 1.02073 -8.1883 0.000 0.000
15 1 0.000 1.01903 | -8.3176 308.158 -147.338
16 1 0.000 1.03302 | -6.7963 308.678 -30.268
17 1 0.000 1.03350 -7.9320 0.000 0.000
18 1 0.000 1.03211 | -8.8401 148.322 -28.162
19 1 0.000 1.05016 | -1.6349 0.000 0.000
20 1 0.000 0.99121 -2.6258 639.193 -104.836
21 1 0.000 1.03252 | -4.3923 257.012 -107.870
22 1 0.000 1.05003 0.0540 0.000 0.000
23 1 0.000 1.04501 -0.1441 226.638 -77.469
24 1 0.000 1.03841 | -6.6766 286.193 85.506
25 1 0.000 1.05551 | -4.9675 201.060 -42.366
26 1 0.000 1.04260 -6.2648 127.874 -15.639
27 1 0.000 1.03257 | -8.2024 263.554 -70.813
28 1 0.000 1.02837 | -2.8475 194.790 -26.098
29 1 0.000 1.02458 -0.0267 270.062 -120.885
30 2 0.000 1.04700 | -3.9634 9.540 -4.770
31 2 0.000 0.98200 | -1.5868 | 1040.626 | -235.649
32 2 0.000 0.98300 1.9442 0.000 0.000
33 2 0.000 0.99700 3.5835 0.000 0.000
34 2 0.000 1.01200 2.5663 301.558 -2.248
35 2 0.000 1.04900 5.0160 485.880 -178.804
36 2 0.000 1.06300 7.7115 0.000 0.000
37 2 0.000 1.02700 1.8339 0.000 0.000
38 2 0.000 1.01000 7.1285 227.708 -81.81