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Let us change our traditional attitude to the construction

of programs. Instead of imagining that our main task is to

instruct a computer what to do, let us concentrate rather

on explaining to human beings what we want a computer

to do.

Donald Knuth

1
INTRODUCTION

Have you ever used a recipe for duck à l’orange to make chicken with lemon? You
have? Then you have already done some case-based reasoning. Reusing past experience and
transforming it to adapt it to your needs is conducting case-based reasoning. To be precise,
the expression “case-based reasoning” has been used for around thirty years and originates
in studies on cognitive sciences and artificial intelligence. The simple idea of using existing
problems as a basis for solving new ones seems much more attractive than starting from
scratch on the basis of a set of rules and a complex theory. This is why, at a time when
rule-based systems, which are well known tools of artificial intelligence, were beginning to
show their limits, studies on case-based reasoning provoked a certain interest in the world
of research. Case-based reasoning has been widely studied with a view to developing this
reasoning paradigm in artificial intelligence tools, and several models were produced. In this
paradigm, past experience is conventionally represented as an entity called a “case” which
is divided into two sub-parts: “problem” and “solution”. Faced with a new problem such as
cooking chicken with lemon, one looks for a similar problem for which the solution is known,
such as cooking duck with orange, and one adapts this solution, replacing missing ingredients
with similar ones which are available.

The main problem of case-based reasoning is to know how to find relevant experiences
and to make use of them in a given situation. The similarity between recipes for duck à
l’orange and chicken with lemon may seem obvious to any human being with rudimentary
cooking experience, but it does not appear so to a computer system. The system requires
a considerable amount of knowledge to be able to infer that, in preparing a sweet and sour
recipe, it is possible to replace oranges with lemons and that, from a cooking point of view,
duck and chicken may be deemed to be similar and therefore interchangeable. There lies
the critical point of the case-based reasoning paradigm: knowledge. No matter how efficient
the reasoning mechanism, the results will be mediocre if the quality of the knowledge on
which it is based is poor. Expert systems went out of favour in the mid 80s, not because
of the quality of inference engines, but because of the great difficulty in building up bases
of rules constituting the systems knowledge. Facts, however, were easier to acquire. This
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even constitutes an argument in favour of the relative easiness to acquire cases in case-based
reasoning.

The purpose of a so-called artificial intelligence tool is to solve, or help solve, a problem as
would an expert, i.e., a domain specialist. In order to reach this objective, one must therefore
provide the systems with knowledge similar to that of the expert. Questions are then raised
as to the nature of the expert: How does he solve a problem? What gives him this expert
status? What is the knowledge he relies on? The expert’s knowledge is not to be found in
books describing a domain theory: it is not a set of rules. It is of a different nature. To make
lemon chicken, one “knows” one should lower the cooking time in the initial recipe because one
“knows” chicken takes less time to cook: it is practical knowledge, coming from experience.
Research on knowledge acquisition aims to bring answers to the issue of the “transfer” of the
expert’s knowledge to the computer system. Beyond questioning the expert’s knowledge,
other questions are raised: the questions relating to tools and methods to be applied. How
should the expert’s knowledge be modelled in the system? What methodologies and tools
must be developed to assist with the knowledge acquisition process? Is it possible, by adapting
certain methods, to anticipate or predict obstacles which might impede the process? Case-
based reasoning tools are often called “learning” tools, inasmuch as they acquire new cases,
i.e., new experiences, as they solve problems. If the duck à l’orange you have just made proves
to be good, you will quite probably keep the recipe to reuse it some day. But memorisation
only is not sufficient to produce real “learning” systems. If you do not memorise the general
knowledge that “chicken cooks faster than duck”, you won’t be able to reuse it in another
context. This additional knowledge is expert knowledge and is used to reason over past
experiences and to transform known solutions. A system which does not have the ability to
acquire such knowledge will not be able to solve new problems (i.e., problems that cannot
be solved with the initially available knowledge), since it will not be able to perform new
reasoning (i.e., transform existing solutions): then it will only be a tool for remembering past
experiences. Thus, to turn a case-based system into a real learning system, one must give it
the ability to acquire cases, and also useful knowledge to reason on cases.

The thesis discussed in this work proposes to bring a contribution which may be considered
from the point of view of acquisition of knowledge and that of case-based reasoning. It is
based on two observations related to present case-based reasoning tools and to their use.
The first observation is that methods and tools for the acquisition of knowledge other than
cases are sadly lacking in present systems. The second observation is that this knowledge is
difficult to grasp, relates mostly to experience, and must therefore be obtained from experts.
On the basis of these observations, we propose a generic method and tools for interactive
and opportunistic acquisition of knowledge applicable to case-based reasoning systems.

In observing the life cycle of a case-based reasoning tool, one notices that there is very
often an initial phase of acquisition of knowledge where a first knowledge base is built in
order to initialise the system. Later on, it is possible to acquire knowledge “as you go” to
correct or to complete the initial knowledge base. In this work we are concerned with the
second phase, i.e., the one that occurs as we go along.

At the core of the method and the tools proposed are the expert and the system which
are constantly interactive. Considering that the system cannot acquire knowledge without
interaction with its environment, one may consider that it cannot “learn” by itself. As for
the expert, he has to explain, through interaction with the system, the knowledge which he
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is used to handling without being fully aware of it. In this way, he “learns”, via the system,
better to understand what he knows, which he would not have realised on his own. Thus,
we are focusing on the “expert-system” pair which we consider as a system learning through
interactions. The long and fastidious acquisition of knowledge from experts is a task fraught
with great difficulties. Due to the experimental nature of this knowledge, there is no “cata-
logue” of knowledge for a given domain. When it comes to modelling it, one should ideally
implement a methodology guaranteeing that any knowledge is taken into account. However,
it is in fact impossible for it to be exhaustive. Indeed, this knowledge is precise, linked to a
particular situation, to a given context, and it is often very difficult to elicit it “out of context”.
The opportunistic aspect of the approach which we are describing here proposes a solution to
this problem of putting the expert in context during the knowledge acquisition process. When
a case-based reasoning system solves a problem, it always proposes the “best” solution it can
find (that is not necessarily the best solution for the problem) given the knowledge available
at the time. If the solution does not satisfy the expert, this means that the knowledge used
by the system to reach that solution is incorrect or incomplete and can therefore be improved.
Let us suppose that the recipe for lemon chicken was proposed by a case-based reasoning
tool which did not specify how to adapt the cooking time, then when following the recipe
we would have obtained an overcooked and not very tasty chicken. New knowledge would
have to be added to the system to avoid a re-occurrence of this unfortunate mistake. An
unsatisfactory solution is called a “reasoning failure”. We propose to use reasoning failures as
triggers for a knowledge acquisition process. When a reasoning failure happens, the expert
is already in a problem-solving situation and therefore in a context favourable to the acqui-
sition of specific knowledge related to this particular problem. In this way, the opportunistic
aspect of the approach places the expert in the right situation to facilitate the identification
of knowledge to be acquired, without disturbing his main task or significantly increasing his
workload.

In the next chapter (chapter 2) of this thesis, we conduct a study of case-based reasoning
along two interlinked lines: reasoning processes and knowledge. A good understanding of
the processes of case-based reasoning facilitates the identification of the knowledge involved
and of the part it plays in the various reasoning phases. When studying case-based reasoning
from the point of view of knowledge engineering, we will show how knowledge modelling
constitutes a particularly delicate problem. This study also demonstrates that the quality of
a case-based reasoning system is essentially linked to the quality of the knowledge base on
which it rests and illustrates the usefulness of progressive knowledge acquisition approaches
which go beyond a simple accumulation of cases.

The FIKA principles (Failure-driven Interactive Knowledge Acquisition) are described in
chapter 3. FIKA provides a general strategy for the interactive and opportunistic knowledge
acquisition which can be implemented in case-based reasoning systems. In this chapter,
we describe the main ingredients characterising the originality of the approach (knowledge
intensive, interactive, opportunistic, expert-centred) and we define the various concepts which
will be used throughout the manuscript. We illustrate how FIKA may have an impact on the
conception and implementation of case-based reasoning tools by anticipating the issue of
knowledge acquisition on the way. Finally, we situate this work in the context of present
research in this domain: we discuss the exploratory aspect of this work and show how it
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constitutes a step towards the building of a framework for the construction of generic tools
to support knowledge acquisition in case-based reasoning systems.

IAKA and FRAKAS, presented in chapters 4 and 5 respectively, are two examples of the use
of FIKA principles in two different contexts. IAKA proposes an interactive acquisition approach
based on the decomposition of reasoning into reasoning steps. Through this decomposition,
the knowledge involved in the reasoning is more finely identified and therefore easier to
amend. In FRAKAS, it is the global solution produced by the system that is analysed by
the expert. Therefore, the acquisition rests on expert analysing and checking its coherence
with respect to his own knowledge. The system’s reasoning process is seen as a black box
(monolithic process). Both these approaches validate the applicability of the FIKA principles
on different kinds of CBR systems. Furthermore, formalisations proposed in IAKA as well
as FRAKAS remain at a fairly general level so that they can be reused in other applications
without major constraints. IAKA and FRAKAS have both been implemented in prototypes
developed in different domains: IAKA-NF and FRAKAS-PL. IAKA-NF illustrates the principles
of adaptation knowledge acquisition by focusing on cases and adaptation knowledge, while
FRAKAS-PL focuses on the acquisition of domain knowledge. IAKA-NF has been tested on
several numerical functions and FRAKAS-PL has been tested on a knowledge base from the
domain of breast cancer treatment.

FIKA, IAKA and FRAKAS principles have been implemented in experimental applications,
in toy domains, but have not been tested with a proper expert. However, principles of FIKA

were also used in the TAAABLE application, for knowledge acquisition in the cookery domain.
TAAABLE is a case-based reasoning application aiming to propose cooking recipes in answer
to a user request by adapting existing recipes from a cookery book. Developing TAAABLE

involved building an important base of culinary knowledge. In order to constitute the initial
knowledge base, several approaches of knowledge acquisition were used successfully, but the
use of this application showed that there were significant gaps in the knowledge base. Several
problems in the initial base were solved by the interactive acquisition method which may be
called up at any time to improve the system locally. To amend the initial knowledge, an
interactive knowledge acquisition strategy based on FIKA was first set up. Several experts
worked on amending the knowledge base following these principles, thereby demonstrating
in practice the validity of this approach and illustrating the possibility of transfer of the FIKA

principles in an application which was not originally created for this purpose.
The main contribution of this work is the FIKA general strategy for interactive and oppor-

tunistic knowledge acquisition in case-based reasoning. IAKA and FRAKAS are models based
on the FIKA principles in different contexts and are implemented in prototypical systems. The
FIKA strategy is also used in a real-world CBR application called TAAABLE. The purpose of
this manuscript is hence to describe the FIKA strategy and its application in three different
contexts.
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Document organisation

Each chapter begins with an abstract followed by a list of the main relevant research
references and a list of our related publications. The following page consists of a table of
content and an overview of the contributions described in the chapter.

Definition 1.1 (A definition)

When definitions are introduced in a chapter, they are placed in an environment such
as this one. The list of definitions can be found at the beginning of this manuscript.

Hypothesis 1.1 (An hypothesis)

In the same way, hypotheses are set in environments like this one. The list of hy-
potheses can be found at the beginning of this manuscript.

An example

Important concepts are often illustrated by examples that are organised in environments like

this one. As for definitions and hypotheses, a list of the examples is available at the beginning of

this document.

Last, important terms appearing in the text are referred to in an index available at the
end of this document (see appendix C). In the same way, appendix D lists the notations used
in this manuscript.

Writing convention

In this manuscript, we often refer to “the expert” by the pronoun he; it is in no way
an offence neither a hasty hypothesis on the expert’s gender. We only apply a common
English rule, as explained, for example, in the book The elements of style, pp. 60-61,
[Strunk and White, 1979]:

The use of he as pronoun for nouns embracing both genders is a simple, practical
convention rooted in the beginnings of the English language. He has lost all
suggestion of maleness in these circumstances. The word was unquestionably
biased to begin with (the dominant male), but after hundreds of years it has
become seemingly indispensable. [...] No one need fear to use he if common
sense supports it. The furor recently raised about he would be more impressive
if there were a handy substitute for the word. Unfortunately, there isn’t —or at
least, no one has come up with one yet. If you think she is a handy substitute
for he, try it and see what happens.

We have decided not to try with she and keep using he. If you want to know more about
duck à l’orange or about interactive knowledge acquisition in CBR, it is time to continue your
reading.
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Experience is the name everyone gives to their mistakes.

Oscar Wilde

2
A GENERAL OVERVIEW OF CASE-BASED

REASONING

This study takes place within the framework of case-based reasoning, a reasoning paradigm which,
in order to solve a problem, is based on the reuse of past experiences. This chapter outlines the
principles which characterise this type of reasoning and presents an overview of work relating to this
field of research. As an introduction, a general and historical description of the CBR paradigm is
presented. Then, the study is conducted along two main axes: reasoning mechanisms on one side
and the knowledge involved on the other. This focus of study has been chosen in order to underline
the various CBR specificities that have to be taken into account when defining knowledge learning
mechanisms for CBR systems. Hence, this chapter constitutes a background study that anchors this
work in current CBR research. The synthesis of this chapter refers back to studies which have a
particular link with the approach described in this document.

Related publications:

[Cordier, 2004], [Cordier et al., 2006a], [Cordier et al., 2006b],
[Cordier et al., 2008b]

Main related work:

[Riesbeck and Schank, 1989], [Aamodt and Plaza, 1994], [Newell, 1982],
[López de Mántaras et al., 2005]

Keywords:

Case-Based Reasoning, Knowledge Level
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2.1. Case-based reasoning foundations

Case based reasoning (CBR) is a paradigm of problem-solving which uses past experiences
to solve new problems. Reuse of experience constitutes the main specificity and strength
of CBR: reasoning bases itself on remembering and reusing past situations rather than on
the exclusive use of formal knowledge of the domain. The exploitation of past situations is
often profitable, particularly when knowledge of the domain is incomplete: experience still
offers a “basis” for the solution. Of course CBR does not always give the ideal solution
to the problem but, if it has the experience of this problem, it always offers a solution.
This solution, although imperfect, is nearly always satisfactory in real cases. The basic CBR

principle, “to solve a target problem, retrieve a source case and adapt it”, can be summarised
as in figure 2.1.

srce
retrieval

←−−−−−−−−−−−−−−−− tgty
y

Sol(srce) −−−−−−−−−−−−−→
adaptation

Sol(tgt)

The classical CBR principle: to solve a target problem, retrieve a source case
and adapt the solution to fit the target problem requirements.

Figure 2.1: CBR classical paradigm.

The main purpose of the approach described in this thesis is to provide an approach for
knowledge learning in CBR systems. Defining such an approach requires a good understanding
of the CBR process and an identification of its specificities. Indeed, both the reasoning
process and the knowledge involved are to be considered when implementing a knowledge
learning approach. This chapter aims at describing the CBR process and at giving the required
background knowledge to better understand the research question we address in the remaining
of this document.

The first section of this chapter recalls the historical foundations of CBR and positions it
with regard to other paradigms of artificial intelligence. Section 2.2 describes the CBR process
and its various phases, as they are usually presented in the specialised literature. Section 2.3
studies CBR as a knowledge-based system, from the knowledge engineering point of view. It
also deals with present CBR research subjects and shows how the problematics of knowledge
acquisition becomes important particularly when creating CBR systems capable of learning
how to solve problems. The synthesis in section 2.4 draws links between the different studies
introduced in this chapter and the thesis supported here. Finally, section 2.5 concludes this
chapter.

2.1 Case-based reasoning foundations

How does one make a rhubarb pie when one does not know the recipe? A possible solution
is to use the recipe for a similar pie, of which one knows the recipe, for example apple pie,
and to adapt it by replacing apples with rhubarb. To adopt such an approach is to use
case-based reasoning: to solve a particular problem, one tries to remember past experience
and one modifies it so as to apply it to the present situation. This type of reasoning, often
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used instinctively by human beings, was highlighted by studies on cognitive sciences and was
then studied more widely. The aim of this section is to present some founding studies of
case-based reasoning and to position this approach with respect to other methodologies of
artificial intelligence.

2.1.1 Historical foundations and cognitive aspects

In 1977, Schank and Abelson, researchers in cognitive science, were particularly
interested in human memory and its part in understanding and explaining situations
[Schank and Abelson, 1977], [Schank, 1982]. They showed the crucial part played by re-
membering past experience in the learning and problem-solving process. At that time they
evolved the notion of scripts. Scripts allow us to structure conceptual memory. They are
knowledge structures permitting the organisation of episodic information (in “cases”). Scripts
come from experiences and are built up by repeated exposure to similar situations like “go to
a restaurant”. Depending on their approach, humans would have a large number of scripts
available in their memory. It would then be easy enough to remember a relevant script and
to apply it to react in a given situation.

The multiplicity and wide diversity of scripts make it difficult to organise them as a
structured memory. Schank thus proposes MOPs (Memory Organization Packets) which
enable the organisation of scripts into packets to store and find them more easily. It is then
possible, via the MOPs, to generalise and specialise the scripts and thus to organise them
hierarchically. The scripts existing in MOPs can be remembered and adapted to be reused
in any situation. The notion of adaptation is very important, since it is rare to find a script
which fits perfectly a given situation. Adaptation then allows us to perform the necessary
adjustments to the script, taking into account the specificity of the present situation.

Schank observes that explanations play a central part in learning and that it is often easier
to build an explanation by modifying an existing explanation than to build one from scratch.
This is why he adds explanation models to the MOP models: XPs (explanation patterns).
This model proposes an explicit knowledge structure, used to generate, index and test the
explanations in conjunction with episodic memory [Schank, 1986], [Schanck et al., 1994].

The researches initiated by Schank have been followed by numerous studies. The MOP
model in particular has been used in the SWALE system [Kass et al., 1986]. This system
enables the generation of explanations from descriptions of past situations (descriptions are
called cases). In SWALE, MOPs are used to guide the understanding of phenomena and use
the principles of CBR to find past experiences when a failure occurs in the explanation. Thanks
to the remembered experience, the explanation is then adapted to the new situation. The
first computer system which was qualified as “case based reasoning system” is called CYRUS

[Kolodner, 1993] and was developed by Kolodner at Yale University. The model of case
memory developed in CYRUS was inspired from Schank’s dynamic memory model and served
as a basis for other well-known CBR systems such as CHEF [Hammond, 1986] and CASEY

[Koton, 1988]. The first studies explicitly dealing with CBR were then presented in the United
States at the DARPA conference in 1988 [Kolodner, 1988]. Since then, this paradigm has
matured. The fundamental principles have been more clearly defined and numerous industrial
and experimental applications have demonstrated its usefulness. However, many perspectives
for research are still open, with regard to implications in cognitive sciences and also possible
applications in artificial intelligence.
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2.1.2 Case-based reasoning and artificial intelligence

Case-based reasoning is a paradigm of artificial intelligence, like neural networks, genetic
algorithms, multi-agent systems, Bayesian networks, etc. CBR is often considered as a sort of
analogical reasoning. Analogical reasoning (a is to b what c is to d) is exploited in a number
of fields of artificial intelligence [Gick and Holyoak, 1980, Gentner et al., 2001]. It is based
on subtle notions such as similarity, relative importance of some data and the influence of
the problem data over the solution [Py, 1994]: these are fundamental notions to be found
in case-based reasoning likewise. In analogical reasoning, processes such as matching or
retrieval considered as general cognitive processes applied to mental representations. By
contrast, CBR systems are created in order to solve a specific task in a particular domain.
Thus CBR differs from analogical reasoning because it applies to a particular domain while
analogical reasoning considers transfers between several domains. Hence one of the assets
of CBR is its ability to mobilise knowledge specific to the domain of application with the aim
of improving the whole efficiency of the reasoning process.

One aspect that distinguishes CBR from other methodologies of the artificial intelligence
domain is the fact that it is based on the reuse of experiences: solutions are reused rather
than built up from theoretical knowledge. On this point, we may consider that this type
of reasoning is closer to the way humans sometimes think in real life: we try to find an
existing solution before building one of our own (via demonstrative reasoning, for instance).
Case-based reasoning is particularly well adapted to the resolution of open problems for
which the associated domain theory is weak or difficult to formalise; past cases bring specific
knowledge to the solution of the problem. CBR is also an incremental and evolutive reasoning
process since it acquires experience every time a new problem is solved. Contrary to other
systems which, in order to solve a problem, must go through a huge research area, case-based
reasoning systems are able to reason with a small number of experiences.

In the early 90s, CBR appeared as an interesting alternative to the rule-based systems
which were beginning to show their limits. In rule-based systems, coherence of the base
becomes more difficult as new rules are added to it. CBR adopts a contrasting approach:
the addition of new cases to the base forms one of the very principles of this reasoning;
the addition of knowledge therefore does not carry the risk of endangering the system. At
that time, studies such as [Slade, 1991] showed how the CBR research paradigm could bring
answers to some of the limitations of actual approaches of artificial intelligence. Since
then, case-based reasoning has been used for various tasks (planning, synthesis, diagnosis,
decision-making, etc.) in domains as varied as cookery, medicine, law, road safety, mechanical
engineering, risk management, ecology, etc.

2.2 The CBR process

The principle of CBR, reusing a past problem-solving experience to solve a similar problem,
is simple, but the implementation of this principle remains complex and raises a certain
number of questions. How do we represent an experience? What is a similar problem? How
do we reuse an experience and adapt it to the present situation? What can be retained
from a specific problem-solving experience? In order to bring answers to these questions,
the first CBR studies focused on the identification of the knowledge being handled and the
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decomposition of reasoning into more specific steps, focusing on specific problems.
In [Richter, 1995], Richter describes four containers in which a CBR system can store

knowledge. This knowledge may include domain knowledge as well as problem-solving knowl-
edge which describes the “method of application” of the domain knowledge inside the con-
tainer: vocabulary used to describe the domain, case base, similarity measure used for retrieval
and solution transformation (used during the adaptation). Among these types of knowledge,
the so-called principal elements are cases which represent experiences. Cases are generally
composed of one problem part and one solution part. The problem part describes the prob-
lem context while the solution part describes the reasoning which led to the solving of the
problem and gives the solution. The domain knowledge itself permits the modelisation of the
theory available for the domain in question.

As for reasoning, it is often organised following a cycle which specifies the sequence of the
various steps. A first version of this cycle was proposed in [Riesbeck and Schank, 1989], then
a more elaborate version was described in [Aamodt and Plaza, 1994]. This cycle, composed
of four main steps gravitating around a knowledge base (including cases), quickly became the
reference cycle in the CBR domain. Little by little, the reasoning process filled out, new steps
appeared and links between the different steps and the knowledge containers became more
precise. The four diagrams presented below give an idea of the evolution of the representation
of the case-based reasoning process.2

Figure 2.2: CBR flowchart according to Riesbeck and Schank - 1989.

The basic cycle of a case-based reasoner, according to Riesbeck and Schank, is “input a
problem, find a relevant old solution, adapt it”. Figure 2.2 shows the basic flow of control

2The diagrams are extracted from the original papers of the respective authors and are reproduced without
modification (except for the last one).
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described in Inside Case-based Reasoning [Riesbeck and Schank, 1989, p. 13]. A remarkable
aspect of this flowchart is the test-explain-repair loop. The proposed solution is always tested.
If it is satisfactory, it is indexed and stored for later retrieval. By contrast, if the test fails,
two events occur:

- The indexing rules are updated (to avoid the re-occurrence of the failure),
- The solution is repaired, usually after an explanation of the causes of the failure, in

order to provide a satisfactory solution to the input problem.

However, this diagram gives no details about who or what performs the solution repair. The
authors assume that, depending on the domain, either the repair or the explanation has to
come first. If the explanation comes first, then the repair can be guided by the explanation.
In some situations, when the repair can be performed before the explanation. In such a
situation, it is often useful to look at what has been repaired to find the correct explanation
for the failure.

The role of explanations in CBR is still a major research issue that will not be
discussed here. However, the interested reader could find additional information in
[Bergmann et al., 1993], [Aamodt, 1994], [Massie et al., 2004], and [Sormo et al., 2005].

Figure 2.3: The CBR cycle according to Aamodt and Plaza - 1994.

Figure 2.3 presents the “classical” CBR cycle proposed by Aamodt and Plaza in 1994
[Aamodt and Plaza, 1994, p. 8]. The reasoning is broken down into four steps, known
as the four “Re”: Retrieve, Reuse, Revise and Retain. Each step of the cycle exploits the
knowledge base central to the system, which contains previously solved cases as well as
general knowledge. This cycle now serves as reference for most studies in this field.
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In this cycle, a problem is represented by a case (new case). The retrieve step leads to
the retrieval of a case found in the case base (retrieved case). During the reuse step, the
solution of the retrieved case is transformed in order to propose a solution to the case under
study. The solved case is then proposed as a solution to the problem. The revision step
allows one to judge whether or not the solution is satisfactory and to amend it if need be.
This is the test/repaired case which is considered as an acceptable solution to the problem.
Finally, the retain step permits the addition of the learned case (i.e., the solved case) to the
case base.

Figure 2.4: The CBR cycle according to Iglezakis et al. - 2004.

Figure 2.4 shows an extended variation of the classic four step cycle proposed in
[Iglezakis et al., 2004, p. 4]. This diagram illustrates the importance of the knowledge
maintenance phase in CBR systems. An interesting point of this approach is that the main-
tenance phase is distinct from the application phase. Nevertheless, the authors of this cycle
defend the idea that the success of maintenance does not depend solely on maintenance
strategies, but also on the way the steps preparatory to the maintenance are integrated into
the main cycle. Another interesting aspect illustrated by this cycle concerns the knowledge
which must be maintained. Indeed, even if a large number of studies focus on case retention
and deletion strategies, maintenance must also concern the other types of knowledge handled
by the reasoning.

Figure 2.5 presents another immediate evolution of the cycle proposed by Aamodt and
Plaza. Two differences appear: the first one concerns the addition of the elaborate step to
the traditional cycle. This step allows the system to evolve from a badly formulated problem
to a problem which is “intelligible” by the system. The second evolution concerns the explicit
representation of the expert in the centre of the cycle. This cycle illustrates the requirement
for interaction between the system and the “outside world” to permit the acquisition of
knowledge during the problem-solving process. Interactions may take different forms and
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Figure 2.5: A CBR cycle centred on interactions according to Cordier et al. - 2006.

the “interlocutors” may vary: user, expert, “oracle”, other system, etc. This cycle, initially
proposed in [Cordier et al., 2006c], is characteristic of the way CBR systems are considered
in this thesis:

- CBR systems are knowledge-based systems and the problematics of knowledge engi-
neering of such systems must be one of the main concerns.

- Interactions must allow the system and its users to evolve together when solving prob-
lems.

The rest of this section mentions only briefly the studies linked to the various phases
of reasoning presented above. The CBR paradigm has been the subject of many syn-
theses and the reader will be able to find additional information in work of reference
such as [Riesbeck and Schank, 1989], [Aamodt and Plaza, 1994], [Watson and Marir, 1994]
[López de Mántaras et al., 2005], and [Richter and Aamodt, 2005].

2.2.1 Elaboration

The object of a reasoning CBR session is to solve a problem expressed by a system user.
In order to optimise the chances of success of the system, one must ensure that the problem
is described in the best possible way, that is to say, so that it can be correctly handled by the
system. The role of the elaboration step therefore consists in setting up the specification of
the problem to be solved, called target problem. To that end, various mechanisms are set in
motion to move from an often ill-specified problem to a correctly defined problem. Most of
the time, when there is no elaboration, the system tries to infer the knowledge missing from
the description of the problem which makes the search for similar cases more difficult.

Although it does not appear in the traditional CBR cycle, the elaboration step is essential
and, even if it is rarely claimed as such, it exists in several CBR systems and particularly in
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CHEF , a system for planning cooking recipes [Hammond, 1986] and in CARMA , a consultative
system for the study of grasshoppers [Branting et al., 2001]. In CARMA, one of the main
tasks is in fact to define the relevant characteristics of a problem which are essential to the
reasoning process.

An initial formalisation of the elaboration step was recently proposed in
[Fuchs et al., 2006b]. This study underlines the importance of elaboration in CBR, which had
already been highlighted in the study by Herbeaux on ACCELERE [Herbeaux, 2000]. Elabora-
tion is important because it permits the evaluation of present adaptation capabilities and the
identification of missing knowledge, thereby ensuring a greater success during the adaptation
step.

2.2.2 Retrieval

During the retrieval step, the system searches the case base (which contains all the
solved problems) for a case which is deemed similar to the target problem outlined during
the elaboration step. The retrieved case, called the source case, is then used as a basis for
the construction of the solution to the target problem. The whole difficulty of the retrieval
step rests in the choice of a good selection criterion for the case to be retrieved. The work
described in [Lieber and Napoli, 1998] deals with the issues of correctness and completeness
of case retrieval in CBR. The most traditional approach consists in using a similarity measure,
but other techniques involving the organisation of the case base are often used to improve
the quality of retrieval.

The notion of similarity measure has been widely studied and discussed in the field of CBR.
Determining the similarity between two cases is far from being a trivial task, and the choice
of a good similarity measure is crucial to the efficacy of the system [Bisson, 1994]. The most
common similarity measures are so-called surface similarities which compare the description
of the problems after a matching of the relevant descriptors. Beyond the CBR field itself,
generic similarity measures have been proposed [Tversky, 1977], and a study has been made in
[Rifqi, 1996]. Surface similarities are relevant when descriptions of the cases are represented
by groups of attribute-value pairs, but become difficult to use in a relevant manner when
case representation is more complex. In situations such as these, it becomes necessary to use
structural similarity measures like those defined by [Gentner and Forbus, 1991], for example.
The drawback of similarity measures based only on surface criteria is that they do not take
into account case adaptability. They can therefore lead to the retrieval of cases which may
appear similar but which are not, with regard to the adaptation problem. This is why some
similarity measures take into account the criterion of case adaptability. Smyth and Keane,
for example, consider that a case similar to a target must be a case which can be adapted
in order to find a solution to this problem [Smyth and Keane, 1998]. They then propose an
adaptability measure of the retrieved case used during the retrieval step to select the “best
case” and described the adaptation-guided retrieval (AGR) approach. On the same lines,
Leake describes a measure of the adaptation cost of a case with respect to a given problem
[Leake et al., 1997]. Most of the time, similarity measures are encoded in the system during
the design phase but some approaches such as the one developed in the PATDEX system
offers mechanisms for classification and learning of similarity measures [Richter, 1992]. Such
approaches enable the system to update the similarity measures it relies on progressively.

The organisation of the case base also plays an important part in the retrieval of a good
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source case. There are numerous studies on the organisation of the memory. Malek, for
example, suggests the use of a neural network with incremental learning to organise the case
base [Malek, 1996]. The memory is then divided into two levels: prototypes and indexes.
Prototypes are general descriptions which include the common characteristics of a group of
cases. As for indexes, they enable the organisation of prototypes and the quick retrieval of
relevant cases. In [Arcos and De Mantaras, 1997], the authors use the notion of perspective
for the retrieval and bring in the notion of points of view on retrieved cases. Points of view
allow the system to retrieve relevant cases with regard to a sub-group of criteria defined for
the target problem. In [Lenz and Burkhard, 1996], the authors present CRN (Case Retrieval
Nets), a memory model in the form of a network organised for easy retrieval of similar
cases. In this model case attributes are represented by nodes in the network and weightings
corresponding to similarities are shown on the edges. Finally, in [McSherry, 2003], the authors
introduce the notion of coverage of the solution space by a retrieved case and use this notion
to assess the quality of retrieval.

At the present time, the retrieval step is probably the best formalised step of the CBR

process. It benefits from all the studies on similarity measures which can be based on solid
mathematical and logical foundations. However, in current studies, case similarity is too often
considered independently from the adaptation problem and, when the adaptation fails, the
knowledge used for the evaluation of similarity is rarely questioned. In fact, an adaptation
failure should automatically lead to a revision of the knowledge involved in the reasoning
process and this implies therefore the knowledge used during case retrieval. The adaptation-
guided retrieval approach proposed in [Smyth and Keane, 1998] is interesting from this point
of view: it shows that the knowledge used for the evaluation of similarity and that used for
adaptation are linked and, hence, editing adaptation knowledge has an immediate impact on
similarity knowledge. We shall demonstrate later that the studies presented in this thesis are
partly based on these remarks.

2.2.3 Adaptation

The adaptation step is probably the most delicate and difficult step in CBR (see, for
instance, [Smyth and Cunningham, 1993]). During the adaptation step, the case solution is
modified in order to solve the problem under study. In some domains (such as design), the
adaptation step is necessary since it is extremely rare that the solution of a known problem
is directly applicable to the problem under study. This step thus transforms the solution
by applying knowledge linked to the domain and the context of the new case. Generally,
transformations reflect differences observed between the target problem and the retrieved
source case. Adaptation thus plays two parts: detecting necessary changes and then applying
them. The complexity of adaptation is variable: it may be a question of changing values in
the solution (adaptation by substitution), of changing part of the solution (transformational
adaptation) or even totally re-building the solution using additional knowledge.

The problems of adaptation have been studied by CBR pioneers whose approach was then
memory-oriented. A transformational approach of adaptation was proposed by Carbonell in
1984 [Carbonell, 1984]. It consists in performing a transformation of the solution of the re-
trieved problem in order to adapt it into a solution to the problem being solved. This approach
is based on the notion of adaptation paths. It presupposes that the representation of the solu-
tions is sufficiently flexible to enable them to be transformed. It also requires knowledge of op-
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erators and of the conditions of application of the operators enabling the transformation. Car-
bonell then proposes a derivational approach [Carbonell, 1986, Carbonell and Veloso, 1988]
which consists mainly in keeping track of the decisions taken to apply them to new problems.
When transferred to the CBR domain, this approach results in applying the reasoning process
used to build the source solution so as to find the target solution starting from the target
problem. This presupposes the availability of a representation of this reasoning process, as
well as the ability to adapt it to the target. Whereas the derivational adaptation requires
a solid representation of the domain knowledge, transformational adaptation only requires
knowledge of the differences between problems and the corresponding differences between
solutions. Therefore transformational adaptation does not place any constraints on the
completeness of transformation knowledge; however, the greater the availability of correct
knowledge, the greater the chances of success of the adaptation. Due to these low knowl-
edge requirements, transformational adaptation is the most typical adaptation approach in
CBR, particularly in the fields where it is difficult to acquire a complete model of the domain.
In 1993, Kolodner proposed a synthesis of the various proposals for transformational and
derivational adaptations [Kolodner, 1993].

Adaptation is particularly important in problem-solving systems dealing with planning
or design. Present adaptation methods possess variable complexity according to the way
they alter the solution: substitution adaptation only alters certain parts of the retrieved
solution whereas transformational adaptation modifies the structure of the solution. Ex-
amples of adaptation strategy are fairly numerous. In CHEF [Hammond, 1986], adapta-
tion by substitution is used to replace ingredients in order to satisfy the demands of the
menu. CHEF also uses transformation adaptation to modify the stages of the recipe. DÉJÀ

VU [Smyth and Keane, 1995c] uses adaptation strategies and components called adaptation
specialists. Adaptation specialists are used to perform localised changes to solutions but are
blind to the changes made by other specialists. In consequence, adaptation strategies are
designed to avoid conflicts between specialists. Adaptation specialists and adaptation strate-
gies are described and illustrated in [Smyth, 1996a]. Model-based adaptation is another type
of transformation adaptation which includes causal reasoning. This approach is illustrated in
systems such as CASEY [Koton, 1988] and KRITIK [Goel and Chandrasekaran, 1989]. Gener-
ative adaptation approaches vary from substitution and transformation: they generate the
target solution by reusing methods used to produce the retrieved solution. An illustration of
this approach is shown in PRODIGY/ANALOGY [Veloso et al., 1995].

Recent studies aim to formalise the adaptation step: in [Fuchs et al., 2000], the authors
proposed an adaptation approach based on the notion of influence of the problem on the
solution which, combined with the matching made during the retrieval, permits the adaptation
of the target case. This approach is rather new inasmuch as, even if the knowledge used in
retrieval and adaptation have long been considered as distinct from each other, they seem
here to be dual if not identical.

Apart from that, some studies are concerned more particularly with adaptation knowl-
edge and not only with the process. A general study of techniques and knowledge used
during adaptation is proposed in [Wilke and Bergmann, 1998]. In [Hanney et al., 1995], an
adaptation-oriented taxonomy of CBR system is proposed. This taxonomy is established ac-
cording to the part played by knowledge in the adaptation process, i.e. at various steps of
the cycle: target elaboration operators, role substitution operators, sub-goaling operators
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and goal interaction operators. The representation of adaptation knowledge in the form of
adaptation case has been studied, among others, in [Kinley, 2001], in the field of the DIAL

system. The recourse to adaptation cases allows the exploitation of principles of case-based
reasoning in order to acquire new adaptation knowledge. It is also a means of making up
for the lack of formalisation of the knowledge the system is trying to acquire. In his studies,
Kinley also shows that the acquisition of adaptation knowledge has an impact on the other
types of knowledge in the system (this aspect will be discussed in the following chapter). In
the same vein, in [Smyth and Keane, 1996], the authors show how the adaptation knowledge
can be used to retrieve (and adapt) design cases.

Although it is at the heart of CBR, adaptation is often considered as the most difficult
step. Because of its complexity, it is often performed manually or by applying ad-hoc methods
based on knowledge which has been pre-inscribed in the system. Now, case-based reasoning
systems often have to treat cases which could not have been anticipated and for which
adaptation knowledge has not been coded a priori. Consequently, methods permitting the
acquisition of adaptation knowledge throughout the life of a system are of vital importance.
These approaches will be studied in chapter 3 of this manuscript.

2.2.4 Test, explain, repair

The test, explain, repair phase, often called revise step, enables us to repair the problems
identified in the adapted solution. There are several documented approaches with regard to
this step. In systems such as CHEF or DIAL, knowledge allows us to anticipate some failures.
To this end, the system makes sure that all expressed targets are reached in the proposed
solution. If not, the solution is repaired to avoid foreseeable failures. Once it has been edited,
the solution is proposed to the user.

Other systems exploit the interaction with the user to assess the quality of the proposed
solution and eventually to edit it. In these systems, the solution resulting from adaptation is
first studied by the user (who can, for example, confront it to the real world). He can then
accept or refuse the solution, or even edit it if he has the ability. In these situations, revision
is very important because the feedback from the user enables the assessment of the quality
of adaption performed by the system as well as the usefulness of the newly solved case. As
a general rule, a negative feedback from the user may highlight a failure in the reasoning
process, i.e., during adaptation or, in some cases, in retrieval or elaboration.

Proportionately, few studies are centred on the revise step, though it allows the
system to acquire easily additional knowledge. For example, in [Aamodt, 1991] or in
[Fox and Leake, 1994b] and [Fox and Leake, 1994a], missing retrieval and adaptation knowl-
edge is identified and acquired during the revise step. In [Smyth and Keane, 1995a], this step
is used to evaluate the case usefulness and to define a retention or forgetting strategy ac-
cording to its contribution to the system’s general efficacy.

The revise step must not be used only to repair the solution issuing from the adaptation, it
must also permit the acquisition of knowledge enabling the repair. When the revision is done
punctually at the end of the reasoning process (i.e., when revision only implies an analysis
of the final solution), it is not easy to acquire this additional knowledge. In the studies
mentioned here, revision is omnipresent throughout the cycle: here the successive repairs to
the intermediary solutions permit the progressive acquisition of new knowledge through the
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interaction between the system and its environment.3 At the end of the process, the solution
has been constructed jointly by the system and its user and the knowledge required for this
construction has been learned by the system.

2.2.5 Retain

During the retain step, sometimes called learning step, the result of the problem-solving
process is added to the system’s general knowledge. The most naive approach to retention
consists in storing in the case base successfully solved problems (in the form of cases). Other
approaches retrieve solved cases with additional information indicating to which point the
proposed solution was satisfactory for the problem or whether it answered certain objectives.

The problem of maintenance of the case base is also linked to the retrieval step and
to the tradeoff “performance vs. efficiency”. Indeed, as the number of cases added to the
case base increases, so does the efficiency of the system. But the increase of the size of
the case base also involves an increase in the time spent searching for cases. The perfor-
mance of the system diminishes as its efficiency increases. This raises the problem of case
usefulness [Minton, 1990]: how to maintain a reasonably sized case-base without altering
the system’s performance? Leake and Wilson highlight the necessity of considering the sys-
tem’s efficiency and performance together to study the optimisation of a case base. They
also characterise in a general manner the process to be used to carry out this maintenance
[Leake and Wilson, 2000]. Smyth and Keane [Smyth and Keane, 1995b] propose a case ef-
ficiency model. They set out four different categories of cases and classify the cases in these
categories according to the competence they bring to the system. The deletion of cases is
guided by competence criteria. Thus, when a case is deleted from the system according to
a given deletion policy, the system’s efficiency is not altered. This approach is a good way
to keep a reasonably sized case base without risking a decrease of the system’s problem-
solving ability. Other studies use an introspective reasoning to carry out the maintenance of
the case base: they try to improve case indexing by examining retrieval failures [Fox, 1995],
[Cox and Ram, 1999].

In this way, most of the research related to the retrieval step is centred on learning from
past solved cases, indexing methods and case base organisation, but there are few which focus
on learning implicit knowledge such as similarity or adaptation knowledge [Aamodt, 1991].
In fact, cases are not the only knowledge units involved in case based reasoning. This type
of reasoning is based on a domain theory as well as a quantity of similarity and adaptation
knowledge. Studies focusing on these aspect will be discussed in the following chapter.

2.3 A CBR system is a knowledge-based system

The decomposition of the CBR cycle into steps enables us to grasp the aims of each
phase and their sequence. This decomposition may give rise to the notion that knowledge
containers used in each steps are distinct and independent, but in fact, they are closely linked.
This is why, when one is interested in a knowledge-based system such as a CBR system, one
must consider the whole process and adopt a unified vision of the knowledge it involves.

3The environment of the system includes everyone and everything the system is able to interact with, i.e.,
the user, the expert, another system, etc.
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2.3.1 The knowledge of CBR

Reflections on the characteristics of CBR knowledge give rise to several questions:

- What knowledge is involved in each step?
- What role does the knowledge play?
- Where does it come from?
- How can it be represented?

Most of the studies seeking to answer these questions do so by positioning themselves
with regard to knowledge containers as defined by Richter [Richter, 1995]. However, as
mentioned previously, pieces of knowledge are in fact closely linked and should not be con-
sidered separately. For example, can we consider that adaptation knowledge, often used at
the retrieve step, is distinct from similarity knowledge?

Table 2.1 brings together a few remarks about the knowledge involved in a CBR process.
Remarks are ordered according to Richter’s knowledge containers (first column). The second
column summarises the main forms that the knowledge can take. The third column brings
precisions on the role played by the different knowledge units and emphasises the steps on
which the knowledge is used (in bold).

Knowledge containers Knowledge units Knowledge roles

Vocabulary used to describe the
domain

Ontologies, rules, etc. Guidance of elaboration,
Control of the inferences during
retrieval and adaptation,
support of the memorisation

Case base Vectors of attribute-value pairs,
Structured representations,
Textual Cases, etc.

Support of the reasoning process
during all the steps

Similarity measure (similarity
knowledge)

Similarity metrics, indexes, etc. Retrieve a new case

Solution transformation
(adaptation knowledge)

Adaptation rules, adaptation
operators, adaptation cases, etc.

Support of the elaboration,
guidance of the retrieval,
realisation of the adaptation

Table 2.1: Towards a typology of CBR knowledge.

This table allows us to observe that there is no obvious correlation between the knowledge
containers and the reasoning step in which the knowledge is used. One could remark that
several types of knowledge can collaborate to accomplish a common task. Hence, knowledge
containers are tightly interconnected and one could easily imagine that a modification on a
knowledge container may have an influence on the others. As an illustration of this remark,
the following paragraph goes back on the links between similarity and adaptation knowledge.

In this study, Richter argues that theoretically, each knowledge container can contain all
the required knowledge, as in “pure CBR” where all the knowledge is contained in the cases.
In practice, it is very useful to rely on knowledge containers to “organise” the knowledge but
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this organisation should not impact the way knowledge acquisition is performed. Figure 2.6
summarises the evolution of this idea.

Domain
Knowledge

Cases

Similarity
Knowledge

Adaptation
Knowledge

Domain
Knowledge

Cases

Similarity
Knowledge

Adaptation
Knowledge

Domain
Knowledge

Cases

Similarity
Knowledge

Adaptation
Knowledge

Knowledge base

On the left, the knowledge containers of the CBR such as defined by Richter.
In the middle, the four containers are interconnected. On the right, the
containers allows the organisation of the knowledge units but are considered
together as a single knowledge base.

Figure 2.6: The knowledge of the CBR.

Duality of similarity and adaptation knowledge

The relation between similarity knowledge and adaptation knowledge constitutes an inter-
esting topic of study. Indeed, these two types of knowledge which had long been considered
as separate, are in fact very close and several approaches and applications tend to unify them
or at least to link them tightly.

In [Smyth, 1996b], the author proposes a retrieval approach guided by adaptability. The
argument is that the source cases most similar to the target case are not always the easiest to
adapt, particularly when the similarity measure is based on surface characteristics. Retrieval
must therefore search not only for similar cases but above all easily adaptable cases. On
the same lines, Leake suggests that a good case retrieval facilitates the adaptation effort
[Leake et al., 1997]. Indeed, traditional similarity measures may lead to mediocre results
inasmuch as they sometimes enable one to retrieve source cases very similar to the target
case, but are difficult or even impossible to adapt. This observation shows the limit of
similarity measures with regard to the total reasoning process (when similarity measures
do not take into account adaptation knowledge). Leake proposes therefore to include in
the similarity measure a notion of “adaptation cost” to make it more relevant. Thus, in this
approach, the evaluation of the similarity between the target case and the various cases in the
case base is done in two steps: first, a classic similarity measure is made by comparing case
descriptors, then the most similar cases retrieved at the end of the first step are prioritised
according to their adaptability. A formal definition of the adaptation-dependent retrieval
problem has been proposed in [Avesani and Blanzieri, 1999]. The main idea of this work is
to define a metric that can be used by an adaptation-driven retrieval process. In order to
define this metric, the authors propose a formalisation of an adaptability topology, allowing
us to induce an adaptability metric.

For his part, Lieber proposes an adaptation approach through the use of similarity paths.
Behind the notion of similarity paths lies the idea of splitting the adaptation into simpler
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adaptation sub-tasks. To highlight the similarities between two complex problems, one must
possess knowledge of the domain. The approach proposed in [Lieber, 1999] aims to decrease
the difficulty of adaptation by increasing the similarity of the problems, via the reformulation
of a complex problem into several intermediary problems corresponding to simpler adapta-
tions.

2.3.2 Formalisations of the CBR process at the knowledge level

Several studies have analysed the knowledge aspect of CBR, some by considering the whole
process, others focusing of one particular aspect of it. In [Armengol and Plaza, 1994b], the
authors analyse the knowledge aspect of the CHEF system (according to Newell’s original
definition [Newell, 1982]) following the Commet methodology [Steels, 1992]. The Commet
methodology defines several components:

- An ontology of tasks (sets of goals that have to be solved)
- A set of models (relevant knowledge required to achieve a task)
- A set of methods (procedures organising and executing activities).

The analysis at the knowledge level permits explicit relations to be made between
tasks and in particular between learning and problem-solving. Thus, the knowledge ac-
quisition process can benefit from the formalisation at the knowledge level and such an
analysis can be a first step towards the integration of different learning methods. In
[Armengol and Plaza, 1994a], the authors conduct the same analysis on three systems:
CHEF, PROTOS and CASEY.

In [Fuchs and Mille, 2000], a modelisation framework is also proposed. In this framework,
the whole of the knowledge involved is broken up into knowledge models. A knowledge model
links descriptions of concepts grouped according to the part they play in the problem-solving
process. The main models are as follows:

- The domain’s conceptual model, which describes the concepts used in an ontology of
the domain;

- The case model, which describes what constitutes the experiences and particularly the
problem, the solution and the reasoning path which led to the solution;

- The reasoning tasks models, which describe the CBR steps and allow each task to be
broken down.

- Model supports which specify the knowledge required to realise the inferences on each
reasoning task.

In [Fuchs and Mille, 1999], the same analysis is detailed for the adaptation step. In
[Salotti and Ventos, 1998], the authors use a particular descriptive logic (C-CLASSIC) to
model two special phases of the CBR process: retrieval and learning. Using this formalisation,
the case search can be made through automatic concept classification and indexes taxon-
omy: subsumption calculations between concepts allow the introduction of partial order of
cases and the definition of similarities (and dissimilarities) between cases. Indexes taxonomy is
improved during the learning step. On the same lines, a modelisation of the CBR cycle via de-
scription logic is proposed in [Gómez-Albarrán et al., 1999], [Gonzalez-Calero et al., 1999].
This model proposes the structuring of all the knowledge required for reasoning, a structured

23



Chapter 2. A general overview of Case-Based Reasoning

case representation and inference mechanisms based on description logic in order to perform
reasoning tasks.

Some studies focus on adaptation in particular. In [Bergmann and Wilke, 1998], the
authors propose a formal model of transformational adaptation to “take a step” towards a
more general formalisation of CBR adaptation. This model is based on the notion of qual-
ity (in the general sense, since quality may include various notions such as usefulness or
correction) of the solution with regard to a given problem. This notion of quality permits
the formalisation of adaptation knowledge in the form of adaptation operators. Adapta-
tion operators are case transformation functions. They stretch the traditional concept of
transformational adaptation, since they add to the classic notion the concept of quality of
solution. In [Fuchs et al., 1999], the authors propose combining the retrieval and adaptation
steps into a single planning process. The problem of case adaptation is then brought back
to a problem of plan adaptation and this process may be accomplished through successive
reformulations organised along similarity paths. Very recently, in [Sanchez-Ruiz et al., 2008],
the authors propose a quite similar approach applied to case-based training system that gen-
erates a 3D scenario from a declarative description of the training case (which is used as
a domain example though the approach is said to be domain-independent). An interesting
part of this work is the use they made of description logics in planning problems. Though no
explicit link is made with the work presented in [Fuchs et al., 1999], one can observe a lot of
common ideas and, in our opinion, and interesting prospect could be to bring together these
two approaches.

In [Fuchs et al., 2000], a formalisation of the differential adaptation strategy is intro-
duced. Differential adaptation strategy relies on variation between problems and on relations
between a problem part and a solution part (called dependencies) to perform adaptation.
More information about differential adaptation can be found in [Fuchs et al., 2006a]. More-
over, in this work, we have made an implementation of the differential adaptation strategy
in the prototype called IAKA-NF. Another formalisation of adaptation, conservative adapta-
tion, is proposed in [Lieber, 2006]. This adaptation approach is linked to the revision theory.
It consists in “keeping as much as possible” elements of the solution to be adapted while
ensuring that it remains consistent with the domain knowledge. Conservative adaptation is
therefore formalised via an operator, called revision operator. In this work, we have used the
conservative adaptation strategy in the FRAKAS-PL application.

The need to consider the knowledge pieces in reference with the steps they are used
in has been underlined in several studies. For example, in [Leake et al., 1999], it is argued
that integration between knowledge management system and tasks that they serve should
be much stronger and that systems should be able to learn unobtrusively by monitoring the
user’s tasks. Targeting the knowledge acquisition community, a review of methodologies and
tools for analysis, modelling, and maintenance of knowledge components of CBR has been
proposed in [Aamodt, 2001]. This review argues, among other things, that the knowledge
level is the appropriate level for describing the behaviour of CBR systems and to identify the
contents of its knowledge components.

CBR analysis at the knowledge level offers a number of advantages. First of all, the various
studies show that it allows for a better understanding of the problematics and targets of the
different phases of the reasoning process, and, consequently, to facilitate their integration.
Proposing CBR models at the knowledge level facilitates the conception of systems. The
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learning process also benefits from the attempts to formalise reasoning at the knowledge
level.

2.4 Synthesis

The background of this work is the CBR context. The overview of related work presented
in this chapter provides us with some concepts that can ground our knowledge acquisition ap-
proach. These concepts are summarised in diagram 2.7. For each concept, a non-exhaustive
list of relevant references is given. Several systems implementing these concepts are also
referenced in the figure.

It must be remarked that the studies referring directly to the main problematics of this
thesis, the acquisition of knowledge in systems, are not mentioned. They are the subject of
a specific study in chapter 3.

FIKA

CBR

context

Knowledge
Level

approach

Knowledge
level

CBR knowledge
containers

Failure-driven
approach

CHEF

DIAL

Formalisation
of the CBR

Adaptation-
centered
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Conservative
adaptation

DÉJÀ VU AGR

Formalisation
of adaptation

[Newell, 1982]
[Richter, 1995]

[Riesbeck and Schank, 1989]
[Aamodt and Plaza, 1994]

[Hammond, 1986]
[Kinley, 2001]

[Smyth and Keane, 1995c]
[Smyth and Keane, 1998]
[Bergmann and Wilke, 1998]
[Fuchs et al., 2000]
[Lieber, 2007b]

[Leake et al., 1999]
[Aamodt, 2001]

The FIKA approach described in this thesis is related to several researches. The
main approaches that are at the roots of FIKA or that can be compared to FIKA

are illustrated in this figure.

Figure 2.7: A synthesis of the state of the art.
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2.5 Conclusion

This chapter has presented a certain number of reference studies in the CBR domain.
The state of the art shows that this reasoning paradigm, which has been in existence for the
past twenty years, is based on well controlled mechanisms, even if it still is the subject of
interesting researches. CBR systems are now used in numerous domains with varied appli-
cations (diagnosis, decision-support, planning, training, etc.). These systems have excellent
results and keep improving through use (because they retain cases) and demonstrate the
efficiency of CBR in concrete applications. However, the systems which actually “learn” to
solve problems are rare.

The study of existing researches has also shown the important part played by additional
knowledge in a CBR system. This knowledge is essential to remember past experiences or
cases and to adapt them to the current situation. This knowledge gives the systems their
ability to solve problems and hence they emphasise the difference between a good retrieval
system and one that actually solves problems. Consequently, in order for a system to be able
to solve a problem, it must have the ability to learn this knowledge.

FIKA, an approach for interactive knowledge acquisition based on reasoning failures, finds
its justification in the conclusions of the analysis presented in this chapter. The following
chapter is dedicated to its presentation. In a first part, a narrower review of the knowledge
acquisition methods and tools is presented. Then, the chapter offers a description of the
definitions and principles of FIKA.
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Good tests kill flawed theories; we remain alive to guess again.

Karl Popper

3
FIKA: FAILURE-DRIVEN INTERACTIVE

KNOWLEDGE ACQUISITION

FIKA defines a general approach for interactive and opportunistic acquisition of knowledge in
case-based reasoning. This approach is at the heart of our work. In this chapter, we go one step
further in the analysis of the related work started in the previous chapter by focusing on the specific
issue of knowledge acquisition in the CBR context. Based on this study, we describe the benefits
of interactive knowledge acquisition approaches to acquire knowledge related to experience and to
“know-how”. The chapter also gives a set of definitions that are frequently used in the remainder of
this document. Last, we briefly discuss of different operationalisations of the FIKA approach we have
worked on. These approaches are described at a very general level and are compared with regard to
several criteria. The chapter ends with a synthesis of the main characteristics of the FIKA approach.
This synthesis is used as a guideline for the studies conducted in the three following chapters.

Related publications:

[Cordier, 2004], [Cordier and Fuchs, 2005], [Cordier et al., 2006c],
[Cordier et al., 2007d], [Cordier et al., 2008b]

Main related work:

[Hammond, 1989], [Leake, 1996]

Keywords:

Interactive and opportunistic knowledge acquisition, on-line, user-centred
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3.1. Knowledge acquisition issues in CBR

In order to solve a problem, a knowledge-based system performs a generic reasoning
(logical, analogical, etc.) exploiting knowledge that is represented in a formalism adapted to
the reasoning requirements. A system must be provided with knowledge acquisition meth-
ods allowing it to acquire and model this knowledge. Case-based Reasoning, as a reasoning
paradigm, benefits from well-known knowledge acquisition methods. In the previous chap-
ter, we have observed that CBR was often considered as a way to facilitate the knowledge
acquisition process because of the ease of storage of solved cases in the case base. Indeed,
by accumulating cases, a CBR system progressively increases its experience base and thus its
ability to solve more problems. But we have shown that case retention is not sufficient to
acquire all the knowledge a system needs to reason on cases. In particular, when domain
knowledge, similarity knowledge and adaptation knowledge cannot be captured in cases, they
must be acquired by other means. The definition of knowledge acquisition methods suitable
to these different forms of knowledge is an important knowledge engineering issue and a
major research field in CBR. The aim of the work described in this document is to address
this issue by providing an approach adapted to the experimental nature of the knowledge to
be acquired. This approach, called FIKA for Failure-driven Interactive Knowledge Acquisition
is described in this chapter.

Section 3.1 deals with knowledge acquisition issues in CBR. Then, a review of the related
work is performed and the FIKA approach is compared to some of these researches. Sec-
tion 3.2 is dedicated to the presentation of FIKA and to the definition of the notions used
in the remainder of this document. Finally, section 3.3 describes how FIKA can be opera-
tionalised in concrete applications, and introduces IAKA and FRAKAS, two models based on
the FIKA principles.

3.1 Knowledge acquisition issues in CBR

This section describes researches related to FIKA from a knowledge engineering point of
view. The first part of the section describes the questions that have guided the analysis of
the related work, then several approaches are compared following a set of selected criteria.
Finally, FIKA is briefly introduced and compared to these approaches (a detailed description
of the principles of FIKA is given in section 3.2).

3.1.1 Knowledge engineering in CBR

Several aspects are to be considered when examining the question of knowledge engi-
neering. Some of these aspects, relevant to our study, are detailed hereafter.

Type of knowledge to be acquired. The typological study of CBR knowledge presented
in chapter 2 has shown that systems are based on knowledge which is represented in such
a way as to be easily used by reasoning engines. For practical reasons, this knowledge is
also organised into knowledge containers: cases, domain knowledge, similarity knowledge
and adaptation knowledge. These various knowledge units constitute acquisition targets.
This knowledge is of a varied nature and thus requires different acquisition methods. It is
therefore necessary to take into account the nature of the knowledge one seeks to acquire
in order to select the appropriate method.
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Knowledge representation. Knowledge is represented in different forms in different sys-
tems: cases (which may be structured in different ways), indexes, rules, ontologies, etc.
These different structures imply different representation formats within the systems and
hence different parameters to be taken into account by the acquisition method.

Knowledge origin. Several sources of knowledge can be examined. Knowledge which has
already been acquired and modelled into the system can be manipulated by algorithms in
order to cause new knowledge to “emerge”, often in another form; this approach is called
“knowledge light”. On the contrary, other approaches try to acquire knowledge which is
available within the system’s environment, and in particular, the expert’s knowledge. In so-
called “knowledge intensive” systems, a lot of background and problem-solving knowledge is
required to conduct the reasoning process. The approach we present here is a knowledge
intensive approach.

Time of acquisition. The period of knowledge acquisition is an important criterium to
be taken into account. Some knowledge can be acquired at the time of creation of the
system, whereas other knowledge is easier to obtain “in context” while the system is being
used. Generally, this knowledge acquired “as you go” has specific properties which make it
difficult to formalise initially: linked to experience, constant evolution, particular situation,
etc. Similarity or adaptation knowledge, for example, is often only valid in precise situations
and cannot always be obtained by automatic processes. In the same way, in domains where
theory is difficult to formalise, experience comes before theoretical knowledge when it comes
to solving a problem. In these situations, it is not possible to acquire knowledge a priori, but
only through experience. In addition, the maintenance phase can also constitute a knowledge
acquisition period which may be appropriate in certain situations. According to the acquisition
period under consideration, various acquisition approaches are possible. For example, when
acquisition is made during the system design, the expert and the knowledge engineer can
process, in one go, a large amount of knowledge. On the opposite, if the acquisition takes
place while the system is being used, it is inconceivable to interrupt the expert’s work and
ask him to process a large amount of knowledge. It is nevertheless possible to ask him to
validate a single piece of knowledge which might be acquired in this particular context.

Acquisition method. Among the acquisition methods which may be used, one differentiates
between automatic and manual methods. Automatic methods apply algorithms (such as
knowledge extraction from data) on important volumes of knowledge in order to extract new
knowledge. These methods present the advantage of producing a large amount of knowledge
in one go. This characteristic is an advantage inasmuch as the process is automatic, but it is
also an inconvenient because the task of analysing the knowledge produced may be tedious
for the expert. Manual acquisition methods aim to acquire and model into the system the
knowledge of a domain expert. As a general rule, these methods are not based on knowledge
already available in the system. Knowledge is modelled piece by piece into the system by
the knowledge engineer by consultation with experts and the use of specific tools. The
interactive acquisition methods, such as FIKA, lie half-way between manual and automatic
methods. They enable the acquisition of single pieces of knowledge, in context, but are based
on existing knowledge and a computer tool adapted to facilitate the acquisition process.
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3.1. Knowledge acquisition issues in CBR

All these questions which arise when studying the issue of knowledge acquisition in case-
based reasoning are linked together. The chosen acquisition method depends on the type of
knowledge to be acquired, the acquisition period depends on the method, etc. The analysis
of the studies linked to FIKA was conducted by taking into account the whole of these study
criteria.

3.1.2 An overview of the related work

In this section, we describe several researches on knowledge acquisition (other than cases)
in CBR. For the sake of simplicity, we have decided to adopt a synthetic presentation and to
study the different approaches according to the following criteria:

Type of system The type of system described: case-based planner, case-based
design, etc.

Application domain The application domain in which the system has been experi-
mented

Knowledge source The source for knowledge acquisition: from outside the system
or from the knowledge already available in the system

Acquired knowledge Form of the acquired knowledge: cases, adaptation rules, adap-
tation cases, etc.

Acquisition method Acquisition strategy exploited: automatic learning, interactive
approach

Acquisition period Step of the CBR system life-cycle where the acquisition is per-
formed: during the system design, during the system use, during
the maintenance phase

Details More information about the approach
References Related bibliographical references

For further reading, a review focusing more specifically on approaches of adaptation
knowledge acquisition is performed in [Lieber et al., 2004]. Three main criteria are used
to compare the various approaches: knowledge sources used for acquisition, hypotheses on
knowledge representation and type of acquired knowledge. More specific criteria are also
used to go further on the comparison of a selected subset of approaches.

Hammond, CHEF

Type of system Case-based planner
Application domain Cooking domain (design of recipes)
Knowledge source Causal model of the domain
Acquired knowledge Adaptation rules, indexing rules
Acquisition method Automatic: learning by remembering (storage of successfully

adapted plans or repaired plans), failure-driven
Acquisition period During the reasoning cycle (during the repair step)
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Details CHEF takes advantage of a failure to anticipate it in further rea-
soning cycles. When an adapted plan fails, it builds up a causal
explanation of the failure in order to anticipate a future similar
problem. This approach is an incremental repair process.

References [Hammond, 1986], [Hammond, 1989], [Hammond, 1990]

Aamodt, CREEK

Type of system General framework for CBR system
Application domain Several application domains, including oil drilling applications
Knowledge source Already available knowledge, system user
Acquired knowledge Cases, domain knowledge
Acquisition method Learning by remembering, building of domain model
Acquisition period During the system use
Details This work is motivated by the observation that, in order to per-

form its tasks, a CBR system needs a comprehensive model of
the general domain knowledge. As argued by the author, this
has led to the development of systems combining model-based
and case-based approaches such as CREEK. CREEK provides CBR

systems with strategies to perform particular learning tasks and
to know how to combine these tasks. CREEK learns from ev-
ery problem-solving experience and even if the learning process is
mainly focused on the case base, learning is also possible through
interactions with the user.

References [Aamodt, 1990], [Aamodt, 2004]

Hastings, CARMA

Type of system Case-based advisor
Application domain Rangeland grasshopper infestation prediction
Knowledge source Available knowledge, domain experts
Acquired knowledge Adaptation parameters (parameters configure influence of each

attribute on the solution)
Acquisition method Automatic, using domain knowledge and a set of training cases

given by the expert
Acquisition period During the reasoning cycle
Details The learning process consists in learning adaptation weights for

a given situation
References [Hastings et al., 1995], [Branting et al., 2001]
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Leake, DIAL

Type of system Case-based planner
Application domain Disaster response planning
Knowledge source Available knowledge (case base and adaptation knowledge) and

expert
Acquired knowledge Adaptation rules, adaptation cases
Acquisition method Automatic and interactive when the automatic process fails
Acquisition period During the reasoning cycle
Details DIAL is inspired by previous case-based planners such as CHEF.

The adaptation process is performed by a case-based process on
the adaptation process itself: it is a combination of transforma-
tions with memory search processes in order to find the required
knowledge. Adaptation knowledge consists of general adaptation
rules and prior successful adaptation cases. The adaptation effort
is stored and reused for an adaptation-guided retrieval approach.

References [Leake et al., 1996a], [Leake et al., 1996b], [Kinley, 2001]

Hanney and Keane

Type of system Test-bed applications
Application domain Car prices and house-selling benchmarks
Knowledge source Pairs of similar cases from the case base (and, possibly, other

available knowledge)
Acquired knowledge Adaptation rules, possibly generalised adaptation rules
Acquisition method Automatic (machine-learning approach)
Acquisition period Before the reasoning cycle
Details Adaptation rules are generated by examining the differences be-

tween problems related to the differences between solutions.
References [Hanney and Keane, 1996], [Hanney and Keane, 1997]

Jarmulak and Craw, Tablet formulation

Type of system Case-based design
Application domain Tablet formulation
Knowledge source Cases of the case base
Acquired knowledge Adaptation rules, adaptation cases
Acquisition method Automatic (introspective learning)
Acquisition period Off-line
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Details This work develops knowledge light methods for learning adap-
tation knowledge from the cases in the case base by applying
introspective learning. The authors experiment further with sev-
eral learning algorithm and compare results. The approach is
suitable for substitutional adaptation and for both nominal and
numerical values in decomposable design problems.

References [Jarmulak et al., 2001], [Wiratunga et al., 2002],
[Craw et al., 2006]

d’Aquin and Lieber, manual knowledge acquisition with experts

Type of system Decision support
Application domain Oncology (KASIMIR project)
Knowledge source Experts
Acquired knowledge Adaptation knowledge (rules, cases)
Acquisition method Manual process with the expert
Acquisition period During system design
Details Use of informal meeting minutes with experts and knowledge en-

gineers. Emphasis on the role of the decomposition of the global
adaptation process into simpler adaptation steps.

References [Lieber et al., 2001], [Lieber et al., 2005], [d’Aquin et al., 2006]

d’Aquin and Lieber, CABAMAKA

Type of system Decision helping
Application domain Oncology (KASIMIR project)
Knowledge source Pairs of similar cases from the case base (and, possibly, other

available knowledge)
Acquired knowledge Adaptation rules
Acquisition method Automatic
Acquisition period Off-line, in a process supervised by the expert
Details The approach uses a knowledge discovery process (frequent pat-

tern extraction) to build association rules. In other words, data
mining algorithms are applied to detect regularities which are can-
didates to become adaptation rules. A specificity of this system is
that interactions with an expert are possible to manually validate
the acquired rules.

References [d’Aquin et al., 2004], [d’Aquin et al., 2007]
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The following researches have not been studied in details although they are interesting
approaches to knowledge acquisition. For example, the work described in [Cho et al., 1999]
on the domain of travel and in [Lee, 2003] on the domain of car price estimation can be
related to the approach developed by Hanney and Keane. In the same vein, but from a more
general point of view, Wilke [Wilke et al., 1996] proposes a general framework for automatic
adaptation knowledge acquisition that relies on a set of knowledge containers. On an other
plane, in [Corchado and Lees, 2003], the authors exploit an artificial neuron network (RBF:
radial basis function) to perform adaptation. The learning process occurs during the training
of the neural network (it is trained by a set of source cases selected during the retrieval
process) but the knowledge is not retained in the system, it is used only for the current
problem-solving session. Zehraoui [Zehraoui, 2004] uses connectionist indexing techniques
to add cases to a case base. The aim is to improve case retrieval by learning prototypical
cases. Learning of similarity measures is also an active research topic. For example, in
[Richter, 1992], the authors propose a method for classification and learning of similarity
measures. Approaches such as [Cox and Ram, 1999], [Ram, 1993] propose to integrate
multiple learning strategies in CBR system to give the user the ability to choose the more
suitable learning strategy for the current task. A novel approach that brings together web
mining and adaptation knowledge learning issues in proposed in [Leake and Powell, 2007].
In their work, the authors propose the WEB ADAPT system that implements these principles
in the travel domain. In some way, the WEB ADAPT system can be related to DIAL and
to CABAMAKA. In [Cheng and Hüllermeier, 2008], the authors propose a machine learning
approach to similarity assessment that consist in combining local similarities measures in a
global one. The originality of the approach rests on the nature of the training information: the
method makes use of qualitative feedback in the form of similarity comparisons, revealing
which one of two candidate cases is more similar to a third one. Incremental knowledge
acquisition is also studied in [Khan, 2003]. In this work, the Ripple Down Rules (RDR)
framework [Compton and Jansen, 1988], [Compton and Jansen, 1990] is extended to allow
the interactive and incremental development of a knowledge base used for retrieval and
adaptation. The author demonstrates how this approach allows the knowledge maintenance
task of the knowledge engineer to be overcome. The approach has been implemented in
a CBR system named MIKAS (Menu Construction using Incremental Knowledge Acquisition
Systems) for the design of menus according to dietary requirements. For all these approaches,
as for the one we propose here, an issue can be raised: are these methodologies likely to be
useful in other problem-solving domains where experts have an important role to play?

3.1.3 Synthesis of the related work

Figure 3.1 shows the synthesis of studies mentioned previously which follow three lines
of study:

- Type of acquired knowledge;
- Method of acquisition;
- Period in which the acquisition takes place.

With regard to the type of acquired knowledge, we focused on all forms of domain
and adaptation knowledge. The study of acquisition of cases and knowledge specific to
similarity measure was left out as it lays too far outside our field of interest. Concerning
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In order to study the knowledge acquisition issue, 8 systems have been com-
pared according to three criteria. The type of knowledge acquired is repre-
sented on the horizontal dimension. The method of acquisition is represented
on the vertical dimension. The third criterium (period of acquisition) is repre-
sented by the colour information: off-line approaches are represented in light
grey while on-line approaches are in dark-grey.

Figure 3.1: Knowledge acquisition in CBR: a review.

the method of acquisition to be used, we make a distinction between automatic, interactive,
and manual methods. Some approaches can be called both automatic and interactive, either
because they alternate according to the situation, or because they are automatic approaches
producing knowledge which must be validated by an expert. Finally, we differentiate between
two periods in which the acquisition process may take place: during the reasoning cycle or
outside it. When the acquisition takes place during the reasoning cycle, knowledge is acquired
while the problem-solving process is going on. Acquisition outside the reasoning cycle may
happen either during the design of the system, to build an initial knowledge base, or during
the system maintenance phase, to improve the knowledge base as needed.

As shown in figure 3.2, the FIKA approach, which we will describe later, fills an obvious gap
by proposing a manual or interactive approach for the acquisition of various CBR knowledge
during the reasoning process.

3.2 FIKA: Failure-driven Interactive Knowledge Acquisition

FIKA methodology focuses on the acquisition of CBR knowledge which is “difficult to
grasp” and which must be captured “in context”. To this end, it proposes an interactive and
opportunistic approach of the knowledge acquisition process from the expert. This section
explains in details the principles of FIKA.
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As an on-line, interactive and opportunistic approach to knowledge acquisition,
FIKA is complementary to the usual approaches of knowledge acquisition in CBR.

Figure 3.2: FIKA and knowledge acquisition in CBR.

3.2.1 Motivations

The building of FIKA principles originates from several observations using different expe-
riences in knowledge acquisition, particularly within our research team. In a CBR system, the
knowledge acquisition process is very difficult to model as it entails a lot of “test and error”.
It can however be summarised in three main steps:

- During the construction phase: building of the initial case base, which should reflect
the domain under study, and modelling of a certain amount of similarity and adaptation
knowledge to reason on cases;

- During the system testing phase: solving of a number of problems by experts with the
help of knowledge engineers, increase of the case base and improvement of associated
knowledge bases;

- As soon as the system is efficient enough, use in real life set-up by domain practitioners,
evolution of the knowledge system, modification of the practitioner’s understanding of
his domain.

Even if the FIKA approach can be used efficiently to support the acquisition of initial
knowledge, it was created to answer the interactivity requirements in the evolution process
of existing knowledge bases. Our team’s experience has shown that this type of approach
could prove very useful and that it is missing in numerous systems, thus preventing their evo-
lution. FIKA is not an automatic learning approach (in the machine learning sense). Indeed,
in symbolic and/or numerical learning approaches, algorithms mobilise data or knowledge
already available in the system to build new knowledge. FIKA is applicable in situations where
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automatic learning approaches cannot be used, particularly when already available knowledge
is not sufficient. The knowledge in this case is often precise and issued from experience.

3.2.2 FIKA principles

The scenario illustrated on figure 3.3 corresponds a typical use of a CBR system by an
expert.4 It is to be observed that, in order to solve a particular problem, the expert is
interacting permanently with the system and its environment. The expert tests the solutions
in real life and if the test fails, he interacts with the system to point out the error and possibly
to amend or add to the knowledge that caused the error. The FIKA approach is adapted for
the acquisition of knowledge in situations like these. The various notions introduced in this
example: the expert, the role of “real life”, the mode of interaction with the system, the
notion of knowledge, will be discussed in detail later in this section.

An interactive approach

The interactive aspect of the FIKA approach lies in the fact that the building of knowledge
to be acquired is done through the interactions between the expert and the system. The
knowledge acquisition process is part and parcel of the CBR process itself: in this way, one is
assured of not diverting the expert from his main task. Then the solution of the problem is
a process in which the reasoning capacities and the knowledge of the system and the expert
are “blended” into a loop in order to reach the target. Knowledge acquisition can then benefit
from this loop.

Another benefit of this approach is that the expert can go on learning in his own domain
as he uses the system. Through interaction with the system, he improves his understanding
of the way the system works, how its reasoning is built, which important piece of knowledge
has not yet been modelled into the system.

The pair “expert/CBR system” forms a system which we call “learning system”. This idea
is illustrated in figure 3.4. This ability to learn from each problem-solving experience is refered
to as “ sustained learning” in [Aamodt, 1989].

An opportunistic approach

The knowledge acquisition process in FIKA is triggered off by “reasoning failures”: that
is the opportunistic aspect of the approach. A reasoning failure occurs when the solution
proposed by the system is deemed unsatisfactory by the expert. Supposing that the reasoning
engine is correct (in other words, that the system does not go wrong), then we must admit
in such a case that the knowledge used to solve the problem is incorrect, incomplete, or in-
adapted to the given situation and must therefore be improved. An important problematic is
to know then how to recognise a reasoning failure and when to start the interactive acquisition
process.

To sum up, the opportunistic aspect of the FIKA approach places the expert in favourable
context for the acquisition of precise knowledge. In the previous example, the first cake
was spoilt because of a problem in the recipe. In this particular context, the cookery expert
was quite capable of identifying that the problem was linked to some ingredients used in the

4This comic has been drawn by Mauricio Meurer after a scenario written for the purpose of this work.
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This scenario illustrates a use-case of a CBR system (such as TAAABLE, de-
scribed in chapter 6). The user asks the system for a recipe for a cake. When
he tries the recipe suggested by the system, he realises that there is a problem
(actually, the cake is spoilt). Through interactions with the system, the expert
manages to explain why the cake is spoilt and the system is able to find a new
solution. The system is able to learn new knowledge from this failure and to
reuse this knowledge to avoid the failure occurring again.

Figure 3.3: A use-case of a CBR system.
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Expert and system are involved in a learning “spiral” where each one is able to
learn on the domain through interactions with the other. The issue for knowl-
edge acquisition tools is to provide an adapted support for these interactions.

Figure 3.4: Expert and CBR tool, a learning system.

recipe, to repair the problem and to transmit the knowledge related to this situation to the
system.

3.2.3 FIKA in the CBR process

The idea of using reasoning failures to improve system knowledge is not new. From the
beginning of CBR research, certain systems used reasoning failures to acquire new knowledge.
This is called “failure-driven learning”. For example, in CHEF [Hammond, 1986] (as well
as in PERSUADER [Sycara, 1992] and MEDIATOR [Simpson, 1985]), when failure occurs, an
explanation of the reason for the malfunction is given. The explanation is then used to repair
the proposed solution to the case. The repaired case is stored; the explanation may also be
stored. Then the case base is reorganised so that the repair which has just been made is
found and reused in future if a similar situation occurs. CHEF is part of the systems which
store repairs to avoid repeating errors in future situations. In systems producing failure-guided
learning, the failure report comes from the real world: it is either reported by the user or it
is noticed by the system itself, when it tries unsuccessfully to apply the solution it proposes.
Reasoning failures, reported and treated during the test-explanation-repair stage, are at the
root of a knowledge acquisition process.

Figure 3.5 compares the integration of the FIKA approach into the CBR cycle with the
traditional approach proposed by Riesbeck and Schank [Riesbeck and Schank, 1989]. The
left part of the figure (figure 3.5(a)) is a summarised version of the initial CBR flowchart
(the original diagram is shown in chapter 2, figure 2.2). In this approach, explanations and
repairs are memorised in order to be reused in later situations. The loop is made at the test-
explication-repair stage until a satisfactory solution is found. Knowledge acquired during this
process is then added to the various knowledge bases used by the system. On the contrary,
in FIKA (cf. figure 3.5(b)), all that is learnt during the repair stage is immediately added to
the knowledge bases and is used to produce a new solution to the problem. In fact, since the
knowledge acquired is that used in remembering and adaptation, it must be reused during the
reasoning process to test the relevance of the acquisition, and also to facilitate the solution
of the problem under processing.
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...
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Adaptation
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(a) Test, explanation, repair according to Riesbeck
and Schank.

...

Retrieval

Adaptation

Test
Interactive knowl-

edge acquisition

...

KO

OK

(b) Interactive knowledge acquisition in FIKA.

Figure 3.5: Failure-driven learning and FIKA: a comparison.

3.2.4 Definitions

Knowledge

The main focus of this work is knowledge acquisition, however, it is not in our scope to
discuss the concept of “knowledge” nor of the meaning of “system’s knowledge”. Nevertheless,
we would like to underline a work on this subject that is of major importance for us. This
work is the one of [Bachimont, 2004].

Bachimont defends the notion of “knowledge inscriptions” as symbols representing knowl-
edge in computer system, by contrast with the concept of “knowledge of the system” which is
meaningless if not considered with regard to the system’s user. According to this definition,
knowledge engineering should be a discipline aiming at instrumenting the user’s cognitive
work associated to the building of knowledge inscriptions in the system. Given such a defi-
nition, we can only speak about “knowledge” when the symbolic manipulations performed by
the system on the symbols “make sense” and have a justification to the user interacting with
the system. Hence, the quality of a knowledge engineering system should be evaluated by
its capability to be properly used in situation and to solve problems it has been conceived to
solve.

We want to insist on the fact that we adhere to this approach. When we speak about
“knowledge” of the system, we in fact speak about “inscriptions” of knowledge that make
sense for the user. We want to provide a support for the interactions between the system
and its user in order to contribute to the development of applications making sense to their
users and efficient to solve problems for which they were conceived.
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Oracle

The oracle “knows” if a solution is correct or not. Moreover, the oracle never makes
mistakes. We could compare the concept of oracle we use here to the notion of “outcome”
introduced by Kolodner in [Kolodner, 1993]: the oracle gives a feedback of the reality.

For example, the oracle is able to say if the duck à l’orange he is eating is tasty or not.
However, if the meal is not tasty, the oracle is not able to say why; for example he is not
able to say that the meal misses salt and pepper. In addition, he is not able to explain how
the recipe should be modified in order to make it tastier next time.

To better illustrate the oracle concept, consider an example from an other domain, the
carpentry domain. The virtual CBR system considered in this example is responsible for the
elaboration of wooden pieces used to assemble carpentry elements. In the case illustrated on
figure 3.6(a), the goal is to manufacture a piece that is perfectly adjusted to the slot in the
flat element.

(a) Problem: manufacturing a piece for
this slot.

(b) Failure: the piece is too small.

(c) Failure: the piece is too large. (d) Success: the piece is well suited to
the slot.

Figure 3.6: Oracle and expert, an example from the carpentry domain.

In the cases 3.6(b) and 3.6(c), the manufactured pieces are not suitable, either because
they are too large or too small. The only thing the oracle is able to say is that, in both cases,
the piece is not adapted (this is the result of trying to put the piece in the slot), but he is
not able to explain how to modify the pieces to make them adapted. By contrast, the oracle
is able to say that the piece in situation 3.6(d) is adapted.
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Expert

Usually, when an expert tries to solve a problem, he uses an approach based on a “know-
how” more than on an explicit theory. Here, we consider the expert as a domain specialist.
The expert has a knowledge that makes him able to understand his domain, he is able to
explain why a solution given by a system is unsatisfactory and he is able to identify “errors”
in the modelled knowledge or, in some cases, missing knowledge.

In the carpentry example introduced before, the expert, by contrast with the oracle is
able to explain that in the first situation of failure, the solution is to reduce the width and
to augment the length of the piece. The expert is also able to explain why the case 3.6(b)
is also a failure that cannot be fixed.

Collaboration of the oracle and the expert to solve a problem

In summary, the oracle identifies faulty solutions and then, the expert is in charge of
analysing the failure in order to identify the origin of the problem.

When a cook tastes the meal he has just prepared, he plays the role of the oracle: he
knows if it is tasty or not. If he observes that the meal is not enough salted, then he plays
the role of the expert. In the case of the carpentry example, it is the confrontation of the
solution to the reality that plays the role of the oracle: the piece is tested in real conditions.
The expert, i.e. the carpenter, can then repair the proposed solution if it is possible.

3.3 Implementations of FIKA

FIKA is a general approach for interactive and opportunistic knowledge acquisition. IAKA
and FRAKAS are models implementing the principles of FIKA. IAKA-NF and FRAKAS-PL

are prototypical applications that respectively illustrate the properties of the IAKA and the
FRAKAS models (the development of IAKA-NF and FRAKAS-PL has lead us to make some
implementation choices, they are discussed in the followings chapters). IAKA-NF(f) and
FRAKAS-PL(ONCO) are application: they correspond to the use of IAKA-NF and FRAKAS-PL

on specific domains and with specific knowledge bases.
Figure 3.7 gives a global vision of the organisation of our different contributions. It must

be remarked that TAAABLE is an application that we have used to manually experiment with
some FIKA principles.

The three following chapters are dedicated respectively to IAKA, FRAKAS, and TAAABLE.
This section only gives a quick overview and a comparison of IAKA and FRAKAS. As it has
not been formalised yet, the method developed in TAAABLE is not taken into account in this
comparison.

3.3.1 IAKA, a method for acquiring cases and adaptation knowledge

IAKA provides a methodology for adaptation knowledge acquisition in CBR systems where
the reasoning can be decomposed in reasoning steps. In this approach, the assumption is
made that the knowledge to be acquired is often linked to the cases. The identification
of the knowledge to acquire is performed through an analysis of the reasoning leading to
the solution. One of the advantages of such an approach is that the decomposition of the
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Principles

Models

Prototypes

Applications

FIKA

IAKA FRAKAS

IAKA-NF FRAKAS-PL

IAKA-NF(f) FRAKAS-PL(ONCO)TAAABLE

Figure 3.7: FRAKAS, IAKA and FIKA.

reasoning allows the used knowledge and the missing knowledge to be easily identified. Indeed,
in order to solve a problem, the system builds intermediate problems, each intermediate
problem corresponding to the application of a specific knowledge. When a failure occurs,
the intermediate problems are shown to the expert who can, then, analyse each knowledge
independently from the others.

IAKA-NF, the IAKA prototype, implements the differential adaptation strategy that ap-
pears to be well suited to an approach such as FIKA.

3.3.2 FRAKAS, a method for acquiring domain knowledge

The FRAKAS approach aims to facilitate the acquisition of domain knowledge. This
knowledge, although used to adapt cases, is not supposed to be linked to the cases. In
FRAKAS, the identification of knowledge to be acquired is done, not by analysing the reason-
ing, but by analysing the solution. In the case of failure, the solution is analysed by the expert
who must identify inconsistencies in the solution using his own knowledge. The system is
able to infer, from the analysis of these inconsistencies, new knowledge which will allow it to
avoid repeating the mistake in future.

FRAKAS-PL, the FRAKAS prototype, is based on the implementation of the conservation
adaptation paradigm, where domain knowledge is used to guide adaptation.

3.3.3 Comparison of IAKA and FRAKAS

The following tables show briefly the main characteristics of IAKA and FRAKAS (ta-
ble 3.1), and compare them to associated prototypes (table 3.2). These tables are revised
and completed in the discussion of this document (cf. chapter 7) in order to present a
synthesis of the approaches developed in this study.
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IAKA FRAKAS

Knowledge to acquire Cases and adaptation knowledge Domain knowledge

Type of solution (candidate
solution, denoted gSol(tgt))

Best operational solution
according to the knowledge
available in the system (this
entails the notion of quality of a
solution with respect to a given
problem)

Operational solution consistent
with the system domain
knowledge

Reasoning failure The solution is not “good
enough” according to a
predefined set of criteria

The solution is inconsistent with
respect to the expert’s
knowledge

Interaction mode The expert analyses each
intermediate solution

The expert analyses the final
solution

Reasoning mode Decomposition of the reasoning
process in several steps
(intermediate problems)

Monolithic reasoning

Aim of the approach Progressive improvement of an
initial knowledge base, building
of an initial knowledge base

Progressive improvement of an
initial knowledge base, (the
building of an initial knowledge
base is possible too, but less
relevant in this case)

Table 3.1: IAKA and FRAKAS: a comparison.

3.3.4 Synthesis

The table 3.3 presents a short synthesis of the main principles of the approach. This
table is given at the end of each one of the three following chapters to show in what each
of the approaches we describe is a variation of the FIKA approach.

3.4 Conclusion

Case-based reasoning is by now a fairly well formalised process and the major stake
for researches in this field is the development of efficient knowledge acquisition methods
and tools to feed such systems. The thesis described in this document proposes a generic
knowledge acquisition approach (FIKA) adapted to case-based reasoning, which differs from
other approaches in a number of characteristics: interactive, opportunistic (i.e., guided by
reasoning failures), user centred and linked to the reasoning cycle. In FIKA, the expert domain
user plays a major and active part, since he participates in the construction of knowledge
which will be represented in the system. Thus, the knowledge used by the system makes
sense to the expert and the “expert-CBR system” pair appears as a learning system in which
the expert and the system solve —and learn to solve— problems together.

A criticism which might be levelled at FIKA is that this approach requires a lot of effort
to acquire eventually only small knowledge units. FIKA is not in fact an approach designed
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IAKA-NF FRAKAS-PL

Adaptation strategy Differential adaptation Conservative adaptation

Implementation details Full system with textual
interface, virtual expert and
virtual oracle

Full system with graphical
interface to support interactions

Implementation language Java Java

Experimentation domain Numerical functions Breast Cancer Treatment

Experimentations Numerical experiments with
various functions

Manual experimentations, but
not with a real expert

Table 3.2: IAKA-NF and FRAKAS-PL: a comparison.

FIKA general principles

F
IK

A

Description Principles

Knowledge intensive The knowledge targeted by the knowledge
acquisition process comes from outside the
system (by contrast with knowledge-light
approaches).

Interactive The expert is strongly involved in the
problem-solving process and in the knowledge
acquisition process.

Opportunistic The system exploits reasoning failures to trigger
the knowledge acquisition process thus ensuring
that the expert is already “in context” and
consequently in “optimal conditions” to
participate to the knowledge acquisition process.

Table 3.3: FIKA general principles.

for quantity, but for the acquisition of precise knowledge, in context. However, FIKA answers
a particular need, that of acquiring knowhow, not theoretical knowledge. Because of its
experiential nature, this practice-linked knowledge proves more efficient than other acquisition
approaches used in CBR. The acquisition of knowledge as performed by FIKA is iterative: at
each reasoning cycle, new pieces of knowledge are acquired and the system is therefore more
efficient during the following cycle.

FIKA can be seen as a complement to traditional automatic approaches for knowledge ac-
quisition in CBR. It is an additional brick in the construction of a global knowledge acquisition
method covering all aspects of reasoning. The study of the various possible links between
FIKA and other approaches constitutes a very important perspective for this work.

Following chapters are dedicated to the description of IAKA and FRAKAS which are two
extensions of FIKA.
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S’il n’y a pas de solution, c’est qu’il n’y a pas de problème.

Devise Shadok

4
IAKA, INTERACTIVE KNOWLEDGE ACQUISITION

This chapter presents the IAKA approach for interactive knowledge learning in CBR systems. A
system implementing the IAKA principles is able to learn adaptation knowledge during the CBR cycle.
The approach conveys the different aspects described in FIKA: opportunism, as IAKA is a failure-driven
approach, and interactivity as it is performed on-line and exploits experience feedback.

This chapter also describes IAKA-NF, a CBR system prototype that carries out the IAKA principles.
IAKA-NF is a prototype for testing IAKA in the domain of numerical functions where both the expert
and the oracle can be simulated. The main advantage of IAKA-NF is that it shows how, under
certain assumptions, the principles of IAKA can be implemented in a real-world application to “enrich”
knowledge bases. This prototype has been implemented using a specific knowledge representation
formalism (numerical functions). The adaptation is performed by the mean of differential adaptation
strategy and both the expert and the oracle are simulated by an external program. Several experiments
have been conducted with IAKA-NF. They allow us to validate the IAKA principles and to study several
issues of the knowledge learning process in CBR.

Experiments with IAKA-NF, even if they were performed with a virtual expert and a virtual oracle,
gave promising results and opened several research directions that are discussed at the end of the
chapter.
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Several ways of performing knowledge acquisition have been explored in CBR related
research. For instance, knowledge engineers and domain experts can collaborate to model
knowledge of the domain. This manual approach is efficient because it allows the acquisition
of relevant knowledge coming from the expert but it is constrained by the availability of
the expert and of the knowledge engineer. Other approaches rely on the knowledge already
available in the system (often in the cases) to infer new knowledge, like adaptation rules.
Theses approaches are efficient in the sense that they automate the acquisition process but
they produce a large amount of knowledge that has to be validated by an expert. Moreover,
this validation phase is performed off-line, out of a specific context, thus it may be felt
by an expert as an irksome task. Hybrid approaches, such as the one presented in this
chapter, combine the reasoning capabilities of the system with interactions with the user to
acquire missing knowledge in context. Indeed, IAKA is an approach for interactive knowledge
learning in CBR systems. It defines a knowledge representation formalism for cases and
adaptation knowledge in CBR systems and a set of associated strategies and methods for
knowledge acquisition. The representation formalism ensures a fine-grained representation
of the available knowledge thus allowing facilitating the precise identification of the faulty
pieces of knowledge through interactions.

IAKA implements the FIKA principles: interactiveness and opportunism. IAKA is interactive
in so far as it exploits interactions between an expert, an oracle and the system during
CBR sessions. Its opportunistic aspect is due to the fact that reasoning failures trigger the
acquisition process: the system seizes this opportunity to identify missing knowledge and to
acquire it. One of the main advantages of this approach is that it focuses on knowledge known
to be needed, which constitutes a strong guidance for the knowledge acquisition process and
alleviates the effort required by the expert. IAKA contributes to defend a unified view of CBR

steps and knowledge containers: the CBR process is considered in its global nature and the
knowledge acquisition process focuses on the knowledge of the system (cases and adaptation
knowledge are closely linked and are acquired at the same time). When a failure occurs, the
applicability of the adaptation knowledge for this case has to be questioned. In this case, an
interactive process involving the end user allows the system to precisely identify and correct
the faulty knowledge. As the adaptation knowledge is corrected in the context of the case
being solved, it stays linked with the case. The acquisition of new cases and adaptation
knowledge allows the knowledge base of the system to be progressively improved.

This chapter is organised as follows. Section 4.1 is dedicated to the description of the
IAKA principles. Notions and notations used in this chapter are presented and the implemen-
tation of the IAKA principles in a CBR system are discussed. Section 4.2 presents IAKA-NF, a
prototypical CBR application that implements the IAKA principles with a particular formalism,
that of numerical functions. This section illustrates how, under certain assumptions, the
IAKA principles can be implemented in real world applications. Section 4.3 presents exper-
imental results observed with IAKA-NF in several situations. The experiments are relevant
both to validate the principles advocated in IAKA and to deal with more general issues of
knowledge acquisition in CBR. Section 4.4 discusses the approach, compares it with related
work and draws some prospects for this work. Finally, section 4.5 concludes this chapter.
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4.1 The IAKA approach

IAKA stands for “InterActive Knowledge Acquisition”. The main idea of this approach is
to exploit reasoning failures and their correction to learn cases and adaptation knowledge.
A reasoning failure occurs when the candidate solution given by the system is not “good
enough” with respect to a given criteria. The occurrence of a failure highlights the fact
that knowledge is missing. When correcting a failure (i.e., when improving the quality of the
candidate solution), the required knowledge is added to the knowledge base and is reused in
the following reasoning sessions to improve the solutions. The acquisition process is made
possible through interactions with an oracle who is capable of pointing out that a given
solution is incorrect and to an expert who is capable of providing the necessary adaptation
knowledge.

The explanation of the principles of IAKA requires a set of definitions and hypotheses on
the oracle, on the expert and on knowledge available in the system. These definitions and
hypotheses are given hereafter.

4.1.1 Expert and oracle in IAKA

For being able to perform knowledge acquisition, a system needs a feedback on the
solutions it produces. For this purpose, in IAKA, we make the assumption that an oracle
and an expert are available. The system can interact with the oracle to know if a solution
is correct or not, but the oracle knowledge remains inaccessible. The expert is capable of
correcting an incorrect solution and of building (in collaboration with the system) missing
adaptation knowledge when he is asked for.

The role of a CBR system is to produce an operational solution, i.e., a solution that is
easily applicable and that will help the user on his problem-solving task. Let us assume that
Léon wants to cook a dessert with rhubarb. He asks his favourite CBR system for a dessert
recipe with rhubarb as a main ingredient. If the system provides him with a detailed rhubarb
pie recipe, Léon will be satisfied. On the contrary, if the system provides him with a recipe
such as “Take some rhubarb, some sugar and some pastry, make a tart”, Léon will ask for a
more detailed solution.

An important issue is to define how good a solution is. From a practical point of view, a
good (i.e., satisfactory) solution is a solution that fulfils a set of satisfaction criteria defined
by the expert. From a formal point of view, it is often possible to define a measure of
satisfaction. For example, if there is a way to know the “ideal” solution, then, the candidate
solution can be compared to the “ideal” solution. In IAKA, we consider that a candidate
solution is a satisfactory solution when the gap between the candidate solution and the
“ideal” solution is smaller than a given threshold (depending on the expert’s level of demand
and called “tolerance threshold”). This measure of satisfaction is given by the oracle. The
roles of the oracle and the expert can be summarised as follows.

The oracle:

- Is able to say if the candidate solution is correct or not;
- Is able to give an estimation of “how good” the candidate solution is given the current

problem.
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The expert:

- Has a tolerance threshold denoted by ε, that defines his “level of satisfaction” and that
is used by the pair “CBR system - oracle” to decide if a solution is satisfactory or not;

- Interacts with the system to improve knowledge when unsatisfactory solutions occur.

4.1.2 Definitions and hypotheses for IAKA

The purpose of this section is to introduce the vocabulary used in the IAKA approach.
IAKA assumes that all the knowledge available in the system is represented by descriptors,
cases, adaptation operators and adaptation methods. Each one of these elements as well as
their relations are going to be defined. The hypotheses made in IAKA are generic enough to
be suitable for a large number of CBR systems.

The Flatland domain

In order to illustrate the definitions described in this section, a fictive application domain has
been chosen: Flatland. This domain is strongly inspired by the novel Flatland by Edwin A.Abbott
[Abbott, 1884].

In this domain, problems consist of ordered pairs of shapes and solutions consist of single
shapes. Shapes have two properties: number of edges and colour (figure 4.1 illustrates problem
and solution spaces in Flatland).

It must be remarked that there is no available rule allowing the immediate computation of the

solution given the knowledge on the problem.

Problem and solution spaces in Flatland

Problem space Solution space

...

...

A problem is an ordered pair of shapes, a solution is a single shape.

Figure 4.1: A subset of the problem space and the solution space.

Cases

Notions of problem and solution are defined as follows. If pb is a problem (resp., sol is
a solution), then pb (resp., sol) is an expression in a knowledge representation formalism
representing a problem (resp., a solution). Lpb denotes the problem space and Lsol denotes
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the solution space. Moreover, a binary relation on Lpb × Lsol is assumed to exist with the
semantics “has for solution”. The pairs (srce, Sol(srce)) ∈ Lpb × Lsol, such that srce

has for solution Sol(srce), are called source cases. The relation denoted by H is a set of
dependence relations indicating that there exist links (dependencies) between the problem
part of a case and its solution part. With the knowledge of H, the system is able to make a
suitable modification on a solution part of a case when there is a modification on the problem
part. The aim of the CBR process is to find a solution for the target problem denoted by tgt

by adaptation of a source case. As there is no guarantee that the result of the adaptation
gives a “valid” solution, the solution produced is called a candidate solution and is denoted by
S̃ol(tgt). A candidate solution becomes a solution once it is validated by an expert through
interactions. Figure 4.2 shows examples of source cases from the Flatland domain.

Examples of source cases

srce1

Sol(srce1)

srce2

Sol(srce2)

srce3

Sol(srce3)

H H H

A case consists of a problem part and a solution part. There exist
links between problem descriptors and solution descriptors, they are
materialised by the relation H.

Figure 4.2: Examples of source cases in Flatland.

Adaptation knowledge

Adaptation knowledge is assumed to be organised in adaptation methods. An adaptation
method consists of a set of adaptation operators. An adaptation method contains the
necessary knowledge to compute a candidate solution S̃ol(tgt) for the target problem tgt

given (srce, Sol(srce)). Each adaptation operator performs local changes on small parts
of the problem and the solution (usually, on descriptors). The knowledge contained in an
adaptation operator can be decomposed in two elements: a relation r and an adaptation
function Ar. r can be seen as a (dis)similarity relation between problems.

Definition 4.1 (Adaptation operator —AOr = (r,Ar))

An adaptation operator AOr is a pair (r,Ar) where r is a binary relation between
problems (r⊆ Lpb × Lpb).
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r is a relation between problems meaning that tgt is related to srce and Ar is an adap-
tation function allowing the computation of S̃ol(tgt) from Sol(srce) given the knowledge
of r.

Definition 4.2 (Adaptation function —Ar)

Ar is an adaptation function:

if (srce, Sol(srce), tgt) ∈ Lpb × Lsol × Lpb and srce r tgt

then Ar(srce, Sol(srce), tgt) is a candidate solution of srce.

Given two problems related by r, the adaptation function Ar allows the computation of
a solution for a problem by adaptation of the solution of another problem (and according
to r).

Ar : (srce, Sol(srce), tgt) 7−→ S̃ol(tgt) (Adaptation function)

S̃ol(tgt) is a candidate solution for tgt obtained by adaptation of Sol(srce) and taking
into account the differences between srce and tgt (relying on the knowledge of the relation
r).

To put it another way, an adaptation operator can be viewed as an adaptation rule:

if srce r tgt

then (srce, Sol(srce)) can be adapted by Ar in a candidate solution

S̃ol(tgt) of tgt

Figure 4.3 gives a graphical view of the concept of adaptation operator and example 4.1
illustrates this concept in the Flatland context.

srce tgt

Sol(srce) S̃ol(tgt)

H H̃

r

Ar

Figure 4.3: An adaptation operator in IAKA.

Example 4.1 - An example of adaptation operator

Figure 4.4 is a first illustration of the concept of adaptation operator. The retrieved source
case (problem and solution) is represented on the left hand of the figure. The target problem and
the candidate solution obtained by adaptation are represented on the right hand. The relation r

between srce and tgt has the following meaning: to go from srce to tgt, an edge has to be added
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to the first shape of the pair. In other words, the difference between srce and tgt is that there is
one more edge on the first shape of tgt. Except this difference, all the relevant attributes of the
shapes are identical. To r is associated the adaptation function Ar which meaning is: If there is

one more edge on the first shape of the target problem, then the source solution must be adapted

by adding one edge to it. Hence, gSol(tgt) is obtained by application of Ar on Sol(srce).

Adaptation operator

srce tgt

Sol(srce) gSol(tgt)

H eH

r

Ar

Figure 4.4: An adaptation operator in Flatland.

An adaptation method consists of a finite set of adaptation operators. An adaptation
method is always associated to a case. When the purpose is to adapt a case, the adaptation
operators that are to be used are chosen in one of the adaptation methods linked to the
retrieved source case. The same adaptation method can be linked to several cases. A single
case can be associated to several adaptation methods. No assumption is made on the way
the association of the adaptation method to the source case has to be performed.

Definition 4.3 (Adaptation method —AMsrce)

The adaptation method AMsrce associated with the case (srce, Sol(srce)) is a finite
set of adaptation operators AOr = (r,Ar).

An adaptation operator in IAKA is what is called a reformulation in [Melis et al., 1998].
The notions of adaptation operators and adaptation methods can be linked respectively to
adaptation specialists and adaptation strategies in [Smyth and Keane, 1998].

Adaptation process

An adaptation method consists of several adaptation operators. In order to adapt a
source case, adaptation operators have to be selected and organised. If there is strategic
knowledge available in the system, it can be used for this purpose. This process leads to the
building of a similarity path and an associated adaptation path.
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Definition 4.4 (Similarity path —SP)

A similarity path from a problem srce to a problem tgt is a set of q triples
(pbi−1, ri , pbi) with:

- pbi : i
th problem of the path;

- pb0 = srce;
- pbq = tgt;
- pbi−1 ri pbi (for i ∈ {1, . . . , q});
- ri is such that (ri ,Ari ) is an available adaptation operator.

P(srce, tgt) denotes the set of similarity paths that can be built from srce to tgt. If
srce = pb0 and tgt = pbq, then this similarity path can be written:

pb0 r1 pb1 r2 pb2 . . . pbq−1 rq pbq

A similarity path is a path from srce to tgt in the problem space Lpb structured by
the set of relations denoted by r. The similarity path have to be built in accordance with
the adaptation operators available in the selected adaptation method. These adaptation
operators are applicable to the source case and to all the intermediate problems generated
from this source case. Figure 4.5 illustrates the notion of similarity path, an example in the
Flatland domain will be given later (see example 4.2). The question of how to choose a
suitable similarity path will be addressed in definition 4.8.

srce pb1 pb2 tgt
r1 r2 r3

Figure 4.5: A similarity path.

The building of the adaptation path is straightforward: the adaptation operators Ari

matching the relations ri are selected and applied.

Definition 4.5 (Adaptation path —AP)

The adaptation path AP associated to a similarity path SP is a set of q triples
(S̃ol(pbi−1),Ari , S̃ol(pbi)) with:

- S̃ol(pb0) = Sol(srce);
- S̃ol(pbi) = Ari (pbi−1, S̃ol(pbi−1), pbi);

- S̃ol(pbq) = S̃ol(tgt).

Figure 4.6 presents the previous similarity path (see figure 4.5) and its associated adapta-
tion path. The adaptation operators involved are selected among all the adaptation operators
available in the chosen adaptation method associated to the retrieved source case. It must be
remarked that the intermediate problems are virtual in the sense that they are introduced for
the purpose of reasoning and are neither previously solved problems (i.e., source problems),
nor the problem being currently solved (i.e., the target problem). The relation H̃ is a copy of
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the relation H. Indeed, we make the hypothesis that this relation holds for the intermediate
problems generated from the source problem.

srce pb1 pb2 tgt

Sol(srce) S̃ol(pb1) S̃ol(pb2) S̃ol(tgt)

r1 r2 r3

Ar1 Ar2 Ar3

H H̃ H̃ H̃

Figure 4.6: An adaptation path

Example 4.2 - Adaptation steps

In this example, the aim is to solve the target problem “black pentagon, white circle” (on the
top right side of figure 4.7). For that, the systems retrieves the source case “white square, black
octogon→ black pentagon” (on the left hand of figure 4.7) and its associated adaptation method.
They have been retrieved because they allows us to build a “good” similarity path between the
source case and the target problem (the meaning of “good similarity path” will be discussed with
definition 4.8). The building of the similarity path implies the use of adaptation operators that are
all available in the retrieved adaptation method. It must be remarked that the adaptation operators
contained in the retrieved adaptation method AMsrce are applicable not only on the source case but
also on the intermediate cases generated during the problem-solving process.

In this example, three adaptation operators (pairs r,Ar) are used. The first one, AO1, says
“when the second shape changes colour from black to white, the solution changes colour from
black to white.” The second one, AO2, says “when the first shape wins an edge, the solution wins
an edge”. The third one, AO3, says “when the second shape changes from any shape to a circle,
the solution wins an edge”.

Adaptation operator

srce pb1 pb2 tgt

Sol(srce) gSol(pb1) gSol(pb2) gSol(tgt)

H

r1

Ar1

r2

Ar2

r3

Ar3

Figure 4.7: An adaptation in three steps.

The adaptation process is performed following one or several adaptation steps. An
adaptation step allows the computation of the solution S̃ol(pbi) for a problem pbi given
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(pbi−1, S̃ol(pbi−1)). Hence, an adaptation step corresponds to the application of an adap-
tation operator.

Definition 4.6 (Adaptation step)

Each triple (S̃ol(pbi−1),Ari , S̃ol(pbi)) is called an adaptation step.

In the previous example (example 4.2), the adaptation process is decomposed in three
steps, each step corresponding to the application of an adaptation operator. Given a target
problem and a source case, several similarity paths can be built. To select between all the
possible similarity paths the “best one” with regard to the adaptation task, the notion of
length of a similarity path has to be introduced. Before going further on this definition, the
concept of “best similarity path” has to be explained. As the adaptation path is built after
the similarity path, the best similarity path is the path that gives the best adaptation result,
i.e., the path that minimises the probability of adaptation error. Therefore, the notion of
length of a similarity path makes reference to the concept of adaptation error and estimated
adaptation error.

Definition 4.7 (Adaptation error —er and its estimation —ẽr )

Each adaptation operator AOr introduces a numerical error er , function of the prob-
lems srce and tgt related by r: er (srce, tgt) ∈ R+. The system is assumed to have an
estimated value ẽr (srce, tgt) of the adaptation error (the exact value of the adaptation
error cannot be known by the system). Moreover, ẽr is assumed to have the following
property: ẽr (srce, tgt) = 0 if srce = tgt.

The estimation of the adaptation error is a value known by the system and used to
estimate the “risk” of using the corresponding adaptation operator (it is a kind of weight
associated with the adaptation operator).

Once the estimated value of the adaptation error is defined, the length of the similarity
path is defined as the sum of the adaptation errors implied by the adaptation operators
used in this path. Hence, the (dis)similarity measure (i.e., the notion of distance between
problems) is related to the estimation of the adaptation error.

Definition 4.8 (Length of a similarity path —ℓ(SP))

ℓ(SP) =

q∑

i=1

ẽr (pbi−1, pbi)

The length of a similarity path allows the notion of distance between problems to be
defined: the distance between two problems is defined as the length of the shortest similarity
path between the problems.5

5Technically, an inf should be used instead of a min: it is possible to find a series of similarity paths (SPn)n
such that ℓ(SPn) > 0 and lim

n→∞
ℓ(SPn) = 0. To avoid this theoretical problem, it is assumed that the number

q of steps in a similarity path is bounded by a constant (eg, q ≤ 10100).
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Definition 4.9 (Distance between problems —dist(srce, tgt))

dist(srce, tgt) = min{ℓ(SP) | ℓ(SP) ∈ P(srce, tgt)}

It can be observed that the distance between problems is not symetrical, i.e.,
dist(srce, tgt) is not necessarily equal to dist(tgt, srce)

Example 4.3 - Adaptation steps

Figure 4.8 shows a subset of similarity paths that can be built between srce and tgt using a
given adaptation method. The problem part of the source case is shown on the left hand and the
target problem is shown on the right hand. All the other problems are intermediate problems and
are built by application of adaptation operators. The numerical values on the edges correspond
to the estimation of the adaptation errors involved by the application of the adaptation operators.
This figure shows that each similarity path has a different cost (sum of the estimated adaptation
errors). According to definition 9, the distance between srce and tgt is the length of the shortest
similarity path, i.e., in this example, 0.4.

Similarity paths

0.1 0.1 0.2

0.2 0.2

0.2 0.2

Figure 4.8: Length of a similarity path.

The computation of dist(srce, tgt) for each source case of the case base allows the
retrieval of the “best case” among the cases of the case base.

4.1.3 IAKA: main principles

The idea behind the IAKA approach is to exploit failures to acquire cases and adaptation
knowledge. In approximate reasoning, a failure occurs when the distance between the solution
of the system and the “ideal solution” is too large. IAKA relies on the availability of an expert
and an oracle who are able to say if a solution is satisfactory or not, to correct a non-
satisfactory solution and to give adaptation operators for a case. The oracle is able to give
an estimation of “how far” the candidate solution is from the real solution and to compare
it to the expert’s tolerance threshold denoted by ε (ε > 0): if the distance is larger than
ε, the solution is not satisfactory. Interactions with the expert and the oracle provide IAKA
with methods to learn additional knowledge and to improve existing knowledge.
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The occurrence of a failure means that a piece of knowledge that was used during adap-
tation has to be corrected or made precise. In the framework of IAKA, adaptation methods,
adaptation operators and adaptation errors can be questioned. A main advantage of the IAKA
approach is that the different pieces of knowledge are separated and tested independently
thus enabling the faulty knowledge to be identified more easily. Indeed, when a solution
is not satisfactory, the adaptation operators involved are tested one after the other. If a
faulty adaptation operator is identified, it is corrected through interactions. The new piece
of knowledge is added to the knowledge base of the system and a new CBR cycle is performed
in order to find a better solution for the current problem. Adaptation operators are corrected
and solution are re-adapted until a satisfactory solution is found.

Justification of the IAKA approach

The CBR inference is based on the following principle (see, eg, [Dubois et al., 1997]):

Similar problems have similar solutions. (CBR principle)

The similarity between problems is the knowledge of the retrieval step, often in the form of a
similarity measure or a distance between problems. The similarity between solutions is linked
with the adaptation: the higher the error involved by adaptation is, the less the solutions are
similar.

Therefore, a failure in the CBR inference indicates:

(a) Either that srce and tgt are not (enough) similar;
(b) Or a failure in the CBR process.

The failure (a) can also be split into two sub-situations:

(a1) There is no source case similar to the target problem;
(a2) There is at least a source case (srce′, Sol(srce′)) 6= (srce, Sol(srce)) that is similar

to tgt but it has not been retrieved.

Each of the failure of type (a1), (a2), and (b) leads to a knowledge acquisition from the
oracle and with the expert

When a failure of type (a1) occurs, the expert may provide a new source case with its
associated adaptation method, that is similar to the target problem (for instance a case
(tgt, Sol(tgt)) and an adaptation method AMtgt).

When a failure of type (a2) occurs, this questions the similarity between prob-
lems that constitutes the retrieval knowledge: (srce, Sol(srce)) is closer to tgt than
(srce′, Sol(srce′)) and it should not be. With a similarity based on the estimated adapta-
tion errors, the interactions with the expert should lead to a modification of these estimated
errors.

When a failure of type (b) occurs, the similar problems srce and tgt have no similar
solution. In other words, in a neighbourhood of srce, the solution varies in an irregular
manner. This situation can be interpreted with the notion of (dis)continuity of numerical
functions f : Rn → R. Indeed, if Lpb = Rn, Lsol = R, and Sol(pb) solves pb if f (pb) =
Sol(pb), then the continuity of f is defined intuitively with the CBR principle: if x1 is close
to x2 then f (x1) is close to f (x2). A type (b) failure means that there is a discontinuity close
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to srce. The interactions with the expert may be useful to better locate the discontinuity
points. It may occur that these discontinuity points involve a partition of the problem space
in several places. For example, if Lpb = R and 4 is a discontinuity point highlighted by the
expert, then Lpb is partitioned in {]−∞, 4[, {4}, ]4,+∞[}. This implies that two problems of
two different parts of this partition should never be considered as similar. With the previous
example, 3.99 is dissimilar to 4.01. Therefore, the knowledge of this discontinuity point can
be used as pieces of retrieval knowledge.

This justification of the IAKA approach based on the CBR principle and the proximity
of this principle to the notion of continuity suggests it should be tested in domains where
continuity is well-defined. The numerical functions constitute such domains and that is
why it has been chosen for our experimentations and for the development of IAKA-NF (see
section 4.2.

4.1.4 IAKA in the CBR process

The basics of the CBR process consist in finding a suitable source case and to adapt it
to fit the requirements of the target problem. In most situations, solving the target problem
tgt amounts to follow these steps:

- Retrieval of a source case (srce, Sol(srce)) deemed to be similar to tgt.
- Adaptation of Sol(srce) using adaptation knowledge to provide a candidate solution
S̃ol(tgt) for tgt.

- Test and repair of the candidate solution and of the adaptation knowledge used.

The knowledge acquisition principles described in IAKA are applicable in CBR systems
implementing, at least, the three previous steps. As the knowledge acquisition process is
performed during the problem-solving process, it is advisable to understand the reasoning
process. This section aims at describing the modelling of a problem-solving episode in CBR

and at showing how knowledge acquisition is made possible through the process.

Retrieval

The retrieval process consists in selecting the best case of the case base by computing
distance between problems (i.e., problem part of the case and problem part of the target
problem) according to the notion of distance between problems introduced in definition 4.9.
Hence, during the retrieval process, several similarity paths are built and the “best” one is
selected. It must be remarked that the length of the considered similarity paths depends on
the selected adaptation method.

According to the adaptation guided retrieval principle [Smyth and Keane, 1998], the re-
trieval process takes into account the adaptation knowledge. For instance, adaptation strate-
gies, that are strategical knowledge that can be used to choose the operators and their order,
are often applied to improve the retrieval process. Moreover, adaptation operators play im-
portant roles: their availability is a determining factor for the building of the similarity path
and their associated adaptation error is involved in the computation of the distance between
problems.

The result of the process is the retrieval of a case (srce, Sol(srce)) (together with its
adaptation method, denoted by AMsrce) that minimises dist(srce, tgt).
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Adaptation

The aim of the adaptation process is to provide a candidate solution S̃ol(tgt) for tgt.
In this modelling of the CBR process, performing adaptation simply consists in following

the adaptation path that corresponds to the selected similarity path. Adaptation is performed
in several steps, each step consisting in applying an adaptation operator. Each adaptation
step leads to the building of an intermediate problem (that is a “virtual” problem).

At the end of the adaptation phase, a set of intermediate problems together with their
candidate solutions is available in addition to the candidate solution for tgt: S̃ol(tgt). Each
intermediate problem corresponds to the application of a specific adaptation knowledge and
thus, ease the analysis of the knowledge unit in case of failure.

Test and repair

At the end of the adaptation step, the candidate solution proposed by the system has to
be tested to check if it is satisfactory or not. The test is performed by the expert who can
require help from the oracle. In practice, when the expert wants to test a solution, he asks
the oracle how close the candidate solution is to the ideal solution. If the distance (given by
the oracle) between the candidate solution and the ideal solution is larger than the expert
tolerance threshold, that he judges it not satisfactory.

If the expert judges the solution satisfactory, the system can process to the memorisation
step. If the solution is not satisfactory, it has to be corrected and the involved adaptation
knowledge has to be revised. Adaptation knowledge involved in the computation of the
solutions can be located at several levels:

- One or several adaptation operators can be incorrect;
- The adaptation method can be wrong (incorrect order of the adaptation steps, missing

adaptation steps);
- Some of the problem descriptors should not have been ignored.

It must be remarked that adaptation knowledge is not “wrong” in itself, it might be correct
in other situation but not applicable to the current problem. One specificity of IAKA is that
when the adaptation operators are to be questioned, they are tested one after the other thus
allowing to easily identify which operators are responsible for the failure.

4.2 IAKA-NF: A prototypical CBR engine

IAKA-NF is a prototypical CBR engine implementing the principles of IAKA in the appli-
cation domain of the numerical functions (f : Rn → R), hence the name: IAKA-Numerical
Functions. The aim of the reasoning process in this prototype is to “solve problems by ap-
proximation”, i.e., given n values x1, ..., andxn, the goal is to find an approximate value of
f (x1, ..., xn) by CBR.

One could think that IAKA-NF is a CBR system that has been built to provide a new
approach for solving approximation problems, but this is not the case. IAKA-NF has been
developed to experiment with some CBR principles and with some knowledge acquisition
hypotheses. The numerical domain is only an easily accessible playground for such experi-
mentations and that is the main reason why it has been chosen. We use mathematics to
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illustrate our purpose and we do not develop a CBR system to solve mathematical problems.
To perform adaptation, IAKA-NF relies on an implementation of the differential adaptation
strategy [Fuchs et al., 2000]. This section recalls the principles of the differential adapta-
tion strategy, then it shows how this strategy is used to perform adaptation in IAKA-NF and
how the IAKA model is implemented to support knowledge acquisition. The last part of the
section introduces a working example to better understand the main principles of IAKA-NF.

4.2.1 Principles of differential adaptation

Differential adaptation strategy is a general strategy for adaptation in CBR inspired
from the well-known notion of differential calculus. It has been firstly introduced
in [Fuchs et al., 2000] and an extended description of the formalisation is available in
[Fuchs et al., 2006a].

The differential calculus is the study of how functions change when their inputs change.
In other words, it is the study of how a variation of a “variable” entails a variation on the
result. Differential calculus entails the notions of “derivative” and of “differential”. The
derivative of a function at a chosen point describes the behaviour of the function near that
point. Intuitively, we could say that differential represents a very small change in the value
of a function under certain conditions.

If we take a closer look at some CBR specificities, the analogy with the differential calculus
becomes obvious. As it is illustrated in figure 4.9, two main relations exist between a source
case and a target problem:

- Relations between problems: dissimilarities;
- Relations between problem part and solution part in a case: dependencies.

Source
problem

Target
problem

Source
solution

Target
solution

Matching (dis-
similarities)

Dependencies

Adaptation

Source case Target case

Figure 4.9: General adaptation process.
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In the differential adaptation formalisation, problems and solutions are supposed to be
represented by sets of descriptors. Then, dissimilarities represent variations between problem
descriptors (for example, I have a Pavlova recipe for 6 servings and I want to prepare a
Pavlova for 9 servings). Dependencies characterise links between problem descriptors and
solution descriptors inside a case (for example, the number of servings has an influence on
the number of eggs I will put in my Pavlova). Several problem descriptors may have an
influence on a solution descriptor. To overcome this problem, the formalisation provides us
with a set of operators that are used to combine “local” influences. A dependency not only
indicates that a problem descriptor has an influence on a solution descriptor; in addition,
it also contains a piece of knowledge indicating “how” the influence works. This piece of
knowledge is called the influence function (in the above example, the influence function says
that I have to multiply the number of eggs by a value, but the issue is to know how to
determine this value).

The dissimilarities are variations on the problem (i.e., the differential) and influence
functions can be seen as a kind of partial derivatives. In differential calculus, the formula
that relates the differential value dx = (dx1, ..., dxm) of x ∈ Rm to the differential value
dy = (dy1, ..., dyn) of y ∈ Rn relies on the use of partial derivatives and is given by:

dyj =
∑

i

∂yj
∂xi

dxi

To illustrate the analogy between differential adaptation strategy and differential calculus,
let us continue with the Pavlova example. I have a recipe for a 6 servings Pavlova and I
want to prepare a 9 servings Pavlova. The dissimilarity between the two problems is that
there is 3 more servings in the target problem. The influence function (a kind of partial
derivative) indicates that I have to multiply the number of eggs to reflect the variation (i.e.,
the dissimilarity) in the problem, then I will multiply this number by 9/6 = 1.5.

To sum up, in the differential adaptation strategy, the adaptation process is decomposed
in two main steps.

- Similarity assessment (or matching process): this step consists in studying the relation-
ships between srce and tgt and aims at pointing out what makes them similar and,
most of all, what makes them dissimilar. At the end of this step, we obtain a matching
between a source case and a target problem, denoted byM(srce, tgt);

- Solution modification (or adaptation process): this step consists in studying the re-
lationships between the solution parts of the cases, i.e., between Sol(srce) and
Sol(tgt). This study is supported by the knowledge ofM(srce, tgt).

Differential calculus is defined on Rm domains, which is not always suitable for CBR

applications. One of the main contributions of the formalisation of the differential adaptation
strategy is that is defines operators for similarity assessment and adaptation process to
generalise the approach to other problem and solution spaces.

4.2.2 Differential adaptation strategy in IAKA-NF

IAKA-NF implements a numerical version of the differential adaptation strategy for exper-
imental purposes. The notions proposed in the differential adaptation formalisation can be
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fitted to the notions we used in IAKA. Table 4.1 summaries these correspondences. In the
following, we will use the IAKA notions and notations.

Differential adaptation strategy IAKA General CBR concept involved

Local variation (dissimilarity) relation r Dissimilarity

Dependencies (partial
derivatives)

Dependencies H Links between problems and
solutions

Influence function Adaptation operator AO Adaptation knowledge

Similarity assessment Building of a similarity path Retrieval process

Solution modification Following the similarity path Adaptation process

Table 4.1: Correspondences between IAKA and the differential adaptation strategy.

In order to better understand what is done in IAKA-NF, we are going to consider a very
simple example of adaptation. Let f be a numerical function on R (f : R → R). The
CBR system does not have any knowledge about this function, it only knows “points” of the
function. However, it relies on a case base, a case being a pair (x, y) = (x, f (x)). For
each case, the system has also the knowledge of the local variations of f around x (i.e., a
knowledge on the derivative). This is illustrated by figure 4.10(a).

When a new problem occurs, a CBR system retrieves a source case and adapt it. We
focus here on adaptation. The value x is known and the goal is to find an approximation of
this solution. This is performed by the differential adaptation of the retrieved source case,
i.e., by applying the adaptation operator on the source case. Figure 4.10(b) illustrates this
principle. The analogy with differential adaptation is obvious.

As it can be remarked in this figure, the result obtained is not good, the candidate solution
y is very far from the “real” solution. This occurs either because the source case was not
similar enough to the target problem or because the adaptation operator was not correct in
this situation. In any case, a knowledge acquisition process has to be triggered to improve
the system knowledge base and to avoid this failure to occur again.

4.2.3 Knowledge acquisition

In the general model defined in IAKA, knowledge acquisition is performed through inter-
actions with the expert. In IAKA-NF, the expert is simulated by a computer program. He has
two properties: he is able to give the correct solution and he is able to help the system to
build a correct adaptation operator.

Interactions with the “virtual” expert are illustrated in the following figures. The knowl-
edge acquisition process is triggered because the difference between the ideal solution and the
candidate solution is larger than ε, the tolerance threshold of the expert. In figure 4.10(c),
the expert gives the correct solution for the target problem. Then, in figure 4.10(d), he
builds the corresponding adaptation operator.

The new case and its corresponding adaptation method (consisting of only one adaptation
operator) is then added to the case base. This example is very simple and there is only one
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pb1
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AOsrce
Sol(srce)

srce

(a) Initial knowledge of the system
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(b) Adaptation process
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(c) Failure detection
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AOtgt

Sol(srce)

srce

Sol(tgt)

gSol(tgt)

error > ε

(d) Knowledge acquisition

Figure 4.10: Adaptation and knowledge acquisition in IAKA-NF.

adaptation operator to test. When a failure occurs, in case several operators are involved
in the adaptation process, they have to be isolated and tested one by one on intermediate
problems. Following the IAKA principle of decomposition of the adaptation in adaptation
steps, IAKA-NF includes an algorithm for selecting and testing adaptation operators one by
one.

Acquiring knowledge by reducing the scope of the cases

The “scope” of a case is the problem space where the case can be used as a source case
for adaptation, i.e., where the case is “competent”. This can be linked to the notions of
coverage and reachability defined in [Smyth and McKenna, 1998]. Hence, the scope of a
case defines the set of target problems that can be solved by adaptation of this case. A
main issue is then to explain how to define this scope. Should it be related to the adaptation
error? To the expert tolerance level?

An intuitive way to define this scope is to say that a case is competent while no other
case of the case base is strictly more competent than it is. In such a conception, if there is
only one case in the case base, its scope is the whole problem space. When a new case is
added to the case base, the scope of the first case is automatically reduced: problems that
are closer to the first case (with respect to a well chosen similarity measure) will be solved
with it whereas other problems will be solved with the second case.
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This principle is applied in IAKA-NF. The knowledge base is progressively improved by the
addition of new cases together with their adaptation method. Each time a new case is added
to the case base, the scope of its neighbour cases is reduced. This principle is illustrated in
figure 4.11 in a very simple example (in more complex situation, the scope diagram would be
a Voronoï diagram). This figure shows the scope of the cases before and after the acquisition
of a new case.

Case 1 Case 2

Scope of case 1 Scope of case 2

Scope of case 1 Scope of case 2

Case 1 Case 2
Case 3

Scope of case 3

Figure 4.11: Reduction of the scope of the cases.

The algorithm that has to be implemented to reduce the scope of an adaptation method
can be discussed. Indeed, in some situations, it is not relevant to divide equally the scope of
the neighbours cases. This issue should be studied carefully.

Experimentations on the scope of the adaptation methods and on the way of handling
them have been conducted with IAKA-NF, but they remain at an early stage. An investigation
on the formalisation of this notion is still under process. In particular, we think that the notion
of scope of a case should be related to the intuition of adaptation class, where an adaptation
class is defined as a set of problem that can be adapted using the same adaptation method.
We are convinced that this is an important research issue in addition to be an interesting
prospect to IAKA. A proper formalisation of the notion of adaptation classes could provided
us with useful tools to support better the adaptation process and most of all, the adaptation
knowledge acquisition process.

This section has presented a very simple example as an introduction of how IAKA-NF

works. One should notice that IAKA-NF is able to handle multidimensional problems in the
field of numerical functions. Next section introduces a mono-dimensional concrete example
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to illustrate the basic principles of IAKA-NF before entering into details in the experimentation
section.

4.2.4 Knowledge representation and reasoning process

In IAKA-NF, a problem is defined as a n-tuple of values and a solution is an approximation
of the value of the function f for these values. The function f is called the “objective
function”. It is used to build the case base and to support the knowledge acquisition process,
but it is not known by the system. Indeed, as the expert does (i.e., he tries out a solution
and receives a feedback indicating if the solution works or not), in IAKA-NF, the expert can
try out the solution on the objective function to check if it is correct or not. fCB denotes
the approximation of the function f by the case base. To each case is associated at least an
adaptation method containing n adaptation operators. As we are in the numerical functions
domain, adaptation operators are implemented by partial derivatives.

The retrieval is performed according to the distance defined in definition 4.9. The adap-
tation consists in applying the different adaptation operators to the retrieved adaptation
method. The solution is obtained by adding to the solution of srce the variations involved
by the different variables of the problem (calculated using the partial derivatives).

The knowledge acquisition process is performed according to the principle introduced
before: a candidate solution produced by the system is always tested by the pair expert-
oracle (simulated by the objective function f and the tolerance threshold ε). If the solution
is not satisfactory, the involved adaptation operators are tested and corrected if needed, until
a satisfactory solution is found. Then, the newly solved case (tgt, Sol(tgt)) is added to
the case base together with its adaptation method, given by the expert.

The following example illustrates the mechanism of IAKA-NF with a function fa : R→ R.
The example below also indicates how cases are defined.

Example 4.4 - A working example of IAKA-NF

fa : R→ R fa(x) =


1 + Arctan(3x) (if x ≥ 0)
−1 + Arctan(3x) (if x < 0)

srce = x s tgt = x t

Sol(srce) = y s gSol(tgt) = ey t

Moreover, there is only one adaptation operator AOr in the adaptation method AMsrce. It is
defined such as x s r x t holds for any x s and x t , and ỹ t = Ar(x

s , y s , x t) = y s+ ∂y
s

∂x (x
t−x s).

Figure 4.12 illustrates the state of the system after the initialisation of the case base
with 20 cases. The two dimensions are the problem space (x values) and the solution space
(y values). fa, represented with the dotted line, is the objective function (not known by the
system, but represented for illustrative purpose). The small circles are the cases available
in the case base and the plain line, denoted by fCB is the approximation of the objective
function provided by the CBR system given the current case base (the line is drawn by a
simple approximation).
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Figure 4.12: A simple example on use of IAKA.

4.3 Experiments

Several experiments aiming at validating the IAKA principles have been conducted with
IAKA-NF. Three of them are described and commented in this section. The first experiment
has been chosen as an illustration and is presented to make clear how IAKA-NF works. The
two other experiments are more complex, they illustrates the various aspects of the approach.

4.3.1 A simple example

This simple example is called the M-problem because of the shape of the function used to
describe the domain (see figure 4.13). In the M-domain, the problem space is characterised
by a single problem descriptor and the solution space is characterised by a single solution
descriptor.

Cases. A source case srce-case is a pair (x, y) where x is the unique problem descriptor
and y is the solution descriptor. To each source case is associated an adaptation method
AMsrce containing one (and only one) adaptation operator AOx .

srce-case = (x, y)

Oracle. The oracle is denoted by Ofm . The oracle’s knowledge can be simulated by the
function fm(x) defined as:

fm(x) = x + 10 sin(5x) + 7 cos(4x)
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Figure 4.13 gives a graphical view of the oracle’s knowledge about the M-domain. By
the means of this function, the oracle knows the solution of any problem, but it must be
remarked that he does not have any knowledge about the way to perform adaptation. In
other words, he does not have any adaptation knowledge.
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Figure 4.13: The oracle’s knowledge on the M-problem.

It must be remarked as well that the function fm is only known by the oracle, and not by
the system.

Expert. For each problem, the expert is able to give an adaptation operator (AOx) when it
is needed. How is it done in IAKA-NF? The virtual expert knows the formula of the partial
derivatives of fm and is able to compute its value for a given value of x . In this simple
example, the partial derivative dfmdx (x) of fm is:

dfm
dx
(x) = 1 + 50 cos(5x)− 28 sin(4x)

It must be remarked that the expert could also use any other technique that allows him
to approximate the partial derivative.

Experimental protocol

The experimental protocol defined here is quite simple. It can be decomposed in two
main steps: building of the initial case base and utilisation of the system.
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- Building of the initial case base.

• The number n of cases to be generated is defined.
• A domain for the x values is chosen.
• The n values for x (problems parts) are generated by a random selection in the

predefined domain.
• For each x value, the oracle gives the corresponding solution thus leading to the

definition of a source case.
• For each source case, the expert gives a valid adaptation method (composed of

an adaptation operator AOx).

- Utilisation of the system to solve a problem.

• A problem is randomly generated (random selection of a value x in the domain).
• A candidate solution is computed by the system.
• The candidate solution is evaluated by the oracle.
• If it is required, the solution and the involved adaptation operator are corrected.

The evaluation of the candidate solution by the oracle is performed through a comparison
with the oracle tolerance threshold ε. The tolerance threshold is defined a priori. When a
candidate solution S̃ol(tgt) is proposed by the system, the oracle compares this solution with

the correct solution Sol(tgt) (he knows it). If the difference
∣∣∣S̃ol(tgt)− Sol(tgt)

∣∣∣ > ε is

higher than the tolerance threshold, then the solution is said to be unsatisfactory.
The pseudo-algorithm below (algorithm ) illustrates the utilisation of the system to solve

a problem.

Algorithm 1 A simple interaction in IAKA-NF.
1: A problem tgt is randomly generated
2: The system returns the candidate solution S̃ol(tgt)

3: The oracle tests S̃ol(tgt) (thanks to the oracle)
4: if the solution is satisfactory then

5: The adaptation method is linked to the case
6: The case is added to the case base
7: else

8: The expert corrects the solution
9: The expert corrects the adaptation method

10: The adaptation method is linked to the case
11: The corrected case is added to the case base
12: end if

It must be remarked that because the adaptation knowledge involved is also very simple,
the repair step is very simple. Indeed, in the M-domain, an adaptation method contains only
one adaptation operator.

System’s use case. In order to illustrate how the system works, we are going to consider a
simple example. In this example, we assume that the systems knows the case srce-case1 =

(x1, y1) = (0, 7) and the adaptation operator AOx1 = 1 + 50 cos (5x1) − 28 sin (4x1) = 51
(because x1 = 0). In order to find a solution for the target problem tgt = (xt , yt) (with
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xt = 0.1), the system performs the following calculation: yt = y1+ AOx1(xt − x1) = 7+51 ∗

(0.1− 0) = 12.1. Thus, the system’s candidate solution is yt = 12.1. As for the oracle, he
knows that the real solution is yt = 11.34. There is a difference of 0.76 (in absolute value)
between the two solutions.

If the tolerance threshold of the expert is ε = 0.5, then the candidate solution is not
satisfactory (because 0.76 > 0.5). The adaptation operator has to be corrected by the
expert. As it was said before, several methods can be implemented to permit the correction
of an adaptation operator (computation by the system after interactions with the expert,
proposition of candidate adaptation operators and selection by the expert, etc.). In IAKA-NF,
the expert simply gives the correct adaptation operator AOxt to the system. This adaptation
operator is linked to the newly solved case. The adaptation operator AOx1 linked to the case
srce-case1 is not altered (it was not incorrect, only not appropriate in this situation).

Parameters

Several parameters have to be taken into account when performing experiments with
IAKA-NF. Among them, we can cite:

- Size of the initial case base
- Tolerance threshold of the expert
- Memorisation of the adaptation knowledge
- Precision of the adaptation knowledge

Several of these parameters are going to be discussed in the other experiments.

4.3.2 Influence of the tolerance threshold of the oracle

The aim of this experiment is to analyse the impact of ε (the tolerance threshold of the
expert) on the quality of the results produced by the system. The hypothesis is that the
smaller ε is, the better the results are (for a constant number of solved problems).

This experiment is conducted in the M-domain described in section 4.3.1. In order
to conduct this experiment, an initial knowledge base is built; it is composed of 20 cases
randomly generated (and solved by the oracle Ofm) and their associated adaptation methods
(provided by the expert).

Ofm knowledge: fm fm : R→ R

Tolerence threshold: ε fm(x) = x + 10 sin(5x) + 7 cos(4x)

Moreover, 70 target problems are randomly generated. The same initial knowledge base
and set of problems are used for all the tests in this experiment.

On this experiment, two systems are run in parallel: the control system and the IAKA-NF

system. The goal is to solve the 70 problems of the set of problems. In both systems,
problems are solved according to the IAKA approach (test and repair of the knowledge of the
system). The difference is that solved cases are not added to the case base in the control
system whereas they are in the IAKA-NF system. The results presented in the following are
obtained by comparison, for each case, of the results of the two systems.
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The purpose of the experiment is to make ε vary, thus the experimental protocol described
above is made 10 times with 10 different values for ε. For each experiment, we compare, for
each case, the difference between the error made by the control system and by the IAKA-NF

system.
Two statistical tests can be performed on the gathered data: the Z-test

[Kendall and Stuart, 1969] and the Wilcoxon test [Wilcoxon, 1945] to measure the efficiency
of the knowledge acquisition process. The value ρ, determined in each test, is the probability
of obtaining the same results in a system performing knowledge acquisition as in a system
without knowledge acquisition. For a IAKA-NF system, the smaller ρ is, the lower the chances
of obtaining such results with the control system are. In other words, the smaller ρ is, the
better the system is. The Z-test is a parametric test for two paired samples. As there is
no guarantee that the initial distribution of cases and problems follows a normal law, the
Wilcoxon test, a non-parametric test for two paired samples, is used to confirm the results
of the first test. Figure 4.14 shows a graphical interpretation of the results of the Wilcoxon
test (the results of the Z-test are similar).
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Figure 4.14: Evolution of the value of ρ in function of ε for the Wilcoxon test.

On the charts, we observe that the smaller ε is, the smaller ρ is, i.e., the more efficient
the system is. A significant difference (ρ < 0.01 i.e., 1%) in terms of reduction of the size
of the error is achieved when ε = 10 (which is a high value in this domain). The conclusion
is that the higher the tolerance threshold of the oracle is, the bigger the probability for the
system to make a mistake is, which confirms the hypothesis of this experiment. Similar tests
have been performed with problems of two and three variables, giving similar results.

4.3.3 Impact of a discontinuity on the CBR process

The aim of this experiment is to analyse the behaviour of a CBR system solving problems
by approximation when there is a discontinuity in the domain. This experiment is motivated
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by the observation (b) discussed in section 4.1.3. The hypothesis is that more interactions
with the oracle are needed when a problem is in the neighbourhood of a discontinuity.

The ArcTan domain

This experiment has been conducted in the ArcTan domain introduced in section 4.2.
The fa function is recalled hereafter.

Ofa knowledge: fa fa : R→ R

Tolerence threshold: ε fa(x) =

{
1 + Arctan(3x) (if x ≥ 0)
−1 + Arctan(3x) (if x < 0)

As for the previous experiment, an initial knowledge base of 20 cases randomly generated
is built by the oracle Ofa , and 70 target problems are also randomly generated. The experi-
ment consists in solving the 70 target problems with IAKA-NF. The results are processed to
count the number of problem-solving episodes that have triggered a failure and have required
a correction from the oracle. As an example, figure 4.15 shows a graphical interpretation of
the result of an experiment conducted with a tolerance threshold ε = 0.2.
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Figure 4.15: Distribution of the corrected cases around a discontinuity (with ε = 0.2).

This experiment has been conducted several times with different values for ε (but still
with the same initial knowledge base and the same series of problems). Table 4.2 gives the
results of these experiments. For each studied value of ε, the total number of corrected cases
is given. It is compared with the number of corrected cases “around” the discontinuity.6

6The interval “around the discontinuity” is determined manually before the experiment.
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Value of ε 0.05 0.1 0.2 0.5 1.0 1.5 2.0 5.0 10

Number of corrected cases 20 13 6 5 3 3 2 0 0

Number of corrected cases around the
discontinuity

16 13 5 4 3 3 2 0 0

Table 4.2: Number of corrected cases and number of corrected cases around the discontinuity
in function of the tolerance of the oracle.

Empirical results show that the number of cases learned around a discontinuity grows
while the oracle tolerance threshold decreases. This tends to confirm the initial hypothesis
of this experiment.

The Hat domain

The same experiment was also conducted in the Hat domain with another function fht
involving two problem variables.

Ofht knowledge: fht fht : R
2 → R

Tolerence threshold: ε fht(x, y) =

{
−3− g(x, y) (if x2 + y2 ≤ 4)
−g(x, y) (if x2 + y2 > 4)

g(x, y) = sin
√
x2 + y2 +

x

7

For two-dimensional problems, the results and the conclusions are similar. Figure 4.16
illustrates the conclusion. In this example, the oracle is Ofht , ε = 1.0 and 20.000 problems
are solved. A remarkable fact is that only 149 cases had to be corrected by the oracle, 113
of which during the first 1000 solved problems.

4.3.4 Future experiments

IAKA-NF has been designed as a test-bed application for experiments on knowledge acqui-
sition in CBR. This section aims at giving an overview of the experiments we plan to conduct
in future work.

Three main directions are to be considered:

- Study of the advantage of the adaptation decomposition on the efficiency of the knowl-
edge acquisition process (in particular in domains with a high number of problem de-
scriptors), i.e., does the identification and isolation of faulty adaptation operators fa-
cilitate the acquisition process?

- Study of the convergence of the system towards the objective function depending on
the experimental conditions, i.e., how fast and how “well” does the system improve
itself under different conditions (diminution of the error)?
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The first figure represents the oracle knowledge (it is a “Mexican hat” where
the upper part has been “pushed” to the bottom). The second figure on the
right shows the cases learned by the system (after correction by the oracle):
a high proportion of cases (80%) are acquired around the discontinuity of the
function.

Figure 4.16: Acquisition of cases around a discontinuity.
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- Study of the behaviour around discontinuities, i.e., how does the system behave around
discontinuities, does the number of acquired cases increase faster than anywhere else?

Among the parameters to make vary are:

- Expert tolerance threshold ε;
- Size of the problem space (number of case descriptors);
- Size of the initial case base.

These experiments can be performed with several numerical functions having different
properties. Table 4.3 sums up the different types of functions we would like to experiment
with. For each type of function, an example function that could be used is given and the
priorities for the experiments are indicated.7

Type of function Example A C D

C∞ on Rn exponential function ++ +

First order discontinuities f : R→ R f (x) = x − ⌊x⌋ ++ +

Second order discontinuities f : R→ R f (0) = 0 and
f (x) = sin(1/x) x > 0

+ ++

This table indicates our experiments priorities (“++” indicates a high prior-
ity). “A” stands for “Adaptation decomposition”, “C” stands for “study of the
Convergence” and “D” stands for “Discontinuities”.

Table 4.3: Future experiments to be carried out with IAKA.

4.4 Future work and discussion

4.4.1 Related work

IAKA is different from off-line approaches in that the knowledge, coming from “the ex-
ternal world” is acquired incrementally and not inferred from existing containers. Off-line
approaches generate a large amount of knowledge at once, leading to a significant work for
the domain expert to interpret the results. In IAKA, the gradual acquisition alleviates this
effort. Several other perform interactive knowledge acquisition, some of them are described
hereafter.

Knowledge acquisition in CHEF

CHEF is a case-based planning application. According to the definition given in
[Riesbeck and Schank, 1989], planning from cases means remembering failures so that they
can be avoided and remembering successes so that they can be reused and remembering
repairs so that they can be reapplied. In CHEF, past planning experiences are organised in an

7C∞ on Rn represents all the functions indefinitely differentiable on Rn.
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episodic memory by two sort of indexes: goals to be satisfied and failures to be avoided. A
planning failure occurs when a plan does not satisfy some goals that is was designed to deal
with. Hence, to avoid failures, CHEF has to anticipate potential goal interaction problems.
But this anticipation is only possible if the failure has been seen before. This entails that the
case-based planner must have the ability to identify and repair faulty plans that have failed
due to unwanted interactions between goals.

CHEF uses past failures to anticipate problems and past solutions as a basis for future
solutions. When a failure occurs, it reacts by repairing both the faulty plan and its own faulty
knowledge base that has been used to build the faulty plan. Hence, in this system, learning
from planning implies:

- Learning new plans that avoid problems;
- Learning the features that help predicting the problems;
- Learning the repairs that have to be made if those problems arise again.

As they both learn from failures, CHEF and IAKA share several principles. However, CHEF

differs from IAKA in that it exploits its own knowledge to explain failures and to avoid them
in further reasoning.

Correctness and completeness of the retrieval process

Our work has been influenced by some ideas described in [Lieber and Napoli, 1998]. In
this paper, the authors discuss of the concepts of correctness and completeness of the
retrieval process with respect to the adaptation stage of the CBR. This work is conducted
in the framework of the RESYN/CBR application, a case-based planner dedicated to organic
chemistry synthesis.

The authors define the properties of correctness and completeness as follows. Retrieval
is correct if the retrieved case is adaptable in order to solve the target problem. Retrieval is
complete if every case in the case base which is adaptable to solve the target problem can
be retrieved.

These properties are illustrated by two algorithm. The first one, a rule-based retrieval
algorithms, shows complexity limitations. The second one, however, is more efficient. It is
based on the concept of hierarchical classification.

This work can be related to the one proposed by Bergmann on transformational adapta-
tion, which is presented hereafter.

Formal model of transformational adaptation

The IAKA approach can be bridged to the formal model of transformational adaptation
presented in [Bergmann and Wilke, 1998]. In this paper, the authors advocate that, for pure
case retrieval systems, there is a good theory and mathematical formalisation focusing on
similarity measures, preference relations and related properties of the similarity measures and
retrieval algorithm like correctness and completeness; but such a formalisation is still missing
in systems including adaptation. Hence, the paper proposes a step into the direction of the
building of a general formal adaptation framework.

The general model is mainly based on the notion of quality of a solution to a given problem
(quality is meant in a general sense and can also denote some kind of appropriateness, utility
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or degree of correctness). A quality function, denoted by Q, is defined and includes the
knowledge about the differences on the problems. The notion of quality can be linked to
the notion of outcome defined by Kolodner [Kolodner, 1993]: it is a a feedback from the
real world when trying the solution to the problem. In IAKA, this feedback is visible through
interactions with the expert.

Adaptation knowledge is defined in terms of functions transforming cases. These adapta-
tion functions come in the form of adaptation operators that transform cases into successor
cases. This definition of an adaptation operator is similar to the one we use here. Given
a problem and a solution, the quality function returns a quality value, i.e., the quality of
the solution with respect to the problem. Hence, for a given target problem, the solution is
chosen in the case base depending on the quality value (the highest the quality value is, the
better the solution is).

As the function Q is supposed to contain the whole specification of the problem-solving
task, the adaptation can be considered as a special instance of optimisation problem. But
in real situation, this is not that simple because the function Q is really hard to formalise.
The notion of quality gives a semantics for adaptation knowledge and defines concepts as
soundness, correctness and completeness. Soundness is defined for cases and for adaptation
operators (with respect to Q). Correctness of a CBR system ensures that the solution is
always optimal and completeness ensures that a CBR system always returns a solution when
it is possible (i.e., when it has the necessary knowledge for it). In theory, it is advisable for
CBR system to guarantee correctness and completeness, but in real world application, it is
hard to do.

An ongoing work on the formalisation of the notions of correctness and completeness in
IAKA is conducted but remains at the state of intuition. The idea we want to develop is
based on the notion of “adaptation class” that defines a set of problems that can be adapted
using the same adaptation method and of scope of an adaptation method. The intuition is
that by defining properly adaptation classes we can build a model of coverage of the problem
space based, not on the cases properties such as in [Smyth and McKenna, 1998] (see next
paragraph) but on the “adaptatbiliy” of the cases. Such a model will provides us with tools for
defining adaptation competencies of the system and to evaluate adaptation performances.

Competence of a case

In [Smyth and McKenna, 1998], the authors define the notion of “competence” of a case-
based system. The competence of a case is the range of problems it can solve. According
to the authors, the competence depends on the cases available in the case-based but the
relationship between cases and overall competence is difficult to define, in particular because
this relationship is complex and because cases play different roles (some of them are critical
whereas others are redundant). Hence, the authors propose a model of case competence
taking into account the different status of the cases.

This notion of competence can be related to the notion of adaptation class that we have
introduced earlier in this chapter. This work is still under investigation
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4.4.2 Future work

In this chapter, several experiments have been conducted with IAKA-NF, a prototype
implementing the principles of IAKA. A lot of work remains to be done on the formalisation
of the IAKA principles and on the development of IAKA-NF.

As it was shown in section 4.3.4, we plan to conduct several experiments with the current
prototype to test several hypotheses on knowledge acquisition in CBR. But the major prospect
for this part of the work is to apply the concepts to real world application domains and to
evaluate IAKA pros and cons more thoroughly in this context. Indeed, although the current
experimentations had led to significant and encouraging results, they have been obtained
with a virtual expert and thus, they cannot be considered as an obvious proof of the validity
of the approach in real conditions. Two issues are then raised. The first issue is to find a
suitable application domain, possibly with an existing CBR system in use, and to make sure
that domain experts will be available to participate to the experiments. The second issue is to
implement the IAKA principles in the target application, or to develop a full application from
scratch if needed. IAKA principles being quite generic, this should not be a major problem.

Finally, we plan to investigate the possibilities of combination of IAKA with other knowl-
edge acquisition approaches to make a step towards a general framework for knowledge
acquisition embracing all the facets of the process: initial acquisition, interactive acquisition,
correction of existing knowledge, revision of knowledge, case base and knowledge base main-
tenance, etc. A first step into this direction would be to combine the IAKA approach with
the FRAKAS approach (described in the next chapter) and to observe problems arising when
mixing several knowledge acquisition approaches.

4.4.3 Synthesis

The table 4.4 presents a synthesis of the specificities of IAKA and link them with the
main FIKA principles.

4.5 Conclusion

This chapter has described IAKA, an approach for on-line acquisition and learning of cases
and adaptation knowledge based on interactions. The approach has been implemented in
a system called IAKA-NF where interactions occurs between the systems and a pair oracle-
expert. Both the expert and the oracle are simulated by a program.

IAKA has been designed using the idea of a unified view of the knowledge involved in the
CBR process. The failures of the CBR inference trigger a process that allows the knowledge
base (cases and adaptation methods) to be repaired. The decomposition of the adaptation
process into several steps makes the identification of the knowledge involved in the failure,
such as adaptation knowledge, easier.

IAKA provides us with a framework to model knowledge learning in CBR systems when
CBR is viewed as a kind of approximate reasoning. Another viewpoint is that of uncertain
reasoning. A future work direction aims at generalising the IAKA approach and its justification
so that it considers both viewpoints.

Several experiments have been conducted with IAKA-NF and tests show that IAKA op-
portunistic knowledge acquisition improves the accuracy of the CBR system in the vicinity of
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IAKA, a model based on FIKA
F
IK

A

Description Principles

Knowledge intensive The knowledge comes from the virtual expert
and is gathered during interactions, in the form
of cases and adaptation operators.

Interactive Interactions with the experts occurs
systematically after each problem-solving
episode. If a failure occurs, all the involved
adaptation operators are tested, one by one, by
the expert. Each test involves an interaction.
The expert can follow the reasoning process step
by step if needed.

Opportunistic Failures trigger the knowledge acquisition
process. Failures are identified by the oracle but
are processed by the expert trough interactions.

Table 4.4: IAKA, a model based on FIKA.

the place where failures have occurred. They also show that this acquisition ceases to be
efficient around discontinuity points, where the CBR principle is violated.

Although it has been tested, the IAKA approach remains to be compared with a real-
world application, using an expert evolving in real conditions instead of a virtual expert
and a virtual oracle. As discussed in section 4.4, IAKA should inter-operate with other
knowledge acquisition/extraction/learning approaches. Most of the time, these approaches
are supposed to be applicable to different phases of the CBR, with different goals and with
different knowledge sources. However, IAKA adopts a unified view of the CBR process and its
knowledge. Therefore, more work must be done to connect the various approaches in a more
general framework. For instance, a future work is to elaborate a strategy that focuses on the
type of faulty knowledge (adaptation knowledge, strategic knowledge, domain knowledge,
etc.) to trigger an appropriate acquisition method. Although this is a long-term future work,
this is an important issue in the field.

Next chapter is dedicated to the presentation of FRAKAS, another approach for inter-
active knowledge acquisition in systems producing solutions that are consistent with the
domain knowledge. The discussion at the end of this next chapter goes back on the possible
interactions between FRAKAS and IAKA.
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En essayant continuellement, on finit par réussir. Donc :

plus ca rate, plus on a de chances que ca marche.

Devise Shadok

5
FRAKAS, FAILURE ANALYSIS FOR DOMAIN

KNOWLEDGE ACQUISITION

This chapter presents the FRAKAS approach for interactive domain knowledge acquisition in CBR

systems. The approach is based on the exploitation of adaptation failures. The CBR system is
supposed to produce propositions of solutions that are consistent with the domain knowledge but
that may be inconsistent with the oracle knowledge. Such an inconsistency constitutes a failure.
Because of an interactive analysis of the failure, pieces of knowledge are acquired and contribute to
improve the system domain knowledge. In the context of this work, we have developed FRAKAS-PL,
a prototype implementing the FRAKAS principles with a knowledge representation in propositional
logic. In FRAKAS-PL, the adaptation is performed using the conservative adaptation principle, which
is inspired by the revision theory, and the revision operator plays the role of adaptation operator
(as defined in IAKA). To establish the usability of the FRAKAS principles, the application FRAKAS-
PL(ONCO) has been built using the FRAKAS-PL prototype and exploiting a knowledge base from a
specific domain, namely breast cancer treatment. The chapter ends with a discussion on the research
issues around FRAKAS, a comparison between FRAKAS and other approaches of knowledge acquisition
and a conclusion discussing the role that research on FRAKAS played in the elaboration of the FIKA

principles.
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By storing solved problems, CBR allows solution hypotheses (i.e. propositions of solutions)
to be obtained, even in weak or incomplete theory domains. These solution hypotheses are
called here propositions. Meanwhile, these propositions may be not appropriate because of
a lack of sufficient knowledge, thus leading to “reasoning failures”. Because most of the
CBR systems operate in weak theory domains, it is often impossible to provide them with all
the knowledge needed to solve all the problems they are designed to solve. Nevertheless, it
is often possible to cope with this issue by providing them with mechanisms allowing them
progressively to learn new pieces of knowledge. These mechanisms allow the systems to
improve over time, as the additional knowledge gained facilitates solving more problems.
Indeed, the more knowledge the systems acquire, the more competent they are.

In several CBR systems, domain knowledge is used to control the system inferences and,
in the case of decision support applications, to avoid wrong decisions. Thus, the more correct
and accurate the domain knowledge is, the better the CBR inferences will be. A part of the
domain knowledge is formalised a priori by knowledge engineers, but another part has to be
acquired as the system is used.

FRAKAS is an illustration of the FIKA principles. It defines strategies to interactively
learn domain knowledge on-line, by exploiting reasoning failures and their correction. The
learning process occurs during a CBR session. The target problem is automatically solved
by adaptation of a retrieved case and then, the proposition is presented to the “user” who,
depending on his expertise level, is supposed to highlight the part, in the proposition, that is
not satisfactory.

The processing of a proposition involves both the expert and the oracle (as they were
defined in chapter 3). A proposition produced by the system is first presented to the oracle
who decides if it is satisfactory or not. If a proposition is not satisfactory, the expert has
to help the system to correct it. Hence, FRAKAS offers an interactive mechanism that aims
at incorporating new pieces of domain knowledge. The new knowledge is then added to the
system to prevent similar failures occurring in future reasonings and, especially, to perform
a new adaptation with a more complete knowledge. As a result, the system progressively
learns new pieces of knowledge and becomes more and more effective.

This chapter is organised as follows. Section 5.1 introduces FRAKAS. Notions, notations
and hypotheses are detailed, and the way FRAKAS handles failures is explained. The roles
of the expert and the oracle are also discussed. The implementation of FRAKAS in the
prototype FRAKAS-PL is explained in section 5.2. In particular, the knowledge representation
formalism and the principles of conservative adaptation are described. Section 5.3 illustrates
the use of FRAKAS-PL in a particular application: FRAKAS-PL(ONCO) which focuses on
domain knowledge acquisition in the field of breast cancer. Section 5.4 discusses this work and
draws some prospects for FRAKAS. This section also compares FRAKAS with close knowledge
acquisition techniques. Finally, section 5.5 concludes this chapter.
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Chapter 5. FRAKAS, FailuRe Analysis for domain Knowledge AcquiSition

5.1 FailuRe Analysis for domain Knowledge AcquiSition

FRAKAS stands for FailuRe Analysis for domain Knowledge AcquiSition.8 In
[Lieber, 2007b], Lieber proposed a new approach of the adaptation process: the conservative
adaptation. The main idea of the conservative adaptation is to perform minimal changes to
a solution while staying consistent with the domain knowledge (see section 5.2.2 for more
details about conservative adaptation). This principle, relying strongly on the manipulation
of knowledge bases, was a tempting field to try out a knowledge acquisition approach. The
combination of the conservative adaptation idea with the FIKA approach led to the definition
of FRAKAS principles and to the design of the prototype FRAKAS-PL. FRAKAS-PL was first
rapidly tried out in the cookery field and was then further developed with a restricted data
set coming from the oncology domain.

5.1.1 Knowledge acquisition in FRAKAS

Conservative adaptation relies on the exploitation of domain knowledge to perform adap-
tation. In consequence, FRAKAS focuses on domain knowledge acquisition. To ensure that
a learning process is possible, several hypotheses about the CBR system and the role played
by the human being interacting with the system have to be made.

Remark 5.1

In the remaining of this chapter, a candidate solution, i.e. a solution proposed by the
system, will be called “a proposition”.

Oracle and expert. As it was explained in chapter 3, the notion of oracle is a metaphor to
explain that there is “a way” to know if a proposition is valid or not. In practice, this could
be done by testing the proposition in real world conditions or by checking its consistency
by any other conceivable means. The expert is then able to give the system the knowledge
it needs to correct an inconsistent proposition. When speaking of the expert, we implicitly
make the assumption that he does not contradict himself (otherwise, he would introduce
inconsistent knowledge in the system and would put in doubt the ability of the system to
produce consistent propositions). This assumption may seem strong, but it only means that
if the expert does not “know” how to correct the proposition, he has to use other means to
learn how to do it. In other words, the expert has to learn what he needs before being able
to help the system. In a sense, this amounts to saying that when a reasoning failure occurs,
the pair “expert-system” is a co-evolving learning system.

Reasoning in FRAKAS. An assumption is made that the CBR system is capable of perform-
ing consistent reasoning in the cases using the available domain knowledge. The proposed
solution built by the system is presented to the oracle who is able to decide if it is valid or
not (i.e., if the proposition works or not). The role of the expert is then to highlight faulty

8This project has been conducted in collaboration with Jean Lieber. He has been closely associated with
this research during his visits to the LIRIS and most of the results presented here come from this close
collaboration.

84



5.1. FailuRe Analysis for domain Knowledge AcquiSition

knowledge if the proposition is not satisfactory, which amounts to highlighting the parts of
the proposition that are not correct.

The knowledge acquisition in FRAKAS is:

- Opportunistic, as it exploits failures to trigger a learning process;
- Interactive, as it involves the user during the CBR session, through interactions;
- Incremental, as pieces of knowledge are added progressively to the domain knowledge.

The knowledge learned by a system implementing the FRAKAS principles is used to repair
failed adaptations and to improve the quality of the solution proposed for the current problem.
This knowledge is also stored and reused to prevent similar failures from occurring again in
further reasonings.

The following sections are dedicated to the detailed descriptions of the underlying prin-
ciples of FRAKAS.

5.1.2 Cases and knowledge representation for FRAKAS

In the following, it is assumed that a common knowledge representation formalism is used
for all the pieces of knowledge. The choice of the knowledge representation formalism is a
matter of implementation and does not impact the definition of the principles of FRAKAS.
We assume that the oracle is, at any time, able to say if a solution is satisfactory or not.
The expert is able to highlight inconsistencies without making mistakes (this will be discussed
later in this chapter). Notions of source cases, problems and solutions are defined as usual.
A case is made of a problem part pb and a solution part sol. pb and sol are expressions
representing a problem and a solution of the domain in the chosen knowledge representation
formalism. It is also assumed that there exists a binary relation linking a solution sol to a
problem pb meaning that “sol is a solution of pb”. A source case, denoted srce-case, is a
pair (srce, Sol(srce)). The case base is made of a finite set of source cases. A problem
(resp., a solution) is represented by a set of descriptors interpreted in a conjunctive way:
if pb = {d1, . . . , dn}, then pb describes the problem whose instances satisfy each of the
descriptors di (i ∈ {1, . . . n}).

Hypothesis 5.1 (Problem and solution instances)

Each problem (resp., solution) coded in the CBR system represents a set of problem
instances (resp., a set of solution instances).

Remark 5.2

About the examples In the following, notions are illustrated by examples coming
from the FRAKAS-COOK system. FRAKAS-COOK is a virtual (because not implemented)
system applied to the cookery domain. In FRAKAS-COOK, a problem is a request for
a specific meal and a solution is a recipe for preparing a dish fulfilling the requirements
expressed in the request.
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Example 5.1 - Where solution instances are introduced

In this example, the goal is to cook a main-course for Andrew. In the virtual system FRAKAS-
COOK, the following descriptors are defined:

- man, vegetarian, main-course (problem descriptors);
- pasta, salmon-sauce (solution descriptors).

The problem can be expressed by “prepare a one course meal for a vegetarian man”, thus:

srce = man, vegetarian, main-course

A possible solution to this problem is:

Sol(srce) = pasta, salmon-sauce

Figure 5.1 shows an example of solution instances. An interpretation of the solution Sol(srce) is
that the recipe r3 (r3 is the recipe of “pasta al salmone affumicato”, which is a famous recipe of pasta
with a salmon sauce, and also an instance of the solution Sol(srce) = pasta, salmon-sauce)
ought to be liked by Andrew, but other solutions are possible too (like r1 and r2 here). This is
true, of course, because Andrew is vegetarian and because there is no “not-vegetarian” products in
the “pasta al salmone affumicato” dish.

Solution instances in FRAKAS-COOK

⊤

pasta, sauce

pasta, salmon-sauce

r1 r2 r3

pasta, beef

r4 r5

...

Sol(srce)

Sol(srce1) Sol(srce2)

The dotted ellipse represents a partially specified solution, solid ellipses
are fully specified solutions, rectangle boxes are instances of solutions.

Figure 5.1: Example of solution instances.

Actually, the decomposition of a case in a problem part and a solution part is not manda-
tory in the FRAKAS approach, but it makes its explanation simpler.

The adaptation produces a result consistent with SDK (the system domain knowledge)
but not necessarily with the general domain knowledge (i.e., with the global knowledge about
the domain). Indeed, the system domain knowledge is always consistent and any solution
produced by the system is consistent with respect to SDK. However, because the system
does not necessarily have all the knowledge needed to produce a “valid proposition” from the
oracle point of view, the solution produced by the system may be inconsistent.
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Example 5.2 - Where knowledge about vegetarian people is missing

Once again, Andrew is invited to dinner. FRAKAS-COOK suggests to cook a dish following this
type of recipe:

Sol(srce) = pasta, beef

A possible solution instance is “spaghetti bolognaise”. Although the system knows that Andrew
is vegetarian and that beef-sauce contains meat, it proposes this candidate solution because the
knowledge “vegetarian people do not eat meat” is not available in SDK. If it were, this proposition
would not have been made because it would have been inconsistent.

For practical reasons, FRAKAS handles two levels of presentation of a proposition pro-
duced by adaptation: fully specified propositions and partially specified propositions (moti-
vations for this distinction are discussed in section 5.1.4). A fully specified proposition
is a proposition that can be directly applied to solve a problem; a partially specified propo-
sition has to be made precise in order to be applicable. A partially specified proposition
can be viewed as a proposition that is more general than a fully specified proposition. To
better understand this distinction, let us consider the following example. In figure 5.1,
Sol(srce1) = pasta, salmon-sauce and Sol(srce2) = pasta, beef are two fully speci-
fied propositions (that are linked to recipes) while Sol(srce) = pasta, sauce is a partially
specified proposition. Sol(srce1) and Sol(srce2) are propositions that are more specific
than Sol(srce).

It must be remarked that the concept of “fully specified proposition” is closely linked to
the level of granularity of knowledge representation in the system. A proposition is deemed
to be fully specified when its expression only requires a subset of the more specific vocabulary
terms available in the system. This is discussed by the hypothesis 5.2.

Hypothesis 5.2 (Fully specified and partially specified propositions)

There exists a computable distinction between a fully specified proposition and a
partially specified proposition.

We make this distinction because it helps us to support and to simplify the interaction
process with the user, but it must be remarked that this is not a mandatory assumption
and that we can avoid it in most situations. A way to distinguish between fully specified
propositions and partially specified propositions is to split the vocabulary for representing
cases in two subsets: the abstract vocabulary and the concrete vocabulary. If a proposition
needs some of the abstract vocabulary in order to be represented, then this proposition is
said to be partially specified.

Example 5.3 - Difference between abstract and concrete vocabulary

Figure 5.2 gives a graphical view of a subset of the vocabulary used in FRAKAS-COOK. It can
be remarked that concrete vocabulary is located on the leaves of the tree (cf. figure 5.2). The
descriptor sauce is a descriptor belonging to the abstract vocabulary. A proposition such as:

Sol(srce) = pasta, sauce

is a partially specified proposition. Indeed, sauce is an abstract word. To prepare a dish based on
this recipe, the type of sauce, such has salmon-sauce or beef, has to be specified (because, in
the system, salmon-sauce and beef belong to the concrete vocabulary). Hence, the two following
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propositions are fully specified propositions more specific than this partially specified proposition:

Sol(srce) = pasta, beef and Sol(srce) = pasta, salmon-sauce

Vocabulary in FRAKAS-COOK

⊤

starchy food

pasta ... potatoes

sauce

beef ... salmon-sauce

The abstract vocabulary is written in italics.

Figure 5.2: A subset of the vocabulary used in FRAKAS-COOK.

5.1.3 Exploitation of reasoning failures by FRAKAS

When a proposition made by FRAKAS does not work, an interactive process aiming at
correcting the solution is triggered. The expert is highly involved in this process. Assuming
that a proposition is not valid is equivalent to saying that it is inconsistent and amounts to
saying that there is at least one inconsistency in the proposition (according to the general
domain knowledge). The role of the expert is to highlight this inconsistency. This process
allows the system to learn a new piece of knowledge and to give an improved proposition
for the current problem. In the following, we make the assumption that the expert does not
make mistakes. This assumption is required because FRAKAS does not have mechanisms
allowing it to sort out between “correct” and “incorrect” knowledge (how could it?); it needs
the interactions with its outside environment to check if a piece of knowledge is valid or not.
In other words, FRAKAS considers as correct all the knowledge it learns.

Because of the distinction between fully specified propositions and partially specified
propositions, FRAKAS is able to divide the failures into two sub-types of failures: failures
on general propositions (called type 1 failures), and failures on specific propositions (called
type 2 failures). This division allows an efficient two-steps analysis of the failure to be
performed. Each step may lead to specific knowledge acquisition, though quite similar (the
second step consists in specifying a proposition before applying the same process as for type 1
failures).

Type 1 failures: inconsistency of a general proposition

Characterisation. Type 1 failures are observed when the oracle points out that the as-
sessment “Sol(tgt) solves tgt” is inconsistent. The inconsistency can signify that the
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proposition by itself is inconsistent (like serving a raw boiled egg), unrealizable (like making
an omelette with a hard boiled egg), or inconsistent with the context of the target problem
(like serving eggs when there are none in the refrigerator or serving meat to a vegetarian).

Analysis of the failure. When such a failure occurs, the expert is supposed to highlight
(using an appropriate interface), the part of the proposition Sol(tgt) that is inconsistent
with his knowledge of the target problem. The part he highlights defines a subset denoted
Inc of the set of descriptors constituting Sol(tgt). The first acquired piece of knowledge
added to SDK is the fact that “Inc is false” as it is indeed inconsistent with the general
knowledge.

Type 2 failures: instances of a partially specified proposition might contain failures

Characterisation. Type 2 failures may occur when the proposition is not specific enough.
A partially specified proposition is a proposition that has to be made precise before being
applied. FRAKAS is capable at any time of determining if a proposition is only partially
specified. This qualification is performed using a specific analysis of the vocabulary used to
describe the solution. The vocabulary is split in two subsets: concrete variables and abstract
variables. When a solution needs at least one abstract variables to be represented, it is said
to be partial.

A set of instances is associated to each partially specified proposition. An instance is a
fully specified proposition consistent with the partially specified proposition and more specific
than the partially specified solution is. Let SI be the set of instances of Sol(tgt), a partial
proposition. An instance s ∈ SI is a non-partial candidate proposition for tgt. If s is deemed
satisfactory by the oracle, it constitutes a consistent (and non-partial) proposition for the
problem tgt.

Therefore, specifying a partially specified proposition consists in finding an instance of
the proposition in SI.

Analysis of the failure. When a solution is partially specified, all the candidate instances in
SI are presented to the expert. The expert is asked to check the consistency of each instance
s ∈ SI. If an instance s is inconsistent with his knowledge, the expert has to highlight a
minimal part Inc of the descriptors of s. Then, a process similar to the one used to handle
type 1 failures is performed: a piece of knowledge Inc is built and “Inc is false” is added to
SDK.

5.1.4 Main algorithm of FRAKAS

As it was introduced before, the distinction between fully specified solutions and partially
specified solutions has been made to facilitate the analysis of the candidate solutions by the
expert. To better understand how this distinction allows an efficient approach for correcting
solutions, consider the following example.
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Example 5.4 - The way of handling failures

We assume that a partial proposition expressed by Sol(srce) = pasta, sauce, meat has
sixteen instances (i.e., is a general proposition subsuming sixteen concrete propositions). This
partial proposition is inconsistent thus all its instances are inconsistent. A simple way to handle the
inconsistency is to correct the general proposition rather than all its instances.

Remark 5.3 - About a design choice

A choice has been made: going from general proposition to specific propositions
although the other way would have been possible too. Processing first the partially
specified propositions is just an arbitrary choice. We could have decided to process the
failures the other way, i.e. to analyse directly all the possible fully specified propositions.
Technically speaking, there is no difficulty: if a correction is made on a specific proposition,
it can be extended to the more general proposition. This choice has been made for
experimental purposes. The point was not to be efficient or to alleviate the effort of the
oracle but just to illustrate a possible way of handling failures.

Algorithm 2 describes a way of handling failures in FRAKAS. This algorithm is detailed
because it is the one that is used in the prototype FRAKAS-PL, but, as it has been stated in
the remark 5.3, other ways of handling failures are possible too.

Basically, type 1 failures are processed first. When there are no more type 1 failures,
the system checks if the proposition is fully specified. If this is the case, then the problem
is solved, otherwise, possible type 2 failures have to be analysed. After each knowledge
acquisition (i.e. after each interaction), the source case is adapted using the newly available
knowledge and the new proposition is examined by the oracle. This algorithm does not
perform a new retrieval after each interaction. However, it could be relevant to do so.
Indeed, the domain knowledge is used during the retrieval of the source case, thus acquiring
new knowledge might change the retrieved case. Deciding whether or not a retrieval should
be done after each interaction with the expert is an important question. It involves several
issues with regard to performance of the system, accuracy of the results, availability of the
expert, etc. Thus this design choice has to be made by considering the requirements of the
target application.

5.2 FRAKAS-PL

FRAKAS principles have been implemented in a prototype called FRAKAS-PL. In this pro-
totype, the chosen knowledge representation formalism is that of propositional logic. The
adaptation is performed using the conservative adaptation principle. Interactions with the
user are performed through a set of graphical interfaces. The user behaves alternatively as an
expert or as an oracle, depending on the situation (this will be discussed later in remark 5.5).

This section describes the main aspects of the implementation of FRAKAS-PL: knowledge
representation formalism and principles of conservative adaptation. As they are not within
the scope of this study, retrieval issues are not going to be discussed. To illustrate FRAKAS-
PL, section 5.3 presents two examples of use of FRAKAS-PL in the field of oncology. The
examples are inspired by the KASIMIR project [d’Aquin et al., 2006].
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Algorithm 2 Main algorithm of FRAKAS.
Input: tgt, SDK, CB

1: (srce, Sol(srce))← Retr ieval(SDK, tgt, CB)

2: Sol(tgt)← Adaptation(SDK, (srce, Sol(srce)), tgt)

3: {Taking into account type 1 failures}
4: while Sol(tgt) is inconsistent (according to the oracle) do

5: The expert points out Inc {Inc: the inconsistency}
6: The expert gives a textual explanation of the failure (stored for later use)
7: ’Inc is false’ is integrated to SDK
8: Sol(tgt)← Adaptation(SDK, (srce, Sol(srce)), tgt)

9: end while

10: {Taking into account type 2 failures}
11: if Sol(tgt) is fully specified then

12: Exit
13: end if

14: while There is an inconsistent interpretation of Sol(tgt) do

15: {Justification of this loop:}
16: {The modification of the knowledge base can generate new inconsistent adaptations}

17: for all inconsistent interpretation do

18: The expert points out Inc
19: The expert gives a textual explanation of the failure (stored for later use)
20: ’Inc is false’ is integrated to SDK
21: end for

22: Sol(tgt)← Adaptation(SDK, (srce, Sol(srce)), tgt)

23: end while

5.2.1 Propositional logic

This section introduces reminders of the notions of propositional logic used in this chapter.
Propositional formulas are built on V, a finite set of propositional variables. Each piece of
knowledge manipulated by FRAKAS-PL can be represented by a propositional formula.
V is partitioned in {Vcpb,V

a
pb,V

c
sol,V

a
sol} where Vxpb (resp., Vxsol) represents the variables

used to represent some problems (resp., some solutions), and if x = c (resp., x = a) then this
set only contains variables said to be concrete (resp., abstract). A problem (resp., a solution)
is a formula whose variables belong to Vcpb ∪ V

a
pb (resp., to Vcsol ∪ V

a
sol). This distinction

between problem variables and solution variables allows one to express a source case as a
conjunction of its problem part and its solution part: srce-case = srce ∧ Sol(srce).

An interpretation on V is a function I that, to x ∈ V, associates xI ∈ {T, F}. I is
prolongated on the set of the formulas build on V in the usual way (for example, (f ∧g)I = T

iff f I = T and gI = T). I is a model of f if f I = T. f entails g (resp., f is equivalent to
g) denoted by f � g (resp. f ≡ g) if Mod(f ) ⊆ Mod(g) (resp., Mod(f ) = Mod(g)). f implies
g modulo SDK, noted f �SDK g if SDK ∧ f � g. Mod(f ) denotes the set of the models of
f . The instances of a problem (resp., a solution) are defined here as its interpretations on
Vcpb ∪ V

a
pb (resp., on Vcsol ∪ V

a
sol).
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A solution sol is partial if it is not possible to express it without any abstract variable,9

in other words, if there exists no f such that sol ≡SDK f and such that no variable of f
belongs to Vasol.

5.2.2 Conservative adaptation

FRAKAS is designed to enable knowledge acquisition in CBR systems performing con-
servative adaptation. This section briefly describes the principles of conservative adap-
tation because a correct understanding of this adaptation approach is needed to under-
stand how FRAKAS exploits reasoning failures (and thus adaptation failures) to learn knowl-
edge. More details on conservative adaptation are given in [Lieber, 2006], [Lieber, 2007a],
[Lieber, 2007b] and [Cojan and Lieber, 2008]. The idea of conservative adaptation is related
to the theory of revision of knowledge bases [Alchourrón et al., 1985], [Konieczny, 1999]:
the revision of an old knowledge base by a new one consists in making a minimal change
on the former while being consistent with the latter. The revision of a knowledge base is
performed by a revision operator denoted by ◦. Hence, as will be discussed at the end of this
section, the revision operator plays the role of an adaptation operator in the CBR field.

Remark 5.4 - Two meanings of the word “revision”

In this chapter, the word “revision” refers to the principle of belief revision theory. It
has nothing to do with the revise step of the CBR cycle nor with the revision of cases.

Justification of the conservative adaptation. The conservative adaptation finds its jus-
tification in the classic CBR principle:

Similar problems have similar solutions.

This principle has been formalised in [Dubois et al., 1997] by:10

T (Sol(srce), Sol(tgt)) ≥ S(srce, tgt)

In this formalisation, S ant T are similarity measures respectively between problems and
solutions. According to this principle, the solution Sol(tgt) is constrained to be similar to
Sol(srce).

A proposition Sol(tgt) is always produced by an adaptation. There are multiple ways
to perform adaptation in accordance with the CBR principle, starting from the so-called
null-adaptation. In null-adaptation, Sol(tgt) = Sol(srce). Null-adaptation is justified in
[Riesbeck and Schank, 1989] by the fact that “people often do very little adaptation”. But
one limit of null-adaptation is the fact that “Sol(srce) solves tgt” might contradict some
domain knowledge. In such a situation, a suitable strategy for adaptation is to keep as many
features of the solution as possible while keeping the available knowledge consistent. The
example 5.5 illustrates this limitation.

9This is checked in FRAKAS as follows. For each I ∈ Mod(sol), let I− be the interpretation obtained
by projection of I on the set of variables V\Vasol. Then, let sol− be a formula whose models are the I−’s,
for I ∈ Mod(sol). Then the test sol ≡SDK sol− is done; sol can be written without any abstract solution
variable (i.e., sol is not partial) iff this test holds.

10Dubois et al. notation have been adapted to our notations.
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Example 5.5 - Where null-adaptation fails

Annie wants to serve a salad to her nephew Andrew. She remembers that she has made a
salad for Ross (Andrew’s brother) and that he loved it, so she decides to prepare the same salad
(null-adaptation). The salad is made of green salad, tomatoes, crispy bacon, corn and olive oil (and
a lot of delightful other ingredients which don’t contain meat). Just before starting to prepare the
salad, she discovers that Andrew is vegetarian. Yet, Annie’s domain knowledge says that vegetarian
people do not eat meat and that bacon is meat. There is a contradiction between the solution
obtained by null-adaptation and the domain knowledge: Annie needs to adapt her recipe.

A simple way to adapt Annie’s recipe to fit the problem while staying consistent with the
domain knowledge is to remove the part of the solution that is inconsistent. In this example, it
consists in removing the crispy bacon and keeping all the other ingredients.

Conservative adaptation and CBR knowledge bases. In CBR, the conservative adaptation
is based on three types of knowledge:

- KBsrce, the context related to the source problem and its solution. It is the old knowl-
edge, it can be altered but must be altered minimally.

- KBtgt, the context related to the target problem. It is the new knowledge that must
not be altered during the adaptation process.

- SDK, the domain knowledge. It is the knowledge that must be true in any context.

Each knowledge base is assumed to be consistent by itself. The principle of minimal
change in the revision theory is the following:

Given two knowledge bases µ and ψ, the revision of ψ by µ is a knowledge base
ψ ◦ µ that entails µ and makes minimal changes on ψ to make this revision
consistent (with ◦ the chosen revision operator).

Thus, conservative adaptation consists in performing a shift from the source context to the
target context in order to find a solution for the target problem, staying consistent with
both the target problem and the domain knowledge. This process is conservative because
the shift operates with a minimal change while staying consistent with the definition of the
target problem. Indeed, the context of the target problem cannot be modified. For instance,
in the example 5.5, the fact that Andrew is vegetarian cannot be altered.

In other words, the aim of the conservative adaptation is to answer the question: “what
minimal change on the knowledge base KBsrce that must be done to be consistent with
KBtgt?” When KBsrce and KBtgt do not contradict each other, there is no reason to perform
any change on KBsrce and thus, conservative adaptation amounts to null-adaptation. When
there is a contradiction, an adaptation has to be performed. The conservative adaptation
consists, given a revision operator ◦, in computing KBsrce ◦ KBtgt and to infer, from this
new knowledge base, the pieces of knowledge that are relevant to Sol(tgt) (where KBsrce
and KBtgt are interpreted in consistency with the domain knowledge SDK). In the above
example, KBsrce consists of all the knowledge about Ross having a salad, KBtgt consists of
all the knowledge about Andrew and his dietary habits, and the issue is, given the domain
knowledge, how to adapt Ross’ meal to stay consistent with Andrew’s demand, in particular,
with the fact that he is vegetarian.

In summary, in conservative adaptation, the adaptation is performed thanks to the revision
operator, which plays the role of an adaptation operator, and the knowledge used to guide
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the adaptation is the domain knowledge (in addition to the cases). The study of the revision
operators is not in the scope of this work but section 5.2.3 describes the particular revision
operator implemented in the FRAKAS-PL prototype. More information on revision operators
in propositional logic can be found in [Katsuno and Mendelzon, 1991].

The role of the revision operator in the adaptation process. As it was explained before,
the revision of a knowledge base ψ (the old knowledge) by a knowledge base µ (the new
knowledge) produces a knowledge base ψ ◦ µ (the revised knowledge base). The revision
theory guarantees both the consistency of the revised knowledge base and a set of other
properties related to the theory itself. Figure 5.3 illustrates this principle.

ψ ◦ µ ψ ◦ µ

Figure 5.3: Illustration of the revision theory.

FRAKAS principles and conservative adaptation

The FRAKAS principles are illustrated in figure 5.4 and are detailed hereafter.

tgt
CBR process

tgt

Sol(tgt)

Oracle
decision

Add case to
case base

Expert
analysis

Inc
Add ¬Inc

to SDK

Case base

SDK

FRAKAS principles

valid

solution

invalid

solution

This figure describes the main FRAKAS principles and the links with the knowl-
edge base (on the right of the figure). Circles represent cases, rounded rect-
angles are processes (the expert analysis involves interactions between the
expert and the system). Inc is a piece of knowledge that is built during the
reasoning cycle and that is going to be added to the knowledge base.

Figure 5.4: FRAKAS principles.

The CBR process exploits a knowledge base to produce a candidate solution. When the
candidate solution is judged not valid (i.e. it does not work) by the oracle, the expert has to
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identify a subset of inconsistent knowledge (denoted Inc on the figure). From this subset
of knowledge, the system is able to learn a new piece of knowledge. This new piece of
knowledge is added to the knowledge base. The improved knowledge base allows the system
to produce a new candidate solution for the current problem. The process is iterated until
the expert validates a solution proposed by the systems, i.e. until the system finds a working
solution.

The CBR process implemented in FRAKAS exploits a case base together with the system
domain knowledge base (denoted by SDK). The cases contained in the case base are assumed
to be consistent with SDK, they often contain pieces of knowledge coming from experience.
These pieces of knowledge cannot always be explained by the domain knowledge but are
nonetheless often very useful, that is why they are valuable. Figure 5.5 details how adaptation
is performed using the revision operator in FRAKAS. In order to solve a new problem, FRAKAS
retrieves a case which is, of course, consistent with SDK. Then, the retrieved case is adapted,
using the revision operator, to propose a solution to the current problem. The revision
operator is applied on two knowledge bases: the first one consists of the retrieved source
case together with SDK and the other one consists of the target problem, also together with
SDK. The result of the adaptation produces a solution consistent with SDK.

SDK

srce

Sol(srce)

◦ SDK

tgt

SDK

tgt

Sol(tgt)

Illustration of the adaptation process in FRAKAS: the cases (target and source
cases) are interpreted in consistency with the system domain knowledge base.
The result of the adaptation process is a target problem with its candidate
solution.

Figure 5.5: Adaptation by revision in FRAKAS.

When the expert points out that a proposition is not satisfactory, it means that there is,
given the “general domain knowledge”, an inconsistency Inc between some of the descriptors
of the target case. For instance, if the target problem states that someone is vegetarian, and
if the target solution suggests to cook him a piece of meat, then there is an inconsistency
in the proposition (given the fact that the general domain knowledge states that vegetarian
people do not eat meat). Then, the expert has to identify the inconsistency by marking
the parts of the problem and the solution that are concerned. This process is illustrated in
figure 5.6.

As soon as the inconsistency is properly identified, the system is able to learn a piece
of knowledge that will enable it to avoid reproducing the failure in further reasonings. To
resume the previous example, from the inconsistency between “vegetarian” and “meat”, the
system will learn that vegetarian people do not eat meat. Once it is solved, the target case
is added to the case base in prevision of a possible future reuse.

Hence, because of the revision operator, the knowledge available in SDK is modified to:

- solve the current problem;
- revise the system knowledge and thus improve it.
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Inc
Target
case

Circles represent problem or solution descriptors. Black circles are inconsistent
descriptors (according to the expert knowledge): they constitute a new piece
of knowledge denoted Inc. The negation of Inc will be added to the knowledge
base.

Figure 5.6: An inconsistency in the target case.

5.2.3 Revision operator

In order to perform conservative adaptation, several revision operators can be used. A
review of some revision operators is presented in [Katsuno and Mendelzon, 1991]. In the
following, the selected revision operator is the Dalal revision operator, noted ◦D [Dalal, 1988].
◦D is defined, in propositional logic, as follows:

Let dist be the Hamming distance between interpretations on V (dist(I,J ) is the
number of x ∈ V such as xI 6= xJ ) and let Gλ(ψ) be a formula (for λ ≥ 0 and ψ a formula)
such that:

Mod(Gλ(ψ)) = {J | J : interpretation on V such as exists

I ∈ Mod(ψ) with dist(I,J ) ≤ λ}

This defines Gλ(ψ) up to the logical equivalence, which is enough since we adhere to the
principle of irrelevance of syntax, saying that whenever f ≡ g, an artificial reasoning system
using knowledge f makes the same inferences –up to logical equivalence– as the same system
using g instead of f . For ψ and µ two formulas such that at least the latter is satisfiable,
ψ ◦D µ is defined as being G∆(ψ) ∧ µ where ∆ is the smallest value such as G∆(ψ) ∧ µ is
satisfiable. Intuitively, ψ ◦D µ is obtained by generalising ψ minimally (according to the scale
({Gλ}λ,�)) to be consistent with µ.

5.2.4 Formalisation of the conservative adaptation in propositional logic

The revision operator ◦D that has been defined previously allows the formalisation of
the conservative adaptation (denoted CA◦D) in propositional logic. This section presents the
conservative adaptation with the CBR notations and gives a full example of adaptation.

Let tgt be a problem and srce ∧ Sol(srce) be a case. The adaptation of this case to
solve tgt aims at giving a proposition of solution Sol(tgt) of tgt. Given a revision operator
◦, the ◦-conservative adaptation consists in computing:

CA◦(SDK, srce ∧ Sol(srce), tgt) = (SDK ∧ srce ∧ Sol(srce)) ◦ (SDK ∧ tgt)

The result of this computation is a formula f such that f ≡SDK tgt∧ Sol(tgt) which gives
a solution Sol(tgt) to tgt.
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This definition formalises the idea that conservative adaptation consists in keeping as
much as possible from SDK ∧ srce ∧ Sol(srce), i.e. the source case interpreted keeping
consistency with the domain knowledge, while being consistent with SDK ∧ tgt, i.e. the
target problem interpreted in the context of SDK. The following example illustrates the
principle of conservative adaptation applied to CBR.

Example 5.6 - Where Léon performs conservative adaptation at home

This example is strongly inspired by an example created by Jean Lieber [Lieber, 2007b].
Léon is about to invite Thècle and wants to prepare for her a suitable meal. His target

problem can be specified by the characteristics of Thècle about food. Let us assume that Thècle is
vegetarian (denoted by the propositional variable v) and that she has other characteristics (denoted
by c) not detailed in this example: tgt = v ∧ c. From his experience as a host, Léon remembers
that he had invited Suzanne some time ago and he thinks that Suzanne is very similar to Thècle
according to food preferences, except that she is not a vegetarian: srce = ¬v ∧ c. He had offered
Suzanne a meal with salad (s), beef (b) and a dessert (dessert), and she was satisfied by the
first two but had not eaten the dessert. Thus Léon has retained the case (srce, Sol(srce)) with
Sol(srce) = s ∧ b ∧ ¬dessert. Besides that, Léon has some general knowledge about food: he
knows that beef is meat, that meat and tofu are protein-based food, that tofu is not meat, and
that vegetarians do not eat meat. Thus, his domain knowledge is

SDK = b → m ∧ m → p ∧ t → p ∧ ¬t ∨ ¬m ∧ v → ¬m

On this example, ◦D-conservative adaptation produces the following result:

CA◦D(SDK, srce-case, tgt) ≡SDK v ∧ c| {z }
tgt

∧ s ∧ ¬m ∧ p ∧ ¬dessert| {z }
Sol(tgt)

If Léon follows Sol(tgt), he will give Thècle a dinner with a salad, a main course with proteins but
no meat (for example, a tofu-based dish) and no dessert.

5.3 FRAKAS-PL(ONCO): an application

FRAKAS-PL(ONCO) is a prototype that focuses on knowledge acquisition after problem-
solving sessions. The examples described in this section come from the research project
KASIMIR whose framework is knowledge management and decision support in oncology
[d’Aquin et al., 2006]. This project is inspired by real situations in the medical domain which
have been simplified and anonymised for explanation purposes. A problem is defined as the
description of a patient suffering from breast cancer. A solution is a suitable therapy for this
patient.11

Remark 5.5 - The expert and the oracle in FRAKAS-PL(ONCO)

In the two following examples, we make the assumption that the user behaves as an
oracle when evaluating a proposed solution and as an expert when highlighting inconsis-
tencies. As a consequence, and for simplicity’s sake, we will use the term “expert” to
define the user interacting with the system, whatever his role is.

11The medical knowledge given here has been simplified and should not be considered as correct from a
medical point of view.
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5.3.1 The case of Jules

Target problem

Jules is a man suffering from breast cancer.12 He has other characteristics that are
useful from a medical point of view but that are not detailed in this example (in particular,
the fact that he has already had surgery that has removed the tumor, and the fact that
the hormone receptors are positive). These characteristics are denoted other-charac. The
target problem is modelled by:

tgt = man ∧ other-charac (Target problem)

Vocabulary

The set of variables V is partitioned in several subsets as explained in section 5.1. Distinc-
tions are made between concrete and abstract variables and between problem and solutions
variables. In this example, the available variables are the following:

Vcpb ={man, woman, other-charac}

Vcsol ={FEC-50, Rad-50Gy, ovariectomy, tamoxifen, anti-aromatases}

Vasol ={chemotherapy, radiotherapy, anti-oestrogens, hormone-therapy}

Initial domain knowledge

The initial domain knowledge is formalised by:

SDK0 =(¬woman ∨ ¬man) ∧

(FEC-50→ chemotherapy) ∧

(Rad-50Gy→ radiotherapy) ∧

(ovariectomy→ anti-oestrogens) ∧

(tamoxifen→ anti-oestrogens) ∧

(anti-aromatases→ anti-oestrogens) ∧

(anti-oestrogens→ hormone-therapy)

There is a relation of type “kind of” between concrete variables and abstract variables.
This relation allows the variables to be organised in a hierarchy. Figure 5.7 illustrates this
hierarchy.

SDK0 translates the following facts. One cannot be a man and a woman at the same time.
FEC-50 is a chemotherapy drug with a dose of 50.13 Rad-50Gy is a breast radiotherapy
with a dose of 50Gy . An ovariectomy is an anti-oestrogens treatment (an ovariectomy
is a surgical act that consists of a total ovaries ablation, and thus, it has an anti-oestrogens
effect). tamoxifen and anti-aromatases are two drugs with anti-oestrogens effects.
All the anti-oestrogens treatments are hormone-therapy treatments.

12Approximatively one per cent of the people suffering from breast cancer are men.
13FEC is actually a combination of three chemotherapy drugs: fluorouracil, epirubicin and cyclophosphamide.
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⊤

chemotherapy

FEC-50

hormone-therapy

anti-oestrogens

ovariectomy tamoxifen anti-aromatases

radiotherapy

Rad-50Gy

Initial domain knowledge without man and woman concepts.

Figure 5.7: Initial domain knowledge of FRAKAS-PL(ONCO).

Description of the problem-solving process

The aim of this problem-solving episode is to find a solution (i.e. a treatment) for the
target problem tgt. Interactions with the expert occur during the whole process: the expert
is in charge of validating solutions proposed by the system and of correcting faulty knowledge
when solutions are not validated.

5.3.2 A running example

This section describes a running example based on the case of Jules defined above. For
more information on FRAKAS, a second example is described in appendix A.

First retrieval

In this example, it is assumed that a srce-case such that srce = woman∧other-charac

is retrieved. This source case corresponds to a woman having the same characteristics as
Jules, except for her gender. This source case has been retrieved because it is very similar
to tgt according to the given conservative adaptation-guided retrieval criterion.

The solution of this problem is Sol(srce) = FEC-50 ∧ Rad-50Gy ∧ ovariectomy: this
treatment corresponds to a cure of FEC-50 (a chemotherapy drug), a breast radiotherapy
with a dose of 50Gy, and an ovariectomy (ovary ablation), that has an anti-oestrogen
effect and, so, constitutes a hormone therapy.

srce = woman ∧ other-charac

Sol(srce) = FEC-50 ∧ Rad-50Gy ∧ ovariectomy (Source case)

First adaptation

Given the initial system knowledge base SDK0, the target problem tgt and the retrieved
source case srce-case, the system finds a suitable proposition of solution for tgt. A
conservative adaptation is performed on the initial system domain knowledge SDK0 together
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with the source case srce-case and the target problem tgt (according to the Dalal’s revision
operator ◦D). This consists in doing a conservative adaptation between two knowledge bases:

- SDK0 ∧ srce ∧ Sol(srce) (i.e. the source case in the context of the initial domain
knowledge),

- SDK0 ∧ tgt (i.e the target problem in the context of the initial domain knowledge)

CA◦D(SDK0, srce-case, tgt) = (SDK0 ∧ srce ∧ Sol(srce)) ◦D(SDK0 ∧ tgt)

The result of the conservative adaptation is the following:

CA◦D(SDK0, srce-case, tgt) ≡SDK0man ∧ other-charac∧

FEC-50 ∧ Rad-50Gy ∧ ovariectomy

This result takes into account the properties of the target problem and the source case
but does not retain the fact that the source case was a woman, because it is inconsistent
with the target problem context.

First interaction —type 1 failure

The result of the first conservative adaptation performed by the system is presented to
the expert through a graphical interface (cf. figure 5.8).

Display of CA◦D(SDK0, srce-case, tgt)

Figure 5.8: First solution presented to the expert.

The expert has to check whether the proposed solution is valid, and for that, he checks
it is consistent with his knowledge. In this example, the expert detects an inconsistency: he
knows that it is not possible to do an ovariectomy on men. This is a failure of type 1: there
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is an inconsistency between the system domain knowledge SDK and the expert knowledge.
In order to highlight the faulty knowledge, the expert has to check the boxes in front of the
involved variables. The conjunction of the corresponding literals constitutes an inconsistent
piece of knowledge denoted by Inc. In this example, as it is shown in figure 5.9, he checks
man and ovariectomy.

Display of CA◦D(SDK0, srce-case, tgt)

Figure 5.9: Feedback of the expert on the first solution in the form of checked boxes.

The result of this first interaction is the identification of the inconsistency Inc1 saying
that men cannot have ovariectomies:

Inc1 = man ∧ ovariectomy (Inconsistent knowledge)

First validation and first modification of SDK

Before updating the domain knowledge, the system has to verify, with the expert, if
the new inferred piece of knowledge is correct or not. This is done through the interface
presented on figure 5.10 (the role of the explanation will be explained in section 5.4.1).

When validating (by clicking on “Yes”), the expert confirms that Inc1 = man∧ovariectomy

is false and that ¬Inc1 can be added to the system domain knowledge. The new system
domain knowledge is SDK1:

SDK1 = SDK0 ∧ ¬Inc1

≡ SDK0 ∧ (¬man ∨ ¬ovariectomy)

≡ SDK0 ∧ (man→ ¬ovariectomy)
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Figure 5.10: Validation of ¬Inc1 and plain text explanation.

Second adaptation

As the first proposition was not satisfactory, the system performs a new adaptation with
SDK1.

The result of this new adaptation is:

CA◦D(SDK1, srce-case, tgt) ≡SDK1man ∧ other-charac ∧ FEC-50 ∧ Rad-50Gy ∧

¬ovariectomy ∧ anti-oestrogens

The conservative adaptation does not keep the ovariectomy, since it is in contradiction
with SDK1∧man but keeps the idea of an anti-oestrogen treatment (because the ovariectomy
is an anti-oestrogen treatment).

The result of the second adaptation is presented in figure 5.11.

Second interaction —type 2 failure

This second proposition is consistent with the expert domain knowledge, hence there is no
type 1 failure. But the system also indicates that some of the variables are abstract (in this
case, anti-oestrogens) and that, consequently, the proposition is not fully specified. This
constitutes a type 2 failure. Indeed, anti-oestrogens ∈ Vasol and there exists no formula f
that does not contain any variable of Vasol that is equivalent to CA◦D(SDK1, srce-case, tgt)

modulo SDK1. Then, the type of anti-oestrogen treatment that has to be used must be
specified.

By clicking on “No inconsistent knowledge, show interpretations”, the expert accesses the
available set of interpretations of CA◦D(SDK1, srce-case, tgt) as it is shown in figure 5.12.

The expert has to analyse each interpretation of the set (i.e. each line on the figure).
For each line, he points out what is inconsistent with his own knowledge, and, for each
corresponding interpretation, the conjunction of literals Inc is built. In this example, two of
the four interpretations (the first and the fourth on the figure 5.13) are inconsistent. From
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Display of CA◦D(SDK1, srce-case, tgt) that is judged by the expert to be
consistent.

Figure 5.11: Display of the second adaptation.

Figure 5.12: Display of the interpretations of CA◦D(SDK1, srce-case, tgt).
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Figure 5.13: Feedback of the expert on the interpretations he rejects.

the first one, the expert makes a selection that corresponds to:

Inc2.1 = ¬ovariectomy ∧ ¬tamoxifen ∧ ¬anti-aromatases ∧ anti-oestrogens

The domain knowledge is updated in consequence.

SDK2 = SDK1 ∧ ¬Inc2.1

≡ SDK1 ∧ anti-oestrogens→

(
ovariectomy ∨ tamoxifen

∨anti-aromatases

)

For the other interpretation that is inconsistent with the expert knowledge, Inc is
Inc2.2 = tamoxifen ∧ anti-aromatases is validated. The meaning of this knowledge
is that tamoxifen and anti-aromatases cannot be prescribed to the same patient at the same
time.

Then, ¬Inc2.2 is added to SDK2:

SDK3 = SDK2 ∧ ¬Inc2.2 ≡ SDK2 ∧ (¬tamoxifen ∨ ¬anti-aromatases)

Third adaptation

As there is still no satisfactory proposition for tgt, a third conservative adaptation is
performed. The result of this new adaptation is the following:14

CA◦D(SDK3, srce-case, tgt) ≡SDK3man ∧ other-charac ∧ FEC-50 ∧

Rad-50Gy ∧ ¬ovariectomy ∧

(tamoxifen⊕ anti-aromatases)
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Figure 5.14: Third solution presented to the expert who validates it.

The result of this adaptation is presented in figure 5.14. The expert does not detect any
inconsistency in the proposition (no type 1 failure) and the proposition can be written without
abstract variables of solution (no type 2 failure), therefore the proposition is satisfactory. This
formula has two interpretations: the first one recommends tamoxifen and the second one,
anti-aromatases. These two interpretations correspond to two possible treatments for the
patient described by tgt.

Remark 5.6 - Textual explanations

The textual explanations have not been discussed in this section because they have
not been exploited yet. However, the role of textual explanations is discussed in details
in section 5.4.1.

5.4 Future work and discussion

This section presents future research issues for the FRAKAS project and briefly compares
FRAKAS with other work. The first part discusses the ability to exploit explanations in
FRAKAS to learn more knowledge. The second one is an inventory of problems to be solved
in order to improve FRAKAS to make it usable in real world situations. Last section presents
a short selection of research that can be related to FRAKAS.

14⊕ is the symbol for exclusive or.
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5.4.1 Explanations in FRAKAS

FRAKAS-PL already implements the ability to provide explanations after each interaction.
An explanation is a full text (written in natural language) that the system user can (after each
interaction) explain his decision and/or to “give more knowledge” to the system. Explanations
may be complex (either because they are of a high scientific level or because they are expressed
in natural language and thus difficult to process automatically) and it is very complicated, if
not impossible, to completely automate this part. Formalising this knowledge is the purpose
of knowledge engineers and requires competencies that the system user may not have. That
is why, in FRAKAS-PL, the system user (who might not be a domain expert) is invited to write
explanations in plain text. The resulting document may be used later by a knowledge engineer,
in presence of a domain expert and/or the author of the explanation text to manually acquire
new knowledge. The interface implemented in FRAKAS-PL offers the possibility of adding
explanations, but they have not yet been used. However, in order to see how the system can
benefit from processing textual explanations, the reminder of this section is dedicated to the
detailed study of an example.

In FRAKAS-PL(ONCO), after each correction step, the user of the system is asked to
provide an explanation (cf. figure 5.10). For the example of Jules described in section 5.3.1,
the three following texts are given:

Text 1: To perform an ablation of ovaries on a person, it is necessary that this
person has ovaries, which is not the case for men.

Text 2: The only therapies that are possible and permitted in my hospital for
an anti-oestrogen treatment are the ovariectomy, the tamoxifen, and the anti-
aromatases.

Text 3: A given hormone therapy should not use at the same time tamoxifen
and anti-aromatases.

Taking into account the explanations

The three texts entered by the oracle can be used as sources for acquiring some new
domain knowledge to be added to SDK3 = SDK0 ∧ ¬Inc1 ∧ ¬Inc2.1 ∧ ¬Inc2.2. It can
be noticed that this new knowledge acquisition (by contrast to the one presented above) is
off-line; it is performed during knowledge maintenance operations of the CBR system.

Taking into account the first text. In this text, a knowledge engineer can establish the
following knowledge, after discussions with the expert:

- a man does not have ovaries (f1 = man→ ¬has-ovaries);
- if a person has to be treated by ovariectomy, then this person must have ovaries

(f2 = ovariectomy→ has-ovaries);
- a woman who has already had an ovariectomy does not have her ovaries any more

(f3 = antecedent-ovariectomy→ ¬has-ovaries).
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f1 and f2 formalise the text 1. f3 comes from an answer of the expert to the following
question asked by the knowledge engineer: “Are there women who do not have ovaries?”.
Then, the state of the domain knowledge is:

SDK4 = SDK3 ∧ f1 ∧ f2 ∧ f3

It can be noticed that during this phase, the vocabulary of the CBR system is enriched. It
can also be noticed that SDK0 ∧ f1 ∧ f2 � SDK0 ∧ Inc = SDK1: f1 and f2 explain Inc1
that has to be a consequence of their conjunction. But the additional knowledge f3 helps to
solve correctly the problem tgt′ = woman ∧ antecedent-ovariectomy ∧ other-charac by
adaptation of the same source case:

CA◦D(SDK4, srce-case, tgt
′) ≡SDK4

woman ∧ antecedent-ovariectomy ∧

other-charac ∧ FEC-50 ∧ Rad-50Gy ∧

¬ovariectomy ∧ (tamoxifen⊕ anti-aromatases)

Taking into account the second text. From the second text, the following fact can be
acquired: when an anti-oestrogen treatment is required it is necessarily either an ovariectomy
or a treatment with tamoxifen or anti-aromatases:

f4 = anti-oestrogens→ (ovariectomy ∨ tamoxifen ∨ anti-aromatases)

Nevertheless, this does not add new knowledge to what has already been acquired: f4 ≡
¬Inc2.1. Even if the analysis of this text does not lead to specific knowledge acquisition, the
text itself is not useless: it highlights the fact that the knowledge f4 (or ¬Inc2.1) is contextual.
This knowledge stands in the framework of the expert’s hospital but a discussion with the
expert points out that there exist other types of anti-oestrogen treatments. Therefore, it is
important to avoid using this knowledge ¬Inc2.1 in another medical context.

Taking into account the third text. A formalisation of the third text gives
f5 = ¬tamoxifen ∨ ¬anti-aromatases but this does not enrich the domain knowledge:
f5 ≡ ¬Inc2.2.

An illustration of the usefulness of such explanations can be found in [Lieber et al., 2005].

5.4.2 Future work

The core examples that were used to experiment with FRAKAS-PL(ONCO) are only use
cases that have been designed for the experiment purpose by simplifying real medical situ-
ations. Several improvements need to be made to FRAKAS to make it usable in real world
situations.

In a practical way, for the KASIMIR project, the system should be confronted to cancer
specialists under the assistance of computer scientists. This entails to work on the interface
ergonomics of FRAKAS and on the optimisation of several parts of the code of FRAKAS. It
would be interesting to study the opportunity of selecting relevant interpretations and relevant
variables in order to reduce the complexity and to make the work of the oracle easier. This
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also entails further optimisation of several parts of the code of FRAKAS (the Dalal’s revision
operator, which has been naively implemented and then optimised during this work, is the
most time consuming and takes about 3 seconds CPU on a currently used PC to process the
most complex example of the case of Jules).

Integrating FRAKAS to the KASIMIR project is a major issue for this work. Thus, since
the KASIMIR system is based on a description logic formalism (see [Baader et al., 2003],
[Napoli, 1997]), it will be necessary either to implement translation procedures between
propositional logic and description logic or to implement a new version of FRAKAS based
on description logic.

Type 2 failures also need additional investigations. Indeed, in our example, an interaction
with the oracle was sufficient to handle it but it may not be always the case. Suppose for
example that there exists a great number of anti-oestrogen treatments, ao1, ao2, . . . , aon, it
will be tedious to enumerate them all and thus to obtain the knowledge anti-oestrogens→
ao1∨ao2∨. . .∨aon. It seems more reasonable that the adaptation process provides such kind
of result: “anti-oestrogen treatment, such as one based on tamoxifen or anti-aromatases”.
This is not a major technical difficulty but it raises a lot of issues in ergonomics and interfaces.
Dealing with this issue also requires working with practitioners.

An underlying assumption of this work is that domain knowledge is at any time self-
consistent. This does not necessarily hold: SDK may be “approximately true” (true in most
situations but not all). In this case, when adding a new knowledge f to SDK, a conflict of
SDK ∧ f may occur. Consequently, such a conflict must be detected (which is not difficult).
One could go further and propose to merge these two knowledge bases, by using a merging
operator (see for example [Konieczny et al., 2004]). In particular, if one considers that SDK
can be revised, but f must be kept, one can use a revision operator instead of the conjunction:
instead of SDK i+1 = SDK i ∧ f , we would have SDK i+1 = SDK i ◦f. This may occur if the
use of FRAKAS leads first to the knowledge ¬Inc and then to the formula f which models
the textual explanation given by the oracle. This latter point needs to be studied thoroughly.

Another future work would be to improve the modelling of these reasons to adapt (inap-
plicability, contraindication, uselessness). This prospect is related to the work on adaptation
patterns as defined in the KASIMIR project [d’Aquin et al., 2006]. For example, the con-
traindication of a treatment ttt for a class of patients pat has been modelled by pat → ¬ttt.
Now, consider the contraindication of epirubicin for patients with a heart problem. One way
to adapt a FEC treatment is by removing epirubicin (as it is done in the example described
in appendix A). Another way is to keep epirubicin and to add a drug that prevents from the
undesirable effects of epirubicin on the heart. This solution is sometimes recommended by
physicians but is not consistent with f = heart-problem → ¬epirubicin. Therefore, a more
sophisticated modelling of contraindications is required, and this may also be true for the
modelling of treatment inapplicability and treatment uselessness. This also raises the problem
of the FRAKAS interface: with the above example, the expert will probably check the boxes
heart-problem and epirubicin, that leads to the knowledge ¬(heart-problem∧epirubicin)
which is equivalent to f . In a further version of FRAKAS, a new interface based on the rea-
sons to adapt may be developed. One can imagine such an interface with a tab for each
reason to adapt. With the above example, the expert may choose the “contraindication tab”
and indicate that epirubicin is contraindicated because of heart-problem. This involves
two improvements with the current version: first, it associates explanations to pieces of
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knowledge and second, it enables to use a sophisticated model of, e.g., contraindication.

5.4.3 Related work

Being an approach following the FIKA principles, FRAKAS can be related to interactive
knowledge acquisition approaches discussed in the chapter 3.

The closest application is probably the CHEF system [Hammond, 1990]. CHEF, a case-
based planner in the cooking domain, uses a causal model to test an adapted plan. In case
of failure, CHEF generates an explanation to guide the repair of the solution. Then, the
learning process sets appropriate indexes in order to avoid a later retrieval of the faulty plan
in similar circumstances. Besides case-based planning, CHEF inspired many subsequent lines
of research based on explanations in order to search for failure causes, propose the associated
repairs of the case solution, and modify the knowledge involved in the failure.

The objective that consists in exploiting explanations in FRAKAS can be related to several
researches on the use of explanations in CBR. Among work conducted on explanations, the
METAAQUA system [Cox and Ram, 1999] provides a taxonomy of failure causes associated
with explanations in order to determine appropriate learning strategies. CREEK’s reasoning
and learning models [Aamodt, 1991] are built upon explanations in a knowledge intensive
context and [Sormo et al., 2005] emphasis the importance of explanations in the machine-
learning process (and also for human learning and understanding).

In FRAKAS, textual explanations are used off-line by knowledge engineers and domain
experts in order to maintain domain knowledge. But FRAKAS also interacts with an expert
during the reasoning process in a simple manner to point out faulty knowledge and gives the
opportunity to add a textual explanation. A parallel may be established between FRAKAS
and the relevance feedback principle [Rocchio, 1966] of information retrieval where items
are emphasised or weakened depending on user feedback. In relevance feedback, users are
marking documents as relevant to their needs and this gives information to the information
retrieval system on how to modify the query for better further retrievals. In FRAKAS, the
user marks inconsistent knowledge which allows a new piece of knowledge to be integrated
to domain knowledge and further adaptation is retried thanks to this modification. This
kind of interaction is quite simple and intuitive for the user while it gives minimal but useful
information to the system to enhance the process.

5.4.4 Synthesis

The table 5.1 presents a synthesis of the specificities of FRAKAS and link them with the
main FIKA principles.

5.5 Conclusion

This chapter has presented FRAKAS, an approach for incremental domain knowledge
acquisition based on the exploitation of reasoning failures (i.e. adaptation failures) of a CBR

system. This approach is suitable to frameworks where the adaptation produces solutions
that are consistent with the available domain knowledge, as it is the case, for instance,
with conservative adaptation. Reasoning failures are decomposed in two types of failures.
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FRAKAS, a model based on FIKA
F
IK

A

Description Principles

Knowledge intensive The knowledge comes from the domain expert
and is gathered during interactions, in the form
of domain knowledge.

Interactive The expert is able to interact with the system
after each problem-solving session (in the
FRAKAS-PL, this is done trough a graphical
interface). When a failure occurs, the expert
corrects the involved knowledge and the system
retries to solve the problem with its newly
available knowledge.

Opportunistic Failures trigger the knowledge acquisition
process. When a failure occurs, the expert has
to correct it before being able to continue the
problem-solving process.

Table 5.1: FRAKAS, a model based on FIKA.

A first type of failure is detected when the proposed solution is not valid (i.e. it does not
work in real-world situations). In practical, this suppose that there are inconsistencies in the
proposition and that the expert should be able to detect these inconsistencies. An analysis of
this failure allows one to highlight the faulty descriptors which led to the conflict and then, to
integrate new domain knowledge. The second type of failure is characterised by the fact that
the solution is only partial: some pieces of information needed to make it usable is missing.
If an analysis of solution instances shows that some of them are conflicting, the result of this
analysis is used to learn new pieces of knowledge. Furthermore, textual explanations provided
also constitute a starting point for learning new knowledge or even for clarifying the context
of some knowledge pieces. This approach has been implemented in FRAKAS-PL, a prototype
based on propositional logic. This formalism has been chosen because it is a simple one
for expressing inconsistencies, but the ideas presented here should be transposable to other
formal frameworks (e.g. description logics and fuzzy logics). The adaptation mechanism
implemented in FRAKAS-PL is the conservative adaptation and the chosen revision operator
is the Dalal’s revision operator ◦D.

FRAKAS is an adaptation of the FIKA principles to a certain category of CBR systems.
The implementation of FRAKAS-PL, though at a prototypical stage, allowed the FRAKAS and
FIKA theoretical principles to be validated in an experimental situation. FRAKAS-PL is also a
concrete implementation of the conservative adaptation and thus provides an experimental
validation of this method of adaptation for CBR.

FRAKAS proposed a new way to perform knowledge acquisition in CBR systems producing
solutions that are consistent with the domain knowledge. Current results with FRAKAS-
PL(ONCO) are promising and this work has to be continued in particular to overcome the
current limitations of the approach and then, to make it usable in real world applications
more easily.

A major issue for this work is about the combination of the FRAKAS approach with other
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knowledge acquisition approaches in order to provide an integration mechanism that allows
the good knowledge learning method to be chosen depending on the knowledge to be acquired
and the source of acquisition. This raises the issue of the knowledge containers of CBR. In
FRAKAS, for example, domain knowledge is used to guide the adaptation process. In other
researches, domain knowledge is often used to control the adaptation process, for example
by choosing the appropriate adaptation operator or by checking the adaptation knowledge
applicability.

Another issue is the evolution of the knowledge bases. As was discussed earlier in this
chapter, big issues such as “How to take into account time evolution of a knowledge base
when updating?” “What are the links between knowledge bases in CBR systems?” “How is a
knowledge base affected when another knowledge base is revised?” have to be investigated.

Future work is currently studied in the context of the TAAABLE project. In particular,
the integration of the FIKA sub-approaches IAKA and FRAKAS, is being experimented. This
project is still at an early stage, but the experimental field is promising and the results might
lead to relevant prospects, in particular, for FRAKAS.
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En cuisine, l’erreur est humaine, mais un véritable désastre nécessite un

ordinateur.

6
TAAABLE

This chapter presents the TAAABLE project and, more precisely, the work on knowledge acquisi-
tion that has been conducted within this project. The first part of the chapter is dedicated to the
description of how the TAAABLE project has addressed the textual case-based reasoning challenge of
the CCC, using a combination of principles, methods, and technologies of various fields of knowledge-
based system technologies, namely CBR, ontology engineering (manual and semi-automatic), data
and text-mining using textual resources of the Web, text annotation (used as an indexing technique),
knowledge representation, and hierarchical classification. Indeed, to be able to reason on textual
cases, indexing them by a formal representation language using a formal vocabulary has proven to be
useful. Then, we focus on knowledge acquisition issues that have been raised during this project. We
show how the FIKA principles can be applied in the context of this new project and we discuss the
benefits they can bring to improve the knowledge base used by the TAAABLE system.

Related publications:

[Champin et al., 2008], [Badra et al., 2008]

Keywords:

Case-based cooking, web application, CBR application, interactive knowledge
acquisition, ontology engineering, hierarchical classification, Computer Cooking
Contest
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6.1. The Computer Cooking Contest

TAAABLE is an application that has been developed initially to enter the first Com-
puter Cooking Contest (CCC15) that has been organised the 1st of September 2008, in
Trier, Germany, during the 9th European Case-Based Reasoning Conference. The Computer
Cooking Contest is an open research competition where every participant is invited to sub-
mit a software able to create, given a particular query, a recipe for a dish or a menu. The
TAAABLE project entered the contest and won the second price, thus becoming “European
vice-champion of the CCC”.16

To address the CCC challenge, the TAAABLE team has decided to develop an application
based on a combination of principles, methods, and technologies of various recent fields of
research, namely ontology engineering (manual and semi-automatic), information retrieval,
data and text-mining using textual resources of the Web, text annotation (used as an in-
dexing technique), knowledge representation, knowledge extraction, knowledge acquisition,
hierarchical classification and interface ergonomics. In addition to be a real-world applica-
tion, TAAABLE has a certain number of characteristics that make of it a pleasant platform
to experiment with and to demonstrate or illustrate principles. Hence, TAAABLE is a CBR

application, knowledge intensive, easy to use, accessible, and web oriented.
With time, TAAABLE became more than a simple CCC competitor. Several researchers

involved in the project saw in this application a good opportunity to experiment with their own
researches (ontology building, automatic knowledge acquisition, CBR experimentations, etc.).
For our concern, we have decided to experiment the FIKA principles with TAAABLE. Indeed,
during the experimentation phase, the initial knowledge base used by TAAABLE appeared to
be incorrect and incomplete. We had to improve it and it was therefore a good opportunity
to experiment with interactive knowledge acquisition principles. This chapter is dedicated
to the presentation of the TAAABLE application and to the description of our work in the
framework of this project.

The chapter is organised as follows. Section 6.1 describes the Computer Cooking Contest,
its rules and its objectives. Then, section 6.2 is dedicated to the description of the TAAABLE

application and its three main components: the CBR engine, the knowledge base (cases and
domain knowledge) and the interface of the application). Section 6.3 presents the knowledge
acquisition strategy experimented in TAAABLE and shows how the FIKA principles have been
applied in this context. Finally a synthesis and a conclusion close the chapter.

6.1 The Computer Cooking Contest

The Computer Cooking Contest is an open competition that was created to provide
researchers with the opportunity to work on the same problem, on the basis of a shared set
of data. This kind of contest has a lot of advantages: it is a good opportunity to create
collaborations, it attracts people, students, researchers from other communities, and it is a
good way to contribute to the diffusion of science.

15http://www.wi2.uni-trier.de/eccbr08/index.php?task=ccc
16The TAAABLE system is on-line at the following address: http://taaable.fr
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6.1.1 CCC rules

The rules of this first edition of the contest were very simple. The goal was to build a
system (using any kind of technology) able to answer a given type of queries. The only restric-
tion was the need to use the Computer Cooking Contest recipe book: a set of approximately
900 recipes in a shallow XML structure.

The systems were to be able to take into account the following parameters in the query:
ingredients (to include and to avoid), type of cuisine, type of dish and dietary practices.

The competition was structured into three tasks:

- The compulsory task which involved answering queries by selecting and modifying
recipes of the recipe book;

- The negation challenge which involved answering queries by avoiding ingredients (i.e.
by replacing or removing ingredients);

- The menu challenge which corresponded to the composition of a three-courses menu
based on the available recipes of the recipe base.

6.1.2 Query examples

Contest requests were given in free-text and competitors were free to use any way to
exploit them. The following requests are examples of what the CCC competitors had to deal
with.

Compulsory task.

- Cook a main dish with meat and cauliflower (focus on ingredients and type of meal);
- I would like to have a nut-free cake (focus on dietary practice);
- Prepare a Chinese dessert with fruit (focus on type of cuisine);
- Cook a main dish with turkey, pistachio, and pasta (focus on recipe modification);
- I would like to cook and eggplant soup (focus on recipe modification).

Negation challenge.

- I want to have a salad with tomato but I hate garlic and cucumber.

Menu challenge.

- I do have a filet of beef, carrots, celery, field garlic and cucumber. Potatoes are
available, too. For the dessert, we have oranges and mint. A soup would be preferable
for the starter.

6.1.3 Evaluation criteria

In such a contest, there is obviously no “best” answer for a given query, thus evaluation
criteria were manifolds. Systems were evaluated by scientist who were concerned by the
scientific and the technical quality of the proposed softwares. A cook was also member of
the jury to evaluate the culinary quality of the recipes proposed by the systems.
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6.2 The TAAABLE application

TAAABLE is a web application involving three main components: the CBR engine, the
knowledge base and the interface. This section is dedicated to the description of the main
parts of this application. It must be remarked that the process of building the knowledge
base has required a large amount of work. This work has been done by several members of
the Orpailleur Team of the LORIA (a research laboratory in Nancy, France). The CBR engine,
developed by Lieber, relies on concepts he introduced during his PhD [Lieber, 1997]. Within
our team, we have developed the interface and we have worked with the Orpailleur team
on the improvements of the knowledge base (that includes the annotated case base and an
ad-hoc ontology) Being responsible for the project, I was also in charge of the coordination
of the team and of the integration of the various parts of the project.

Definitions and notations

This chapter makes use of specific notations relating to ontologies and hierarchies because
they are used in TAAABLE. This section aims at giving a short explanation of these notations.

Let O be an ontology. If f is a formula, we note �O f if, for each model I of O, I is a
model of f . In other words, �O f means that, given the knowledge available in the ontologie
O, f is “true”. In the same way, 6�O f signifies that, given the ontology O, f is false.

The ontology is a set of concepts or classes organised by subsumption relations. If C
and D are two classes, C ⊑ D signifies that C subsumes D. The instantiation test is an
inference test that consists in, given an ontology O and a class C, finding all the instances i
of O such as �O C(i).

In TAAABLE, queries and indexes are represented by a conjunction of literals based on a
vocabulary V, which is a finite set of propositional variables. In consequence, f and g denote
formulas (i.e., conjunction of literals) representing a query or an index.

For simplicity sake, as we denote O the system’s ontology, we denote U the user’s
knowledge. It should be remarked that there is no available representation of this knowledge
and that this concept is totally “fictive”. However, we use this notation to express the user’s
opinion. For example, �O f can be read as “according to the user, f is not true”.

6.2.1 The CBR engine

As it was explained in section 6.1, a CCC query can be something like “I would like to
cook a nut-free cake with fruits but without chocolate”. This query involves several issues:
selecting ingredients, avoiding others, selecting a type of dish (salad, cake, etc.), making
precise the dietary practise, etc. Moreover, queries can also involve constraints on the “type
of cuisine” (Mediterranean, Spanish, etc.). The goal for the CBR engine is, given the query,
to retrieve and adapt suitable recipes.

Query representation

In TAAABLE, a query is represented by a conjunction of literals based on a vocabulary V,
which is a finite set of propositional variables. For example, searching for a Chinese dessert
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recipe with fruits but without ginger corresponds to the query:

Qex = Chinese ∧ dessert ∧ fruit ∧ ¬ginger

All these literals belong to the vocabulary V (i.e., Chinese, dessert, fruit, ginger ∈ V)
and they respectively stand for “Chinese recipe”, “recipe for a dessert”, “recipe with fruit”, and
“recipe with ginger”. The propositional variables of the domain represent recipe classes (e.g.,
ginger is used as an abbreviation of RecipeWithGinger). A recipe R is also indexed by a
conjunction of literals Idx(R). More precisely, the index Idx(R) of a recipe R is the most
specific expression in the query language that describes R. For example, if Rex is a recipe
for a Chinese dessert with pear, cherry, pineapple, sugar, and no other ingredients, then it is
indexed by:

Idx(Rex) = Chinese∧dessert∧pear∧cherry∧pineapple∧sugar∧nothing-else

where nothing-else is a conjunction of the negative literals ¬a, for all the a ∈ V such that
Chinese∧ dessert∧ pear∧ cherry∧ pineapple∧ sugar 6�O a. This kind of “closed world
assumption” means that every propositional variable that is not stated in the index recipe,
either explicitly or through deduction modulo the ontology, is forced to false.

A recipe R exactly matches a query Q if Idx(R) �O Q i.e., given the knowledge in the
ontology O, every literal stated in Q is satisfied by the index Idx(R). With each recipe R is
associated an index Idx(R) and, conversely, given an index Idx(R), the corresponding recipe
R is accessed through a pointer.

By analogy with the CBR classical paradigm (cf. figure 2.1, page 9), figure 6.1 illustrates
the reasoning process conducted in TAAABLE.

Idx(R) ⊑ SP(Q) Q

R

AP = SP−1

SP−1(R)

Figure 6.1: Reasoning process in TAAABLE.

In order to adapt a retrieved recipe, one needs adaptation knowledge. The adaptation
knowledge in TAAABLE is used to perform adaptations and substitutions.

Adaptation knowledge

The adaptation knowledge is constituted by a set of adaptation operators. An adaptation
operator, as defined in IAKA, is a pair (r,Ar) where r is a binary relation between queries
and Ar is an adaptation function associated with r. It has the following semantics: if Q1 r Q
then, for every recipe R1 matching the query Q1 such as Ar(Q1, R1, Q) = R, we can get a
recipe matching the query Q.
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In the current version of TAAABLE, an adaptation operator (r,Ar) is given by a sub-
stitution σ such that Q1 r Q if Q1 = σ(Q) and Ar(Q1, R1, Q) = σ−1(R1), where σ−1

is the inverse of the substitution σ. Thus, the adaptation knowledge is given by a set of
substitutions.

For example, let Q = dessert ∧ lemon be a query and σ = lemon  orange be a
substitution. Then, Q1 = σ(Q) = dessert ∧ orange. If a recipe R1 exactly matches Q1,
i.e. Idx(R1) �O Q1, then R = σ−1(R1), obtained by substitution of orange by lemon in R1,
matches Q, i.e. Idx(R) �O Q.

A substitution σ = α β is given by two conjunctions of literals α and β. σ is applicable
to a query Q if Q �O α and, when it is the case, σ(Q) is obtained from Q by first removing
the literals of α and then adding the literals of β: if Q, α, and β are considered as sets of
literals closed modulo the ontology O, then σ(Q) = (Q\α) ∪ β.

For example, to express that, for Thai cuisine, basil can be substituted by mint, the
substitution σ = Thai ∧ basil Thai ∧ mint can be used.

A large part of the substitutions used in the system is simply based on the ontology: if a
is a subclass of b in O (i.e., (a =⇒ b) ∈ O), then the substitution by generalisation a b

may be considered. If a b has been accepted as adaptation knowledge, this means that a
food of type a may be substituted by any food of type b. For example, (x =⇒ citrus) ∈ O,
for any x ∈ {grapefruit, lemon, orange}. Thus, if orange citrus is in the adaptation
knowledge, then substituting orange by lemon or by grapefruit is likely to produce a “correct
recipe”.

A numerical value, cost(σ) > 0, is associated with each substitution. This value is
a measure of the “adaptation effort”. This cost represents a preference between adapted
recipes: if cost(σ) < cost(τ) then, a recipe σ−1(R1) is preferred to a recipe τ−1(R′1),
where R1 and R′1 are two recipes from the recipe book that respectively match σ(Q) and
τ(Q).

CBR process

The CBR process implemented in TAAABLE basically consist in retrieving a set of suit-
able recipes and to adapt them if needed. It relies on the notions of strong classification
and smooth classification in an index hierarchy [Lieber, 1997]. The adaptation consist in
following, in the reverse sense, the similarity path built during the retrieval.

Strong classification. Strong classification points out the indexes Idx(R) that exactly
match the query Q, i.e., Idx(R) �O Q. The algorithm is based on a depth-first search
of the index hierarchy. This algorithm has been chosen because its response time perfor-
mances are good [Baader et al., 1994]. If no such index exists, then smooth classification is
executed.

Smooth classification. Smooth classification aims at finding a modification Q′ of the query
Q such that there exists at least one index matching exactly Q′. The modification of Q into
Q′ is based on a similarity path, i.e., a composition SP = σp ◦σp−1 ◦ . . . ◦σ1 of substitutions:
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Qp = σp(σp−1(. . . (σ1(Q)) . . .)). The cost is defined as follows.

cost(SP) =

p∑

i=1

cost(σi)

The smooth classification algorithm uses an A* search for finding the similarity path SP

minimising cost(SP) such that Qp = SP(Q) exactly matches at least one of the indexes of
the recipe. A* is a method for finding a similarity path in the query space with a minimal
cost (for a given heuristic).

The retrieval process returns a variable number of recipes depending on the request. An
algorithm, that is not detailed here, is used to rank the result.

Complexity remark. The use of propositional logic for case retrieval, with a large case base
and hundreds of propositional variables, may be computationally costly. Actually, it is not the
case in our application: only a fragment of propositional logic leading to polynomial problems
is used. In practice, strong classification is very efficient and smooth classification depends
on the cost of the first similarity path giving a non-empty set of indexes: the higher is this
cost, the more smooth classification requires time and memory, and the more adaptation
effort is needed.

Recipe adaptation. If strong classification is successful, then there is no need to adapt the
retrieved recipe. If smooth classification is successful, it returns a recipe Rp and a similarity
path SP = σp ◦ σp−1 ◦ . . . ◦ σ1 such that Idx(R) �O SP(Q). Then, adaptation consists
simply in applying every σ−1i successively: R = SP−1(Rp) = σ−11 (σ

−1
2 (. . . σ

−1
p (Rp) . . .)) is

the adapted recipe.

6.2.2 The knowledge base

The CBR engine of TAAABLE relies on a strong knowledge base. The previous section has
highlighted three ingredients of this knowledge base: the ontology, the indexed case base,
and the adaptation knowledge. All of them have required a large amount of work that is
presented in [Champin et al., 2008] and [Badra et al., 2008]. This section only gives a short
overview of this work.

Ontology building

The ontology O has been built in order to help the conception of the retrieval and adap-
tation processes of the TAAABLE system. Therefore, the conceptual choice for the ontology
development has been strongly driven by the goal of this particular CBR system. During the
building of the ontology, three tasks have been carried out: development of the cooking
conceptual model, formalisation of the domain, and implementation in OWL language. The
reuse of existing ontologies has been carefully examined but no more considered as the ex-
amined ontologies did not cover what was intended to be reached in this project. During the
elaboration of the cooking conceptual model, several main classes were identified: Recipe,
Ingredient, FoodComponent, Food, Action, Amount, and Utensil. These classes were
sufficiently independent to decide to build a modular ontology. This conceptual choice has
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been made to facilitate the enrichment of the different modules (because the concepts in-
cluded in these modules are disjoint) without changing the content of the others. The main
relations linking these modules have been manually defined. In order to develop the first
version of TAAABLE, we have decided to focus on four modules of this ontology: ingredient,
dish type, dish origin and dish moment (we plan to use other modules in a future version
of TAAABLE). For each module, we have built a hierarchy using manual and semi-automatic
techniques. The approaches we have used are described hereafter.

DishType and DishOrigin hierarchies. These two hierarchies have been built manually.
Starting from the organisation of dish types and dish origins in the Recipe Source database,
a list of general dish types and dish origins has been collected, and hierarchically organised
following the specialisation relation.17,

Concretely, the dish origin hierarchy has only two levels. The first level classifies dishes
following their regions, such as Africa, MiddleEast, Asia, Europe, etc. Each first level concept
is specialised, on the second level, by the country, origin of the dishes. For example, Austrian,
British, French, German, etc. are “sub-concepts” of Europe, meaning that, for example, a
German recipe is also a recipe of Europe.

In the same way, the DishType hierarchy is mainly organised into two levels. At the first
level, there are concepts like BakedGood, Burger, Dessert, MainDish, etc. The second level
details, if necessary, the first level concepts. For example, BakedGood is divided into Bagel,
Biscuit, Bread, Muffin, Brownie, Cookie, etc. However, these concepts are not detailed more
deeply even if more specific categories exist in Recipe Source, as it is for example the case
for Cookie which is subdivided into Apple Cookie, Chocolate Chip Cookie, Diabetic Cookie,
etc. These concepts could indeed be defined by the conjunction of being a Cookie and by
whether or not they contain some specific food.

Food hierarchy. The Food hierarchy was also built manually starting from the Cook’s
Thesaurus and from the CCC recipe book.18 The Cook’s Thesaurus is a cooking encyclopedia
that covers thousands of ingredients, including synonyms and suggested substitutions. More
than 250 HTML files were examined in order to extract an initial Food hierarchy. At the
same time, a terminological database was built in order to associate to each food subconcept
a linguistically preferred form (e.g., bok choy) as well as a set of morphological variants or
synonyms (e.g., pak choy, pak choi, Chinese cabbage, Chinese mustard cabbage,
etc.). The food hierarchy and the terminological database are then manually enriched by
adding new concepts and new lexical forms that occur in the recipe book but do not occur
in the Cook’s Thesaurus. This extension process is iterative and stops when each food
component of the recipe book can be linked to a food concept by the annotation process
(see below).

Annotation and indexing process

The CBR engine needs a formal representation of a recipe. The annotation process aims
at formally representing the content of a recipe as well as defining its categories. This

17http://www.recipesource.com/
18http://www.foodsubs.com
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Chapter 6. TAAABLE

process is in between what is usually called controlled indexing [Jo et al., 2000] where terms
come from a predefined terminology and semantic annotation [Uren et al., 2006] where terms
(named entities, sequences of words) are explicitly associated with the respective and most
specific classes in the ontology. The result of the annotation of a recipe is a set of concepts
indexing the recipe. The current state of our prototype does not deal with the prepara-
tion part of recipes. Only the list of ingredients is parsed. First, each ingredient entry
in the recipe is parsed and split into the following 4-tuple (<quantity>,<unit>,<food-

component>,<modifiers>). For example, the entry <IN>1/3 cup milk</IN> is parsed
as (1/3,cup,milk,_). The terminological database guides the parsing process. For in-
stance, as “light brown sugar” is a lexical form associated to the food component con-
cept light_brown_sugar in the food hierarchy, the entry <IN>1/2 c Packed light brown

sugar</IN> is parsed as (1/2,cup,light_brown_sugar, packed).
For example, the recipe entitled Cinnamon Rolls is indexed by the conjunction of

the ingredients sweet dough mixture, brown sugar, pecans, dark seedless raisins,
ground cinnamon, butter or margarine, and sugar glaze (butter or margarine is a
concept in the ontology which is more general than both concepts butter and margarine).

Finally, the annotation process has to index recipes following the region and the country
(e.g., Asia, Chinese) and following the dish type (e.g., main dish, dessert). All these types
are defined in the ontology as concepts. As there is no indication concerning these types
in the recipe book, Recipe Source is used again in order to build a corpus where recipes are
assigned to types.

Hence, several techniques have been used in order to build the initial knowledge base used
in TAAABLE. Despite the very good results obtained with these techniques, the resulting
knowledge base is still incorrect and incomplete (an incorrectness corresponds to a faulty
knowledge in the knowledge base). For that reason, we had to find solutions to improve this
knowledge base, and that is why we have decided to experiment FIKA with TAAABLE.

6.2.3 The interface

The interface has been developed to be easy to use but also to demonstrate the various
functionalities of the application. It includes the following features:

- Interactive help to enter the request;
- Request validation;
- Display results features:

• Common similarity path and its cost;
• Specific similarity path and its cost;
• Adaptation overview;

- Navigation features:

• Browse recipes;
• Browse results;
• Display adapted recipes;

- Display adapted recipe features:

• Display of the implicit subsumptions;
• Display of the explicit subsumptions;
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• Display of the original recipe;

- Customisation parameters:

• Dietary practices (vegetarian, nut-free, no-alcohol);
• Display parameters;
• Session parameters.

Figure 6.2 includes two screen-shots of the TAAABLE application. Additional screen-shots
are available in appendix B.

(a) Main interface of TAAABLE.

(b) A set of results to the request “I want a chocolate cake with apples, but I hate coconut”.

These screen-shots illustrate the main functionalities of the TAAABLE appli-
cation. The interface is quite simple but offers a certain number of options:
navigation, information on costs, overview of adaptation, etc.

Figure 6.2: Overview of the TAAABLE application.
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6.2.4 Technical involvements

The TAAABLE project makes use of a certain number of technologies. As we wanted
to make of TAAABLE an “open” project, we have decided to use, as often as possible, open
technologies:

- Java for the CBR engine implementation;
- Tomcat for the web application management;
- Java, servlets and Java Server Pages for the Web interface;
- SQL database, XML and text files for the storage of the knowledge bases;
- HTML and Javascript for the client interface.

For the sake of usability, we have tried to use the standards of the web applications
development (Valid HTML, Valid CSS). Figure 6.3 sums up the technologies that are used
in TAAABLE and the features that are implemented.

Figure 6.3: Technologies involved in TAAABLE.

6.3 Interactive knowledge acquisition in TAAABLE

During the development of TAAABLE, we have made a lot of experiments. A large number
of these experiments have highlighted problems in the knowledge used by TAAABLE. In this
section, we present a simple formalisation of the failures we have observed and we discuss of
the knowledge acquisition process that can be triggered when such failures occur.

6.3.1 Type of failures in TAAABLE

The role of TAAABLE is to provide a set of recipes, possibly adapted, in answer to a given
query. Hence, we have identified three main possible situations of failure:
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- A recipe was retrieved by the system but, according to the user, it should not have
been (denoted by type A failure);

- The user observes that a particular recipe was not retrieved by the system though it
should have been (denoted by type B failure);

- A recipe was retrieved and adapted by the system, but the adaptation is not correct
(denoted by type C failure).

In other words, in type A failures, we have Idx(R) ⊑ SP(Q) and we should not, and in type
B failures, we do not have Idx(R) ⊑ SP(Q) but we should. These failures are illustrated on
figure 6.4.

Idx(R) ⊑

A or B

SP(Q) Q

R

AP = SP−1

SP−1(R)

C (and neither A nor B)

Figure 6.4: Different failures in TAAABLE.

Naturally, the first situation of failure is much more easy to identify than the second one.
Indeed, in order to identify a type B failure, one must have a good knowledge of the available
recipes (or one need an external retrieval process able to provide him with suitable recipes).
However, this is sometimes the case, particularly during the setup phase of the system. For
example, while we made our experiments, we often had to deal with problems such as “I asked
for a chicken with nuts recipe, why TAAABLE had not retrieved the chicken with pistachio
nuts recipe? Is it because TAAABLE does not know that pistachio nuts are nuts?”. Hence,
these situations of failure are of importance and have to be taken into account.

For each failure of type A and type B, two causes can be incriminated: either the system
misses a piece of knowledge (type 1 cause) or it has a faulty piece of knowledge (type 2

cause). In the first situation, the knowledge need to be completed, in the second one, the
knowledge has to be corrected, if possible. Table 6.1 summarises the type of failures we have
identified in the context of the TAAABLE application (except the type C failures).

All the examples introduced in this table are detailed hereafter. One could observe that
when a failure occurs, several pieces of knowledge can be incriminated. If it is the case,
pieces of knowledge are acquired incrementally, one after the other.

Type A 1 failures

Description of the failure. The system has retrieved a recipe that should not have been
retrieved. The reason is that the system has used a faulty knowledge during the reasoning
process.
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Cause of the failure

Wrong knowledge (type 1 failure) Missing knowledge (type 2 failure)

A Objective: correct faulty knowledge. Objective: complete knowledge.

Example: I asked for a sweet cake and
the system offers me an olive cake
recipe.

Example: I asked for a nut-free cake
and the system offers me a
peanut-butter cake.

�O f =⇒ g Cause: for the system, every cake
recipe is a sweet recipe.

Cause: the system misses the
knowledge that peanut-butter
contains peanuts and thus, is not a
nut-free ingredient.

6�U f =⇒ g Action: correct the knowledge.
(cake =⇒ sweet)

Action: add a new piece of knowledge
to the system, namely
peanut-butter =⇒ peanut.

B Objective: complete knowledge. Objective: correct faulty knowledge.

Example: I asked for a fruit pie and
the system did not retrieve the
rhubarb pie.

Example: I asked for a vegetarian dish
and the system did not retrieve my
favourite “omelette aux pommes de
terres” (and egg and potatoes dish).

6�O f =⇒ g Cause: the system misses the
knowledge that rhubarb is a fruit.

Cause: the system considers that
eggs are not vegetarian ingredients.

�U f =⇒ g Action: add the knowledge
(rhubarb =⇒ fruit) to the
knowledge base.

Action: correct the faulty knowledge
(eggs =⇒ meat).

Table 6.1: Typology of failures in TAAABLE.

- Relevant element of ontology: cake =⇒ sweet

- Request: g = sweet

- Retrieved recipe: f = cake ∧ olives

Given the ontology, cake =⇒ sweet, which is contested by the user. Hence, we need to
transform the ontology O in an ontology O′ such as 6�O′ cake =⇒ sweet. In other words,
we need a new version of the ontology without the “faulty” knowledge cake =⇒ sweet.

Performing such a change on the ontology could by performed using a contraction oper-
ator, denoted by

.
− [Gärdenfors, 1992]. Then we would have: O′ = O

.
−(cake =⇒ sweet).

Type A 2 failures

Description of the failure. The system has retrieved a recipe that should not have been
retrieved. The reason is that the system misses a piece of knowledge that would have been
useful in this case.

- Relevant element of ontology: cake =⇒ bakedgood

- Request: g = ¬peanut
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- Retrieved recipe: f = cake ∧ peanut-butter

The ontology does not entails peanut-butter =⇒ peanut, which is highlighted by
the user. Hence, we need to transform the ontology O in an ontology O′ such as �O′
peanut-butter =⇒ peanut. In other words, we need a new version of the ontology with
an additional knowledge, that is peanut-butter =⇒ peanut.

Performing such a change on the ontology could by performed using a revision operator,
denoted by

.
+ [Gärdenfors, 1992]. Then we would have: O′ = O

.
+ (peanut-butter =⇒

peanut). This amounts to add a new edge in the ingredient hierarchy and possibly to remove
all the useless transitivity edges.

Type B 1 failures

Description of the failure. The system has not retrieved a recipe and it should have. The
reason is that the system misses a piece of knowledge that would have been useful in this
case.

- Relevant element of ontology: tart =⇒ pie

- Request: g = fruit

- Recipe that should have been retrieved: f = tart ∧ rhubarb

The ontology does not entails rhubarb =⇒ fruit, which is highlighted by the user.
We are in the same case as in type A 2 failures. We need to use a revision operator to correct
the ontology with this new knowledge.

For this type of failure, we are going to illustrate in details how the interactive knowledge
acquisition process is performed.

The type B 1 problem can be formalised as follows. Given the ontology, Idx(R) is not
subsumed by the query Q, though, according to the user, it should.

6�O Idx(R) ⊑ Q

�U Idx(R) ⊑ Q

Let f be defined as f = Idx(R) ⊑ Q. Hence, from the system’s viewpoint, 6�O f and from
the user’s viewpoint, �U f .

Going back to the example, we have:

Q = pie ∧ apple

SP = apple fruit

SP(Q) = pie ∧ fruit

Idx(R) = pie ∧ rhubarb ∧ sugar ∧ nothing-else

Intuitively, it can be observed that the system misses the knowledge that, from a culinary
viewpoint, rhubarb should be considered as a fruit. The issue is to find how to acquire this
knowledge through interactions in an acquisition process triggered by the failure. For that
purpose, we are going to apply a method similar to the one used in FRAKAS.
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In this example, f = pie ∧ rhubarb ∧ sugar =⇒ pie ∧ fruit. However, given the
system knowledge, 6�O f . This can be reformulated as follows.

¬f = ¬(pie ∧ rhubarb ∧ sugar =⇒ pie ∧ fruit)

≡ ¬(¬(pie ∧ rhubarb ∧ sugar) ∨ (pie ∧ fruit))

≡ pie ∧ rhubarb ∧ sugar ∧ ¬(pie ∧ fruit)

≡ pie ∧ rhubarb ∧ sugar ∧ (¬pie ∨ ¬fruit)

≡ pie ∧ rhubarb ∧ sugar ∧ ¬fruit

In such a case, the system is able to present to the user the following result:

Text 1: The recipe contains: pie, rhubarb and sugar. The recipe does not
contain: fruit.

On this text, the user is able to highlight an inconsistency:

Text 1 (after analysis by the user): The recipe contains: pie, rhubarb and
sugar. The recipe does not contain: fruit.

Indeed, rhubarb, from a culinary viewpoint, is a fruit, so if the recipe contains rhubarb, it
should necessarily contain fruit, which is not the case, according to the system’s knowledge.

Using the information given by the user, the system is able to build a new piece of
knowledge denoted by Inc (the inconsistent knowledge) and to add the negation of this new
piece of knowledge to its knowledge base.

¬Inc = ¬(rhubarb ∧ ¬fruit)) ≡ rhubarb =⇒ fruit

With this new knowledge in the system domain knowledge, the recipe of rhubarb pie
which has not been retrieved before will be retrieved if the same request (“I want an apple
pie”) is performed again. Indeed, now, �O Idx(R) ⊑ SP(Q).

Type B 2 failures

Description of the failure. The system has not retrieved a recipe and it should have. The
reason is that the system has applied a faulty knowledge during the reasoning and that this
faulty knowledge has led to the removal of the recipe from the candidate recipes list.

- Relevant element of ontology: eggs =⇒ meat

- Request: g = ¬meat

- Recipe that should have been retrieved: f = eggs ∧ potato

Given the ontology, eggs =⇒ meat, which is contested by the user. We are in the same
case as in type A 1 failures. We need to use a contraction operator to complete the ontology
with this new knowledge.

6.3.2 Type C failures

Type C failures occur when a recipe is correctly retrieved but badly adapted. We have
not studied this issue in details and this constitutes a prospect for TAAABLE 2.
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6.4 Synthesis

The table 6.2 presents a synthesis of the specificities of TAAABLE and link them with the
main FIKA principles.

TAAABLE, an application implementing the FIKA principles

F
IK

A

Description Principles
Knowledge intensive The knowledge comes from the users of the sys-

tem.
Interactive Users ask requests to the system. When solutions

seem odd, they correct (manually) the knowledge
base to avoid finding again odd results in the future.

Opportunistic Problems in the available knowledge base are iden-
tified by users when they use the system and they
find recipes that are odd with regard to the given
request. In this sense, failures trigger the knowl-
edge acquisition process.

Table 6.2: TAAABLE, an application implementing the FIKA principles.

6.5 Conclusion

The first version of the TAAABLE system relies on simple choices: a propositional rep-
resentation language (that is not expressive enough for representing, e.g., quantities), a
vocabulary restricted to ingredients and recipe types (that does not handle, e.g., the actions
of the preparation), and a CBR process relying on simple choices. The future work on this
project will concentrate on improving these features.

From the specific viewpoint of knowledge acquisition, several studies are going to be
carried on with TAAABLE. For example, the CABAMAKA [d’Aquin et al., 2007] system will
be used to acquire adaptation knowledge in the next version of the system. Additional
experiments with the FIKA principles will also be performed. TAAABLE is a convenient project
to experiment with several knowledge acquisition (or knowledge learning strategies) at the
same time, and why not, to try to combine them. This issue is the main focus of our work
for TAAABLE 2.
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7
DISCUSSION

As several recent researches have pointed out, the issue of knowledge acquisition
in case-based reasoning has become increasingly important ([Richter and Aamodt, 2005],
[López de Mántaras et al., 2005]). Our research focuses on this issue. The main question
that interests us is “how to provide the users with systems that more efficiently support their
interactions during the knowledge acquisition process?”. We consider this issue as a major
one since we believe that the user has a central and active role to play in the knowledge
acquisition process.

Consequently, we have developed general principles for an interactive and opportunistic
knowledge acquisition support in case-based reasoning. Then, we have illustrated this ap-
proach in three different contexts. These illustrations are presented respectively in chapters
IAKA (chapter 4), FRAKAS (chapter 5) and TAAABLE (chapter 6). At the end of each
chapter, we have considered the current limitations of each approach and we have presented
possible future work. In this discussion, we adopt a global view of the question we have
dealt with during this research to discuss the more general prospects that will undoubtedly
constitute a guideline for future research. Indeed, the preliminary results we have obtained
so far, together with their links with other very recent research, encourage us to believe we
are on a right track.

The first section of this chapter gives a synthesis of our contributions related to FIKA.
Naturally, we want to enrich our work and our main objective is to contribute to the elabo-
ration of a unified approach for knowledge acquisition in CBR. This unified approach involves
the intelligent integration of various knowledge acquisition, or knowledge learning, strategies
(manual, automatic, semi-automatic, on-line, off-line, etc.). We also consider the possibility
of applying our work to other problem-solving approaches than CBR. We shall discuss these
issues in section 7.2.
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7.1 A synthesis of the FIKA related work

At first glance, IAKA and FRAKAS may seem very different, but in fact, they share the
same principles. In chapter 3, we have proposed a comparison of IAKA and FRAKAS (cf.
table 3.1, page 45) in order to highlight their differences. With table 7.1, we go back to this
comparison to show how these differences are in fact only “different ways” of doing the same
things, in different contexts.

IAKA FRAKAS Common issues

Knowledge to acquire Cases and adaptation
knowledge

Domain knowledge The targeted
knowledge is used to
support the adaptation
process (and the
retrieval, as adaptation
knowledge is taken into
account during the
similarity assessment)

Type of solution Best operational
solution according to
the knowledge available
in the system (this
entails the notion of
quality of a solution
with respect to a given
problem)

Operational solution
consistent with the
system domain
knowledge

The system always
gives the “best solution”
according to its “point
of view”, i.e. given its
knowledge on the
domain and its
reasoning capabilities

Reasoning failure The solution is not
“good enough”
according to a
predefined set of
criteria

The solution is
inconsistent with
respect to the expert’s
knowledge

In both cases, the
solution is not
satisfactory for the
expert. This
constitutes a failure,
and the system has to
acquire additional
knowledge to avoid
reproducing this failure

Interaction mode The expert analyses
each intermediate
solution

The expert analyses the
final solution

Interactions occurs
on-line, during the
problem-solving process

Reasoning mode Decomposition of the
reasoning process in
several steps
(intermediate problems)

Monolithic reasoning
(black-box)

CBR principles are
implemented: retrieval
and adaptation are
performed in the two
approaches

Table 7.1: IAKA and FRAKAS: different methods and different tools to accomplish common
objectives.
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This table illustrates the fact that IAKA and FRAKAS implement different tools to reach
common objectives (they are in some way “variations” around the main theme of FIKA). The
specificities of the IAKA model make it better adapted to a certain category of knowledge
acquisition problems, and the same remark is also true for FRAKAS. Hence, an attractive
option for us is to find a way to combine IAKA, FRAKAS, and possibly other approaches,
thus taking a step towards a more general knowledge acquisition support, where, depending
on the problem, the better methodology will be automatically selected. This is a long term
prospect for our work and, at the same time, it can be seen as a guideline for our present
and future research.

In chapter 3, we have introduced a diagram to illustrate how we could organise our
different contributions. This diagram is completed with possible future work in 7.1. IAKA and
FRAKAS are two models which implement the FIKA principles. IAKA-NF is an implementation
of the IAKA model with the numerical function formalism. This prototype has been tested
with several functions, but other options are still possible. Moreover, the IAKA model could
also be implemented in a further prototype with another knowledge representation formalism.
In the same way, FRAKAS-PL implements the FRAKAS model with a simple propositional logic
formalism. This formalism has the advantage of simplicity but can be too limited (in terms
of expressiveness) in several situations. That is why we would like to develop a different
application, based on another formalism, such as description logics, to further the capability
of FRAKAS. Last but not least, as we have previously discussed, the main aim of this work is
to investigate how we can combine different models in a common approach to facilitate the
exploitation of the advantages of each approach depending on the context of the problem.

Principles FIKA

IAKA FRAKAS?

Models

Prototypes

FRAKAS-PLFRAKAS-DLIAKA-NF IAKA-OF

Applications

FRAKAS-PL(ONCO) ...IAKA-NF(f) ...

Figure 7.1: FIKA: synthesis and prospects.
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7.2 Future work

7.2.1 Using interactions to guide automatic knowledge acquisition

From the beginning of this work, we have made a clear distinction between a knowledge
light approach and a knowledge intensive approach. A knowledge light approach makes use of
the knowledge already available in the system to acquire new knowledge, whilst a knowledge
intensive approach (sometimes called a lazy-learning approach) focuses on knowledge avail-
able outside the system. When trying to build a global approach for knowledge acquisition,
it becomes clear that there is obviously space for both these general knowledge acquisition
approaches. Indeed, a significant amount of knowledge can be efficiently acquired with auto-
matic, or semi-automatic approaches, thus alleviating the modelisation effort. Nevertheless,
interactive approaches are still useful and efficient for capturing knowledge that was missed
by the other strategies. However, we can also find another way of integrating interactive and
semi-automatic approaches.

As an example, we can consider the CABAMAKA application [d’Aquin et al., 2007].
CABAMAKA is a system that allows the extraction of adaptation rules by applying data-mining
techniques on a case-base. All the available pairs of cases in the case base are considered,
making the assumption that one case is the result of the adaptation of the other by a given
transaction, corresponding to the application of adaptation rules. Adaptation patterns are
extracted using a specific algorithm that looks for similarities between these transactions.
The knowledge representation formalism used in CABAMAKA is that of description logics.
Thus, the system is able to process symbolic descriptors. A recent work on the representa-
tion of the variations between cases will allow the system to process numerical data as well
[Badra and Lieber, 2008].

Compared to fully-automatic approaches, the advantage of CABAMAKA is that it produces
a smaller number of adaptation rules that need to be validated by the expert. However, this
number is still large and the expert’s task remains tedious. The number of rules to analyse
could decrease if the expert had the ability to “configure” the research of adaptation rules
according to his needs.

We believe that it is possible to use an interactive approach to help the user configure
the adaptation rules extraction process according to his needs. Figure 7.2 summarises this
idea. The upper part of the figure describes the current CABAMAKA process: data sources
(databases, files, etc.) are used by a knowledge extraction process which produces knowledge
stored in a knowledge base after validation by expert. This knowledge base is used by a CBR

engine to solve problems. The lower part of the figure illustrates how this process can be
transformed by integrating an interactive dimension into the process. The main idea is to
exploit reasoning failures to build “filters” that will be used as parameters to configure the
knowledge extraction process. The belief is that it might be easier to build these filters based
on a previous example, i.e., in context, rather than building them from scratch.

This idea is an interesting illustration of how knowledge light and knowledge intensive
approaches complement each other.
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(a) The CABAMAKA framework

(b) A possible extension of the CABAMAKA framework

In the CABAMAKA framework, knowledge is extracted during an off-line process
supervised by the user. Then, this knowledge is used by the CBR engine. A
possible extension of the CABAMAKA framework could exploit failures of the
CBR process to help the user building filters that will be used to improve the
efficiency of the knowledge extraction mechanism.

Figure 7.2: Combining on-line and off-line knowledge acquisition.

7.2.2 Trace-based reasoning: how to really include context in CBR?

According to the traditional definition of the CBR paradigm, identical problems should
have identical solutions. So what if identical problems, from the system’s point of view, have
different solutions from the user’s point of view?

To illustrate this issue, we return to the example of Flatland, introduced in chapter 4,
page 51 (for further reading, this example is developed in [Mascret, 2008]). Let us assume
that several rules govern the Flatland world:

- The wedding rule, where two shapes give birth to a child whose characteristics depend
on the characteristics of its parents;

- The fighting rule, where two shapes produce a shape that has the same number of
edges as the shape with the highest number of edges;

- The coalition, where two shapes produce a shape that has a number of edges equal to
the sum of edges of the two shapes.

These rules are summarised in figure 7.3.
In this example, when we have to evaluate what will happen when two individuals meet,

we need to know what is the purpose of the meeting. Is it going to be a wedding, a fight
or a coalition? In such a situation, we need a context information in order to be able to
trigger the reasoning process. If this context information is not available in the problem
description and in the cases of the case base, the adaptation process might lead to a failure.

135



Chapter 7. Discussion

Wedding Fight Coalition

Figure 7.3: Flatland alternative rules.

This context information is a point of view on the problem, and it is because of this point of
view that what we think are “similar” problems might in fact have different solutions. This
concept of point of view of the user on the problem is illustrated in figure 7.4.

Problem space

Solution space

Wedding 
viewpoint Fight

viewpoint
Coalition
viewpoint

Three viewpoints (wedding, fight and coalition) on the same problem give
three different “solutions”.

Figure 7.4: Viewpoints in Flatland.

One could argue that the two cases above are in fact not identical, because they corre-
spond to two different problems. If the system finds them identical, it is because they are
ill-defined: the system misses elements which would enable it to make a distinction between,
for example, a wedding problem and a coalition problem. In order to avoid this issue, the
problem has to be properly defined. But we also need to consider the cases of the case base:
is this context information available in the cases? If not, the system will not be able to reuse
these cases. One solution could be to define the cases in the case base in order to add this
piece of information, but this might be very difficult, if not impossible, because generally, the
memory of the context in which the problem occurred is lost.

To summarise, the problem here is that case-based reasoning suffers from the “frame
problem”: in some situations, the context information is missing. In CBR, problem-solving

136



7.2. Future work

episodes are often considered independently from the context in which they occur. Moreover,
as cases are usually represented in a fixed way, with a static vocabulary and at a given
granularity, it is very difficult to take the context information into account if it has not been
anticipated.

In our opinion, moving from case-based reasoning to trace-based reasoning (TBR) could
be a valuable way to overcome this issue. Trace-based reasoning, as defined in [Mille, 2006a]
and [Mille, 2006b] can be viewed as an extension, or a generalisation, of the CBR paradigm,
allowing the context to be taken into account in the reasoning. Trace-based reasoning is
based on the observation that human experience is, by definition, temporally situated. In
TBR, traces are defined as “records” of the human activity, and context is naturally embodied
in these traces.

The first trace model has been described in [Champin et al., 2003]. In this framework
called MUSETTE, the authors have defined the concept of “trace” and have shown how a trace
can be represented, which kind of computation can be performed on traces and how traces
can be used to retrieve useful past experiences. Since then, several pieces of research have
been conducted both on the formalisation of the trace model as a way to manage knowledge
and experience ([Laflaquière et al., 2006]) and on the possible applications of trace-based
reasoning ([Georgeon et al., 2007], [Georgeon, 2008]).

In order to develop TBR applications, one must deal with several issues:

- How to identify relevant episodes in the trace?
- How to compare different episodes, which involves defining similarity measures appli-

cable on traces and not only on cases.
- How to deal with episodic and temporal aspects of the traces?
- How to identify relevant context information, among other things, in traces; and how

to make sure all the elements we need are in the trace?
- How to deal with the unstructured nature of the trace?

Some of these issues are open research paths to follow, others are currently studied within
our research team. For example, the definition of a trace-based system is an active field of in-
vestigation (see, for example, [Settouti et al., 2007]). More specifically, in [Ben Saad, 2008],
the author has worked on a definition of a similarity measure applicable to temporal sequences
and has shown how the use of this measure can support knowledge discovery in interaction
traces. In [Mascret, 2008], Mascret has worked on the use of traced experience to facilitate
knowledge acquisition in problem-solving systems. The targeted application domain of this
work is that of assistance tools. For this purpose, Mascret has made use of the IAKA model
and has applied it to the TBR context. He has also developed a prototype application inspired
by the Flatland domain, but based on traces. Figure 7.5 shows an overview of the interface
of this prototype.

This work is also linked to that of Stuber [Stuber, 2007] who has proposed an assistance
system based on trace-based reasoning. In his work, Stuber has considered the knowl-
edge acquisition issue, but he was mainly focused on experience sharing between users, us-
ing a system of alter-ego. The work of Cram is in the same vein [Cram et al., 2007b],
[Cram et al., 2007a], [Cram et al., 2008]. He works on the reuse of interaction traces on
collaborative environments to support and facilitate collaborations between users.

137



Chapter 7. Discussion

(a) Similarity assessment and adaptation methods

(b) Display of the Flatland trace

This assistant prototype, though based on traces, strongly exploits case-based
reasoning principles. Moreover, it implements adaptation methods and adap-
tation operator. The first illustrations shows how adaptation methods are to
be taken into account when evaluating the similarity. Then, the elements of
the trace that are considered in this example are highlighted.

Figure 7.5: A trace-based assistant based on Flatland.

138



7.2. Future work

Hence, work with regard to the TBR issue is an active research field within our team.
From the CBR viewpoint, TBR is in our opinion, an opportunity to go one step further with
the robust and efficient CBR paradigm. Traces offer the possibility to build dynamically new
case structure and to extend the context of cases if necessary. Hence, traces offer the ability
to easily put experiences “in context”. Therefore, if we have the ability to extract cases from
traces, then we will be able to reuse all the know-how we have in CBR in contextualised
situations.

We consider TBR as a promising research direction because of all its possible applications,
in particular in the context of collaborative applications, and semantic web. Moreover, TBR

could be a way to facilitate the use of the web as a source for knowledge acquisition and, as
it has been shown in [Leake and Powell, 2007], this is an open research field.

Finally, we believe that some of the principles we defend, in particular the no-
tion of feedback of the user through interactions, should be related to the re-
cent work on case provenance [Leake and Whitehead, 2007]. Recent papers have
proposed applications of the concept of provenance to exploit feedback in CBR

([Leake and Dial, 2008], [Leake and Kendall-Morwick, 2008], [Leake and Powell, 2008] and
[Briggs and Smyth, 2008]). We are convinced that links can be made between FIKA and the
concept of case provenance and we are going to explore this research subject.
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Le système est une mémoire d’usages, qui sédimente les expériences

passées pour penser les usages à venir.

Bruno Bachimont

8
CONCLUSION

The contributions we have presented in this manuscript are twofolds. They are intended
as an answer to the theoretical question of knowledge acquisition in CBR and the answer
to certain practical requirements expressed by CBR system designers. When applying their
systems to real conditions, with the assistance of experts in the domain concerned, they came
up against concrete problems of knowledge acquisition in numerous fields of application.

Our research team possesses a wide experience in the design and implementation
of applications utilising CBR principles which are used in industry. For example we
may mention PADIM [Fuchs et al., 1995], [Fuchs, 1997], [Mille et al., 1999]; PROLABO

[Mille et al., 1996]; RADIX [Corvaisier et al., 1997], [Corvaisier et al., 1998]; ACCELERE

[Herbeaux, 2000], [Herbeaux and Mille, 2007]; and PIXED [Heraud and Mille, 2000].
We have also had exchanges with collaborators who have developed their own systems

for particular applications. KASIMIR [Lieber et al., 2002], [Lieber et al., 2005] for example,
is used daily in the field of breast cancer treatment. These colleagues have also met similar
difficulties regarding the acquisition of knowledge. The feedback of experiences which system
designers and developers shared with us was the main inspiration and motivation for our work.

In order to gain a better understanding of our method, let us review the questions and
thought processes which preceded it, with an illustration of a typical conversation we might
have had at the beginning of this research.

CBR Designer: CBR systems do no “construct” solutions to problems, they adopt exist-
ing solutions. This is indeed their main strength.

Candide: Why?
CBR Designer: Because, in order to build a solution, it is necessary to possess all the

knowledge of the domain concerned. If part of it is missing, we cannot reach
the end of the process. On the contrary, if we have an existing solution, even
if we don’t know all its aspects, we can at least use what is already there. It
is true that in CBR, we are not guaranteed to have the best solution in the end
(supposing it exists...), but at least we do have a solution, which most of the
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time is quite sufficient. The user of the system is always happy to have this
solution as a source of inspiration. It is a solution which can, in some cases, help
him to solve the problem himself.

Candide: I see. The advantage of CBR systems compared to rule-based systems is
that they always give a solution. From the system’s point of view, it is “the best
possible solution”, which may not necessarily be the opinion of the expert.

CBR Designer: That’s it. The system does its best, given its knowledge and reasoning
capacity, to give what it considers the best solution. It uses its reasoning capacity
to adapt solutions it already knows to the user’s or the expert’s problem.

Candide: So the strong point of CBR is the adaptation stage.
CBR Designer: Exactly. But the problem is that adaptation is a really difficult process

in some respects.
Candide: So, if we want to improve CBR systems, all we have to do is improve the

adaptation mechanisms?
CBR Designer: No. Generally, these mechanisms are good. Or, at least, we don’t want

to question them.
Candide: So if reasoning mechanisms are good, where’s the problem?
CBR Designer: The problem is that the knowledge used to feed these inferences is not

necessarily suitable. And what happens if we start from the wrong hypotheses?
Candide: Well, we reach the wrong conclusions, don’t we?
CBR Designer: That’s exactly right.
Candide: In that case, we just have to amend this knowledge.
CBR Designer: It’s not that simple. The knowledge is not necessarily wrong... Some-

times the problem is that it is not “applicable” to the situation being considered.
For example, most of the time it’s a good idea to use salt to whisk up a meringue,
but is some cases, it’s better to use lemon.

Candide: But how do we know?
CBR Designer: The expert knows. He has practical knowledge linked to his own expe-

rience. For example, he knows that when making a white chocolate mousse, it
is better to use lemon than salt.

Candide: So why didn’t he model this into the system knowledge when designing it?
CBR Designer: I don’t know, ask him yourself.
Domain expert: I did not do it because I didn’t think of it. We can’t think of everything.

And the knowledge engineer who asked me so many questions never asked me!
To be honest, I had never realised that I used lemon in some cases, so when
it comes to mentioning it to the system designer... It’s only when the system
suggested I made a white chocolate mousse with salt in the egg whites that I
realised the problem.

Candide: So if I understand it, you realised you could solve the problem only when it
arose?

Domain expert: I suppose so.
Candide: And what happened?
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Domain expert: I mentioned it to the knowledge engineer. He said that he was going
to “model this knowledge” into the system, and I suppose he made a good job of
it because the problem never occurred again. Well, it did not occur again in this
context, anyway... Having said that, it might be even more efficient if I could tell
the system what to do in such a case.

Candide: What prevented you?
Domain expert: I am only a user of the system, you know; it helps me solve problems

by saving time, but I can’t communicate with it.
Candide: Is there no possible interaction?
CBR Designer: No, not really. We have to go through a knowledge modelling stage

every time we want the system to evolve. It is often complicated and we seldom
take the time to do it. And the experts are not often available...

Domain expert: Oh !

This is how we might summarise the preliminary considerations which were at the start
of our work. We based ourselves on the study of existing work as well as on feedback from
system designers who were confronted with concrete problems. In so doing, we were able to
identify the problems inherent to the acquisition of practical knowledge, to define priorities
and to highlight certain needs, in particular the need to formalise knowledge.

In answer to these various questions, we proposed FIKA, an interactive and opportunistic
approach for the acquisition of case-based reasoning knowledge. Interactive, because it gives
the user, expert in his field, the main role in the process; opportunistic, because it triggers
the knowledge acquisition process at the most opportune moment, that is when a “reasoning
failure” occurs. Our intention in this work was to propose a form of support for the delicate
process of knowledge acquisition in case-based reasoning. In order to do this, we decided to
place the expert at the centre of the process since our hypothesis is that this constitutes a
favourable context for the acquisition of a certain type of knowledge, i.e. knowledge linked
to experience. Thus, in FIKA, the user plays a crucial part by participating actively in the
building of knowledge as it will appear in the system. An immediate consequence of this
process is that the knowledge handled by the system make sense to the user and “system-
user” interactions become easier. Progressively, the system acquires new knowledge. In
the meantime, by observing his own practice, the expert finds out that he is able to build
“knowledge” from his “know-how” and to share this knowledge to the system. Expert and
system are then at the heart of a virtuous circle where each one learns by interaction with
the other, with a common aim: to solve the problem under study.

In order to illustrate the input of FIKA when it is used in CBR applications, we have devel-
oped two applications: IAKA-NF and FRAKAS-PL. The studies made into these applications
have given rise to more general reflections which led to the definition of two models: IAKA and
FRAKAS, which can be viewed as possible implementations of FIKA under certain conditions.
In other words, these models are “variations” around the theme of FIKA. At first sight, IAKA
and FRAKAS may appear different, but in fact they share the same principles: interactivity,
opportunism, user-focus, and the same hypotheses, implied in one and explained in the other.
From the implementation viewpoint, IAKA and FRAKAS show a few distinctive aspects. In
IAKA, the main interactive learning targets are cases and adaptation knowledge, whereas in
FRAKAS, one seeks to acquire “domain” knowledge which is still used in adaptation. IAKA
handles adaptation knowledge which is organised into methods and adaptation operators,
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and each piece of knowledge can be the subject of a specific adaptation process. In FRAKAS,
the domain knowledge is used to guide the adaptation, even if there is no specific represen-
tation of adaptation knowledge. In IAKA, adaptation is broken into adaptation stages, and
when reasoning is to be analysed, the expert observes each stage independently. In FRAKAS,
adaptation is considered as a black box and the expert analyses only the “final” result of
the adaptation, not the intermediary problems. Finally, the role of adaptation knowledge in
determining similarity is obvious in IAKA: it appears during the building of the similarity path.
In FRAKAS, adaptation knowledge enables us to find a case which will be used as support
for the adaptation process. Thus IAKA and FRAKAS are built on a common architecture and
their differences only make them better adapted to particular contexts.

IAKA-NF and FRAKAS-PL were developed to demonstrate the properties of the FIKA ap-
proach. Several experiments have been made with these prototypes, sometimes using a
virtual expert. The results of these experiments demonstrate the validity of the approach
and highlight the benefits of a support for the knowledge acquisition process in CBR systems.
Nevertheless, both these applications have been specifically developed to test FIKA’s general
strategy, and one might question its usability in other contexts. As an initial response to
this remark, we have applied the FIKA principles to knowledge acquisition within an existing
application which had not been developed for this purpose: TAAABLE.

TAAABLE is a web application based on a case based reasoning engine. Its role is to
propose cooking recipes in reply to a request formulated by a user involving an available
recipe book and a quantity of knowledge which permits the adaptation of these recipes. This
application has won the title of “European Vice Champion” at the first Computer Cooking
Contest, a cooking application contest organised in September 2008 as part of the European
CBR conference. In TAAABLE, we have used the FIKA principles to support the process
of editing initially acquired knowledge (in an off-line process), but we are considering the
integration of these principles in an online phase to offer the user some support during
an interactive process of recipe adaptation. The use of FIKA in TAAABLE illustrates the
portability of this approach.

As we have observed from the very beginning of this study, the formalisation of the
delicate process of knowledge acquisition in CBR constitutes an important and topical subject
of research. Research conducted in this thesis provides a step towards this formalisation.
Although our various studies are still exploratory, the results we have obtained in different
conditions with each of our systems has proved encouraging. Nevertheless, they must be
viewed with care as the conditions of our experiments did not allow testing in the field. This
is why one of the aims in this work is to continue along these lines and to apply FIKA to larger
scale applications. This objective opens numerous prospects for study: implementation of our
models in existing systems, general reflection on the interoperability of the various approaches
we have proposed, study of the portability of our approach in other knowledge engineering
domains.
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Knowledge acquisition in IAKA, FRAKAS and TAAABLE as well as FIKA, is generally a
thoroughly “knowledge intensive” process (i.e. we are seeking to acquire knowledge from
the outside world) and differs therefore from automatic knowledge acquisition methods using
existing knowledge (so-called knowledge light approaches). However, FIKA does not present
itself as an alternative to these techniques. On the contrary, these approaches complement
each other. FIKA is a strategy which is particularly efficient where knowledge light approaches
fail, which is often the case when one seeks to acquire precise knowledge linked to experience.
Therefore we naturally envisage as an outcome of this work the definition of a general strategy
of CBR knowledge acquisition which would integrate various approaches and exploit the best
of each according to the problem to be dealt with. This perspective should constitute an
important challenge for CBR research. The improvement of the knowledge acquisition process
is indeed a necessary stage towards a better understanding of what CBR really is and we think
that mastery of this process can only facilitate the design of even more efficient CBR systems.
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A
FRAKAS, THE CASE OF JULIE

A.1 Target problem

Julie is a woman suffering from breast cancer. She has positive hormone receptors HR+,
she has already had a radical mastectomy with a lymph node dissection Patey-done (Patey
is the name of a surgical act), with no involved lymph nodes N-. Julie is also suffering from
a liver disease denoted by liver-disease. A set of other characteristics, denoted by c

compiles pieces of information about her gender, her age, her tumor size, etc.).
This patient corresponds to the following problem:

tgt = HR+ ∧ Patey-done ∧ N- ∧ liver-disease ∧ c (Target problem)

A.2 Vocabulary

Vcpb = {HR+, Patey-done, N-, liver-disease, c, γ}

Vcsol = {tamoxifen, anti-aromatases, ovary-ablation,

FEC, fluorouracil, epirubicin, cyclophosphamide}

Vasol = {anti-oestrogens}
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A.3 Initial domain knowledge

The initial domain knowledge is defined as follows:

SDK = γ → c ∧ (A.1)

liver-disease→ ¬tamoxifen∧ (A.2)

(tamoxifen ∨ anti-aromatases ∨ ovary-ablation)

↔ anti-oestrogen ∧ (A.3)

FEC↔ (fluorouracil ∧ epirubicin ∧ cyclophosphamide) (A.4)

In the initial domain knowledge, line A.1 indicates that a patient having the characteristics
represented by γ has the characteristics represented by c. Line A.2 indicates that tamox-
ifen is contraindicated for people having a liver disease. Line A.3 indicates that tamoxifen,
anti-aromatases, and ovary ablation are anti-oestrogen treatments and that they are the
only available anti-oestrogen treatments (in the context of a given hospital). Finally, line
A.4 indicates that a FEC treatment is recommended if and only if fluorouracil, epirubicin,
and cyclophosphamide are recommended (FEC is composed of three chemotherapy drugs:
fluorouracil, epirubicin, and cyclophosphamide).

A.4 Source case

The retrieved source case srce ∧ Sol(srce) is the following:

srce = HR+ ∧ Patey-done ∧ N- ∧ c

Sol(srce) = FEC ∧ tamoxifen (Source case)

This case describes a protocol rule that can be formalised as: “If the patient has positive
hormone receptors, has already had Patey surgery, no involved lymph nodes, and some
other characteristics not detailed here (denoted by c), then a treatment composed of a
chemotherapy based on FEC and a hormone therapy based on tamoxifen is recommended.”

A.5 Adaptation

Since tgt corresponds to a specific situation of the general case srce (tgt �SDK srce),
the source case (srce, Sol(srce)) is selected by the retrieval process. However, a straight-
forward application of this source case contradicts the target problem, given the domain
knowledge: SDK ∧srce∧Sol(srce)∧tgt is unsatisfiable (since SDK ∧liver-disease∧
tamoxifen is). The ◦D-conservative adaptation gives:

CA◦D(SDK, srce ∧ Sol(srce), tgt)

≡SDK tgt ∧ FEC ∧ (¬tamoxifen ∧ (anti-aromatases ∨ ovary-ablation))︸ ︷︷ ︸
Sol(tgt)

Tamoxifen, since it is contraindicated for the target patient, is removed, but according to the
conservative adaptation principle, as much as possible from Sol(srce) is kept. In particular,
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tamoxifen �SDK anti-oestrogen and anti-oestrogen is kept (tgt ∧ anti-oestrogen

is consistent). Thus, anti-aromatases ∨ ovary-ablation is proposed, following the ele-
ment (line A.3) of the domain knowledge:
¬tamoxifen ∧ anti-oestrogen �(A.3) anti-aromatases ∨ ovary-ablation.

Therefore, the hormone therapy recommended for the target patient according to Sol(tgt),
is a cure of anti-aromatases or an ovary ablation.

In this example, the source case srce ∧ Sol(srce) introduced above is adapted to solve
tgt. The conservative adaptation produces a set of interpretations. Each interpretation is a
possible solution of tgt.

Figure A.1(a) shows the result of the conservative adaptation performed according to
SDK and the feedback of the expert in form of checked boxes. It can be observed that
the expert indicates an inconsistency between the proposed solution and his knowledge:
epirubicin is inconsistent with liver-disease. The system uses this feedback to acquire a
new piece of knowledge. In figure A.1(b), the confirmation screen is presented: the acquired
piece of knowledge is expressed in propositional logic and the expert can add a textual
explanation before allowing the system to learn this knowledge. Textual explanations may be
used off-line to acquire more domain knowledge (see section 5.4.1 for more information on
textual explanation).

Thus, after this step, the domain knowledge SDK has evolved into SDK′:

SDK′ =SDK ∧ ¬(liver-disease ∧ epirubicin)

≡SDK ∧ (liver-disease→ ¬epirubicin)

Then, a new conservative adaptation is performed with SDK′:

CA◦D(SDK
′, srce ∧ Sol(srce), tgt)

≡SDK′ tgt ∧(
¬FEC ∧ fluorouracil ∧ ¬epirubicin ∧ cyclophosphamide

∧ anti-oestrogen ∧ ¬tamoxifen ∧ (anti-aromatases ∨ ovary-ablation)

)

︸ ︷︷ ︸
Sol(tgt)

Since they are both inconsistent with SDK′∧tgt, the system does not keep epirubicin

and FEC in the new proposition. As the expert validates the first part of the proposition
(common variables), the system displays the three possible interpretations (cf. figure A.2).
Since each interpretation is correct, the expert validates the proposition.
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(a) Result of the first conservative adaptation and feedback of the expert in form of
checked boxes: the expert points out an inconsistency between the domain knowledge and

his knowledge.

(b) The expert provides an explanation in plain text.

Figure A.1: First solution presented to the expert and his feedback (a). Plain text explanation
provided by the expert (b).

Figure A.2: Proposed solution presented to the expert, who validates it.
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Figure B.1: A request is being entered in TAAABLE.
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Figure B.2: Warning in case of error in the entered request.

Figure B.3: Display of results for a request.
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Figure B.4: Display of an adapted recipe.

Figure B.5: An example of the customization interface.
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Symbols

CBR principle, 59
FIKA, 29, 38
FRAKAS, 81, 84
FRAKAS principles, 94
FRAKAS-PL, 90
FRAKAS-PL(ONCO), 97
IAKA, 50
IAKA-NF, 61

A

Acquisition method, 29
Adaptation, 17
Adaptation specialist, 54
Adaptation error, 57
Adaptation function, 53
Adaptation knowledge, 22
Adaptation knowledge acquisition, 31
Adaptation method, 54
Adaptation operator, 52
Adaptation path, 55
Adaptation patterns, 108, 134
Adaptation step, 56
Adaptation strategy, 54
Adaptation, conservative, 84, 92
Adaptation, conservative (formalisation), 96
Adaptation, null, 92
Adaptation-guided retrieval, 16
Analogical reasoning, 11
Assistance tool, 137
Automatic learning, 30

C

Candidate solution, 50, 52
Case, 85
CBR principle, 9
Classification, strong, 119
Classification, smooth, 119

Close world assumption, 118
Competence, 20
Competence of a case, 78
Computer Cooking Contest, CCC, 115
Connectionist indexing, 35
Context, 135, 137
Controlled indexing, 122
Coverage, 65

D

Deletion policy, case, 20
Dependence, 52
Dependencies, 63
Derivational adaptation, 18
Description logics, 133
Descriptor, 85
Differential adaptation, 24
Differential adaptation strategy, 62
Discontinuity, 73
Distance between problems, 58

E

Elaboration, 15
Episode, 137
Episodic memory, 10
Expert, 43, 50, 84
Explanation, 13, 106
Explanation patterns, 10

F

Failure-driven learning, 40
Feedback, 139

H

Hierarchy, 119

I

Inconsistency, 95
Index, 117
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Interactive, 38
Interactive acquisition, 30
Intermediate problem, 55

K

Knowledge, 41
Knowledge containers, 12, 21, 29
Knowledge engineering, 29
Knowledge extraction, 134
Knowledge intensive, 30
Knowledge level, 23
Knowledge light, 30

L

Lazy learning, 134
Length of a similarity path, 57

M

Manual acquisition, 30
Memorise, 20
Memory Organization Packets, 10
Model, 117
MOP, 10

O

Ontology, 117
Ontology, module, 121
Opportunistic, 38
Oracle, 42, 50, 84

P

Problem, 85
Proposition, fully specified, 87
Proposition, partially specified, 87
Propositional logic, 91, 94
Provenance, case, 139

Q

Query, 118

R

Reachability, 65
Reformulation, 54
Repair, 19
Retain, 20
Retrieval, 16
Retrieval, completeness, 77
Retrieval, correctness, 77

Revise, 19
Revision operator, 94, 96
Revision theory, 92
Ripple Down Rules, 35
Rule-based systems, 11

S

Scope of a case, 65
Script, 10
Semantic annotation, 122
Similarity knowledge, 22
Similarity measure, 16
Similarity path, 55
Solution, 85
Solution proposition, partially specified, 87
Solution proposition, fully specified, 87
Solution, proposition of , 83
Source case, 85
Subclass, 117
Substitute, 119
Substitution cost, 119
Subsumption, 117
Systems, 10

ACCELERE, 16, 141
CABAMAKA, 134
CARMA, 16, 32
CASEY, 10, 18
CHEF, 10, 16, 18, 31, 40
CREEK, 32
CYRUS, 10
DÉJÀ VU, 18
DIAL, 33
FRAKAS, 81, 84
FRAKAS-PL, 90
FRAKAS-PL(ONCO), 97
IAKA-NF, 61
KASIMIR, 34, 107
KRITIK, 18
MEDIATOR, 40
MIKAS, 35
MUSETTE, 137
PADIM, 141
PATDEX, 16
PERSUADER, 40
PIXED, 141
PRODIGY/ANALOGY, 18
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PROLABO, 141
PROTOS, 23
RADIX, 141
RESYN/CBR, 77
SWALE, 10
WEB ADAPT, 35

T

Test, 19
Tolerance threshold, 51
Trace, 137
Trace-based reasoning, 135, 137
Transformational adaptation, 17

U

Usefulness, case, 20

V

Vocabulary, abstract, 87
Vocabulary, concrete, 87

X

XP, 10
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D.1 Acronyms

FIKA Failure-driven Interactive Knowledge Acquisition

IAKA InterActive Knowledge Acquisition

IAKA-NF IAKA-Numerical Functions

IAKA-OF IAKA-Other Formalism

FRAKAS FailuRe Analysis for domain Knowledge AcquiSition

FRAKAS-PL FRAKAS-Propositional Logic

FRAKAS-DL FRAKAS-Description Logics

TAAABLE Taaable

D.2 Abbreviations

CBR Case-based reasoning

TBR Trace-based reasoning

KA Knowledg acquisition

CCC Computer Cooking Contest

Inc Inconsistent knowledge

SDK System domain knowledge
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D.3 Case vocabulary

pb Problem

sol Solution

srce-case Source case

srce Source problem

Sol(srce) Source solution

tgt Target problem

Sol(tgt) Target solution

gSol(tgt) Candidate solution for tgt

H Dependence set

Lpb Problem space

Lsol Solution space

CB Case base

D.4 IAKA

AO Adaptation operator

AM Adaptation method

r Relation (between problems)

Ar Adaptation function

SP Similarity path

AP Adaptation path

ℓ(SP) Length of a similarity path

dist(srce, tgt) Distance between problems

er Adaptation error

eer Adaptation error estimation
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D.5 FRAKAS

◦ Revision operator

◦D Dalal’s revision operator

V Variable set

I Interpretation

Mod Modele

D.6 TAAABLE

O Ontology

Q Query

R Recipe

Idx(R) Index

σ Substitution

⊑ Subclass
.

− Contraction operator
.

+ Revision operator

D.7 Systems
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CHEF CREEK CYRUS DÉJÀ VU

DIAL KASIMIR KRITIK MEDIATOR

MIKAS MUSETTE PADIM PATDEX

PERSUADER PIXED PRODIGY PRODIGY/ANALOGY

PROLABO PROTOS RADIX RESYN/CBR

SWALE WEB ADAPT
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Résumé

Jeune discipline à la croisée de l’informatique, de l’intelligence artificielle et des sciences
cognitives, l’ingénierie des connaissances vise à modéliser les connaissances d’un domaine
pour les opérationnaliser dans un outil informatique. Pour cela, elle propose des outils
théoriques, des modèles et des méthodologies empiriques pour instrumenter les systèmes
et permettre l’échange de connaissances entre l’utilisateur et l’outil informatique.

Le travail développé ici traite de l’ingénierie des connaissances d’une catégorie de systèmes
en particulier : les systèmes de raisonnement à partir de cas (RÀPC). Un système de RÀPC

assiste un utilisateur dans sa tâche de résolution de problème en lui proposant une adaptation
à la situation courante d’une précédente expérience. C’est en particulier au système en
interaction “utilisateur - outil de RÀPC” que nous nous intéressons ici.

La problématique étudiée peut donc être exprimée ainsi : quelles méthodes et out-
ils développer pour instrumenter efficacement le système apprenant “utilisateur - outil de
RàPC” ? Cette problématique soulève un questionnement sur les connaissances du raison-
nement et conduit à une analyse au niveau connaissance de tels systèmes. Un autre volet
d’analyse porte sur les interactions entre l’utilisateur et l’artefact informatique pendant les
phases de résolution de problème. Ces aspects sont étudiés à plusieurs niveaux dans les
différentes contributions présentées dans cette thèse.

Nos différentes expériences et expérimentations nous ont conduits à proposer, comme
première contribution, une formalisation à un niveau général de l’apprentissage interactif de
connaissances en RÀPC (FIKA). Cette formalisation repose sur les échecs de raisonnement qui,
puisqu’ils permettent de mettre en évidence les lacunes dans les connaissances disponibles,
sont utilisés pour guider le processus d’apprentissage. Deux extensions de ce modèle général
ont été proposées : IAKA et FRAKAS.

IAKA raffine les principes proposés par FIKA pour permettre leur mise en œuvre immédi-
ate dans une certaine catégorie de systèmes où les connaissances peuvent être représentées
selon un modèle donné (cas et connaissances d’adaptation représentées par des opérateurs
d’adaptation). Ces principes ont été implantés et expérimentés dans une application dévelop-
pée à des seules fins expérimentales.

FRAKAS propose des méthodes et outils similaires pour une autre catégorie de systèmes
ou les connaissances du domaines sont utilisées pour guider l’adaptation. Ces principes ont,
quant à eux, été implantés dans un prototype inspiré d’une application réelle.

IAKA et FRAKAS, les deux extensions de l’approche FIKA, présentent des forces et des
limites, une réflexion quant à leur intégration possible à donc été menée. Une première
tentative pratique d’intégration a été mise en œuvre dans une application de RÀPC permettant
l’adaptation de recettes de cuisine : le logiciel TAAABLE.
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Abstract

As a young discipline at the junction of computer science, artificial intelligence and
cognitive sciences, knowledge engineering aims at modelling knowledge of a specific domain
to operationalise them in a computer system. To this end, it offers theoretical tools, models
and empirical methodologies to support knowledge sharing between the user and the system.

The work developed here is related to knowledge engineering of a particular type of
system: case-based reasoning systems (CBR). A CBR system assists a user in his problem
solving task by retrieving a previous successful problem solving experience and by adapting
it to the current situation. In this work, we are mainly interested in the interacting system
“user - CBR tool”.

The main research question we address here can be formulated as: what methods and
tools have to be developed to support knowledge acquisition in the learning system “user -
CBR tool”. This issue raises the question of the knowledge of the reasoning process and leads
to an analysis at the knowledge level of CBR systems. Another part of the analysis aims
at studying the interactions between the user and the CBR tool during the problem solving
phases. These aspects are studied at several levels in the different contributions presented
in this thesis.

Our different experiences and experiments lead us to propose, as a first contribution, a
formalisation at general level of interactive knowledge learning in CBR (FIKA). This formalisa-
tion relies on the reasoning failures which, as they allow to highlight the gaps in the available
knowledge, are used to guide the learning process. Two extensions of this general model
have been proposed: IAKA and FRAKAS.

IAKA refines the principles proposed in FIKA to permit their immediate implementation in
a particular type of system where knowledge can be represented according to a given model
(cases and adaptation knowledge in the form of adaptation operators). These principles
have been implemented and experimented with in an application developed exclusively for
this purpose. FRAKAS proposes similar methods and tools for another type of system where
domain knowledge is used to guide adaptation. As for these principles, they have been
implemented in a prototype inspired by a real world application.

We have conducted a study of strengths and limits of FRAKAS and IAKA and we have
investigated possible ways to combine them. A first practical implementation has been made
in a CBR application allowing the adaptation of cooking recipes, the project TAAABLE.
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