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Abstract
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Recent observations show that young stars being formed eject matter at several tens
of kilometers per second, in the form of jets and outflows that impact the matter whose
collapse is at the origin of the formation of the star. The supersonic impact between
this jet and the parent interstellar cloud of the star generates a shock front, in the form
of a bow-shock, which propagates in the collapsing interstellar gas, and also an inverse
shock that propagates along the jet itself. The structure of these shocks depends on their
velocity as well as on the physical properties of the gas in which they propagate. Numerical
MagnetoHydroDynamical (MHD) simulations of the propagation of such shocks are a way
to model the molecular emission arising from these regions, and thus to constrain the
physical and chemical properties of the gas in which these molecular lines are emitted.
A large grid of shock models is ran, for different values of key parameters such as the
shock velocity, the pre-shock density, the magnetic field, ad the shock age. The emission
of molecular hydrogen (whose treatment is included inside the shock code) is studied
first. Pure rotational and rovibrational excitation diagrams are built for each model, and
compared to the available observations of the bipolar outflow L1157. These comparisons
confirm the necessity to use non stationary models to be able to interpret the observed
column densities of Hs.

The emission of other characteristic molecules in the shocked region is then studied.
The radiation transfer is computed thanks to a program based on the LVG (Large Veloc-
ity Gradient) approximation. In the case of SiO, comparisons with observed integrated
intensities in L1157 are done, independently from the molecular hydrogen results, with a
good agreement for stationary shock models and under diverse assumptions regarding the
initial repartition of silicon in the dust grains, and oxygen in the gas phase. An attempt
to simultaneous fitting of SiO and Hsy observational data is then done, that is their fit
by a very same (non stationary) shock model, with encouraging results. To complete this
study, CO emission is treated similarly as SiO, and studied over the whole models grid.
CO is then added to the list of molecules whose production and emission can be modelled
by the same shock model as Hy and SiO with a satisfying agreement, even if this addition
does not yield further constrain on the shock and medium properties.



Résumé

Des observations récentes montrent que les jeunes étoiles en cours de formation éjectent
de la matiére a des dizaines de kilométres par seconde, sous la forme de jets et flots
impactant le milieu ambiant dont 'effondrement est a l'origine de la formation stellaire.
L’impact supersonique entre le jet et le nuage moléculaire parent de 1’étoile génére un
front de choc sous la forme d'un ‘bow-shock’ se propageant dans le gaz interstellaire, et
qui s’accompagne d’'un choc en retour qui se propage le long du jet. La structure de ces
chocs dépend de leur vitesse ainsi que des propriétés physiques du gaz dans lequel ils se
propagent. Les simulations numériques de type magnétohydrodynamique de propagation
de tels chocs permettent de modéliser I’émission moléculaire en provenance de ces régions,
et ainsi de contraindre les propriétés du gaz étudié. Une large grille de modéles de chocs
est construite, pour différentes plages de valeurs de parameétres caractéristiques parmi
lesquels la vitesse de choc, la densité préchoc, le champ magnétique, et ’age des chocs.
L’émission de la molécule de dihydrogéne (dont le traitement est inclus dans le code de
choc) est d’abord étudiée. Des diagrammes d’excitation (rotationnelle et rovibrationnelle)
sont construits pour chaque modéle, et comparés aux observations disponibles pour le flot
bipolaire LL1157. Ces comparaisons confirment la nécessité d’un recours a des modéles de
chocs non stationnaires pour interpréter les densités de colonne observées pour les niveaux
de HQ.

L’émission d’autres molécules caractéristiques des régions de choc est ensuite etudiée.
Le transfert de rayonnement de ces molécules est simulé a 1’aide d’un programme numérique
reposant sur ’approximation LVG (Large Velocity Gradient). Dans le cas de la molécule
de SiO, des comparaisons avec les intensités integrées observées de la région L1157 sont
effectuées indépendamment des résultats relatifs au dihydrogéne, avec un bon accord pour
des modeles de chocs stationnaires et sous diverses hypothéses de répartition initiale du
silicium dans les grains de poussiére, et de 'oxygéne dans la phase gazeuse. La compara-
ison simultanée des observations SiO et Hy est alors réalisée, c’est a dire leur ajustement
par un méme modéle de choc (non stationnaire), avec des résultats encourageants. Pour
compléter cette étude, I’émission de CO est aussi traitée de fagon similaire, et étudiée
sur les modéles de I’ensemble de la grille. Le monoxyde de carbone est ajouté a la liste
des molécules dont la production et I’émission peuvent étre modélisées par le méme choc
que Hs et SiO avec un accord satisfaisant, méme si cet ajout ne génére pas de contrainte
supplémentaire par rapport a ces deux molécules.
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Young stars and bipolar outflows

Ce chapitre constitue une introduction générale & la question des flots bipolaires et des
jets. Il commence par une présentation sommaire du probléme de la formation stellaire
ainsi que par une description des premiéres étapes de la vie d'une étoile, introduction & mes
yeux essentielle pour placer cette étude dans le contexte plus global du milieu interstellaire.
Puis, les flots bipolaires et les jets, ainsi que leurs interactions avec le milieu environnant
sont décrits. Enfin des éléments de modélisation sont fournis dans une derniére partie.

1.1 An introduction to star formation

Stars form from the gravitational collapse of prestellar condensations in molecular
clouds, which consist of large, magnetized, and generally gravitationally bound structures,
made of gas and dust. In this Section, we study the pre-existing conditions that rule the
equilibrium of such structures and the processes that can generate their gravitational
collapse, eventually leading to episodes of star formation.

1.1.1 Jeans Criterion

In this Section, we follow Lequeux et al. (2002) to establish the Virial’s theorem that
translates the equilibrium of self-graviting structures, and to derive the Jean’s criterion
that indicates whether such a system will collapse or not.

Simplest version of Virial’s theorem. Virial’s theorem is the fundamental theorem
that accounts for the equilibrium of self-graviting structures in the Universe. Let us consi-
der a system of particles whose mass is m;, whose position is r; relatively to an arbitrary
origin, and undergoing a force F;. Its momentum of inertia is given by

I=Y mr;, (1.1)

whose time-derivate writes

dt2—22mlrl +2Z (d“), (1.2)
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leading to

2 2
In this equation that governs the dynamical evolution of the system :

e T is the kinetic energy of the system, which equals the thermal energy for a system
at rest. If the system is not at rest, other terms must be added relative to the
macroscopic moves of the gas;

e () is the system’s potential energy.

The system’s equilibrium condition hence writes : 27"+ €2 = 0, which is the simple version
of Virial’s theorem, accounting for the compensation of the gravitational collapse by the
particles macroscopic moves.

Jeans mass. For a spherical cloud homogeneously formed of perfect gas, isolated and
without macroscopic moves, whose total mass is M :

3MEKT
T = ﬂhermal = 5 y (14)
pwmy
and 5 oM
O=—— . 1.5
F R (1.5)

Using these expressions and developing R in terms of the mass M and density n this form
of Virial’s theorem leads to an instability criterion, predicting a gravitational collapse for
such a system if its mass exceeds a critical mass Meis th

1 2 5k‘T 3/2 4 —1/2
M > M. = il - 1.
7 Morith <umH> <2 G) (37m> (16

Jeans length. For modeling purposes, it might be useful to express Jean’s criterion
in terms of a dispersion relation, as Jeans himself did for an isothermal infinite uniform
medium without magnetic field nor macroscopic move, whose density is p. Three equa-
tions describe this system : the continuity equation, the movement equation, and Poisson
equation, given by :

dp
— . pr— 1.
5 +V . pv=0, (1.7)
B
p (8—Z Yy Vv) — VP - pV®, (1.8)
V20 = 4G, (1.9)

where ® is the gravitational potential. The last equation is incorrect for an infinite medium
because a uniform density would generate a diverging potential, but does not bear too
delicate consequences, as we only consider a perturbation of the system. Using the index
‘0’ for the equilibrium quantities and the index ‘1’ for the perturbative ones, v = vy,
p=po+p1, =Py + P;, we can linearize the above equations

(91)1

2

C
— =V, - 2V 1.10
ot 1 % P1, ( )
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0
% = —po(V-vy) (1.11)
V2®, = 47Gpy, (1.12)

under the extra assumption that P/p = ¢ = kgT}./u is constant. The combination of
these equations then leads to

(92%)1
ot?

itself leading to the dispersion relation linking the pulsation w and the wave number
k = 27 /X for a given perturbation :

= po V21 + EV7py, (1.13)

w? = k*ck — 4nGpy. (1.14)

The unstable modes for which w? < 0 hence verify :

1/2
k< ky = (47TGP0) (1.15)

c§
Jeans length is \; = 27 /k;. Jeans mass is the corresponding mass comprised in a cube
whose side length is Ay, and corresponds to the largest mass gravitationally stable in a
medium with given density and temperatures. It is also similar to that given by Equa-
tion 1.6.

At a given temperature, Jeans mass decreases when the density increases. A collapsing,
isothermal gas will then remain unstable as long as it cools sufficiently efficiently to remain
isothermal. For a different state equation, P oc p?, we get M o< p37/2=2) When v > 4/3,
Jeans mass increases with the density, and the collapsing mass can stabilize.

General expression of Virial’s theorem without magnetic field. A more general
expression can be obtained from the dynamical equations, here expressed in cartesian
coordinates

0 0 B? 1
a(pvj) -+ a—xk PU; U —+ P(Sjk — Ojk -+ 8_7T(S]k — EB]BIC =0 (116)
or under its vectorial form
Dv ov 9 1
Py =P (a +v- Vv) = —VP — fracVB“8r + EB - VB — pV O, (1.17)

where v = Dr/Dt, p, P, B, and ® respectively refer to the global velocity, density,
pressure, magnetic field, and gravitational potential. v stands for the macroscopic velocity,
the atomic microscopic velocity being accounted for by the pressure P. Multiplying this
expression by r and integrating it over the cloud’s volume V', we obtain the successive
terms :

o the left hand side term becomes [, pr - %dv = %g—;f — 2T nacro- Indeed D21/ Dt? =
2 [, pr-(Dv/Dt)dV+2 [, pv*dV, and Tracro = (1/2) [,, pv*dV is the volumic kinetic

energy associated to the macroscopic moves ;
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e the thermal pressure term is — [, r-VPdv =3 [, PdV — [ Pr-dS = 3V (P — Puy).
f ¢ is a surface integral and S is the vector perpendicular to the cloud’s surface.
The system is assumed to be in equilibrium with an external pressure P.,;, and P
is the average pressure inside the cloud. In this expression, we used the following
equality : fv (rP)dV + fv PV -rdV = — fs Pr-dS + 3fv PdV, and the fact
that [(r-dS = 47TV and V-r=3;

e similarly, the magnetic pressure gradient is
—(1/8) fvr -VB2dV = —(1/8) fs B?r - dS + (3/87) fv B2V

e the magnetic tension term becomes

(1/4x) [, x- (B-V)BdV = —(1/4n) [,, B*dV + (1/4x) [((B-r)B - dS;

e finally — fv pr - V(ID Q) is the gravitational potential energy.

The general form for Virial’s theorem is then

LD o 10 /(P+P Jr-dS+— /(B )BdS+3/ Py Bme gy 119
2 Dt2 - macro S mag r 47_(_ S r V 3 M

with Phpag = B? /81 and P = nkgTk being the internal thermal pressure. Tk is the kinetic
temperature.
The equilibrium then writes in the absence of magnetic field :

2,Tmacro + Q + 3‘/(]5 - Pext) - 0, (119>

Virial’s equilibrium stability.

1. cloudy sphere without external pressure nor magnetic field.
In this simple case, the equilibrium writes : 2u + ©Q = 0, where v = Taco +
(3/2)MkgTxk, where M is the total mass and Tk is the kinetic temperature. A
radius perturbation of 6 R induces a variation of I :

1 .. ou  0f)
551:( o aR) SR (1.20)

and the stability is assured if /T < 0, that is if IR < 0 or 20u/dR + 0Q/0R < 0. In
a purely thermal system with a polytropic state equation, u = (3/2)MkTx = 3PV.
The choice of the complementary hypothesis of a polytropic state equation P o p7,
then leads to the influence of 7 on the evolution of the system : the stability condition
is only verified if v > 4/3. In particular :

e the isothermal virialized systems (v = 1) are unstable when isolated and in ab-

sence of a magnetic field ;
e the adiabatic systems (7 = 5/3) are stable.

2. cloudy isothermal sphere without macroscopic move nor magnetic field.
In the case of an isothermal sphere without macroscopic moves nor magnetic field
the Equation 1.19 becomes (combined with Equations 1.4 and 1.5)

3MET 3GM2

— 47 R*Pyy = 0 (1.21)
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In this equation, if (M, T') are given, R depends on P.. Particularly if R is large,
internal and external pressure compensate. If P, increases, the radius decreases,
and so does the gravitational term, further reducing the radius : the equilibrium
is unstable towards an external pressure increase, possibly leading to the system’s
collapse.

1.1.2 From a dynamical to a magnetic star formation scenario

M,

3
1.510

2 3 4 5 6 R
1pc

Figure 1.1 — Mass-radius relation for spherical, isothermal, non magnetized clouds in a
constant external pressure Py /k = 3800 K cm 3. The critical point () corresponds to the
highest possible mass, and moves on the straight line of slope 2 with the temperature. It
separates the gravitationally stable structures (solid line) from the unstable ones (dashed
curve). Taken from Chieze (1987).

The dynamical theory. In this context, the gravitational stability of isothermal spheres
with external pressure was the object of focus for the independent works of Bonnor (1956),
Ebert (1957), who derived analytical solutions for self-gravitating, ideal gases, and the as-
sociated criterion for gravitational collapse. In such conditions of given (Pu,T), Chieze

9
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(1987) obtained a relation linking M and R, shown on Figure 1.1. Correcting the Equa-
tion 1.21 in the case of a non homogeneous spherical isothermal sphere in equilibrium,
Chieze (1987) also derived the highest possible mass for the Virial’s equilibrium

Mmax — Pext/k 1/2 R 2
— 126072 [ oot — 1.22
1M, T (3800Kcm—3) 1pc) (1.22)

with z, = 0.4466 for an isothermal sphere, based on observational data for the mass and
ardius of clouds and their condensations (M /M ~ 100(R/1pc)?).

In the (M, R) plan, the Figure 1.1 shows the equilibrium state position of an isothermal
sphere. The stable equilibrium configuration follows the solid line, whereas the dashed
curve corresponds to the unstable ones. The star corresponds to the maximum mass
beyond which no equilibrium configuration can be found. For a weaker temperature, with
the same external pressure, the critical mass decreases and moves on the indicated straight
line.

T T T rr T T 4’ T T T I T T T r T T T l T T T -J
6 | osee I (b) |
L 0.363 \ 0.631
| 0.495 \\ i 0.495 ‘\\§ 7
i 0.631 \\\ 2~ 0.363 >
4 - 032 -
~ | /; -
| Lo
P &
Yol ozes 0|
- ™ L o329
| t=0.000 B
—2 | o326
0] _— i
L L t=0.293
N \ L ]
_2 1 1 A l 1 1 1 l 1 1 1 L 1 1 1 _4 1 1 1 l 1 L1 l 1 1 1 LL 1 L
-6 -4 -2 0 2 -6 -4 -2 0 2
log(r) log(r)

Figure 1.2 — Radial density (left) and infall velocity (right) profiles at various stages of
the dynamical collapse. All quantities given in normalized units. The initial configuration
is a critical isothermal Bonnor-Ebert sphere with outer radius 7., = 1.82, four times
more massive than allowed by hydrostatic equilibrium. The numbers on the left denote
the evolutionary time. When density contrast reaches a value of 108, a ‘sink’ cell is created
in the center. The profiles before the formation of the central star are indicated by solid
lines, and for later times by dashed lines. Taken from Ogino et al. (1999).

Schmitz (1988), Schmitz (1987) extended these studies to include the effects of rotation
in the case of generalized, polytropic equations of state, and recently Lombardi and Bertin
(2001) derived the equilibrium condition without imposing any shape or symmetry to the
cloud density distribution. Recent computational progresses also allowed for a numerical

10
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hydrodynamical treatment of the gravitational collapse, such as that conducted by Ogino
et al. (1999). An example of radial density and infall velocity profile is give on Figure 1.2
for various stages of the isothermal collapse phase. Initially, the gas sphere follows a
Bonnor-Ebert critical density profile, but with four times more mass than allowed in an
equilibrium state, it is gravitationally unstable and begins to collapse following a free-fall
behavior ;
e the density in the outer part decreases, the contraction is retarded from free-fall,
building up pressure gradients;
e the density n the interior grows, and the collapse remains in approximate free-fall,
actually speeding up (the free-fall time is given by tg = 1/(37/32Gp)).
Density changes occur faster and faster on smaller and smaller inner regions, whereas no-
thing happens in the outer parts. The overall matter distribution is consequently centrally
peaked, approaching p o< r 2, the density profile of an isothermal sphere. The final central
singularity corresponds to the formation of a protostar that grows in mass by accreting
the remaining envelope until its exhaustion.

The limits of the dynamical theory. This dynamical theory of gravitational collapse
balanced by pressure and microturbulence does not take into account the conservation of
angular momentum through the infall nor that of the magnetic field flux. Unfortunately for
this theory, measurements of the interstellar magnetic field were made, leading to a typical
strength estimate of 3 G in the diffuse ISM (through Zeeman measurements-Troland and
Heiles (1986), pulsar rotation or dispersion measures-Rand and Kulkarni (1989), Rand and
Lyne (1994)). Measurements based on synchrotron emission (Davies and Shuter (1963)) or
polarization (Chandrasekhar and Fermi (1953)) yielded higher values, but one should keep
in mind that these values all depend on the equipartition assumption between magnetic
field and other forms of energy (Beck (2001)). In molecular clouds, values ranging from
ten to thousands of 4G have recently been measured (Crutcher (1999)).

The presence of a magnetic field is of crucial importance for the dynamical theory of
star formation. Indeed, under the simple assumption that the magnetic field quickly de-
creases outside of the cloud, the surface terms vanish in the Equation 1.16, for a considered
surface located outside of that of the cloud. For a spherical cloud with a uniform magnetic
field, the volume magnetic term becomes (47 R3/3)(B?/87), so that this equations turns

m

3SMKET 1/3 1
—47R*Py — — | =GM* - ZR*'B* | =0 (1.23)
pmy R \5 3

As long as the ionization is sufficiently high for the field to be frozen to the matter, the
flux through the cloud ¢g = mR2?B remains constant, and the opposition to collapse as
driven by the magnetic energy remains constant during the collapse. If it cannot prevent
this collapse at the beginning, it will not oppose to it as the field is compressed.

Equation 1.23 also shows that for a critical mass M., the magnetic energy equals the
gravitational one, with

1/2 353/2 33
M= () gy = (1.24)
9G 4872 G3/2p2

11
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where ¢; is a corrective factor for the real structure of the cloud. A cloud is dubbed
subcritical if magnetostatically stable, and supercritical if not. The very high critical
mass yielded by the observed values of the magnetic field impedes the dynamical theory
of star formation. Under the assumption that such large and massive structures could be
assembled, how could they fragment into objects of stellar masses, when the critical mass
remains invariant under spherical gravitational collapse ?

Two other objections contradict the dynamical scenario :

e the excessive rate of star formation it predicts, given that objects should collapse
on free-fall timescales, that is orders of magnitude shorter than the ages of typical
galaxies ;

e the excessive gap between the angular momentum of the initially idle molecular
cloud rotating with the galaxy disk and the small one contained in stars. The dra-
matic density enhancement associated to the protostar formation should be accom-
panied by huge angular velocity driving drastically unphysical centrifugal forces.
The discovery of bipolar outflows in 1980 unexpectedly and partly solved this para-
dox, but their existence could not be interpreted without arguments based on the
presence of a magnetic field (see the following Sections).

Finally, the turbulence generated in a dynamical scenario does not fit the characteristics
of that observed through superthermal linewidths indicating random moves at hypersonic
velocities (Mac Low et al. (1998)).

Ambipolar diffusion. To address these problems of magnetic support against frag-
mentation, local density must be increased without also increasing the magnetic field,
thus lowering the magnetic critical mass given by Equation 1.24. This can be done if mass
could move across magnetic field lines, which can occur in mostly neutral gas through
the process of ion-neutral drift, that is through ambipolar diffusion. We briefly present
this effect here following Shu et al. (1987), in the equilibrium, steady-state case (more
detailed developments can be found in Kulsrud and Pearce (1969)). This approximation
is justified when the ionization is generated by cosmic rays, see for example Lequeux et al.
(2002). In this context, the Lorentz force exerted on the charged particles fluid is

1

B =
c 47

(V x B) x B, (1.25)
where the current density is given by Ampere’s law j = (¢/47)V x B. This force generates
a relative drift between ions and neutrals with an average velocity that can be obtained
by balancing it with the drag force (per unit volume), itself driven by the ion-neutral
collisions :

Fa = pipay(vi — vu), (1.26)

where p;, pu, Vi, v, are the respective density and velocity of ions and neutrals, and v is a
drag coefficient associated to momentum exchange in ion-neutral collisions, with a weak
dependence on their nature, and whose magnitude is about 10 cm™ g=! s7!. The drift
velocity is consequently

(VxB)xB (1.27)

Vg=Vi—V,=———
477y pipn
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1.1. An introduction to star formation

There is no need to account for the electrons here because their momentum exchange with
neutrals is negligible compared to the ion-neutral one. The electrons also follow the ions
in there general move, to maintain the charge equilibrium. The ions are coupled to the
magnetic field, whose evolution is then given by

B
aa—t + V X (B X Vi) = O, (128)

whose combination with the previous one results in

0B

— +VXx(Bxvy)=Vx{—
ot ATy pipn
If the right hand side term was nul, corresponding to a high ionization degree, the magnetic
field would be coupled to the neutrals move. The right hand side corresponds to the
diffusion of the magnetic field in the neutrals fluid. If the magnetic field is uniform in the
cloud, the characteristic timescale for ambipolar diffusion is hence given by

R drapipy R?

ap=— 2> ——7—— 1.30
= (1.30)

x [B x (V x B)]} (1.29)

The first determinations of top in dense molecular clouds through the measurements of
the ionization degree yielded values of orders of 107 years, that is about 10-20 times
longer than the corresponding free-fall time (McKee et al. (1993)). This waiting time
for the ambipolar diffusion to occur and the long estimates of molecular clouds lifetimes
at that time (30-100 Myr, see Solomon et al. (1987), Blitz and Shu (1980)) triggered
the development of the magnetic star formation scenario, preferentially to the simple
dynamical collapse.

The magnetic star formation scenario. Shu (1977) thus suggested that the self-
similar collapse of initially quasi-static singular isothermal spheres was the most likely
description of the star formation process. In his theory, owing to its longer timescale
compared to the free-fall one, ambipolar diffusion is supposed to generate the contraction
of a quasi-static density structure in an initially magnetically subcritical, isothermal cloud
core. During the collapse, the magnetic field is assumed to be no longer important, and
it is ignored in the original formulation of the theory. A rarefaction wave propagates
outward at the speed of sound, while the cloud material behind it falls freely onto the
core , and the matter ahead is at rest. The growth of the central protostar is supposed to
end when feedback processes (like bipolar outflows or stellar winds for instance) become
important and terminate the infall phase. The density structure predicted by this scenario
is essentially indistinguishable from that of the dynamical collapse.

This original model was then extended through numerical analytical investigations,
taking into account the effects of rotation, or to finally include those of the magnetic field
during the collapse (see Mac Low and Klessen (2004) and references therein).

We expose here some basic elements of Lizano and Shu (1989) , based on the use of
Equation 1.23. The collapse is possible if M > M. and if the external pressure exceeds a
critical value P,,. Fixing the mass M in the equation, its value is obtained by differentiating
it with respect to Pey and R, and writing dP.y;/dR = 0, where R is expressed in function
of M and M,. Two configurations can then be distinguished :
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Chapitre 1. Young stars and bipolar outflows

e in the case of sub-critical magnetized clouds, the collapse can occur under the effect
of an external pressure increase only if ambipolar diffusion evacuates the magnetic
field, which happens in weakly ionized molecular clouds. This configuration is made
possible if the mass of the cloud exceeds another critical mass, denoted ‘umbral’ by
the authors. The collapse is slow, hence quasi-static. If the the magnetic pressure
largely exceeds the thermal one, Jeans mass is much lower than that of the cloud,
and fragmentation into dense cores takes over, possibly leading to low-mass star
formation.

e super-critical clouds can globally collapse as a consequence of an external pressure
increase (or an internal pressure decrease) : the magnetic field can not prevent the
collapse even if its flux is conserved. These clouds can form through the merging of
sub-critical ones. In this configuration, the cloud can not remain spherical during
its contraction. Generally, there is a regular component of the magnetic field, along
which the collapsing material slides and originates the build up of disk-like structure,
enhancing the gravitational energy of the cloud, and impeding the effect of the
magnetic field. Fragments are formed, of the size of the width of the disk, which
themselves can be super-critical and collapse to generate high-mass stars clusters.

Another possibility is the formation of small super-critical cores inside a sub-critical
contracting cloud, from small fragments of super-umbral mass. This scenario is better
understood than the global super-critical collapse (see Galli and Shu (1993a), Galli and
Shu (1993b)), and although its general picture does not sensibly differ from the dynamical
scenario, it also predicts the formation of disk-like structures around the protostar, that
could correspond to the observed accretion disks.

In spite of the problematic drawbacks of this theory (see next paragraph), the inclu-
sion of strong magnetic fields provided a mechanism to evacuate the angular momentum
in collapsing molecular clouds : the occurrence of magnetic braking (Mouschovias and
Paleologou (1980)), that could contribute to resolve the angular momentum problem.

Drawbacks of the magnetic scenario. We summarize here the main drawbacks that
appear to impede the validity of the magnetic star formation theory. Their emergence was
made possible by the progress on both modeling (through the improvements of numerical
simulations) and observing (owing to the advent of new observational techniques) fronts.
Critical reviews can be found in Whitworth et al. (1996) and Nakano (1998).

1. The singular isothermal spheres hypothesis raises various questions :

e Although a great number of star formations studied are based on it, the quasi-
static, singular, isothermal sphere configuration seems to be the most difficult to
realize in nature. Stable equilibrium is only possible if the internal to external
density ratio is low, more centrally concentrated cloud only reaching unstable
equilibrium states. All paths leading to the establishment of a central singularity
are indeed unstable and would collapse before the occurrence of spherical density
profile. Moreover, whatever the collapsing scenario, external perturbations tend
to break the spherical symmetry and flatten the density profile at small radii;

e Star formation from such configurations results in formation of single stars, as
the predicted massive disk-like structures resist subfragmentation processes. This
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strongly contradicts the much observed nature of binary or higher-order systems
(Mathieu et al. (2000), Whitworth et al. (1996)) ;

e High-resolution mapping of the density profiles of prestellar cores reveals flat inner
density profiles, thus providing direct evidence against the singular isothermal
spheres hypothesis.

. Many paradoxes also seem to originate in the choice of the ambipolar diffusion as

an essential element of the theory :

e successive numerical studies conducted by Mouschovias and collaborators (see
references list in Mac Low and Klessen (2004)) show that the decoupling between
matter and magnetic field through ambipolar diffusion occurs over several orders
of magnitude in density, showing no clear cut between coupled and de-coupled
situation, as the magnetic star formation scenario would require ;

e recent time-dependent models of chemical evolution and their comparison with
observations indicate typical ages of 10° years for substructure in molecular clouds,
much smaller than the ambipolar diffusion timescale (see van Dishoek et al. (1993),
van Dishoeck and Blake (1998), Langer et al. (2000)) ;

e the standard model assumes that cloud cores in the prestellar phase evolve on
ambipolar diffusion timescales, much longer than that of the further accretion
phase. This should lead to the observation of a great number of starless cores,
whereas the observed fraction of protostellar cores with embedded objects is much
larger in practice ;

e in a scenario where individual cloud core contraction in the prestellar phase is
determined by ambipolar diffusion, one would expect age spread in a newly formed
group or cluster to considerably exceed the dynamical timescale. On the contrary,
numerous observations of clusters show very short age spread, comparable to their
dynamical timescale (see for example Hartmann (2001)).

. A major concern with the dual star formation scenario has also emerged from
recent magnetic field measurements in molecular clouds (Crutcher (1999), Bourke
et al. (2001)). Although always subject to strong uncertainties, these measurements
confirm the results presented in Nakano (1998) : no convincing magnetically suberi-
tical core has ever been observed. Geometrical considerations have been thrown in
(Shu et al. (1999)) to weaken this consideration, but they are themselves objected
by observations (Ryden (1996), Jones et al. (2001)).

. Another prediction of the magnetic scenario is the existence of a long lasting quasi-
static phase in protostellar evolution while ambipolar diffusion acts, followed by
the establishment of the central singularity accompanied by the propagation of a
rarefaction wave beyond which the gas remains at rest. Prestellar cores formed this
way should show no sign of infall motion, with collapse motions only occurring in
the central region. Once again observations show that starless cores exhibit extended
infall asymmetries (Lee et al. (2001b)) in contradiction with the inside-out collapse
implied by the magnetic theory.

. Finally the constant accretion rate with time or with respect to the mass of the
collapsing fragment predicted by the magnetic theory is also contradicted by ob-
servations, that indicate accretion rate decreases with time and increases with the
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Chapitre 1. Young stars and bipolar outflows

total mass of the collapsing cloud fragment.

1.1.3 Towards a turbulent star formation theory

All these theoretical and observational shortcomings led various authors to experiment
a new scenario, based on the use of the concept of interstellar turbulence, to interpret the
star formation process and their observational consequences. Before presenting this new
theory, we expose some basic elements on interstellar turbulence.

Evidence for interstellar turbulence. Turbulence can be defined as the gas flow
resulting from random motions at many scales. Complete statistical characteristics can
be found in Lesieur (1997). Most studies, among which the important contribution from
Kolmogorov (1941) were originally orientated towards terrestrial applications, and hence
dealing with incompressible turbulence in root-mean-square (rms) subsonic velocities en-
vironment at almost constant density. In this configuration, turbulence is initially driven
on a large scale L, forming eddies at that scale, that progressively generate smaller ed-
dies, also transferring energy to the smaller scales, all the way down to the dissipation
scale lyisc. At this scale, the energy distribution is determined by viscosity, while that of
the top of the cascade (and above), which contains most of the energy, is determined by
the driving. Structure functions S,(7) = ({v(Z) — v(& + 7)}?) statistically describe the
incompressible turbulent flow.
Observationally, the presence of interstellar turbulence was invoked to account for a
series of observations related to the velocity dispersion of molecular clouds :
e optical observations of H II regions showed that the extended average of Sy(7) was
correlated with 7%, with 8 between 0.8 and 1 (Miville-Deschenes et al. (1995)) ;
e millimeter measurements of molecular rotational line widths were large than that
predicted by purely thermal considerations
e remarkable scaling laws were stressed out between the non thermal part of the
internal velocity dispersion and the structures sizes, and between their mass and
their size, suggesting a fractal structure for the interstellar medium (see for example
Mac Low and Klessen (2004) for a list of publications by Emelgreen and collaborators
on the subject). In this case, one must be aware of the fact that the scaling laws
point to turbulence, but can not be considered as evidence for it.
To a smaller extent, turbulence in the interstellar also generates scattering, hence influen-
cing the interstellar chemistry (Xie et al. (1995)), and transient (times- and space-wise)
strong vorticity gradients regions, hence affecting the gas heating (see Lequeux et al.
(2002) for a general overview).
In the interstellar medium, gas flows differ from the idealized description mentioned
above :
e it is highly compressible, and supersonic, with Mach numbers ranging from 1 to 50;
e the gas is described by a soft equation of state P x p?, with 0.4 < v < 1.2,
depending on the temperature and density conditions;
e the driving of turbulence is not uniform and occurs at various scales ;
e the interstellar medium is magnetized, as we have seen in previous Sections.
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In addition to this, other processes add to the strong density inhomogeneities , as ther-
mal phase transitions (Wolfire et al. (1995)) or gravitational collapse (Kim and Ostriker
(2001)).

Theoretical treatment of interstellar turbulence. The theoretical treatment of in-
terstellar turbulence is a complex subject, owing to the numerous hypothesis mentioned
above. MacLow (2002) and Ballesteros-Paredes et al. (2005) provide comprehensive re-
views of existing turbulence studies in various configurations, that lie beyond the scope
of this introduction. However, we can mention that incompressible turbulence inclusion
in the context of star formation results in the substitution of the sound speed in Equa-
tion 1.14 by a wavelength-dependent effective sound speed ¢ ¢ = ¢ + 1/3v7,,(k), where
the added term depends on the turbulent power spectrum (Bonazzola et al. (1987)). This
way, turbulence may be seen as an additional pressure, and the stability of the system
both depends on the total amount of energy and its repartition. In the following, we’ll
also see that compressional effects can not be left aside when attempting to determine the
outcome of star formation. In fact, because Jeans mass dependence on p and ¢ is given
by My oc p~/2¢2, the above substitution leads to a dependence of the Jeans mass of the
form Mj oc v3 .. Compressible turbulence in an isothermal medium causes local density
enhancements increasing the density by the square of the Mach number, v ., adding
a dependence 1/vys, leading to My o vfms for vyms > ¢, ultimately inhibiting collapse,
but leaving room (especially for long driving wavelengths), for local collapse occurrence
despite global support.

Origin of interstellar turbulence. The uses of interstellar turbulence to account for
observations, or to build an efficient star formation scenario raise the crucial question of
its driving mechanisms at different size scales (see the following paragraphs). We briefly
present the various possibilities that are currently cited by authors to drive the turbulence,
that is its possible energy inputs. This review is taken from the critical enumeration of Mac
Low and Klessen (2004), that also includes the input rates estimates of these processes.

1. The shear from galactic rotation could be a source for interstellar turbulence, in a
scenario where magnetorotational instabilities allow for it to couple from its large
scales to the smaller ones;

2. Gravitational instabilities could theoretically drive turbulence over two scales :

e on a local scale, gravitational collapse and consequent motions could be a driving
mechanism in molecular clouds. However, because the turbulence decay occurs in
less than a free-fall time, it can not delay collapse for longer than a free-fall time;

e on a galactic scale, spiral structures can drive turbulence in gas disks, regardless of
the presence of spiral arms, although in their absence, numerical works still need
improvements in the way they model the stellar component and the treatment of
collapse beneath the grid scale;

3. Protostellar jets and winds are energetic events, but part of their energy is lost
through radiative cooling at the wind termination shock, and most of it is deposited
into low density gas. In addition to this, it is difficult to imagine how such located
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events could generate the increasing power on the largest scale of cloud molecular
complexes, as observed ;

4. Massive stars probably dominate the driving in active star-forming galaxies, through
various processes :

e stellar winds are only an efficient source of driving for the more massive (i.e. the
most luminous) stars, but they still are important in the first few million years of
the lifetime of an OB association ;

e the ionizing radiation from OB stars can be important very close to young clusters,
and it may even terminate the star formation locally. But because almost all of
the energy in the ionizing radiation goes towards maintaining the ionization and
temperature of the diffuse medium, it does not appear to significantly contribute
to the driving of turbulence on a global scale ;

e the combination of the significant number of their occurrence, their high energy
inputs (independent of the star mass) and the associated efficiency of energy
transfer towards interstellar gas, supernovae driving appears to be a powerful
source of driving, thus providing a large-scale self-regulation mechanism for star
formation.

The turbulent paradigm. The first question to address when building a new paradigm
of star formation is that of the maintenance of the observed supersonic motions. Indeed,
in both magnetized or unmagnetized conditions, supersonic turbulence is shown to decay
in less than a free-fall time under molecular clouds conditions (Stone et al. (1998), Mac
Low (1999)). In addition to this, contrary to what was primarily thought, recent numeri-
cal simulations indicate that magnetohydrodynamical waves do not provide the means to
prevent the dissipation of interstellar turbulence. Simultaneously, observational evidence
shows that clouds are a few free-fall times old on average, implying there might be conti-
nuing energy inputs into the clouds to maintain their turbulence. This continuous energy
input could find its origin in the various processes listed above.

We present the most important points for the elaboration of a theory of star for-
mation based on turbulence. These conclusions emerge from recent, three-dimensional,
high-resolution numerical simulations of interstellar turbulence (see the list of articles
of Klessen and collaborators enumerated in Mac Low and Klessen (2004)), in which a
constant kinetic energy input rate is maintained to drive the turbulence, as a consequence
of the above first point. The equation of state is isothermal, and to generate turbulent
flows, Gaussian velocity fluctuations are introduced. All of these simulations show the
importance of density fluctuations generated by highly compressible, self-gravitating tur-
bulence to understanding support against gravity.

1. The turbulence generated by collapse fails to prevent further collapse. Although
models of freely collapsing, magnetized gas remain to be done, the study of Balsara
et al. (2001) of self-gravitating, decaying, magnetized turbulence indicates that the
presence of magnetic field does not extend collapse timescales.

2. While turbulent support against gravitational collapse may act globally, it still al-
lows for local collapse, that occurs when the turbulent velocity field carries enough
energy to counterbalance gravitational collapse on global scales. Local collapse in
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a globally stable cloud is not predicted by any analytical model. In simulations,
though, supersonic flows that generate turbulence support also compress the gas in
shocks, locally enhancing its density, and hence reducing its Jeans length. When the
supersonic turbulence can support even these density enhancements, and in extreme
conditions (a high enough rms velocity, and a small enough driving wavelength), su-
personic turbulence can completely prevent collapse.

. In a context of local collapse, the length scale and strength of energy injection into
the system determines the structure of the turbulent flow, and therefore the locations
at which stars are most likely formed. The general trends are the following :

e the larger the scale of driving, the larger shock structures are generated, the
more mass is swept up, the more massive are the generated density enhancements
(making them more likely to exceed their Jeans mass), the more efficiently the
star formation proceeds in these filaments and layers of shocked gas;

e the weaker the driving is, the weaker the passing shocks are, the less destructive
towards already-formed clumps they will be, thus promoting their further possible
collapse.

. The duality of star formation is also accounted for in the frame of this theory, still

according to numerical simulations :

e large scale driving seems to generate star formation in clusters when the core mass
fraction in the cloud is around 20 %, but these clusters are progressively swept
up by further shock fronts, leaving room for an isolated way of star formation;

e finally freely-decaying turbulence models seem to consistently lead to clustered
star formation, whatever the core mass fraction in the cloud.

. The effects of magnetic fields have also been included in the theory. Indeed, magnetic
fields have been suggested to support molecular clouds, thus preventing the collapse
of unstable regions, either magnetostatically, or dynamically through MHD waves
(Heitsch et al. (2001a), Heitsch et al. (2001b)). In the latter case, the effect of
Alfven waves has been investigated, because they are transverse and not subject
to damping. The global conclusion is that supersonic turbulence does not cause a
magnetostatically supported region to collapse, and that reversely, MHD waves can
not prevent collapse in the absence of magnetostatic support (although they can
delay it).

. The timescale predicted by the theory is of a few free-fall times, and is consistent
with observations of molecular clouds age and stellar populations. The size scales
on which self-similar properties can be observed range from the driving to the dissi-
pation scales. The driving scale is about that of the galactic disk (see the previous
paragraph about driving mechanisms), much above the size of the molecular clouds
and in agreement with observations, whereas the dissipation length is not well esta-
blished yet but might be determined by the ambipolar diffusion in typical molecular
clouds with very low ionization fractions.

. The final point of focus of the theory (Mac Low and Klessen (2004)) is the termina-
tion means of the star formation processes, that still remain unclear. Feedback from
the stars themselves (through ionizing radiation, stellar winds or bipolar outflows)
could heat and stir surrounding gas up to prevent further collapse and accretion.
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The exhaustion of the reservoir of dense gas, and the action of the same kind of flows
that created them are also suggested to interpret the termination of star formation
in dense clouds.

Successes of the turbulent paradigm. The theoretical picture described above can
successfully be applied to observations of individual star forming regions. We briefly review
the agreements induced by the introduction of turbulence in star formation theory.

1. All star formation occur in molecular clouds, and it seems that every giant molecular
clouds form stars. The great variety of star forming regions and associated paths of
star formation appear to be controlled by the balance between self-gravity and the
turbulent velocity field in the interstellar gas. The modes of star formation may not
be physically distinct, but the range of qualitatively different behaviors appears over
that of possible turbulent flows (see Mac Low and Klessen (2004) for a documented
review).

2. The observations of molecular cloud cores, whether they contain a protostellar core
or not, can be well compared with gas clumps resulting from numerical models of
interstellar cloud turbulence. Again, Mac Low and Klessen (2004) points out the
positive agreement in terms of geometry, density profiles, and various additional
evidences such as stellar extinction, polarization maps, velocity structure or other
statistical measures of structure and dynamics, making these models based on su-
personic turbulence the most consistent with observational data.

3. The binary formation offers a serious modeling challenge, as it concerns about 50%
of the field star population in the solar neighborhood, and at least the same frac-
tion of pre-main sequence stars. Although it is a natural outcome of the dynamical
star formation theory, it has been shown that the growth time of small perturba-
tions in the isothermal phase is small compared to the collapse timescale itself. The
formation of multiple stellar systems is hence the result of strong, external per-
turbations to the collapsing core, or of a subfragmentation that occurs at a later,
non-isothermal phase of collapse (after the formation of a protostellar disk). The oc-
currence of strong external perturbations is natural in turbulent molecular clouds or
when stars form in clusters. The quantitative inclusion of magnetic fields, of crucial
importance for the development of close binaries through magnetic braking, remains
to be done.

4. Stars almost never form in isolation, but instead in groups and clusters. In this
context, the turbulence and turbulent fragmentation that prevail in the first place are
modified by the inclusion of mutual dynamical interactions that become important
because of the number density of protostars and protostellar cores in rich compact
clusters. These effects have been studied by a variety of authors and are again listed
in Mac Low and Klessen (2004).

5. The observations show that the accretion rate varies strongly over the course of
the collapse. While a great number of analytical and numerical studies were aimed
at isolated objects, numerical models based on the inclusion of turbulence were
designed to investigate the effect of a cluster environment on protostellar mass
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accretion rates (see the series of articles by Klessen cited above, Heitsch et al. (2001a)
for the most recent ones), in general meeting a satisfying agreement level with the
observations.

6. Regarding the question of the distribution of stellar masses at birth, various argu-
ments are currently invoked to account for the shape of the initial mass function.
Although none of them seems to be definitive (thus raising the question of the
possibility of a deterministic theory for the IMF), the models of self-gravitating,
isothermal, supersonic turbulence driven with different wavelengths present the ad-
vantage of offering qualitative insight into the processes acting to form the IMF (see
Mac Low and Klessen (2004) and references therein for a review of these theories).

7. Beyond the problem of local star formation, Mac Low and Klessen (2004) also
discuss the basic development of a unified picture, based on turbulence and cooling,
to control the star formation rate and its implications in terms of star formation
efficiency. In relation to this, a variety of applications that lie beyond the scope of this
introduction are reviewed and approached in the frame of the supersonic turbulence
control of star formation, including low surface brightness galaxies, galactic disks,
globular clusters, galactic nuclei, primordial dwarfs, and starbust galaxies.

Open questions. In spite of all the observational agreements listed in the previous
paragraph, the young theory of star formation based on supersonic turbulence still faces
some challenges, that we briefly list here :

e a proper description of the turbulence driven by astrophysical processes remains to
be done : on top of the scale, the driving scale still needs clarification in terms of
variety and description, whereas at the other end of the cascade, the dissipation
length still needs to be found;

e the determination of the masses of individual stars, which is the result of a complex
balance of initial reservoir size, but also accretion and competition or collision with
other stars, is yet unclear. The feedback of the newly formed star itself has to be
described and included in the models;

e between the primary galactic value and the stellar one, the proper mechanisms of
angular momentum loss or magnetic flux conservation still need to be dealt with,
both at stellar scales, where stellar jets are a sign of existing coupling between
angular momentum and magnetic flux, and at larger scales, as the observations
show substantial lack of flux from the galactic value for example ;

e the hallmark of turbulent support is inefficient, isolated star formation, while effi-
cient, clustered star formation occurs in its absence. In the latter case, it remains
unknown how the final properties of the group or clusters depends on the initial
turbulence, and how much depends on the properties of gravitationally collapsing
gas. The influence of magnetic fields on these properties also remains unclear ;

e the role of turbulence against the competition of gravitational instability in deter-
mining the locations and properties of molecular clouds in star-forming galaxies is
yet to be determined, as well as the apparent scatter of metallicities in stars of
apparently equal ages;

e the existence of a law linking gas column density to star formation rate also needs
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an interpretation in the frame of a turbulent theory ;
e finally, the relative importance of turbulence, rotation, gravitational and thermal
instability in the determination of star formation efficiency remain unsolved.

1.1.4 Main stages of early stellar history

Star formation episodes occur in molecular clouds, that can be of two kinds :

e giant molecular clouds such as Orion A tend to produce massive stars (M ~ 10 —
25My,). They are large (several tens of parsecs), massive (M ~ 105 — 105M,,), with
an average density of 102 cm ™3, and a kinetic density of 15-30 K (Blitz (1993), van
Dishoek et al. (1993), Williams et al. (2000)) ;

e dark molecular clouds, like p Ophiuchi, are smaller (a few parsecs), lighter (M ~
10* — 10*My) and colder (10-20 K) structures that only produce low-mass stars
(Cernicharo (2001), van Dishoek et al. (1993)).

The formation of low-mass to intermediate-mass star formation (respectively M <

2Mg,2 < M < 8Mg) can be divided in three stages, described in Andre (2000) :

e the prestellar stage, corresponding to the condensation of a cloud fragment ;

e the protostellar phase, when a star core appears inside the condensation and grows
by accreting the surrounding collapsing matter ;

e the pre-main sequency stage, during which the young star contracts quasi-statically.

After that, the hydrogen fusion begins inside the star, which will stay on the main sequency
as long as the nuclear reactions compensate the gravitation.

The prestellar phase. The prestellar phase begins with the fragmentation of a mole-
cular cloud in a series of dense and gravitationally bound cores, in which the gravitation
is compensated by thermal, magnetic, and turbulent pressure (Mouschovias and Morton
(1991), Mouschovias (1991), Vazquez-Semadeni et al. (2000)). These peculiar objects can
be seen through molecular tracers of dense gas such as NH; (Myers and Benson (1983),
Benson and Myers (1989)) and in the dust millimeter and submillimeter continuum (Ward-
Thompson et al. (1994), Ward-Thompson et al. (1999)). Their temperature is very low
(10-13 K, Myers and Benson (1983), Andre (2000), Andre et al. (2000)), and is the result
of the equilibrium between the grain heating by the external interstellar radiation field
(Ward-Thompson et al. (2002)), the gas heating by the cosmic rays and the radiative
cooling of the grains and gas (through its molecular transitions).

Ambipolar scattering (Shu et al. (1987), Mouschovias and Morton (1991), Mouscho-
vias (1991)), turbulence dissipation (Nakano (1998), Williams et al. (2000)), and/or an
external perturbation (Bonnell et al. (1997), Hennebelle and Pérault (2000)) then process
these fragments, generating the loss of the magnetic or turbulent support or an external
pressure increase. The fragment consequently becomes unstable, and its collapse begins,
isothermally (Larson (1969)), or quasistatically (Shu (1977)).

When the central density reaches nyg, ~ 3 x 10 cm™ (Larson (1969)), the internal
region becomes opaque to the dust radiation and the evolution becomes adiabatic. The
temperature rises, the collapse slows down. When the density attains 5 x 1012 cm™3 (Boss
(1995), Bate (1998), Masunaga et al. (1998)), an hydrostatical equilibrium arises in the
central region, that leads to the formation of a first protostellar core whose radius is about
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R ~ 5 UA, and whose mass is M ~ 0.01 M. The collapsing matter increase its density and
temperature. When the latter reaches 2000 K, molecular hydrogen dissociation arises, and
generates the gravitational collapse of the first core, making room for a second protostellar
core of stellar size (1—3Rg), and ending the prestellar phase (André et al. (2008)). At this
stage, the stellar size core is surrounded by a protostellar envelope (possibly gravitationally
collapsing).

The protostellar phase. The protostellar phase is the main accreting phase : the sur-
rounding, collapsing matter is accreted by the protostar, whose mass consequently grows.
Because the prestellar fragment has a non-zero angular momentum, as a consequence of
the conservation of the initial kinetic momentum budget during the collapse (as soon as
the surrounding magnetic field stops its braking action, Basu and Mouschovias (1994)),
a centrifugal accretion disk forms on the protostar (Terebey et al. (1984), Stahler et al.
(1994)). Observations have shown that this accretion phase is associated with powerful
matter ejection episodes along the poles, thus evacuating a part of the collapsing envelo-
pe’s kinetic momentum (Konigl and Pudritz (2000)) : this outflow activity is the central
theme of the present study. It leads to the dispersion of the circumstellar material, and
consequently to the change in the Spectral Energy Distribution (SED) of the Young Stellar
Object (YSO).

Recent progresses in infrared and millimeter observing techniques have allowed for
deeper probing of the molecular clouds and for a progressive empirical classification of the
YSOs based on the value of their SED in the near- and middle-infrared range. Depending
on the value of their infrared spectral index (aqr = dlog(AF))/dlog())), four classes (0,
I, II, and IIT) were first distinguished (see Figure 1.3), of which only the class 0 and I
technically belong to the protostellar phase.

Class 0 sources were historically the last ones to be identified, thanks to the progresses
of the millimeter radioastronomy. Evidence of star formation activity (through the ejection
of a bipolar outflow) was discovered by Andre et al. (1990a), Andre et al. (1990b) around
the radiosource VLA 1623, that until then could not be seen in the infrared range, although
associated to strong thermal dusty emission at 1.3 mm. This observation led Andre et al.
(1993) to define the Class 0 sources as the youngest protostars in the main accretion
phase, based on the following observing criteria :

e existence of a stellar core through the detection of a compact source in the centimeter
continuum, matter ejection in a bipolar outflow or internal heating source, unlike
prestellar condensations ;

e presence of a circumstellar envelope observed through a spatially extended and
centrally narrow millimeter continuum, unlike more evolved classes ;

e important fraction (> 0.5%) of the bolometric luminosity emitted in the sub-
millimeter range, suggesting a greater mass envelope than that of the star, and
often corresponding to a cold SED, unlike more evolved stages.

Being still deeply embedded in their envelope, Class 0 sources remain invisible in infrared,
and their SED peaks in the sub-millimeter domain. Their maximum age is around 3 X
10* years, although this age could vary with the considered molecular cloud (André et al.
(2001)), and hence are of crucial interest to study the initial conditions of the gravitational
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collapse.

Class I sources have ajg > 0 and SEDs broader than single blackbody functions,
resulting from the warm (300-1000 K) dusty emission from the disk or envelope around
the hot (3000-5000 K) stellar-like object. They are the youngest objects to be seen in the
near infrared at 2 ym, and are typically 1—2x 105 years (Greene et al. (1994), Kenyon and
Hartmann (1995)). At this stage, the stellar mass exceeds that of the thinner envelope,
and the protostar is surrounded by an accretion disk and associated to a bipolar outflow.
A typical example is L1551 (see for example Davis et al. (1995)).

The pre-main sequency phase. After the end of the main accretion phase, deuterium
burning has begun in the central stellar object (at a temperature of ~ 10° K), that has
almost accreted its final mass. It slides on the birthline (Stahler (1988), Palla and Stahler
(2002)), and can be seen in the optical (or infrared if obscured by the molecular cloud)
region. During this phase, the star undergoes a quasi-statical contraction over the Kelvin-
Helmoltz time (txgg = GM?2/R,L, ~ 107 years), much greater than the protostellar one
(free-fall time ~ 10° years). Beyond a temperature of 10" K, hydrogen fusion proceeds,
and the star reaches the main sequency.

Class II sources are the youngest ones in this phase. They have —1.5 < ag < 0
and SEDs broader than a single temperature blackbody. They are optically visible and
show spectra similar to those of cool photospheres. They are surrounded by a (possibly
protoplanetar) disk that generates an infrared excess (optically thick) in their SED, and
are no longer associated to circumstellar envelopes. They correspond to Classical T Tauri
Stars (CTTS), and are 10° years old. The youngest ones exhibit faint radio jets and
molecular outflows. Recent and careful observations have also revealed the presence of
microjets around 30% of the studied T Tauri stars (see the following Section).

Class III sources are more evolved (107 years) and are characterized by ajg < —1.5.
Their SEDs are similar to those of single blackbodies, are visible, and do not show large
infrared excess. Their scattered disk is likely to contain planets, and are not surrounded
by circumstellar envelopes. No sign of outflow activity can be seen around these objects,
also called Weak-line T Tauri Stars (WTTS).

All these characteristics are summarized on Figure 1.3. On this Figure, the bolometric
temperature Tj, is the temperature of a blackbody having the same mean frequency
as the observed SED. This parameter was introduced by Myers and Ladd (1993) and
monotonically increases from Class 0 objects to classes I, II, III corresponding to the SED
evolution.

1.2 Outflows, Jets and Herbig Haro objects

We here introduce the general phenomenon of bipolar outflows in its broad acceptance.
Outflow activity is one of the first manifestations of the formation of a star. Such outflows
emerge bipolarly from young stellar objects from Class 0 and Class I, and marginally from
Class II stellar objects (see the previous Section), involving similar amounts of energy to
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masses. Taken from Andre (2000).

25



Chapitre 1. Young stars and bipolar outflows

that of the accretion processes, and appear closely linked to them since the earliest stages
of the star formation.

Herbig-Horo"+ ' - .
Objects .\ .

Figure 1.4 — Paradigm proposed by Snell et al. (1980) for the origin of bipolar molecular
outflows. Typical CO line profiles from the red and blue CO lobes are sketched at the
bottom.

Historically, Herbig (1951) and Haro (1952) were the first ones to identify mass-loss
phenomena from young stars through the discovery of small nebulosities with peculiar
emission line spectra. The corresponding Herbig-Haro objects were soon linked with stel-
lar winds (Osterbrock (1958)). Schwartz (1975) interpreted them as the result of the
interaction between supersonic stellar winds and the surrounding ambient material. Cud-
worth and Herbig (1979) measured proper motions confirming that the ejection comes
from a newly formed star. In 1980, Snell et al. (1980) reported the discovery in CO of a
large molecular outflow and suggested a paradigm for the origin of bipolar outflows, in
which the outflow traces ambient gas swept-out into a dense, slow bipolar shell by a fast
stellar wind collimated by a circumstellar accretion disk (see Figure 1.4). The first rapidly
moving, highly collimated jets were then discovered in optical lines (Mundt and Fried
(1983)) and in the radio continuum (Bieging et al. (1984)). Almost three decades after,
over 600 outflow-related objects have been discovered (http ://casa.colorado.edu/hhcat/),
revealing the ubiquity of these energetic episodes. We here describe properties and mo-
dels that have been compiled through the accumulation of extensive observational data
through the years.

1.2.1 Different kinds of outflow activity

It is generally believed that all young stellar objects undergo period of important mass
loss, through the emergence of bipolar outflows from a stellar or circumstellar region. A
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fast, well collimated stellar wind sweeps up the surrounding ambient molecular gas, leading
to the formation of two cavities oriented in opposite directions from the central star.
Irregular lobes and incomplete shells form from the displaced molecular gas, generating
radiation through ionized, atomic, or molecular gas in various excitation conditions, that
can be observed over a wide range of wavelength, from the UV to the radio. Observations
consequently reveal a narrow inner beam with knot spacing of 500-1000 AU, traced out
to 0.1 pc from the central source, and a series of individual, aligned shocked structures
with spacing 0.05-0.2 pc extending up to several pc from the source.
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Figure 1.5 — Bipolar molecular outflow (top) and molecular jet (bottom) in the Class
0 source associated with HH211. Taken from Reipurth and Bally (2001), showing grey
contours of CO(2 — 1) emission and Hy at 2.12 pum in shades of grey. The black contour
is the continuum emission at 230 GHz.
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Mbolecular components. The molecular component is usually the most massive, be-
cause it consists of a large amount of ambient material that has been swept up during
the full period of mass-loss. CO emission is associated with the vast majority of observed
outflows, whereas the main cooling in these protostellar shocks is due to emission from
molecular hydrogen. Water masers are also a typical feature of these environments.

1. Standard CO outflows. High velocities outflows are observed around young stellar
objects of very different masses and luminosities. Their collimation and outflowing
velocity ranges from 3 to 20 and from 10 to 100 km s™!, with a general trend of
higher collimation being associated to higher velocity (Bachiller and Tafalla (1999)).
The amount of mass in a given molecular outflow ranges from 1072 (Chernin and
Masson (1995)) to 200 M® (Russell et al. (1992)). The energy deposited in the CO
outflows can reach 1017-10% erg (Garden et al. (1991)). They often exhibit a clumpy
or knotty morphology, and principally exist around Class 0 sources, although fainter
CO outflows have been observed around Class I and II as well (respectively HH111
and RNOO1 for example, in Lee et al. (2000)). Accordingly, measured kinematics
timescales range from 10° to a few 10° years. In class 0 sources, narrow molecular
jets extending to 0.05-0.1 pc from the source have been resolved in CO. The typical
knot spacing is 1000 AU (Chandler and Richer (2001)). Farther from the central star,
0.1-1 pc along the slow molecular component axis, chains of compact, fast molecular
bullets are detected, often associated with rovibrational Hy emission. These bullets
tend to have a regular spacing of typically 0.05-0.2 pc. The best example of a
molecular jet (Gueth and Guilloteau (1999)) can be found around the embedded
source HH211, that can be seen on Figure 1.5. Two components can be observed :
e at high velocity, the CO jet traces a highly-collimated linear structure emanated

from the protostar, and terminates at the position of a strong Hy bow-shock. This
inner jet is well resolved in its intermediate section when imaged at a resolution
of 400 AU, but higher resolution observations reveal a faint, unresolved central
beam with a width less than 250 AU (Chandler and Richer (2001)) and broader
parts corresponding to small bows. The high velocity component terminates at
the position of strong Hy bow-shocks (see the next paragraph) ;
e at low velocity, the CO traces a cavity that is located in the wake of these shocks,
being observed as extended lobes surrounding the high velocity jet.
The case of HH211 seems to suggest that the propagation of one or several shocks
in a protostellar jet entrain the ambient molecular gas through the large bow-shocks
traced by the Hy line emission and produces the low-velocity molecular outflow with
a large opening angle. However, it is not clear yet if the CO molecules belong to the
actual protostellar jet and are entrained along the jet in a turbulent cocoon (Raga
et al. (1995)), or are formed or excited in shocks propagating down the jet (Raga
and Cabrit (1993)).

2. High-excitation Hy emitting gas. The vibrational transitions of Hy arise from energy
levels > 6000 K above the ground state, and their emission results from collisional
excitation in dense regions at temperatures of a few 103 K. They are consequently
good potential tracers of shocked molecular gas, although the dissociation of mole-
cular hydrogen at high shock speeds can limit their use in extreme conditions. In
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spite of the absence of detection around Class II sources, molecular hydrogen is of

particular importance in the study of earlier stages of star formation :

e in Class 0 sources, Hy observations allow for the study of optically invisible out-
flows (see the following paragraphs), which are still deeply embedded within dense
cores. In HH211, as can be seen on Figure 1.5, the molecular hydrogen emission
forms long filaments which do not correspond strictly with the axes of the jet.
These observations confirm that the H, line emission arises in the mixing layer
where ambient material is entrained. The observations of bow-shocks stresses the
importance of the ‘prompt’ entrainment at the jet head (Davis and Eisloeffel
(1995)) ;

e in Class I sources, shock-excited Hy emission is usually fainter than in the Class
0 stage, except in several cases, where Hy bows have been detected well beyond
the inner jet beam, with a typical spacing between bows of 0.05-0.2 pc, extending
up to a few pc (3.8 pc in the typical case of HH 211) on either side of the central
source. Because their dynamical ages (typically several times 10? years) reaches
the accretion one of their sources, such parsec-scale jets provide fossil records of
the evolution of protostars and their activity. A complete review of their properties
and utilities is listed by Reipurth and Bally (2001);

e in Class II sources, molecular hydrogen emission is not detectable anymore.

3. Water masers. Observations have revealed the presence of water masers within
100 AU of the source in 40 % of the Class 0 objects (Furuya et al. (2001), Chernin
(1995)). They only appear in environments where temperatures and densities exceed
200-300 K and 10%-10° cm™3 respectively, hence tracing very dense shocks, some
with a highly bipolar structure. Some bipolar water masers systems have been map-
ped, inside a beam diameter of 8-20 AU at a distance of 20-40 AU (see also Claussen
et al. (1998), Furuya et al. (1999)). Their multi-epoch observations allow accurate
determination of proper motions in the outflowing gas, and hence determination of
the flows inclination to the plane of the sky.

Atomic and ionized components. In addition to the molecular emission, optical and
centimeter-wavelength jets of ionized material are also observed in episodes of outflow
activity. Optical forbidden emission lines indeed provide powerful diagnostics of bipolar
activity. Their profiles are blueshifted with respect to the stellar velocity because a thick
circumstellar condensation obscures the receding part of the outflow, and they are often
double peaked with a high- and a lower-velocity component.

Hea, whose emission is associated to the presence of ionized hydrogen, is a major
component in jets and outflows. It is quickly saturated and typical of atomic shock waves
20-150 km s™!, and can thus be used to map the size and shapes of the observed structures.
Of a similar use are [SII] emission lines at 67.31 and 67.16 pum, and [NII] emission line at
65.83 um. Figure 1.6 shows three examples of composite images obtained with the HST
from [SII] and Ha components of bright jets from Class I sources.

The [OI] emission line at 63.00 ym (and in to a smaller extent, at 63.63 pum) have
also been used because of its brightness in outflow regions. In many objects, it is the
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Red: [S ]
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Figure 1.6 — HST images of HH 111, HH 47, and HH 34 on the same linear scale, taken
from Reipurth and Bertout (1997).
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only emission spatially coincident with the flows, suggesting that their far-IR cooling is
strongly dominated by this line (see for example Benedettini et al. (2000)). In addition
to these lines, the rich IR emission line spectrum of [Fell] between 1.1 and 2.5 pm offers
an excellent opportunity to study the ionized component of the shocked gas in outflows.
Four levels are closely spaced, resulting in transitions that are relatively insensitive to the
temperature. Because [Fell] emission lines have critical densities much larger than that of
[SII], they are a powerful tracer, being less subject to extinction (see for example Giannini
et al. (2004) for the example of the use of these lines).

These ionized components do not show the same characteristics at every stage of early
star formation :

e in Class 0 sources, no optical jets have yet been detected, either because they are
intrinsically faint, or because of the very large A, > 1000 generated by the dust
shell that surrounds the central object ;

e in Class I sources, the optical jets become visible in the above lines. The narrow
jet beam can be traced out to about 0.1 pc from the central source and contains
bright knots with typical spacing of 500-1000 AU, as can be seen on Figure 1.6.
This image of three Class I outflows taken with the HST also reveals individual
bright and large bow-shaped structures whose apex faces the source, long after the
fading of the central jet beam. They are often designated as Herbig-Haro objects,
although this category of objects covers a broad range of flows and jets with no
real common observational characteristics. Parsec-scale jets, that can be seen in Hy
around various Class I sources, can also have their optical counterpart (HH 111
being an example of these giant flows) ;

e in Class Il sources, atomic collimated winds do still appear, but most of the forbidden
line flux arises on small scales (less than 100 AU) and can hence be confused with
the brighter stellar photosphere. Nevertheless, nearby Class II sources in the Taurus
cloud provide useful constraints on jet widths within 800 AU of the star (Woitas
et al. (2002), Ray et al. (2007)), showing typical widths of 20-40 AU at a distance
of 30-50 AU from the star. Beyond these distances, the jet width grows slowly with
the distance, in accordance with the expected ‘Mach angle’ interpretation value, and
matches the larger scale behavior observed for Class I sources at distances greater
than 1000 AU. Within this distance, results have been obtained by Hartigan et al.
(2004) confirming the value at 50 AU, with a wider opening angle than on larger
scales (also see Cabrit (2007) for a review).

Concerning neutral atomic components, Natta et al. (1988) first suggested that a high
fraction of neutral matter could be found in the primary winds, and the HI 21-cm line
simultaneously began to be detected around a few low-mass YSOs (Lizano et al. (1988),
Giovanardi et al. (1992)), through broad wings associated to winds of up to 200 km s™*
and mass-loss rates of 107-107> My, yr~!. This detections were not confirmed in impor-
tant objects such as 1.1448, possibly impeded by confusion of the background Galactical
emission, and mostly because of the poor angular resolution that prevents their precise
observations. In addition to this, H I emission modeling in wide-angle winds fails to ac-
count for the basic characteristics of the companion CO outflow (Chernin and Masson
(1995)).
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Radio jets. Radio continuum emission in the centimeter range is also tracing colli-
mated ionized outflows, that is thermal radio jets, which constitute strong evidence for
collimated outflows at a small scale (100 AU). Thermal radio continuum emission also
emerges at millimeter and shorter wavelengths, tracing heated dust near the object (see
the black contours on Figure 1.5). In a few sources, dust emission could also be important
at centimeter wavelengths (see for example Chen et al. (1995)). Nevertheless, in most
cases, the cm-wavelength emission is interpreted as free-free emission from a thermal jet
(Reynolds (1986)). In addition, characteristics of non thermal synchrotron emission have
been marginally detected (see for example Curiel et al. (1993)) and included in models
(Henriksen et al. (1991)). Anglada (1996) and Rodriguez (1995) provide a detailed review
on radio jets around YSOs, whose evolution with the stellar class is the following :

e in Class 0 sources, collimated jets at centimeter wavelengths are resolved within
100 AU of the star. Their transverse width is less than 50 AU on 50 AU scale,
consistent with optical sizes (Rodriguez et al. (1995));

e in Class I sources, radio jets are still seen ;

e in Class II sources, radio jets are only seen in the youngest objects of the category.
The HL Tau source belongs to the I/II category, and exhibits a jet width that
decreases between 50 AU and 10 AU of the source (Eisloffel et al. (2000)).

Microjets. The term ‘microjet’ refers to high-velocity jets that are seen in optical
wavelengths, at such small scales that the lines flux can be confused with the much
brighter stellar photosphere. They were only discovered after careful subtraction of the
stellar continuum, extending over a few 100 AU in 30% of the T Tauri stars studied (Hirth
et al. (1997)). In the other T Tauri stars, microjets are either absent or too cold to emit.
Recent sub-arcsecond imaging of these objects shows a jet beam with a knotty morphology
(with a typical spacing of 500 AU), and sometimes faint knots out to 0.1 pc (Dougados
et al. (2000), Bacciotti et al. (2000)). In many cases, both a low velocity and a high
velocity component are detected, with different strengths in various forbidden lines. The
latter is spatially more extended, and could result of a jet originating from the star or the
very inner part of the accretion disk, whereas the former could come from a slower wind
originating from the disk (Kwan and Tademaru (1995)). They might represent the later
stages of collimated outflows, without necessarily implying a subsequent later evolution
of their central object.

More energetic components. More energetic radiation arise from regions which ma-
nifest an outflow activity. UV emission lines and continuum have been detected in a few
objects (see Reipurth and Bally (2001) and reference therein). In low-excitation objects,
it could emerge from [CIV] and [CIII] lines, whereas fluorescent lines of Hy are invoked in
the case of high-excitation objects. The blue continuum seen in outflows increases in the
UV and peaks at 1575 A, possibly involving atomic or molecular hydrogen.

Many observational problems hamper the detection of UV radiation in outflows, among
which the presence of a strong extinction that is not always easy to correct for, or a
considerable variability on short timescales. UV lines pose problems anyway : the [CIV]
line is observed but never shows shock faster than 100 km s™', and the [NV] line at
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1240 A should be strong but is never observed.

Further up on the energy scale, parsec-scales that have blown out of their parent cloud
could be observable at X-ray wavelengths, through emission produced by fast shocks or
absorption lines originating from various ionization states of elements. Bally et al. (2003)
report the observations of X-rays in the L1551 region, and investigate their origin and
emission mechanisms.

Herbig Haro objects. This term designates the small nebulae with characteristic emis-
sion line optical spectra found in star-forming regions, later to be recognized as manifes-
tations of outflow activity from newborn stars. The term has been progressively extended
and generalized and can now be associated to all kinds of outflow activity as described
above.

1.2.2 Outflows observations and immediate characteristics

Multiplicity. Not all outflows activity consists of bipolar structures. Unipolar CO out-
flows have been observed (Chernin and Masson (1991), Richer et al. (1992)), and their
existence could be explained by swept-up wind models if the protostar is forming on
the edge of its parent cloud, or close to an H II region. Quadrupolar outflows driven by
the same protostellar condensation have also been observed (see Gueth et al. (2001) for
example), and could be resulting of the superposition of two independent outflows, or of
single outflows with strong limb-brightening or strong precession of the ejection direction.
The first hypothesis raises the question of the causal link between the existence of multiple
stellar systems and that of multipolar outflows, without clear answer yet.

Mass-velocity relation. Molecular outflows exhibit a mass-velocity relation with a
broken power-law appearance : Moo (v) o< v7, where the slope varies with the flow velocity
(from vpgg) in the following way :

e at velocities above this break velocity, the power-law exponent is around -3 to -4,
with measurements down to -8, possibly corresponding to a recently accelerated
component ;

e at velocities below 6-12 km s~!, the slope varies from -1 to -2.5, perhaps correspon-
ding to a slow, coasting component.

In spite of the possible variation of the break law from 2 to 30 km s~ (see Richer et al.
(2000) and references therein), hydrodynamic simulations of jet-driven outflows (see Sub-
section 1.4.3) predict this slope change that delimits ‘prompt’ entrainment at the head
of the jet, and ‘steady-state’ entrainment. Richer et al. (2000) also indicates that for
low-velocity gas, v does not depend on the bolometric luminosity over nearly six de-
cades, suggesting a common gas acceleration mechanism. In addition to this, marginal
decrease of v with time for more luminous sources is stressed out, with no such trend in
low-luminosity sources.

1

Proper motions measurements and radial velocities. Proper motions refer to the
tangential velocity of the jets or outflows, while radial velocities designate the velocity
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along their axes. While the ground-based proper motions studies are limited by poor
resolution and are better resolved by HST images (hence providing only bulk motions,
and requiring long time between images, introducing the problem of time variability),
long-slit spectroscopy is ideally suited to measuring radial velocities, also providing line
widths, excitation conditions, and electron densities. The simultaneous determination of
both radial and tangential velocity also allows for the derivation of the flow inclination
to the plane of the sky, which itself allows for a correction of flow speeds. If the location
of the source is known, these measurements can also be used to determine the dynamical
age of the flow.

34

Proper motion and radial velocity measurements show a variety of behaviors :

in molecular jets a rough linear increase in radial velocity with distance from the
source occurs (see next paragraph). Typical proper motions and bulk radial velo-
cities have been measured around 100-200 km s~! with a large spread, and with
small associated velocity dispersion. The tangential velocities tend to decline with
increasing distance from the flow axes, while the radial ones linearly increase with
it, leading to the velocity-distance relation (see next paragraph);

water masers within 100 AU of the source present a much steeper radial gradient in
the case of S106 FIR for example (Furuya et al. (1999)), with a line of sight acce-
leration smaller than expected from this quantity. Proper motions indicate typical
velocities of 50km s~! at 25-40 AU from the source;

optical jets show broad line profiles in the jet beam, indicating radial velocities of
100-400 km s™! (see for instance Reipurth and Bertout (1997)). A lower velocity
component is also detected, though accelerating away from the source. Radial velo-
cities increase with luminosity of the star. Proper motions of 100-500 km s~! can be
measured for the knots, again with a very large spread. Low excitation [SII] knots
are associated with small-amplitude-velocity jumps (30 km s71);

Microjets such as DG Tau have also been studied (Hirth et al. (1997), Solf (1997)),
in which the maximum [OI] radial velocity and line widths are reached very close
to the source. Peak radial velocities of 100-400 km s~! stay constant or decrease
with the distance. [NII] emission lines indicate ionization variation with flow speed
and distance. Radial velocity asymmetries, and disk winds component can also be
detected. Proper motions at 100-200 km s~! are measured for T Tauri jets;

large H a-bright or Herbig-Haro bow-shocks tend to be associated with large-radial
velocity discontinuities. The measurements of double peaked line profiles consisting
of a high-velocity component with a gentle velocity decrease along the flow axis, and
a weaker, lower-velocity component with a steep acceleration are well interpreted by
models where a fast jet drives a bow-shock with an envelope of entrained ambient
material, also accounting for observations of high velocities towards the apex, and
decreasing flow speeds towards the wings of the bow-shock. In addition to this,
the division of the working surface into a two-shock structure with a bow-shock
and a Mach disk (that is, a reverse shock, see Figure 1.12 in Subsection 1.4.3) is
confirmed by kinematical arguments based on both radial and tangential velocity
measurements.
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Velocity-distance relation. Many fairly collimated CO outflows show a linear velocity-
distance relation, also called ‘Hubble law’, where the maximum radial velocity is propor-
tional to the position (Lada and Fich (1996)). To interpret this behavior, the sweeping-up
of a dense shell from a power law density distribution by a wide-angle wind (Shu et al.
(1991)) or the prompt entrainment of the ambient surrounding gas by a bow-shock at the
head of the jet (Downes and Ray (1999), again, see Subsection 1.4.3) have been evoked.

Precession. Many outflows exhibit a more complex shape than the bipolar one. The S-
shape symmetry is generally indicative of the precession of the jet axis, as observed in Cep
E or L1157(see respectively Eisloffel et al. (1996), Gueth et al. (1998)), although simple
bending or misalignment between the structures within the outflow can also be observed
(Lee et al. (2000)). In the course of its change of orientation, the jet axis interacts with
new material in different portions of the ambient molecular cloud, and can lead to the
poor collimation of the outflow (IRAS 2012644104 Shepherd et al. (2000)), or not (L1157,
Gueth et al. (1998)). Precession of the jet axis can occur in Class 0 sources, as L1157,
in which two misaligned CO cavities are observed in the blueshifted lobe and can be
accurately described by means of a precession model in a narrow cone. In Class I sources,
large-scale pronounced changes of orientations have been detected (Reipurth and Bertout
(1997)). Such observations are less frequent in Class II sources, although for example
Raga et al. (2001) used precessing models to describe the small wiggles in the DG Tau
microjet. Orientation changes of the jet axis could be the result of an isotropic accretion
from turbulent cloud cores or envelopes, or of the reorientation of the disk associated with
the periastron passage of a companion star.

Time variability. Small scale knots or bullets are a common observation in optical jets
(HH300, Arce and Goodman (2001)) and microjets, as well as in molecular jets (L1157,
Gueth et al. (1998)), with the following properties :

e high-velocity proper motions;
very high degree of symmetry;
intensity decrease with distance from the source (Raga and Kofman (1992)) ;
morphology and kinematics of ‘mini bow-shocks’ in well-resolved knots (Lavalley
et al. (1997));

e radial velocity variations and appearance of new knots at the source position over

a few years (Solf (1997)), with typical knot spacing of 500-1000 AU.

All these observations strongly support the existence of jet velocity variability in such
objects, rather than Kelvin-Helmholtz instability, stationary crossing shocks or traveling
jet instabilities. The velocity variability itself seems to originate from intrinsically episodic
ejection, or from continuous ejection with frequent ejection bursts, generated by sudden
variations in the accretion rate of the forming star.

1.2.3 Outflows estimated properties

Density and excitation conditions. Figure 1.7 shows the most important tracers
of outflow activity from young stars. Their excitation generally results from collisions
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between outflowing fluid and slower ejecta or ambient gas. Optical and near-IR emis-
sion lines require a temperature of at least several thousands degrees to excite, whereas
millimeter-wavelength tracers are collisionally excited at temperatures of a few kelvins, at
the densities typically fund in molecular clouds or outflow lobes, hence probing the total
mass and momentum deposited into outflows over their lifetimes. Particularly the lower
rotational states of CO are thermally excited throughout the swept-up gas at the ambient
temperature of typical molecular clouds (10 K). [OII] (at 63 pm), and [CII] (at 157 um)
dominate the radiation from warm post-shock gas (50-200 K). Above these temperatures,
high-J CO, OH, and rotational, then rovibrational emission lines from H, take over. The
neutral and singly ionized forbidden optical lines require more powerful outflows, with
speeds exceeding 30 km s™!, except in the case of [Fell], that can arise in slower shocks.
Higher dissociation states can emit at even greater shock velocities, due to dissociation
and consequent ionization, and also to UV shock radiation.
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Figure 1.7 — Schematic illustration of the excitation of the most common emission lines
associated to stellar outflows in function of the shock velocity. Taken from Reipurth and
Bally (2001)

In molecular outflows, CO is very stable, and its line surface brightness is used to
determine its column density, which hence allows for the determination of the mass de-
posited in the outflow. The Large Velocity Gradient is used for transitions with a high
critical density (and to resolve the associated non-LTE situations) to constrain the Hy
density, kinetic temperature and species column density along the line of sight. The outer
molecular bullets contain gas at a range of temperatures, from 15 to 100 K for the CO
component, and for 2000 K for the H, one. The density is usually in the 10*-10% cm 3.
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In the inner jet beam, the density can reach densities an order of magnitude higher, with
temperature conditions of around 100 K.

In HH objects, shock waves at 20-150 km s~! and pre-shock densities of 10-1000 cm ™3
describe the optical line emission, although some discrepancies remain (Hartigan et al.
(2000)). In optical jet beams, forbidden emission line ratios can be used to discriminate
among the heating processes that can generate them. Again, shocks with pre-shock densi-
ties of 102-10% cm ™2 seem to be the dominant line excitation mechanism down to 30 AU
of the star. In such objects, the electron density can also be accessed through the use of
the [SII] doublet ratio, almost independently from the temperature (Osterbrock (1989)).
Different paths can then lead to the estimate of the ionization fraction, and consequently
to the density of the considered region (see Cabrit (2000) and references therein). These
various paths have been used and compared in the case of DG Tau, allowing to place
constraints on shock velocity and magnetic fields for example.

Mass-loss rate estimates from jet observations. Jets and outflows observations
also lead to the determination of the mass-loss rate Mj. The observable mass-loss rate is
then either an upper limit (if ambient material is traced by the jet), or a lower limit (if
some ejected material does not emit for some reason). Cabrit (2000) provides all necessary
details of the various techniques to derive these mass-loss rate values, that we briefly review
here.

The first mass-loss rate estimate that can be derived is that of the atomic jet com-

ponent. Two possible categories of methods can be used :

e the first category is free of extinction corrections, and is based on the dependance
of Mj on the mean jet density n;, the mean jet velocity V;, and its radius r; (when
spatially resolved). Two different assumptions can then be used to derived n; from
the measured density ny, itself deduced from the ionization fraction and electronic
density for example. In the first one (a), the physical conditions are assumed to be
uniform within the observing pixel, and n; = ny. This method is probably an upper
limit to the actual value (if the beam is filled with a mixture of high and low density
regions). The other estimate (b) assumes that emission comes from a shock wave,
in which case n; = ng x VC~1! is the pre-shock density, and C is the compression
factor in the shocked layer where the lines are emitted , estimated from comparisons
of observed line ratios with shock models;

e the second category uses the jet luminosity, is hence subject to uncertainty caused
by the extinction correction, but is independent from the jet beam radius determi-
nation. Again, two assumptions can be made to derive an estimate of the mass-loss
rate. The first one (c) requires that physical conditions are uniform within the ob-
serving pixel, and is then based on optically thin forbidden lines luminosity (for
example, [OII] at 63 pm, or [SII] at 67.31 pm). The second ones (d) states that
the emission traces the cooling of a shock wave, and is based on the [OII] emission
line luminosity at 63 pum. It also requires estimates of the shock velocity, number of
shocks within the beam, and angle between the shocks and jet flow.

As all these four methods all use the same tracer, Cabrit (2000) compare their results in
the case of three bright Class I jets (HH34, HH47, HH111), pointing towards methods (b)

37



Chapitre 1. Young stars and bipolar outflows

and (c) as the most reliable ones.

The mass flux can also be estimated in molecular components :

e in molecular jets, Mj = MV, /l,, where M and [, are respectively the jet mass
and projected length in the plane of the sky and can be derived from CO maps,
and where the projected jet velocity in the plane of the sky V| is assumed to be a
characteristic expansion speed ;

e in molecular bullets that are not made of entrained ambient gas (hence tracing
jet material), the spacing Az between bullets can be used to derive the mass-loss
parameter. The bullet mass and the projected jet velocity in the plane of the sky
V| must also be known in this case.

Eventually, mass flux in the radio jet component can be derived from many parameters
such as a supposed uniform ionization fraction, jet opening angle free-free continuum flux,
spectral index, jet inclination to the line of sight, and frequency above which emission
becomes optically thin. The formula given by Cabrit (2000) also contains the power law
variation of the jet width and temperature with distance.

1.2.4 Beyond the scope of this review

high-mass stars outflows. Outflows from more massive, more luminous stars have
been the subject of increasing attention recently. Their properties are briefly described
in Arce et al. (2007), who also cites Shepherd (2003), Shepherd (2005), and Cesaroni
(2005) for more complete reviews. The observations and modeling of such outflows that
can consist of CO outflows or Hy bullets for example, are made difficult by the tendency of
massive stars (such as O stars) to form in clusters (which causes the outflows to undergo
the collective effects of several driving sources), and also by the fact they reach the main
sequence rapidly (hence exposing the outflows to radiation pressure, expanding H II re-
gions, or normal stellar winds). Another selection effect arises from the fact that massive
protostars form in massive, high-opacity molecular cloud cores, obscuring the possible
outflows. Nevertheless, their study opens up physical regimes that can not be explored
in flows from low-mass stars, in terms of associated shock velocities, or temperature for
example.

Early-B stars exhibit outflows that can only be highly collimated at the earliest stages,
with mass outflow rates from 107° to a few x1072 My yr—!, momentum rates 10~* to
1072 Mg km s™! yr~!, and mechanical luminosity of 107! to 10? L. O stars with bolo-
metric luminosity of more than 10 L., generate powerful but generally poorly collimated
winds and associated outflows (except in the case of some late O stars), whose momentum
rate exceeds 1072 My km s™! yr~!, more than an order of magnitude higher than that
of stellar winds, with a mechanical luminosity > 10? Lg. Arce et al. (2007) convincingly
argues for a general trend of de-collimation with age for such objects.

Irradiated jets. This term refers to a class of jets from low-mass stars that are em-
bedded within HII regions, and near sources of soft UV radiation. As they are modified
by ionization, their physical properties are determined using the methods developed for
the analysis of ionized nebulae rather than outflow models. In general, the central star is
visible, suffers low extinction, and does not appear to be embedded within opaque cloud
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core : the external ionizing UV radiation field has photoablated the surrounding gas, lea-
ving the star and its disk exposed and visible. Reipurth and Bally (2001) compiles the
existing observations of these peculiar objects, as well as elements of description of their
physics.

The electron density can be easily derived from hydrogen recombination lines or
through the use of the red [SII] lines, and can then be combined with velocity field
and flow morphology to infer global flow properties. Modeling studies mainly focus on
the interpretations of the brightness asymmetry observed in most irradiated jets, possibly
depending on that of the protostellar environment or on the rate at which the jet spreads
orthogonal to the flow axis. Mass-loss rates and other properties have been estimated for
only a few of them (Bally et al. (2000), Bally and Reipurth (2001)).

1.3 Environmental impact on the ambient surrounding
gas

1.3.1 Physical impact on the surrounding cloud

Outflows from forming stars inject momentum and energy into the surrounding mole-
cular clouds, at distances ranging from a few AU to a few parsecs. Whereas most studies
have concentrated on outflow-core interactions (at typically 0.2 pc from the source), recent
progresses in observing techniques now allow for the exploration of smaller (< 0.1 pc) and
larger (> 1 pc) scales in nearby star forming regions.

Outflow-envelope interactions. Protostellar winds originate within a few AU from
the stars, and they unavoidably interact with the dense circumstellar envelope, whose size
is in the range of 103-10* AU. At this scale, survey studies have been conducted, showing
the significant contribution to the observed mass-loss of the surrounding dense gas, as
well as the evolution of the corresponding outflow-envelope interaction :

e in Class 0 sources, powerful outflows can modify the distribution and kinematics of
gas surrounding a protostar (as around L1157, Beltran et al. (2004)). Molecular line
maps show the circumstellar high-density gas elongations and velocity gradients due
to the entrainment of dense envelope gas by the outflow, along the outflow axis;

e in Class I (L1228, Arce and Sargent (2004)) and Class II (RNO 91, Lee and Ho
(2005)), there is an apparent trend of opening angle widening with age. The outflows
are eroding the surrounding envelope (by accelerating the ambient gas along their
interface with the envelope), and have the potential to further widen the cavities
(as the outflow ram pressure is higher than that of the infall).

Even if the pre-protostellar outflow circumstellar matter distribution is less dense along
the polar regions, as suggested by different models, (e.g. Hartmann et al. (1996)), the
outflow-envelope interactions modify the density distribution and limit the infall region.
It has been suggested that the outflow may become wide enough to end the infall process
and disperse the associated envelope.
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Outflow-core interactions. At the core scale, outflows interactions can generate all
sort of disruptive effects, such as :

e shift velocities in the core’s medium and high-density gas, in the same sense in posi-
tion and velocity, as the high-velocity, low density molecular outflow traced by 2CO
(see Arce et al. (2007) for a review). Other tracers for low-velocity molecular outflows
in dense regions can be used, as 3CO, CS, NHj, whose shifts are consistent with
a momentum-conserving outflow entrainment process. Outflows are also a source of
turbulence in the core (e.g. Zhang et al. (2005));

e reshape of the core structure, consequent to sweeping or clearing or to the occur-
rence of density enhancements along the jet axis (Yu et al. (1999), Tafalla and Myers
(1997), Sollins et al. (2004)), favored by its precession (Arce and Goodman (2002a),
Arce and Goodman (2002b)). This sweeping up of the gas can ultimately gravita-
tionally unbind it, thus limiting the star formation efficiency (Matzner and McKee
(2000))

e core dispersion, that appears to be potentially driven by the outflows in some cases
(Fuente et al. (2002), Tafalla and Myers (1997)), although statistical observational
dat are still needed to establish such strong conclusions;

e star formation triggering, when impacting on a pre-existing pre-stellar core along
its path (Motoyama and Yoshida (2003)), in only a handful of sources.

Outflow-cloud interactions, far from the source. Giant outflows exist around stars
of all masses, as described in Subsection 1.2.1, and can interact at high distances from
the source with the parent molecular cloud (Stanke et al. (2000)). Although theoretical
and observational work is still needed, a few consequences of these interactions have been
studied.

The effects of outflows associated to low-mass stars, able to move 0.1 to 1 solar mass of
cloud material are limited to linewidth enhancement of the cloud gas (Arce and Goodman
(2001)), and their kinetic energy can marginally reach the gravitational binding of their
parent cloud. On the contrary, that of intermediate- and high-mass stars are able to
entrain tens to hundreds of solar masses and can potentially generate more damaging
events, such as large scale velocity gradients or shells of swept-up gas, and even break the
cloud apart (see Arce et al. (2007) and references therein).

Multiple outflow activity, linked with clustered star formation can sweep up gas in
significant volumes of the parent cloud into shells (Knee and Sandell (2000)), and be an
important source of turbulence inside clouds (Mac Low and Klessen (2004)). Studies have
shown that the energy input from outflows can regenerate the observed turbulent motions
in molecular clouds on timescales of about 10° years (Bally et al. (1996)).

In most extreme cases where the source lies near the edge of a molecular cloud, giant
flows can sweep up and expel gas from the parent cloud core and inject it into the sur-
rounding ISM, thus also driving turbulence in the ISM. HH flows can also suffer from
deflection from neighbours clouds (as in HH83, Reipurth et al. (1997)) or even neighbours
outflows (as in the case of the HH110 flow, Rodriguez et al. (1998)). Flow-cloud collision
have been analytically studied by Raga and Canto (1996), and numerically by de Gouveia
Dal Pino (1999).
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1.3.2 Estimated wind dynamics

The impact from jets and outflows can be quantified in terms of momentum-flux or
mechanical luminosity, in the frame of a jet and bow-shock model (see Subsection 1.4.3).

Cold swept-up gas in molecular outflows. The momentum-flux and mechanical
luminosity in the flow are defined with respect to low excitation CO lines (Foo =
McoV3o/Reo and Leo = (1/2)MaoVis/Rco, where M, V., and R are respectively
the total flow-mass, velocity, length), and also be related to the wind momentum rate
(F; = M;V; and L; = (1/2)MjV}2) through a simple model of wind/cloud interaction.
Detailed discussion of uncertainties sources in the estimate of Fiog and Lco are discussed
in Cabrit and Bertout (1990), Downes and Ray (1999). In the simplest case of a highly
radiative, momentum conserving, planar ‘two-shock structure’ perpendicular to the jet,
Vo is fixed by the equilibrium between shocked ambient gas and shocked jet gas :

paVéo = pi(Vi = Veo)?, (1.31)

where p, and p; are the mean ambient and jet density. Multiplying this equation by the
shock area Ag, and using Moo = Asp.Rco leads to the sought relations :

Feco = Fj(1—Veo/V;)? =nF; (1.32)
Leo = Lij(Veo/Vi) (1= Veo/V;)? = el (1.33)

These formula may require extra numerical factors in 7 and €, in more general density
distributions or if the wind shock is not radiative.

Ambient shock luminosity. Similarly, the above simple description can be used to
calculate the luminosity radiated in the ambient shock (where the flow is accelerated) and
in the jet shock (where the jet strikes the flow) :

Lyaa(ambient shock) = (1/2)p,AsVio = Leo = €.l (1.34)
Lrad(jet ShOCk) = (1/2)0]/15(‘/] — VCO)3 = LCO(‘/j/VCO — 1) = Eij (135)

The jet shock is generally expected to be a violently discontinuous, fast and dissociative
one, whereas the ambient shock is slower and smoother owing to the magnetic field values
reached in dark clouds. L,,q(ambient shock) can also be directly determined from the
measurements of rotational Hy emission lines.

O I 63 pm luminosity of the wind shock. If the jet shock is indeed dissociative,
then the [OI] line at 63 pm is a major coolant for gas below 5000 K, and the method (c)
mentioned in Subsection 1.2.3 can be used to estimate Mj. The largest uncertainty source
is the unknown contribution of other regions on the line of sight to the [OI] line at 63 pum
(Ceccarelli et al. (1997)).
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1.3.3 Shock chemistry

The impact of the outflow on its environment has not only physical consequences. It
is also significant in terms of chemistry, as the outflow processes momentarily give rise to
processes that are highly unusual in other regions of the interstellar medium.

The peculiar shock chemistry. The propagation of a supersonic protostellar wind
through the surrounding ambient medium happens via shock waves. These shock waves
compress and heat the gas, and trigger various microscopic processes that do not ope-
rate in quiescent environments. Molecular dissociation, endothermic chemical reactions,
dust processing (through ice sublimation and grain disruption) result in the existence of a
distinct and unusual chemical composition in the close vicinity of YSOs. This transforma-
tion through shock chemistry arises quickly, as the timescales involved in the heating and
processing of the shocked region are short (a few 10 to 10* years). Because of the short
cooling time (after the passage of the shock), some of these high temperature processes
take place only at the earliest stages, and subsequent evolution is dominated by low tem-
perature processes. This evolution, combined with the clearing of the outflow path and
the weakening of the main accelerating agent, make these chemical manifestations of the
shock interaction vanish as the protostellar object evolves. Chemical anomalies can then
be considered as outflow clocks (Bachiller et al. (2001)).

Different kinds of shocks. Different kinds of shocks exist in molecular gas (for more
complete explanations, see the Chapter 2) :

e (-shocks occur in magnetized medium, generate continuous changes of the hydrody-
namical variables on either side of the shock front, have typical maximum tempera-
tures of 3000 K, and do not generate significant dissociation of molecular hydrogen.
The most active molecular chemistry is expected to take place within these shocks,
as the temperature jump is high enough to trigger the above processes without
disrupting the involved molecules ;

e J-shocks are more violent events, faster, generating higher temperatures, with a
discontinuous jump of the hydrodynamical variables on either side of the shock front.
Molecules can be significantly dissociated, and only reform over longer timescales.

Both kinds of shocks generate an intensive grain processing that is still the subject of
studies (e.g. Flower and Pineau des Foréts (2003), Guillet et al. (2007)), and depletion
onto dust grain surfaces in the post-shock region that somehow reduces the abundances
of some of the newly formed molecules, but still modifying the chemical composition of
both the gas and the solid phases with respect to the pre-shock situation.

Choice of studied outflows. To optimally study the chemistry, the outflow must
present some favorable properties in terms of observations :

e the considered outflow region must exhibit little morphological confusion as possible,
which favors low-mass Class 0 Sources, on the contrary to high-mass sources that
generally exhibit complex structures ;

e the observed outflow must be as clearly delimited as possible from its not-shocked
environment, and thus preferably present a high collimation ;
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e the orientation in the sky must be favorable to observations, that is a high inclination
with respect to the line of sight.
For all these reasons, outflows as L1157 have been extensively studied in various molecular
tracers (also see the Chapter 4 for a complete review of existing observations), exhibiting
an interesting chemical segregation between molecular broad lines associated with the
bow-shock and the narrow profiles from cold quiescent gas observed toward the position
of the source.

Molecular enhancements. The consequence of shock chemistry around objects such
as L1157 mainly consist of the enhancement of the abundance of many molecules, by
factors ranging from a few to a few hundred (e.g CH;OH, H,CO, HCO™', NH3, HCN,
HNC, CN, CS, SO, SO,). The most extreme case is that of SiO, that is enhanced by a
factor 10°, and is the central subject of this study (see Subsection 5.1.2) for an explanation
of these enhancements.

In the cases of CH30H and H,CO for example, the enhancement factor can reach 100
(e.g. Maret et al. (2005)), probably due to their evaporation from grain mantles. Their
maximal velocity of their line profiles is usually smaller than that of SiO, maybe because
they do not survive at velocities as high as required to form SiO (Garay et al. (2000)) :
CH30H and H,CO enhancements with no SiO may be the sign of a weak shock. As these
molecules are more volatile than SiO, SiO is expected to re-incorporate the grain mantles
earlier, and such an enhancement may simply mark a later stage of the shock evolution.
Other promising species that should allow for progresses in the comprehension of shock
chemistry are also indicated in Chapter 13.

Other use for molecular tracers. Among these various molecules, there are signifi-
cant differences in spatial distribution : HCO* and CN peak close to the central source,
while SO and SO, have a maximum in the more distant shocks (OCS presenting the most
distant peak), and molecules such as SiO, CS, CH30H and H,CO exhibit an intermediate
behavior. Such differences are partly due to excitation conditions, but they are mainly
the manifestation of an important gradient in the chemical composition, observed along
the outflow, and itself related to the time dependence of shock chemistry.

The chemistry of sulfur is of special interest from that point of view, as it has been
designated as a potential chemical clock to date outflows. Many models include HyS as
the main reservoir of S in grain mantles in the pre-shock medium. When the shock passes,
H,S is released into the gas phase, and its abundance decreases after 10? years (Charnley
(1997)) due to oxidation with O and OH, first producing SO, and then forming SO,.
Models indicate that the SO/HsS and SOy /H,S ratios can be used to obtain the flow age
(e.g. Bachiller et al. (2001), Buckle and Fuller (2003)).

Other chemical effects. In addition to these effects, other kinds of shocks associated
to jets and outflows can have more drastic effects on the molecular cloud chemistry :

e fast shocks associated with the terminal working surfaces of parsec-scale flows for

example, can be highly dissociative. The conditions of the affected region are then

reset to its initial chemical state, where large abundances of atomic and ionic species
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are present. This ‘chemical rejuvenation’ can be important in regions like the young
cluster NGC1333, where random regions of the molecular cloud are subject to the
passage of several outflows, with a time between two successive sweeping by outflow
is short compared to the evolutionary timescale of the cloud;

e molecular abundances in the stationary surrounding gas can also be altered by
the radiation field of passing shocks (Viti and Williams (1999)). Low velocity or
stationary clumps of several high dipole moment species (such as HCO™ in HH34,
Rudolph and Welch (1992)) thus coincide with the presence of HH objects in the
neighborhood. Nevertheless Girart et al. (2005) have found that UV irradiation
alone is insufficient to explained the measured enhancements of HCO* and that
strong heating (as that caused by a shock) is also needed.

Dark sides of chemical studies. One of the major setback with shock chemistry is
the extremely poor degree of knowledge that we have. In the case of the sulfur chemistry
for example, recent observations seem to indicate that OCS is more abundant than HsS
on ices (van der Tak et al. (2003)), thus questioning the use of the above ratios as chemical
clocks in outflows. In addition to this, recent models have raised the question of a more
complex sulfur chemistry (Wakelam et al. (2004), Wakelam et al. (2005)) than previously
thought.

Examples of our lack of chemical knowledge are frequent. SiO formation is expected to
arise thanks to the destruction of the grain cores in shocks, and its manifestation at low
velocities is not well understood. Theoretical studies of shock chemistry should involve
the effect of UV near the outflow, the chemistry of the atomic component of the jet, the
mixing layer chemistry and specific shock-related processes, but such an inclusion can
only be at the expense of the CPU time for numerical simulations.

1.3.4 Accretion/ejection correlation in outflows

Interaction of the outflows with their environment at the location of their formation
can also be used to constrain models of this formation. One of the means that is frequently
used is the accretion/ejection correlation.

Existence of accretion disks. The presence of circumstellar structures of about 102 AU
and masses in the range of 1072 to 1 My, has been well established due to observations
of molecular lines and infrared continua. The properties and frequency rate of these disks
have been studied and modeled in different cloud complexes (see for example Mundy
et al. (2000), Calvet et al. (2000), Dullemond et al. (2007)). Indeed, disks are necessary
to explain various observational facts :

e the asymmetries of the forbidden line profiles observed around YSOs, where the
blueshifted profiles are more important than their disk-occulted redshifted counter-
part ;

e the spectral energy distributions of the classical TTauri stars, in which IR observa-
tions require the typical spectral index of viscous disks;
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e the excess observed in the optical and UV ranges, that is the observed excess conti-
nuum to stellar continuum at 5500A (their ratio is called the ‘veiling’ of photospheric
absorption lines) ;

e the eruptions of FU Ori stars that can be interpreted as consequences of the activity
in the accretion disks.

Their properties can be obtained, at the expense of sophisticated models to disentangle
the signs of the combined presence of outflow and infall motions in the same regions.
Furthermore, with the use of interferometric observations at millimeter wavelength for
example, the gas and dust emission from some disks have been observed. In addition to
this, increasing observational evidence has been gathered for the existence of a close link
between jets and disks surrounding YSOs.

Class I and Class II optical jets In T Tauri stars, a correlation between the [OI]
emission line luminosity at 63 pm and the infrared excess luminosity from the disk has
been qualitatively reported by various authors (see Cabrit (2000)), suggesting that the
ejection processes in Class II sources are powered by disk accretion.

This correlation was later quantified by Hartigan et al. (1995), through the left panel
of the Figure 1.8, that plots for the blueshifted part of the jet around T Tauri stars (filled
circles) :

e the jet mass-loss rate on the Y-axis, Mj, calculated via the method (c) mentioned

in Subsection 1.2.3, and corrected for interstellar extinction ;

e the accretion rate, M;,LCC on the X-axis, based on veiling measurements and other

stellar parameters ;
On the same Figure, other points have been added :
e some of the same points, but with a downward correction of a factor 10 for the
estimate of M,.. (open circles, Gullbring et al. (1998));
e three Class I optical jets studied by Hartigan et al. (1994) (stars on the same Figure),
with the same estimate of Mj, and amore appropriate estimate of M,.. for more
embedded objects (see Cabrit (2000));

The Figure provides an order of 0.01 for the Mj / Macc ratio associated to the sample
Hartigan et al. (1995), 0.1 for that of Gullbring et al. (1998), and shows that the jets
associated to Class I sources fall on the upper envelope of the correlation found for T
Tauri stars jets, showing no significantly different behavior from them.

The right panel of the same Figure plots the wind momentum supply rate F; = M iV
(with V; = 200 km s™!) in function of the accretion luminosity (Lécc = GM, M, /R, where
M, and R, are the respective stellar mass and radius). For T Tauri stars, the Figure shows
that F; ~ 10-100 Lace /¢, suggesting that radiation pressure from the accretion shock or
disk is insufficient to drive the jets.

Molecular outflows. Molecular outflows also represent a good opportunity to test
protostellar ejection mechanisms in relation with accretion processes, in the momentum-
conserving limit, that is under the assumption that the wind and molecular flow momenta
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Figure 1.8 — Accretion-ejection correlations in T Tauri stars (see text in Subsection 1.3.4) ;
from Cabrit (2000).

are equal, which is justified when the shock cooling times are short compared to flow dyna-
mical timescales (see Dyson (1984)), or when efficient mixing arises at the wind /molecular
gas interface (Shu et al. (1991)).

The sample of Richer et al. (2000) shows that the outflows momentum flux and me-
chanical luminosity (Fco and Loo) are correlated with Ly over a range of 5 orders of
magnitude. The Figure 1.9 illustrates these existing correlations (left panel : Fo correla-
tion with Ly, right panel : Lco correlation with Ly, ) for this sample, mostly containing
well defined Class 0 sources. In such young sources, Ly, gives a measure of L,..(>> L,).
Two lines appear on the left hand side panel of this Figure :

e the solid line shows the maximum momentum flux available in stellar photons in
the single-scattering limit (multiple scattering is not likely to occur in the excitation
conditions of protostellar winds) ;

e the dashed line shows the typical momentum flux in the ionized component of pro-
tostellar winds, inferred from recombination lines or radio continuum data (Panagia
(1991)).

Their comparisons with the sample points respectively show that :

e in low-luminosity sources (below 10*Ly), Fco ~ 100 — 1000Ly,01 /¢, suggesting that
mass-loss is driven by accretion power rather than by radiative pressure;

e in low-luminosity sources (below 10*Ly), Fco =~ 10Fy on/c, suggesting that the
driving winds must be 90% neutral ;

e in higher luminosity objects, where dust grains provide the main opacity source, the
radiation pressure might still have a role.

The right hand side panel of the same Figure shows that Lco/Lye varies from 0.1
(low-luminosity sources) to 0.01(high-luminosity sources). Under the assumption of mo-
mentum conservation (also see Subsection 1.3.2), L; > Lc¢o : the L; /Ly, ratio is close to
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Figure 1.9 — Accretion-ejection correlations in Class 0 molecular outflows (see text in
Subsection 1.3.4) ; from Cabrit (2000).

100% (10% for high-mass systems), showing that ejection extracts a large fraction of the
accretion power.

Various conclusions can be drawn from there : Cabrit (2000) uses these diagrams to
establish that the [OI] emission line intensity at 63 pm is consistent with Class 0 molecular
outflows being momentum-driven by radiative, moderate velocity J-type wind-shocks, and
discuss their ability to drive the observed molecular outflows. In the other hand, Richer
et al. (2000) uses these conclusions to conclude that ejection/accretion ratios derived
from this sample is consistent with MHD ejection model for all flow luminosities. In every
case, the reader should be kept aware of the strength of the assumption of momentum
conservation that was made at the beginning of the study (Richer et al. (2000)).

Accretion/ejection correlations were also investigated in Class I weaker molecular out-
flows of low-luminosity by Bontemps et al. (1996). Because of their weak CO momentum
(Fco =~ 100Lye1/c, see the left panel of Figure 1.10), such objects do not follow an unified
behavior with Class 0 sources (Fpo > 1000Lype/¢). In contrast, both Class 0 and Class I
are identically correlated to the circumstellar envelope mass M,,, derived from thermal
dust emission (Foo = 1074 My, x km s™! yr=1, right hand side panel of Figure 1.10).

Since the envelope mass decreases with accretion, this correlation suggests a progres-
sive decay of outflow force over time, perhaps linked to a concurrent decrease in accretion
rate over time (Andre (1997)). Again, Cabrit (2000) argues that jets also appears dyna-
mically able to drive molecular outflows in the Class I stage.
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Figure 1.10 — Left panel : correlation of the momentum supply rate in the swept-up
molecular flow with the source bolometric luminosity. The dashed line corresponds to
Fco = 100Lpe/c, open circles to Class 0 sources and filled circles to Class I sources.
Dotted curves with arrow show possible time sequences. Right panel : correlation of Foo
with the envelope mass. Taken from Bontemps et al. (1996).

1.4 Modelling of outflows

1.4.1 Collimation modelling

In this section, following Cabrit (2007), we present the successive scenarios that were
proposed to account for the collimation of outflows, focusing on the most constraining
ones, that is the low-luminosity Class II sources.

Collimation by external thermal pressure. The first scenario that was proposed
is also the simplest one : the collimation by external pressure. In this model, the ini-
tial structure consists of an isotropic wind emitted by a flattened circumstellar structure,
and its expansion in the disk plane is limited by an anisotropic thermal pressure gra-
dient that collimates it towards the disk poles. We focus on the most likely steady-state
semi-analytical model in the context of high density and moderate speed, in which the
wind is highly radiative (Barral and Canto (1981)), although adiabatic models have been
considered as well (Konigl (1982)). Three characteristics are used as criterion to study
the credibility of such a mechanism to collimate the jet in accordance with observations.

The first one is the waist radius of the cavity created by a wind in these conditions.
It is determined by the balance between the wind ram pressure and the thermal one in
the disk plane, and therefore depends on the temperature and number density in the
disk plane. These parameters are either provided by observations of well-studied disks
(see for example Dartois et al. (2003)), or by theoretical calculations in the case of a
‘standard’ steady viscous accretion disk model in which the viscosity scales as the local
disk scale height. Both of these methods provide values that match the observational data
of equatorial wind confinement, from which point of view the external thermal pressure
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model is hence a satisfying one.

However, to produce a jet, the opening angle of the shocked wind cavity should also
be small enough to produce a jet. In a context of thermal pressure confinement, a strong
dependence on the ratio of the disk pressure height scale to the waist radius (A = h/Ry)
of the asymptotic opening angle of the cavity has been demonstrated by Barral and Canto
(1981). The opening angle inferred from the typical value of A for disks around Class 11
sources suggests an opening angle of 25°, far from the 90° necessary to achieve cylindrical
collimation corresponding to a well-focussed jet beam.

In addition to this, the external thermal pressure model predicts the reconfinement
of the shocked wind when the disk is immersed in a non-zero pressure medium. In fact,
reconfinement could be achieved in principle at a distance where the ambient pressure
equals the wind ram pressure. Unfortunately the observations seem to indicate that this
reconfinement should arise at less than 50 AU from the star, requiring excessively high
ambient densities. Delamarter et al. (2000) have shown these conditions could be found
around Class 0/I sources with dense infalling envelopes, but then the previous argument
(that is, the excessive opening angle of the shocked wind) contradicts the scenario of
external pressure collimation for these objects. For the Class II sources, the combination
of the last two ones for Class II sources finally rules out the external pressure as the main
agent for jet collimation.

Collimation by external magnetic pressure. Ménard and Duchéne (2004) have
exhibited the tendency of jet sources to have their disk axes aligned with the field. It
appears consequently relevant to verify if magnetic pressure, instead of thermal one, could
significantly contribute to the jet reconfinement, again in the case of a radiative wind shock
(see Cabrit (2007) and references therein). Indeed the effect of magnetic tension is this
case is to counteract the wind expansion perpendicular to the field lines, leading to an
elongated structure along the direction of B.

The approximate, less-constraining relation can be used, similarly as in the case of the
thermal pressure to estimate the reconfinement distance, simply balancing the wind ram
pressure by the magnetic one. Even in this case, the poloidal component of the magnetic
field required to constrain the jet implies that the jet should have trapped a considerable
2-20% of the initial poloidal flux present in the core, which seems to be unlikely because
of the concentration of the magnetic field in the star itself, and given its effective diffusion
in poorly-ionized, high-density disks. A regeneration of the poloidal flux by a star dynamo
effect also seems unlikely on such scales.

Instead of the role of the poloidal flux component, the reconfinement of the jet by
a ‘turbulent’ magnetic pressure has also been invoked, but the magnetic energy density
would have to be well above equipartition on large scales, and the processes at stake for
the creation and maintaining of such conditions are unclear.

MHD self-collimation. The third collimation process that has been invoked to account
for the collimation of jets is the MHD self-collimation. In this case, an MHD wind is
launched along a well-organized magnetic field anchored in a rotating object (star, disk,
infalling envelope), with a non-zero current flowing across the magnetic surfaces. In this
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model, the required poloidal flux is much smaller than in the magnetic collimation process,
because the self-collimation is assured by the poloidal component created by the wind
itself, and not that of a large scale magnetic field. Although models and comparisons
to observations are more difficult in the frame of this scenario (see Cabrit (2007) and
references therein), it is currently the most promising one, as it accounts for observed jet
widths, collimation scales, and opening angles in Class II sources (see for example Ray
et al. (2007)).

high-mass star outflows collimation. For high-mass stars outflows, there is a gene-
ral trend of decrease of the collimation with age. The young objects are only subject to
minimal increased irradiation on the disk and disk-wind by the star, whereas more evol-
ved sources present ultracompact H II regions (and possible powerful water masers). This
led authors to propose possible evolutionary sequences, based on the presence of increa-
sed radiation from the central star, ionizing the outflow and improving the matter-field
coupling (Beuther and Shepherd (2005), Yorke and Sonnhalter (2002), Shepherd (2003)).
Increased turbulence in high-mass outflows is also expected to influence their morphology
towards decollimation, through the weakening of the conditions for ideal MHD (Fendt
and Cemelji¢ (2002), Pudritz and Banerjee (2005)).

1.4.2 Acceleration modelling

In this section, we again follow the lecture of Cabrit (2007) to expose the various
processes proposed to reproduce the observations of acceleration of jets from young stars.

Radiation pressure. The radiative pressure force exerted by photons on the gas at a
given distance from a source can easily be expressed as a function of its luminosity and of
the photon mean free path in the gas. To drive a wind, this pressure force must overcome
the gravity of the central star, a condition for which low-mass (i.e. luminosity) stars fall
clearly short. Nevertheless, this condition could be validated for high-mass protostars
accreting at very high rates. However, we have seen in Subsection 1.3.4 that radiation
pressure fails to account for the high values of flow momentum rate, except perhaps for
high-luminosity protostars with high dust opacities. Consequently radiation pressure is
ruled out as a general means of driving YSOs jets.

Thermal pressure gradients. Another purely hydrodynamical mechanism, based on
thermal pressure gradients, could explain the acceleration of jets from young stars. If the
sounds speed at the wind base equals the escape velocity, gas could be accelerated through
a sonic point with non-zero velocity.

In this case, the writing of the energy conservation along a streamline yields a minimum
initial temperature at the wind base, required to reach a given speed. This temperature is
rather high, but have been observed, for example in accretion-related high coronal winds
in T Tauri stars (see for instance Dupree et al. (2005)). Unfortunately, the acceleration of
the total jet mass-loss rate by this mechanism, given the high coronal temperature that
are required, is expected to generate strong X-ray brehmsstrahlung emission, which is not
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observed in any case. However, this mechanism could partly participate to the acceleration
of jets.

The X-ray emission problem might be overcome in models where the wind is cold
at its base, and enthalpy is provided to the flow further up. Unfortunately, given the
unavoidable associated losses (such as radiative cooling), the energy required as a specific
heat input along the stream line would require a large fraction of the accretion luminosity.
As no heating process has been proved that efficiency level, this type of models meets the
problem of low efficiency in terms of the driving of stellar winds.

In the case of irradiated jets (see Subsection 1.2.4), the irradiation of the disk surface
by strong UV radiation could generate a hot ionized layer in which the sound of speed
reaches 10 km s~!. The acceleration of the jet in this situation would not be associated to
X-ray emission, making thermal pressure gradients a potential acceleration mechanism,
but only for the low-velocity component of the wind, corresponding to a low-mass-loss
rate.

Alfven-wave pressure gradients. Alfven waves were suggested by Decampli (1981)
as a source of momentum transfer to the flow, under the form of an anisotropic pressure
gradient. Such excitation of MHD waves appears possible at the stellar surface or ma-
gnetosphere given their deep convective layers and strong magnetic fields, but again the
dissipations associated to the propagation of the required coherent Alfven waves (such
as acoustic waves) yield excessive necessary value for the wave energy compared to that
of the accretion. In addition to this, an efficiency problem would occur, similar as that
associated to thermal pressure gradients.

Magneto-centrifugal MHD acceleration. Magneto-centrifugal acceleration presents
the nice advantage of being an efficient process. Through this mechanism, a large-scale
field exerts a braking torque on a rotating object, transferring momentum towards the
outflowing gas, later accelerated by centrifugal and Lorentz forces along the field lines.
The rotating object can be the star, disk, or infalling envelope, and the high efficiency of
the process is due to that of the conversion from rotation to kinetic energy.

The situation in which the field lines are anchored in the disk imply a high ratio of jet
to accretion power, both compatible with the typical observed maximum jet speeds and
the current estimates/upper limits on rotation speeds in jets. The jet launching region
can either be extended (with an inner edge around five stellar radius), but require a yet
to be determined heating source near the disk surface, or consist of a narrow annulus
at the inner edge of the disk, in which case higher poloidal speeds and smaller rotation
signatures are predicted in the outer regions of the jet.

The field lines can also be anchored in the star, in which case the magneto-centrifugal
ejection has been proved to be a natural and fast means to spin down protostars in
various situations. However, the correlation with accretion is indirect in this case, and
the efficiency of this mechanism depends on the stellar rotation rate. The reconnexion
X-wind model of Ferreira et al. (2000), in which the matter is loaded on the field lines
not at the stellar surface, but near the corotation point of the disk (where the keplerian
rotation velocity equals the stellar rotation one), might overcome these problems. The
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episodic mass loading location occurs at the reconnexion point between closed stellar field
lines and open disk field. An ejection/accretion correlation is still expected, the mass-loss
efficiency may not vary excessively with the stellar rotation, and good agreement with
observations of terminal jet speeds, spin down and disk accretion rate evolution is found.

Relaxation of twisted magnetospheric field : magnetic tower. The last ejection
mechanism invoked requires particular conditions as the absence of significant disk ma-
gnetic field, or the presence of a disk field anti-parallel to the stellar magnetic moment.
In such models, closed loops of magnetospheric stellar winds interact with the inner disk,
and any small differential twist between them triggers the stretching of magnetic loops ,
whose complex time-dependent evolution seems to result in outflows. The ejection yielded
from such models tend to suffer from a lack of correlation with accretion, and the outflows
produced in corresponding numerical simulations show no sufficient collimation (see for
example Matt et al. (2002)).

1.4.3 Outflow models review

Our understanding of outflow activity has evolved with the progresses of computational
power. Initially analytical, the models used to describe jets and /or outflows are now highly
numerical, and include numerous ingredients, such as molecular cooling and chemistry.
A detailed review of these models would be out of the scope of this introduction, so we
present the basic ideas behind the four classes of existing outflow models, in accordance
with Cabrit et al. (1997). Figure 1.11 summarizes the main observable predictions for
each of these models class.

Wind-driven shell models. In the wind-driven model, a wide-angle wind blows into
the stratified surrounding ambient medium, generating a thin swept-up shell : the outflow
shell, hence made of entrained ambient material.

This model was initially developed by Shu et al. (1991), Li and Shu (1996), Matzner
and McKee (1999). Recent numerical simulations include that of Delamarter et al. (2000)
(spherical wind), Lee et al. (2001a) (atomic axisymmetric wind). The slope of the mass-
velocity relation (see Subsection 1.2.2) generally inferred from these models corresponds
to the low-velocity component. Wide-angle winds can readily produce outflows with large
widths over timescales in agreement with observations, but they fail to generate discrete
bow-shock structures in the entrained gas, as seen in many high-resolution CO maps for
example, and discrete position-velocity spur structures. The addition of a collimated core
with a strong dependence of the velocity field on the angle might be a solution but further
work is currently required to validate it.

Gardiner et al. (2003) (MHD collimation effects), and Cunningham et al. (2005) (in-
clusion of molecular chemistry and cooling, and implementation of an Adaptative Mesh
Refinement technique) produced satisfying outflow lobe appearance, but in these cases, no
mass-velocity relation nor position-velocity or channel maps were generated, that could
be compared to observations.
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Molecular outflow properties predicted by different models
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Figure 1.11 — Observable molecular outflows properties predicted by the four classes of
models. Taken from Arce et al. (2007).

Turbulent jet models. The jet-driven turbulent model is based on the development of
Kelvin Helmholtz instabilities along the jet /environment layer, leading to the formation of
a viscous layer in which the ambient gas is entrained in a eventually completely turbulent
flow. This model is discussed in Canto and Raga (1991), and Cant6 et al. (2003) for
example, but only one group has developed numerical simulations that could be compared
with observations. Indeed, without including molecular cooling or chemistry, Micono et al.
(1998) generated atomic emission predictions, later completed by successful mass-velocity
relation predictions Micono et al. (2000). However, these models do currently predict
decreasing molecular outflow momentum and velocity with the distance from the source,
in contradiction with the observations.

Jet bow-shock models. In the jet-driven bow-shock models, a highly collimated jet
of uncertain physical origin propagates into the surrounding ambient medium, producing
a thin outflow shell around the jet (see Figure 1.12). The jet-ambient medium impact
results in two shocks, a jet shock and a bow-shock, at the head of the jet. Between the
shocks, the gas undergoes high pressure conditions and is ejected sideways out of the
jet beam, which then interacts with the ambient unperturbed material through a broad
bow-shock, producing an outflow cavity surrounding the jet. A variation in the mass-loss
rate naturally leads to the production of knotty shocks along the jet axis.

This class of models was first presented by Raga and Cabrit (1993). Recent efforts
have been made, that focus on non-magnetic jet bow-shocks models and are stressed out
in the brief review of Arce et al. (2007) who cites two groups :
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Figure 1.12 — Sketch of the jet bow-shock configuration.

e Downes and Ray (1999), Downes and Cabrit (2003), who simulated low density,
axisymmetric, two-dimensional, mainly molecular jets with no chemistry nor cooling
below 1000 K, insisting on the resolution of the post-shock region. The initial jet
velocities depend on shear and pulsation ;

e Smith and Rosen (2003), Rosen and Smith (2004) investigated fully three-dimensional,
mainly molecular flows with cooling and chemistry at all temperatures and an equili-
brium assumption for certain reactions, hence under-resolving the post-shock region.
The initial jet velocities also vary with shear and pulsation, and also with precession.

The comparative review of the results yielded by these works can be found in Arce et al.
(2007), providing different advantages when comparing them to observations owing to
their different assumption choices. Nevertheless the degree of satisfaction reached in such
comparisons in terms of mass-velocity or position-velocity is rather good. Magnetic fields
have also been included in recent simulations (see Arce et al. (2007) and references the-
rein), as well as complex chemistry and instability studies (Lesaffre et al. (2004a), Lesaffre
et al. (2004b)).

Generally speaking, this category of models provide outflow widths good agreement
with observations of highly collimated outflows, but fail to explain them when the observed
outflows are poorly collimated. They also meet difficulties to generate the observed values
for outflow momentum. The wandering of the outflow axis, mentioned in Subsection 1.2.2
could mitigate these discrepancies.

Circulation models. In circulation models, the molecular outflows are not made of
entrained ambient gas, but of infalling gas, deflected away from the protostar in a central
torus of high MHD pressure through a quadrupolar circulation pattern around the pro-
tostar, and accelerated above escape speed by local heating. Consequently, most of the
infalling circumstellar material is magnetically diverted at large radii into a slow-moving
outflow along the polar direction, while infall processes along the equatorial plane. The
outflow may still be affected by entrainment from the wind or jet, but only in a limited
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extent, to the polar regions. This class of models was suggested by Fiege and Henrik-
sen (1996a), Fiege and Henriksen (1996b), and further numerical simulations brought
attraction to these models (Lery et al. (1999), Lery et al. (2002), Lery (2003)), as :

e around low-mass protostars, large outflow-masses can be generated, and satisfactory
relation between Foo and Ly, can be found in model cases where radiation trans-
port is important. The addition of Poynting flux in the model also allowed for the
generation of outflows of sufficient speeds (see for example Combet et al. (2006)) ;

e in outflows from high-mass stars, the observed opening angles and velocity structures
can be explained by these models.

Several concerns still remain about the circulation models, namely, the apparent lack
of molecular material in the equatorial plane which could feed a circulation flow in ob-
jects such as B5 (Velusamy and Langer (1998)), or the direct evidence for fast jets and
bow-shock entrainment in some high-mass systems. The existence of unipolar outflows
(see Subsection 1.2.2) also contradicts these models, but coud find explanations in other
considerations as the formation of the outflow on the edge of a cloud or close to an H II
region interface.

Other models. In this paragraph, we can cite the plea of Arce et al. (2007) in favor of
combination of jet and wide angle wind models, that would match observations at different
wavelengths. Very recently, Machida et al. (2007a), Machida et al. (2007b) managed to
account for such a dual outflow to arise, based on the double core collapse occurring at
the end of the prestellar phase, as mentioned in Subsection 1.1.4.

Outflows around high-mass protostars. Although most on the simulations work
has been focusing on low-mass star outflows. Nevertheless some properties (such as the
CO spatial and velocity structure) appear similar over a broad range of luminosities Ri-
cher et al. (2000), suggesting common production mechanisms. Recent simulations (disk-
outflow connection, Pudritz and Banerjee (2005)) and observations (Beuther et al. (2004))
seem to acknowledge the trend that outflows from high-mass stars could be scaled up ver-
sions of that arising around low-mass stars.

1.4.4 Open questions

After this overview of observations and inferred properties of every currently possible
manifestations of outflow activity, we briefly review the significant issues that have eluded
observational efforts so far.

The nature of the launching and collimating processes remain unclear. The possibility
to distinguish one dominant, generic mechanism might be have to be abandoned in favor
of a model in which these processes could depend on the stellar evolutionary stage , or
on the mass of the forming star. Of particular importance is the role of magnetic fields,
whose understanding probably requires more and more observational data. The question
of the existence of a big picture over broad ranges of stellar masses and evolutionary ages
is still an open one.
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The recent progresses in numerical power have allowed for corresponding ones in terms
of numerical simulations of all kind. However, the observational distinction between mo-
dels in which jets are single entities and others where they are integrated with wide-angle
winds is not yet entirely clear.

The study of the jet in a multiple stars configuration has to be entirely conducted.
The role of the frequently observed companions in the formation and evolution of jets has
to be determined. Particularly, the directional stability of jets over long periods of time
has to be understood if most sources are binaries.

The connection between the numerous observational manifestations of outflows acti-
vity (optical shocks, molecular hydrogen, dust thermal and non thermal emission) has also
to be established, preferably in relation within the frame of the rich shock chemistry. This
highly peculiar chemistry also needs further understanding : the formation/destruction
balance of some species is still unclear. Extensive experimental and theoretical work is still
needed on chemical reaction and collision rates, and numerical modelling must include
these data as accurately as possible. Progresses must also be achieved in the detection of
some high energy signatures, such as X-rays.

From these points of view, the future years look particularly exciting, since it will in-
volve every kind of research area. Observers will be sought thanks to the recent progresses
in ground-based detection, but also by the large playing field opened by the arrival of new
instruments in the coming years. Modelling teams will have to optimize their use of nu-
merical simulations in accordance with the always improving accuracy and efficiency in
terms of calculations power. Chemists (experimentalists and theorists) will also be needed
to provide them with always more ingredients to include in the models.
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2

Modelling interstellar shocks

Ce chapitre constitue une bréve introduction a une simulation des flots bipolaires repo-
sant sur 'utilisation du formalisme des ondes de choc. Ce formalisme est d’abord présenté
dans le cadre de la modélisation d’ondes de chocs stationnaires. Les équations sur les-
quelles reposent cette modélisation sont ensuite introduites, ainsi que quelques processus
microscopiques indispensables. Pour finir, la simulation de chocs non stationnaires a ’aide
de chocs stationnaires est expliquée. Le lecteur intéressé pourra trouver une description
extensive du code de choc utilisé dans la remarquable présentation de Guillet (2008).

We briefly describe here the ways to model interstellar shocks by means of the shock
waves formalism, in two different situations : with or without magnetic field. For an
extensive description of the shock code that we used, the interested reader can refer to
the remarkable presentation in Guillet (2008).

2.1 Stationary shock models

Whenever a gas is compressed by a ‘piston’ moving at a speed greater than the sound
velocity in the gas, the gas molecules ahead of the compression wave cannot receive a
signal that the piston is approaching. The result of this type of motion is that a transition
region is set up in the gas across which the properties of the gas change abruptly. In many
circumstances this transition region is narrow relative to other dimensions in the gas, and
we refer to it as a shock front and treat it as a discontinuity. Across the shock front the
density, pressure, velocity, and other parameters of the gas change discretely.

One can define a shock as being the propagation at a supersonic speed of an irreversible,
pressure-driven fluid-dynamical disturbance. In fact, even in the case of an adiabatic shock,
where the medium does not exchange any heat with the exterior, the gas is heated, and
entropy is generated.

Such situations frequently occur in the interstellar medium. Indeed, the temperature
is usually low (10 K), and consequently, the sound velocity is low too, about 0.2 km s~
It is therefore frequent to observe supersonic flows, for example in the expanding ionized
regions around hot stars, in the stellar winds of hot stars, in jets associated with star
formation, in the explosions of supernovae, or in collision s between interstellar clouds.
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2.1.1 Rankine Hugoniot equations

Before presenting the equations that allow us to model the shock, it is useful to recall
some thermodynamical relations and definitions. Classically, one denotes by ¢, and ¢, the
specific heats of the gas at constant pressure and volume respectively, with v = ¢,/c,.
In the case of a perfect gas the pressure p, density p and temperature 7' are connected
by the equation

pRT
p="

— (2.1)

where R is the universal gas constant, and m is the molecular weight in terms of the mass
of the hydrogen atom. For adiabatic motion, a fluid element neither gains nor loses heat,
and the additional relation holds,

p=kp (2.2)

Finally, the entropy of a perfect gas is by definition

S = ¢, log (%) (2.3)

apart from a constant.

We place ourselves then in the reference frame of the shock, and we take the suffixes
1 and 2 to refer to the pre-shock and post-shock region respectively. The conservation
laws for mass, momentum, and energy, developed together with the few relations above
(see Kendall and C. (1964)), provide the following jump conditions (also called Rankine-
Hugoniot equations in a more generic form)

P11 = pP2U2 (24)
kT kT:
pIvt o1 = pav) + (2.5)
7 7
1 5 pivg (5 1 5 pava (D
- — | kT + U = = —= | kT 4+ U. 2.6
2P1U1+ p <2 1+ 1) 2P2U2+ n \2 2+ Uz (2.6)

where U is the internal energy of the molecules, v the velocity of the flow in the reference
frame of the shock, p the mean molecular mass, and p the mass density. The term (5/2)kT
contains the work of the pressure forces and the thermal energy.

Knowing these relations, and considering the relation defining the entropy for a perfect
gas (see above Equation 2.3), one can show that the entropy increases during the shock
if and only if the pressure in the post-shock region is superior to the one in the pre-shock
region. It follows that all shock waves are compression shocks. One can also show, with the
help of equation 2.1 that the temperature increases across the shock (all these calculations
are provided by Kendall and C. (1964)). Furthermore, if the compression rate is such that
pa/p1 — 00, the density ratio is such that py/p; = (v + 1)/(y — 1). For strong blast
waves it sometimes appears that the appropriate value of v is nearly unity, allowing large
density increases.
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2.1. Stationary shock models

2.1.2 Single fluid and multi fluids shock models

These two situations, single fluid or multifluid, can be defined with respect with the
value of the magnetic field for example, and both correspond to a set of physical conditions
that are consequences of this value.

When the magnetic field is weak or non-existent, all components (e.g. atoms, ions,
and electrons) may be approximated as having a common flow velocity v. The gas follows
the laws of fluid dynamics, and is consequently following matter, momentum and energy
conservation laws. The shock corresponds to the supersonic propagation of a pressure
variation and is sometimes called ‘hydrodynamical’. One can observe J-type shocks (‘J’
being for Jump), because quantities such as temperature and density undergo a disconti-
nuity (see Figure 2.1). The gas is heated, accelerated and compressed by the shock waves,
and then cools down through the emission of its components, atoms or molecules. In the
post-shock region, where the gas has enough time to radiate, it cools at constant pres-
sure, which provokes a bigger compression. In sufficiently dense media (molecular clouds,
protostellar jets...), one observes mainly the isobaric phase in the J-type shocks. One
can also notice that a J-type shock is not a real discontinuity because of the fact that
temperature and density change on a spatial scale of about the mean free path. In this
situation the medium is called single fluid.

One consequence of the magnetic field, orientated parallel to the shock front, is a
partial decoupling of the flows of the different components of the medium through the
shock :

e the charged particles gyrate around the magnetic field lines and are consequently
coupled to this field ;

e the neutral particles are affected only indirectly by the magnetic field, through
collisions with the positive ions (and electrons);

e the grains, that are also charged, are coupled to the magnetic field.

The magnitude of the difference between the flow velocities of the charged and the neu-
tral species depends directly on the rate coefficients for the collisional processes between
neutral and charged particles. Numerical modelling has shown that the ion-neutral drift
velocity can attain a significant fraction of the shock speed, typically several km s—!. The
kinetic energy associated with this non thermal motion is sufficiently large to overcome
the endothermicities of chemical reactions which would not occur in normal conditions.
On the other hand, the conservation of charge implies that ions and electrons move with
the same velocity (a relative drift between the two kinds of charge would generate an
electric field which would oppose itself to it), but their temperatures are different.

The considered medium is a dense molecular cloud, weakly ionized (and mainly by
cosmic ray ionization of molecular hydrogen), with ng = n(H) + 2n(Hy) ~ 10* cm™3.
In the interstellar medium, the characteristic time of scattering of the magnetic field is
generally much longer than to the characteristic time of advection. One can therefore
assume that the field is ‘frozen’ in the ionized fluid. We also assume that this magnetic
field is transverse to the flow. In this configuration, Maxwell’s equations add up to the
fluid dynamics ones, and the shock is deemed ‘magnetohydrodynamical’ (MHD).
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Chapitre 2. Modelling interstellar shocks

In the charged fluid, compressive, magnetosonic waves can propagate with the velocity :

B? N B
dtp.  \ATpe

where p. is the volume mass of the charged particles, which include ions, electrons, and
grains, standing for approximately 1 % of the gas mass. Typically when this velocity
exceeds that of the shock, magnetosonic waves propagate faster in the charged fluid than
the shock front. Ahead of this shock front, a magnetic precursor appears, heating, slowing
and compressing the charged fluid of the pre-shock gas before the arrival of the shock front,
on spatial scales much larger than the mean free path. This magnetic precursor decouples
the neutral and charged fluid, generating ambipolar scattering, that is the friction between
the fluids. For a sufficient value of the magnetic field, resulting exchanges of momentum
and energy in the precursor are more important, and the neutral fluid itself is likely to be
heated, compressed and slowed before the arrival of the shock front.

Because of this slowing down, the neutral fluid also undergoes a velocity jump of a
smaller amplitude than in the situation where there is no magnetic field, as one can see on
Figure 2.1. Such a shock is called J-shock with magnetic precursor. An order of magnitude
of the size of this precursor is provided by the following expression (see for example Draine
(1980))

V;:ms = 2+

(2.7)

~ 8B g Mo+ fi

© o PioPno < OV >in Vg
To calculate this characteristic size, one use the conservation of momentum (equation
2.15) in which the two first terms are neglected. Only the elastic ion/neutral collisions are

taken into account, and it is assumed that v; = v5/2 and v, = v5. The complete calculation
can be found in Draine (1980).

L

(2.8)

If the intensity of the magnetic field increases, the size of the precursor increases, and
the neutrals (through the ions) are compressed sooner : the discontinuity vanishes, and
the shock turns into a C shock (C being for continuous), see Figure 2.1.

The distinction between J shocks and C shocks is relevant with respect to the dif-
ferences of their characteristics. For example, in a C shock, the maximal temperature
(about 500 K at a shock speed of vy = 10 km s™!, and a pre-shock density of ny = 10*
cm~3) is much lower that the one that can be reached in a J shock, because the energy is
dissipated along a longer distance : ~ 0.1 pc for a C shock, and ~ 10* pc for a J shock.
The critical magnetic field B allowing to distinguish J shocks from C shocks can be
found analytically only for adiabatic shocks. In practice, the only way to determine B, is
by obtaining numerical solutions for the shock structure for various values of By, starting
with a small value and increasing By until the J front compression ratio drops to unity.

2.1.3 The shock code inputs

At this point, for clarity reasons, it is useful to precise the choice of some physical and
chemical parameters that are of special importance in the shock code that we use, such
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Figure 2.1 — Schematic structure of the velocity of a stationary adiabatic shock wave
in poorly ionized medium, as a function of the local magnetic field strength By. The
velocities are given in the frame where the shock front is idle : v, is the neutral velocity
in the propagation direction of the shock, v; that of the ions and electrons. The pre-shock
medium is on the left hand side of the shock front, the post-shock on its right hand side. L
is the shock length, and vj, is the ions magnetosonic speed (the dust grains were ignored
in this model).
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Chapitre 2. Modelling interstellar shocks

as the initial condition parameters or such as the variables that are resolved at each point
of our models. As we have seen in the previous Subsection, in order to treat stationary
C-type shock waves, one must distinguish three fluids when resolving their structure : the
charged particles, the neutral particles, and the electrons are hence considered to belong
to three different fluids. Consequently, 11 variables related to the physical parameters of
these fluids are resolved in the shock code :

e v,, v; are the velocities of the neutral and the ionized species ;
P, pi are the volume masses of the neutral and the ionized species;
Pneg 18 the volume mass of the negative ions;
Ty, T, T, are the respective temperatures of the neutral, ionized, and electrons fluid ;
nn, N; are the number densities of the neutral and ionized species ;
the neutral velocity gradient is the last necessary variable.

To resolve the shock models, initial conditions are required, that are the main specifi-
cations related to the kind of shock that is to be modelled :

e the type of shock (C, J, or steady-state to compute the equilibrium state that defines

the initial composition of the gas);

e the associated number of fluids (1, 2, or 3);

Various informations about the initial state of the gas are also required :

e the initial gas temperature ;

e the grains temperatures;

Of particular importance are the following parameters :

e the shock velocity vy ;

e the pre-shock density ny ;

e the magnetic field parameter b.
Regarding the magnetic field, we use the phenomenological law (see Crutcher (1999)) for

its intensity
B(puG) = by/ng(cm=3) (2.9)

where b denotes the ‘magnetic field parameter’, in the pre-shock region.

Output specifications options, numerical parameters (such as the integration time),
environment characteristic values (suc as the cosmic ray ionization rate), and some other
requirements that will be detailed when convenient in this document, are also present in

this file.

2.2 Equations of conservation

As the magnetic field interacts directly only with the charged particles, it is necessary
to consider at least a two-fluid model of the shock region. Substantial differences may
develop between the flow velocities and kinetic temperatures of the ionized and neutrals
fluids.

Whilst the preservation of charge neutrality requires that the flow velocity of the
positive ions, v;, and the electrons, v., should be the same, the kinetic temperatures of
ions and electrons may differ if Coulomb scattering is insufficiently rapid to maintain a
common thermal distribution. Accordingly, we consider a three-fluid model of the medium.
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2.2. FEquations of conservation

The suffixes n, i, and e will refer to the neutral fluid, the ionized fluid, and the electrons
respectively.

Let us denote by z the independent variable, which is the distance from some arbitrary
reference point along the positive flow direction. The magnetic induction, which is taken
to be perpendicular to the flow, will be denoted by B. We consider a plane-parallel shock
in a stationary state, in which the magnetic field is ‘frozen’ into the ionized gas. All the
following equations are given in Flower et al. (1985).

2.2.1 Particle number and density conservation

For the three fluids, conservation of particle number density requires that

d (pavn)
4 (88 o, 20

where p, is the mass density of the neutral particle and p, the mean molecular weight ;
N, is the number of neutral particles created per unit volume and time.
The corresponding equation for the positive ions is

d ([ piv; Y,
7 ( o ) =N, (2.11)

As we assume charge neutrality, the equation for electrons is identical to 2.11. One can
also write the conservation of particle number density for each species

%(nava) =C, (2.12)

where n, is the particle number per unit volume, v, is the velocity of the considered
particle, and N, is a source term for the species a.

2.2.2 Mass conservation

The equation expressing the conservation of the mass of the neutral particles and of
the ionized particles may be written

d d
E(pnvn) =S, and d—z(pivi) =85 =-S5, (2.13)

considering that neutral mass may be created only through the destruction of ionized
mass. S, is the corresponding source term. The mass of the electrons is negligible.

2.2.3 Momentum conservation

The equation of momentum conservation is, for the neutrals,

d nkpTy
. <pn,0r21 + Puh > = -An (214>
dz fhn
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Chapitre 2. Modelling interstellar shocks

where T, is the kinetic temperature of the neutral gas and kg is Boltzmann’s constant ;
A, denotes the change in momentum of the neutral fluid per unit volume and time.
In the case of the ion-electron fluid, account must also be taken of the compression of
the magnetic field
d k(T + Ty B?
dz i 8T
Denoting the unperturbed value of the magnetic induction by By, and the shock velocity
by v, the fact that the field is frozen in the ionized fluid implies that Bv; = Byvs, flow
velocity being expressed in the frame of reference of the shock. Equation 2.15 then becomes

d k(T +T) B2 [v,\?
— [pwf LokditT) | B <1i> ] = —A, (2.16)
dz i 8t \ v

}——An (2.15)

Once again, the inertia of electrons has been neglected.

2.2.4 Energy conservation

The conservation of energy of the neutral particles may be expressed as

d 5 n nan n+ n Un
[%ﬁ+—pv + 1=Bn
2 J

dz

(2.17)

where U, is the mean internal energy per neutral particle, and B, is the corresponding
source term, the change in energy of the neutral fluid per unit volume and time.

For the ion-electron fluid, if we neglect the contribution of the internal energy of the
ions, we have

d 5 iUikTi—i‘Te B2’U2
= {piv?’ 2P ( )+ 0 Y

: S| =B,+B 2.18
2 L 4 UJ ¢ ( )
For all these equations of conservation (number, mass, momentum, energy), source
terms have to be estimated. These source terms can be the results of different kind of
processes arising in the shock context. The most general chemical and physical processes

are discussed in Appendix A, and Appendix B deals with the effects of molecular cooling.

2.3 Microscopic processes

2.3.1 The influence of chemistry

Shocks are likely to play an important role in the evolution of the interstellar medium,
from a dynamical and chemical point of view. The shock chemistry is indeed very different
from the one that one can study in the ‘normal’ interstellar medium. In fact, whilst they
can be neglected in models of the cold, ambient medium, endothermic reactions and those
with barriers of up to approximately 1 eV must be considered in shocks. However, there is
a compensating reduction in complexity, which is a consequence of the restricted time that
an atom or molecule spends within the region of the shock. This time, which is typically
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2.8. Microscopic processes

in the range 103-10* years, is much smaller than the lifetime of a molecular cloud, which
may be as long as 107 years. It follows that only rapid chemical and physical processes
are important within shocks, leading to a simplification of their chemistry.

Through these chemical processes, species are formed or destroyed, ions or neutral
added to the corresponding fluids, that then play a role in the thermal balance of the
shock, which has an influence on the number of reactions the shock can initiate, and so
on. For example, the old question of explaining the amount of CH™ has perhaps found its
solution with the study of interstellar shocks (for further details on this particular aspect,
see the Appendix C). Further details about shock chemistry can also be found in Flower
(1987), and Pineau des Forets et al. (1997).

The chemical network used in this model takes more than 120 species (see Appendix M)
and around 1000 chemical reactions (see Appendix N). The fractional abundances of these
species is hence added to the list of unknown variables of the shock code, an their initial
value is calculated through the use of a stationary state of the shock code, that simulates
the equilibrium state of the considered region. The Figure 2.2 shows the difference of the
results obtained with or without taking the chemistry into account.

e in the latter case, the ionization fraction varies only through the differential com-
pression of the ionized and neutral fluids by the shock wave, and has the same value
in the pre- and post-shock regions;

e taking the chemistry into account yields a much lower degree of ionization, leading
to weaker ion-neutral coupling, hence broadening the width of the shock wave. Since
the energy is dissipated on a larger region as compared to the first case, the maximum
temperature is lower (here approximately twice lower).

2.3.2 Grains-neutrals coupling effects

Gas-grains interactions can have important consequences on physical and chemical
properties of the shock. In fact, grains can generate formation or removal of molecules
of the gas, and their inertia can modify the propagation of the shock, specially in the
case of C shocks. Consequently, it is necessary to model the grains behavior with the best
accuracy possible.

Interstellar grains population spreads from Polycyclic Aromatic Hydrocarbons (PAH)
to much larger particles. Observational constraints on dust in the dense interstellar me-
dium are compatible with models in which spherical and homogeneous grain cores are
made of silicate or carbonated material and coated by grain mantles made of various
molecular ices. The initial composition of the grains mantles and the elemental depletion
into the grains cores is based on observations (see Flower and Pineau des Foréts (2003)).
Interstellar grains population spreads from ‘Very Small Grains’ (VSG), represented by
‘Polycyclic Aromatic Hydrocarbons’ (PAH), to much larger particles, made of amorphous
carbon and silicates. PAH are incorporated with a fractional abundance npg/ng = 1075,
an upper limit consistent with estimates of the fraction of elemental carbon likely to be
present in the form of VSG (Li and Draine (2001), Weingartner and Draine (2001)).

The adopted size distribution for the grains is the one of Mathis et al. (1977), de-
duced from diffuse interstellar medium observations in the vicinity of the Solar system :
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Figure 2.2 — Above : fractional ionization predicted by a model in which v, = 10 km s71,
ng = 10° em™ and By = 254G ; results are compared including and neglecting chemical
reactions. Below : Corresponding temperature profiles of the ionized and neutral fluids.
Taken from Pineau des Forets et al. (1997).
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2.8. Microscopic processes

Tableau 2.1 — Initial repartition of the refractory elements in the gas phase and in the
grain mantles and cores (Flower and Pineau des Foréts (2003)). Numbers in parentheses
are powers of 10.

element fractional abundance gas mantles  cores
C 3.55(-4) 8.27(-5) 5.53(-5) 2.17(-4)
O 4.42(-4) 1.24(-4) 1.78(-4) 1.40(-4)
Mg 3.70(-5) 3.70(-5)
Si 3.37(-5) 3.37(-5)
Fe 3.23(-5) 1.50(-8) 3.23(-5)

Tableau 2.2 — Initial repartition of chemical species in the grain mantles (Flower and
Pineau des Foréts (2003)), relatively to hydrogen (first line), and water ice (second line).
Numbers in parentheses are powers of 10.

CO CO, CH; NH; H,0
8.3(-6) 1.3(-5) 1.6(-6) 1.6(-5) 1.0(-4)
83%  13%  16% 16%  100%
CO CO, CH; NH; H,0
1.9(-5) 6.2(-6) 7.2(-6) 2.1(-7) 3.7(-6)
19%  62% 72% 021% 3.7%

dngy(a)/da oc a=®?, where dny(a) is the grain density of grains having a radius between a
and a-+da. Respective upper and lower limits of the grains radius is assumed to be 0.3 pm
and 0.01 gm. With such a distribution, small grains are the most numerous, but large
grains provide more contribution to the mass.

The total number density of the grains is also computed

e from the total mass of the refractory grain cores which is 0.78 x 1072 times that of

the gas for the adopted composition of the grain cores;

e assuming a bulk density of 3 g cm™3.

The thickness of the grains mantles is determined from their molecular composition,
assuming a mean number of 5 x 10* molecular binding sites per layer of the mantle and
a thickness of 2 x 10~% pm for each layer, independent of the grains core. This procedure
yields an initial mantle thickness of 0.015 um on the grains cores, whose mean radius
is 0.02 pm. However, the sputtering of these grains mantles occurs sufficiently rapidly
that the existence of thick ice mantles in the pre-shock gas has little effect on the shock
dynamics.

A detailed review of the grains involving processes taken into account, as well as
their significant effects on C-shock waves can be found in Flower and Pineau des Foréts
(2003). We extract two Tables from this article, 2.1 and 2.2 that respectively provide the
initial repartition of refractory elements in the gas phase and dust grains, and the initial
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composition of the grain mantles. The refined taking into account of the interactions
the grains material is involved in itself gives birth to the necessity of modelling other
processes, like erosion, sputtering or fragmentation of the grains (see Guillet et al. (2007)
and references therein for a recent analysis).

2.3.3 Dissociation, ionization, and shock structure

An important parameter when one study the emission of molecules in the shock region
is the temperature, which influences the abundance as well as the excitation of these
molecules. These parameters themselves are then likely to modify the structure of the
shock. For example, the dissociation or ionization of an important gas coolant such as
H, will lead to the slowing of the cooling, that itself can yield the coolant’s reformation,
having critically modified the structure of the shock in the meantime.

A particular attention must then be brought to a sharp modelling of the ionization and
dissociation processes for the most important molecules, but also to an accurate estimate
of the ways the cooling occurs during and after the shock wave. One can cite the following
processes as ones of importance, all of them being detailed in Le Bourlot et al. (2002) :

e formation, dissociation, and excitation of molecular hydrogen, that will be detailed

in Section 3.2;

e ionization of H (through collisions with ions or electrons) ;

e cooling via rotational transitions of HyO, CO, OH, and NHs;

e cooling owing to fine structure transitions of C*, C, O, and Sit.

The influence of Hs is considered in Chapter 3.

2.3.4 Ciritical velocities

Detailed modelling of such microscopic processes present another major interest for
the study of C shocks. Indeed, the heating of the gas provoked by the propagation of the
shock can generate the excitation and dissociation of Hs. Since Hy is the main coolant
of the gas in the regions of high temperature, a rapid increase of the kinetic tempera-
ture accompanies its dissociation. Owing to the low value of the sound velocity, a sonic
point, that is the transformation of the C-type shock into a J-type shock, can then occur.
Similarly, ionization of Hy or H can also limit the maximum shock velocity, v..;;, for a
C-type shock wave to be able to propagate. Indeed, an increase of the ionization frac-
tion generates a higher coupling between neutral and charged fluids, that yields higher
kinetic temperatures, and maybe generate a thermal runaway similar to that observed in
J-type shock models. For example, when physico-chemical equations are parallely solved
using the conservations equations as described in Section 2.2, for a pre-shock density of
10* em~3, and when the magnetic field parameter b = 1, the shock wave remains of C
kind below vy = 70 km s~ (see Le Bourlot et al. (2002) for a first review of processes
influencing this value).

Charged grains density and consequently gas-grains interactions modelling is also of
particular importance regarding the limitation of the speed at which a C shock wave
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Figure 2.3 — Values of the magnetosonic velocity v,,, numerically estimated for 103 <
ng < 10° em™3, 107® < npag/ng < 107% and ¢ = 1077 s71. The dash curves show
the effects of the correction of collisional decoupling of the charged grains from magnetic
field lines. The ‘critical’ velocity, vert, beyond which the shock turns into a J shock (see
Le Bourlot et al. (2002)), is also represented (point curve). Figure taken from Flower and
Pineau des Foréts (2003).

can propagate. In fact, a necessary condition for the propagation of a C-type shock wave
is that the magnetosonic velocity is greater than the shock velocity. The magnetosonic
velocity in the charged fluid is

o _ k(T +T) B?

Bps +p-)  Am(ps +p-) (2.19)

where T, are the temperatures, p4 are the mean masses and pi are the mass densities
of the positively and negatively charged fluids; B is the magnetic field strength in the
pre-shock gas. The state of charges of grains is computed following Flower and Pineau
des Foréts (2003). For instance, an increase of the the fractional abundance of PAH would
result in higher values of this speed in the pre-shock gas, thereby enabling C-type shock
waves to propagate at higher speeds. An example of the numerical evaluation of the
magnetosonic velocity for a given set of parameters is given on Figure 2.3.

2.4 Non stationary shock models

2.4.1 Existence of non stationary shocks

The equations introduced in Section 2.2 incorporate the assumptions that a steady
state has been attained (0/0t = 0), and that the flow is one-dimensional along the z-axis.
Such an approach presupposes that the time required to attain the steady state is short
compared to other time scales characterizing the problem being studied. In particular,
this implies that the mechanism driving the shock is maintained for a time which exceeds
that required to reach the steady state.
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Such assumptions are particularly convenient in the context of interstellar shocks. In-
deed, as illustrated in Subsection 2.3.1, chemical abundances can not be left aside and must
be integrated to the unknown quantities set, that already comprises the physical parame-
ters of the different fluids. The variables set of the problem is consequently considerably
enlarged by such a necessary inclusion, and its size makes it an impossible computational
challenge to calculate a time-dependent solution. On the contrary, the resulting steady-
state non linear differential equations can be integrated by means of algorithms adapted
to ‘stiff” problems.

Unfortunately it is very likely that there exist various situations in which the shock
propagates but fails to attain a steady state. Chieze et al. (1998) provide an estimate of the
characteristic time for recoupling between ions and neutrals, which is also the necessary
time to reach a steady state

duy,
dz

]1 ~ [n; < ov > (2.20)

where < ov > ~ 2 x 107 em™ s7! is the rate coefficient for elastic ion-neutral
scattering. With the values of ny = 10'%m=3, y = 1077 (degree of ionization), and a shock
velocity v = 20 km s™!, one would obtain a time of 3 x 10* years.

From the observational point of view, this value definitely yields the necessity to find
a way to model non stationary shock models. Class 0 outflows can be a few thousands of
years old ; Gueth et al. (1998) estimated the dynamical age of the blue lobe of L1157 to
be between 2000 and 3000 years old, and despite using a method subject to uncertainty,
Wakelam et al. (2005) provide the value of 5 x 10® years for the NGC 1333-IRAS 2 flow.
Well collimated molecular outflows from massive protostars can also prove to be less than
a few times 10 years old (Arce et al. (2007)).

In addition to this, previous studies emphasize the necessity of non stationary shock
models to account for molecular hydrogen emission observations arising from molecular
outflows, in a way that will be detailed in Chapters 3 and 4. One can cite for example Flo-
wer et al. (2003), Giannini et al. (2004), Giannini et al. (2006).

2.4.2 Modelling of non stationary shocks

As seen above, the exact solution to this problem would require to solve the set of time-
dependent non linear differential equations for the whole set of parameters, including the
chemical abundances, given their influence on the shock structure. With over a hundred
of chemical species bound by over a thousand of chemical reactions, this solution is simply
not conceivable in terms of CPU time.

As a remedy, Chieze et al. (1998) have demonstrated the possibility to approximate
non stationary shock waves with a mixture of C-type and J-type shock models, by means
of a time stretching/pseudo-viscosity method. Non stationary shock waves have developed
a magnetic precursor, but retained a steep J-type discontinuity. In practice, such shock
waves are simulated by introducing a discontinuity into the flow at a given value of the
fluid flow time, which then becomes a new parameter of the model (see Flower and Pineau
des Foréts (1999)). The discontinuity is itself a J-type shock component, that takes over

70



2.4. Non stationary shock models

the C-type shock model. The ionic flow time at which the discontinuity is introduced
corresponds to an additional free parameter, that represents the shock age in our study.
The termination point of the flow is determined such that the (ion) flow time in the C part
of the shock wave, i.e. up to the J-discontinuity, and the flow time behind the discontinuity
are equal. We refer to these non stationary models as ‘CJ-type’, as they possess both C-
and J- type characteristics. In terms of input file of the steady shock code, the shock age
parameter is the neutral flow time associated to the ionic flow time corresponding to the
J-discontinuity inclusion.

We now explain the reason of this choice, following Gusdorf et al. (2008b). In the
CJ-type shock models, the termination point of the flow was determined such that the
(ion) flow time in the C part of the shock wave, i.e. up to the J-discontinuity, and the flow
time behind the discontinuity were equal. In so far as the models are perceived as a set
of quasi-time-dependent simulations of the flow, the termination point should correspond
to the location of the ‘piston’ which drives the shock wave.

Let u, be the speed of the piston (which is also the speed of the gas at the surface
of the piston) and ug be the speed of the gas immediately upstream of the discontinuity,
with these speeds being expressed in the shock frame. If p, and py are the corresponding
mass densities, then

Pplp = Pollo (2.:21)

from the equation of continuity. Hence

Up = Polo/ Pp- (2.22)

The discontinuity advances at ug relative to the gas immediately in front of it, and the
velocity of the piston, relative to this same gas, is (ug — up). Thus, the speed of the
discontinuity minus the speed of the piston is u,. In other terms, the discontinuity moves
away from the piston at speed u,. As the discontinuity coincides with the surface of the
piston at time ¢ = 0, the age of the shock age is

o= [ /) ol = (/) )52 (2.23)

where z is the position coordinate and Az is the current distance between the discontinuity
and the piston ; ¢4 is the time required for the discontinuity to move to its current position
from its initial position, at the surface of the piston.

Using ¢, as defined above to define the shock age has the advantage of removing the
ambiguity of the flow times (ion and neutral) : behind the discontinuity, u; = u,. Because
the flow speed rapidly attains its post-shock value (= wu,) behind the discontinuity is
approximately equal to ts. In the time ¢ required for the discontinuity to separate from
the piston and reach its current position, a magnetic precursor develops simultaneously
upstream of the discontinuity.

Note, however, that the expression above for ¢, does not give the shock age exactly, as
it assumes that the speed of the discontinuity relative to the piston, u,, remains constant,
whereas Fig.3d of Lesaffre et al. (2004a) shows that u, decreases steadily as cooling sets
in and the size of the velocity jump at the discontinuity decreases, following the growth of
the precursor. A more accurate estimate of the age, under the (generally valid) condition
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that the width of the region downstream of the J-discontinuity is much smaller than the
width of the C part of the shock wave, upstream of the discontinuity (i.e. the ‘magnetic
precursor’), is the time of flow of the charged fluid through the precursor (Lesaffre et al.
(2004b), Eq.(60)). It is this determination of the shock age that has been adopted in the
present study.

2.4.3 Shock models

In this subsection, we present general shock profiles for some canonical shock examples.
We study various ages of two reference shock models :

o ny = 10*ecm ™3, b =1, v, = 25 km s, ages 175 and 500 years, and the corresponding

steady-state, that is the C-type shock with the same input parameters;

e ny =10 ecm™3,b =1, vy = 50 km s, ages 10 and 500 years, and the corresponding

steady-state, that is the C-type shock with the same input parameters.
We also present the profiles for corresponding J-type shock waves, computed with ny =
10* ecm™2, b = 0.1, and respectively vs = 25 and 50 km s~ .

In Figure 2.4, the neutral temperature profile, fluid velocities (charged and neutrals),
the compression factor, and the fractional abundance of molecular hydrogen are plotted
against the flow time of the charged fluid, T} = [(1/v;)dz, for the models specified above.
The C- and CJ-types of shock correspond to different stages of the same shock model. It
may be seen that the lower age, of 175 or 10 years respectively is insufficient for a significant
magnetic precursor to develop at the corresponding shock speed. Some corresponding
relevant quantities are given in Table 2.3.

In all cases, the initial rise in temperature is followed by radiative cooling and com-
pression of the gas as it evolves towards its final, post-shock state. At 25 km s~!, the shock
wave is energetic enough to significantly dissociate the ambient molecular hydrogen only
in the case of the J-type shock and of the youngest CJ-type one. In fact, in those cases,
thanks to the quasi-discontinuous temperature rise, the maximum temperature is attained
adiabatically (Thax >~ 33000, 32000 K respectively), and consequently much higher than
in the C shock model case (T ~ 1800 K). At intermediate shock age, the J discon-
tinuity starts at a speed slightly smaller than in the youngest case, and the maximum
temperature is hence also slightly smaller (T,.x ~ 26000 K). In the J-type shock wave,
the high maximum temperature gives rise to rapid radiative cooling by H, and its rovi-
brational transitions towards approximately 10000 K. This rapid cooling is simultaneous
with the drastic dissociation of molecular hydrogen, owing to the temperatures that are
reached. The temperature then remains approximately constant in the region where the
fractional abundance of molecular hydrogen is low and the cooling of the gas is dominated
by atomic oxygen (which is the principal form of the corresponding element) and its fine
structure transitions. The corresponding decrease of temperature is accompanied by the
re-formation of Hy (on grains), which then becomes the main coolant again and leads
to the post-shock region. Because of the importance of the initial temperature rise, the
cooling is very fast. In the CJ-type shocks, a sufficient amount of molecular hydrogen
remains in the gas phase to ensure an efficient cooling, before the cut corresponding to
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Figure 2.4 — Profiles of C-, CJ-, and J-type shocks specified in Subsection 2.4.3. Left-hand
panels : vy = 25 km s~!; right-hand panels : v3 = 50 km s~!. In the middle panels, the
full curves correspond to the neutrals and the broken curves to the ions . In the bottom
panels, the full curves correspond to the compression factor and the broken curves to the
fractional abundance of Hj.
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Tableau 2.3 — Characteristic quantities for C-, CJ-, and J-type shocks specified in Subsec-
tion 2.4.3 : maximal neutral temperature (7}, max, in kelvin), compression factor (comp,
no unit), and minimum molecular hydrogen fractional abundance (Hy min, no unit).

25 km s71 50 km s*
C-type 500 yr 175 yr J-type | C-type 500 yr 10 yr J-type
Th max | 1800 | 26000 | 32000 | 33000 | 6150 | 38000 | 130000 130000

comp 18.5 18.5 17.5 190 38 39 31 385
Hy min 0.5 0.2 0.02 10=6 0.46 1077 | 5x1077 | 5x 1077

the shock age. In the C shock model, Hy remains the main coolant through the whole
shock : the maximum temperature is not large enough to provoke its dissociation, and
only generates a slow radiative cooling, hence a wider shock. The situation is the same at
higher velocity, with a much larger dissociation fraction of Hs.
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for regions of star formation
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3

Molecular hydrogen in regions of star
formation

Le dihydrogéne est la molécule la plus abondante dans le milieu interstellaire, ainsi
que dans les régions de formation stellaire. Sa modélisation dans un code de choc doit
donc bénéficier d'une attention particuliére. Le chapitre commence donc par une bréve
description de cette molécule, suivie d’éléments de modélisation qui ont déja été inclus
dans le code de choc dont nous disposons. Les diagrammes d’excitation du dihydrogéne
et leur utilité dans le cadre de ’étude des flots bipolaires sont ensuite introduits. L’in-
fluence des coefficients de taux de collision du dihydrogéne par I’atome d’hydrogéne sur
ces diagrammes d’excitation est enfin discutée.

Molecular hydrogen is the most abundant molecule in the universe, and also in regions
of star formation. In addition to this, its molecular characteristics make it of crucial
influence in a vast number of physical and chemical processes. For these reasons, H,
plays a major role in the structure of the shocks waves we consider, and must hence be
carefully taken into account in any modeling attempt. This chapter provides the basics
on its molecular structure and on its consequent treatment and use. The calculation of
its cooling contribution is detailed in Appendix B.

3.1 Molecular hydrogen in molecular outflows

3.1.1 Molecular hydrogen facts

Molecular hydrogen exists in two different forms :

e ortho-Hs : the two protons of the diatomic molecule have the same direction of spin.
The total nuclear spin is I = 1. Only odd values of the rotational quantum number
are allowed ;

e para-H, : the two protons of the diatomic molecule have opposite directions of spin.
The total nuclear spin is I = 0. Only even values of the rotational quantum number
are allowed. It is a lower energy state than ortho-Hs.

Transitions between these two forms of Hy can occur only in reactive reactions, with H
atoms or HT or HJ ions, for example, which result in a change of the relative orientation
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Chapitre 3. Molecular hydrogen in regions of star formation

of the individual nuclear proton.

As Hj is homonuclear, it does not possess a permanent dipole moment : rovibrational
transitions within the XlX]g+ electronic ground state occur by electronic quadrupole radia-
tion. In addition to this, Hy has a large rotational constant : 85.25 K. Consequently, its
rotational levels are largely spaced : the J = 2 state lies 510 K above J = 0, and J = 3 lies
845 K above J = 1. It follows that the rotational excitation of Hy becomes important only
for temperatures T > 100 K. The v = 1 threshold lies approximately 6000 K above the
ground state, and consequently rovibrational excitation (such as that at 2.2um) requires
kinetic temperatures T > 1000 K. The full table of H, rovibrational levels that were used
in the present study is given in Appendix D.

Finally, according to quantum mechanics selection rules, rovibrational transition are
possible only when certain conditions between the connected levels rotational quantum
numbers are satisfied. Based on these selection rules, notations exist to refer to particular
transitions. A typical and useful example when it comes to molecular hydrogen in the
interstellar medium is the 1-0 S(1) line at 2.122 pm. The notation stands for the transition :
v =1J =3 — " =0,J" =1, based on the expanded notation : O for J' = J" — 2,
P for J' = J” — 1 (forbidden), Q for J' = J”, R for J' = J” + 1 (forbidden), and S for
J =J"+2.

3.1.2 Molecular hydrogen in regions of shocks

Generally speaking, molecular hydrogen is of particular importance in the interstel-
lar gas :

e it comprises a significant part of its mass;

e it helps to define the chemical state of the gas (its ionization state dictates that of

the gas, and it is a privileged partner in numerous molecular formation reactions) ;

e it plays a major role in exciting gas coolants (being an abundant molecule, it is an

important collision partner for species such as CO, H,0, SO,...);

e it is itself a major coolant of the gas in regions of high temperature.

In regions of shock, the temperatures of thousands of kelvin that are attained (see
subsection 2.4.3) are high enough to generate excitation of both rotational and rovibra-
tional transitions, making molecular hydrogen a major coolant for the shocked gas, and a
dominant factor to account for the shock structure. Examples of correlation between the
shock structure and H, fractional abundance can thus be seen on Figure 2.4.

For these reasons, the jet shocked excited regions mainly cool through Hy quadrupole
transitions, and bright rotational and rovibrational lines in that range represent a powerful
shock tracer, in the region of the shock where the neutral temperature is comprised around
100-1000 K (Beyond 1000 K, Hy becomes dissociated, and above 100 K, molecules such
as CO, HyO and OH are the dominant coolers). Due to its very rapid cooling, molecular
hydrogen is more suitable to probe shock excitation and gas cooling than CO lines for
example, that only provide a time integrated response. Two examples of such a tracing
ability are given on Figures 3.1 and 3.2 :

e Figure 3.1 presents two images of the HH211 outflow, already mentioned in Sub-

section 1.2.1. In this case, the molecular hydrogen 1-0 S(1) line traces the hot gas
around 6950 K;
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3.2. The treatment of molecular hydrogen

e Figure 3.2 presents two images of the L1157 outflow. On the left hand side map, the
molecular hydrogen 0-0 S(5) line traces the gas at 4590 K.

HH211 H, v=1-05(1)

Figure 3.1 — Left : true-colour (J, H, K) near-infrared image of IC348-IR/HH211. Right :
high-resolution image of HH211 taken in the Hy 1-0 S(1) line at 1.122 pm. Details on both
images are given in McCaughrean et al. (1994).

3.2 The treatment of molecular hydrogen

3.2.1 Taking molecular hydrogen into account

For all the reasons introduced in the previous Subsection, complete numerical simu-
lations of the nonequilibrium gas in shock regions must include a detailed treatment of
the physics of Hy. Here we provide some modeling elements that have already been ta-
ken into account in the shock code that we use. In this code, Hy level populations are
solved in parallel with the equations of the shock (that is the conservation equations, see
Section 2.2), altogether forming a set of N differential equations

dy; dy, dyi 1
= —_ ... 3.1
(yla y YN, dz PREES d ) Z) ( )

dz z

where y;(i = 1, N) are the dependent variables and z, the distance, is the independent
variable. Equation 3.1 assumes that a steady state (Jy;/0t = 0) has been attained, but
can be used in the fashion described in Section 2.4 to model non stationary shocks. The
number of coupled equations, N, is the sum of the number of dynamical variables (10),
the number of chemical species (more than 125), and the number of rovibrational levels
of Hy (up to 200).

The fundamental quantity related to molecular hydrogen is the fractional population
of the rovibrational (including of course purely rotational) levels. To compute their values
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Figure 3.2 — Left : Spitzer telescope image of the L1157 region. Infrared array camera
results, in red : 8 um, green : 4.5 pm, blue : 3.6 um, Looney et al. (2007). Right : a
map of the L1157 outflow (Cabrit et al. (1999)) obtained with ISOCAM in a narrow filter
(R ~ 40), centered on the 0-0 S(5) line at 6.9 pm, and superposed on the CO map of
Bachiller and Perez Gutierrez (1997).
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3.2. The treatment of molecular hydrogen

at each point of the shock, a great number of processes involving molecular hydrogen must
be taken into account, among which :

e ortho to para conversion, through reactive collisions with protons or proton-transferring
ions, such as Hy , as described in Le Bourlot et al. (1999) and Wilgenbus et al. (2000) ;

e dissociation of Hy through collisions with H, Hy, He, and electrons, as reviewed by
Wilgenbus et al. (2000) and Le Bourlot et al. (2002) ;

e dissociation of Hy through chemical reactions such as O(Hz,H)OH, or OH(H2,H)H;0O
(see Wilgenbus et al. (2000)) ;

e ionization of Hy and H through collisions with streaming ions and electrons, with
rates detailed in Le Bourlot et al. (2002), and through chemical reactions (see Ap-
pendix N for the detail of the chemical reactions network) ;

e population transfer in collisions with H, He, Hy and grains, using the description
of Le Bourlot et al. (2002) ;

e formation of molecular hydrogen on the grains surface ; indeed, Hy can be dissociated
by the shock front, but its re-formation can proceed as soon as the medium has
sufficiently cooled down after its passage (see Le Bourlot et al. (2002)).

In the context of interstellar shocks, large velocity gradients exist, and any emitted
photon will undergo an important Doppler shifting, and is either absorbed very locally,
or escapes the medium (see the Chapter 5 for more complete description of this approxi-
mation). In the case of molecular hydrogen, the transition probabilities associated to its
rovibrational lines are small, and any emitted photon consequently escapes the medium.
The molecular hydrogen emissivity thus simply writes for a given transition ¢ — j, in
Kem ™3 st

dw

= hVZ'j X Aij X N (32)

3.2.2 Molecular hydrogen and code inputs

In addition to the shock code inputs already introduced in Subsections 2.1.3 and 2.4.2,
a number of parameters relate to the modelling of molecular hydrogen.

Through all this study, the initial H :Hy abundance ratio is, as every other species
fractional abundance, in chemical equilibrium. 150 Hy levels were included in the compu-
tation (up to an energy of 39221 K). The data files associated to collisions between H and
H, were implemented from Wrathmall et al. (2007).

The shock code also incorporates the possibility for molecular hydrogen to form on
grains. In this case, the formation reaction releases an energy of ~4.5 eV. The lack of
knowledge on this formation process leaves the possibility to consider different scenarios
(see Flower et al. (2003)) :

e the simplest assumption is that levels are populated in proportion to the statisti-
cal (Boltzmann) factor at a temperature of 17249 K, which corresponds to 1/3 of
the dissociation of Hy, i.e. in proportion to g;exp(—F,;/17249). The underlying
assumption is that 1/3 of the 4.5 eV released by the reaction is under the form of
H, internal energy ;

e the second assumption consist of a production of vibrationally hot and rotationally
cold molecular hydrogen, following the suggestion of Black and van Dishoeck (1987).
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To simulate this, the molecular hydrogen is produced in the J = 0 and 1 rotational
levels of the v = 6 manifold (with an ortho :para Hs ratio equal to 3);
e in the third assumption, the molecular hydrogen is produced in the J = 0 and 1
rotational levels of the v = 14 manifold, at the dissociation limit (with an ortho :para
H, ratio equal to 3);
e we may also assume that levels are populated in proportion to their local fractional
number densities.
During this whole study, the first assumption was made. In addition to this, the energy
release under the form of kinetic energy, associated to Hy formation is set to be half of
the difference between the dissociation energy of Hy and its internal energy.

The full list of Hy rovibrational levels energy that were used can be found in Appen-
dix D.

3.3 Excitation diagrams

As we have seen, Hy is the main tracer of regions of star formation. In the following
subsections we study how to use it to deduce informations on the observed shocks. Though
the used quantities-the molecular hydrogen transitions integrated intensities- is a common
one, there is a way to dispose of the data that provides a good visualization of the physical
conditions of the considered medium : the excitation diagram.

3.3.1 Building of excitation diagrams

Excitation diagrams are just a way to represent the molecular hydrogen spectrum, by
plotting the logarithm of the column density of the Hy rovibrational levels, divided by
their statistical weights (In(N,/g;), with N,; in cm™2 and g;), against their excitation
energy (E,;/kg in K). Such diagrams are very useful to have a first idea of the temperature
conditions that exist in the considered regions.

In fact, the measured H, line intensities I,; can be converted into column densities
N,y adopting

hc
IUJ = EUAvJNvJ (33)
where o is the wave number, A, ; the transition probability for the rovibrational level v, J,
h is Planck’s constant, and c is the velocity of light in the vacuum. Column densities can
then be compared with those expected from thermal excitation.

The method is the following one. In a thermal distribution, N, ; is proportional to
the statistical weight ¢ and the Boltzmann factor exp(—FE, ;/kTox.). Eyy is the excitation
energy of the respective level, g is the product of the nuclear spin statistical weight, which
has value of 1 and 3 for even and odd rotational levels J, respectively, and the rotational
statistical weight, which is (2J+1). The excitation temperature associated to a transition,
Teze is defined by :

e = B/ (3.4)

e kTexc —

gi/ni
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3.3. FExcitation diagrams

where v is the frequency associated to the j — i transition, where n are the level popula-
tions associated to the connected levels, and g are their statistical weight. In a situation
of local thermal equilibrium, the excitation temperature equals that of the gas. For a
uniform excitation temperature, the values In{N,;/g} should thus all fall on a straight
line plotted versus E(vJ), with a slope proportional to T, .!. One can see that this kind
of diagram thus gives a rough estimate of the temperature conditions in the considered
region.

From an observational point of view, the advantages of this method are crucial :

e the excitation temperature is a rough estimate of the temperature conditions in the

considered region ;

e deviations from LTE can be probed, pointing to excitation conditions of the region ;

e several excitation temperatures can be determined, corresponding to several ex-

citation conditions, and multiple temperature components, reflecting the possible
complexity of the shock structure.

From a modelling point of view, the general appearance of the diagram depends not
only on the physical parameters of the observed regions, but also to the type of shocks
one is trying to identify, allowing for fine constraining assumptions to be made. Flower
et al. (2003), Giannini et al. (2004), Giannini et al. (2006) thus provide examples of
observed regions for which use was made of such excitation diagrams to describe both the
occurrence type of shock and the physical parameters in respectively Cep A West and
various Herbig-Haro regions.

3.3.2 Canonical shock examples
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Figure 3.3 — Synthetic Hy excitation diagrams for the shock models specified in Subsec-
tion 2.4.3. Left-hand panel : vy = 25 km s™!; right-hand panel : vy = 50 km s
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Stationary shock models. As previously stated, through our entire study, the initial
ortho-to-para ratio is assumed equal to the statistical equilibrium value of three in our
shock models. Indeed, any significant departure from this value would result in a systema-
tic displacement of the ortho with respect to the para levels, and such a behaviour does
not appear on the observed excitation diagrams that we use for L1157B1, whether they
are purely rotational or rovibrational. For steady C and J shock models, the time over
which the integration of Hy level populations is computed is greater than the necessary
time for the post-shock gas to reach thermo-chemical equilibrium, i.e. approximatively 10°
years. Thus, even if the modeled shock is actually younger, this choice yields no wrong
estimate of the excitation, as molecular hydrogen does not emit in the cold post-shock
region.

The excitation diagrams obtained for our reference stationary shock models are shown
on Figure 3.3, for low (left panel) and high (right panel) shock velocity, for rotational and
rovibrational lines. The following trends can be visible :

e at 25 km s !, the J-type shock is warmer and narrower than the C-type one. Conse-
quently the pure rotational levels (< 7000 K) are more populated in the C-type
shock model, whereas the rovibrational transitions are favored in the J-type shock
models ;

e at 50 km s !, the J-type shock is still warmer and narrower than the C-type one, and
the rotational levels are still hence more populated in the C-type shock than in the
J-type one. In addition to this, the molecular hydrogen is dissociated in the J-type
shock model owing to the very high temperatures generated by the high velocity. As
can be seen in Figure 2.4, this dissociation occurs in the warmest part of the shock,
which explains the weak values of the rovibrational excitation in this shock.

In both cases, one can note the occurrence of two excitation temperatures in the

excitation diagrams, one corresponding to the pure rotational lines, the other, higher
than the rotational one, corresponding to the rovibrational transitions.

Non stationary shock models. In cases of non stationary shock models, the molecular
hydrogen level populations are computed until the end of the shock, that is the final
point that can be seen on the profiles plotted on Figure 2.4. Non stationary shock models
present mixed features of C- and J-type shock models, which can also be seen on excitation
diagrams :

e in both cases (25 and 50 km s™!), the youngest shock model is both very warm and
very rapidly cut, which only generates poor pure rotational emission from molecular
hydrogen whose levels are then even less populated than in the case of a J-type shock
models ;

e in both cases, the oldest shock models rotational points of the diagram lie between
those of the C- and J-type shock models, as expected from a shock model that
presents mixed characteristics of C- and J-types ones;

e at 25 km s7!, the dissociation of Hy is far less efficient in CJ-type shock models
than in J-type shock models, which compensates for the narrow width of these
shocks, and accounts for the proximity of CJ- and J-type shock models points on
the rovibrational part of the diagram ;
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e at 50 km s~!, the dissociation rate of molecular hydrogen in CJ-type shock models
is very close to that in the J-type shock model, and the age of the shock, and hence
its width, is the key factor to explain the hierarchy in the rovibrational part of
the diagram : the youngest shock model is very narrow, and then only generates
minor excitation compared to that of the J-type shock model, whereas the oldest
one is very broad, almost as the C-type one and consequently generates comparable
rovibrational excitation, despite the molecular hydrogen dissociation.

Again, two excitation temperatures seem to emerge from these excitation diagrams,
in any case but the particular very young one at 50 km s™!, respectively associated to the
pure rotational and rovibrational ones. It is also clear that the comparison of observed
and calculated excitation diagrams has the potential not only for type of shock, but also
for physical parameters, including the shock age, discrimination.

3.4 H-H, collisional rate coeflicients

3.4.1 H-H, critical densities

As stated in Subsection 3.1.1, Hy particularly large rotational constant generates im-
portant rotational excitation only for T > 100 K, while rovibrational excitation requires
T > 1000 K. These temperatures are frequently reached in shocked regions, leading colli-
sions with H to significantly contribute to the rotational excitation of Hy, and possibly to
dominate its rovibrational excitation. H is a privileged collision partner when Hy under-
goes dissociation in the shock, that is at high velocity in the case of C-type shock models,
or in J-type shock models or non stationary ones. In the shocks that are studied here, the
hydrogen atoms resulting from Hy dissociation do not undergo consequent ionization.

When computing H-Hs collisional coefficient rates, a special care must consequently
be taken both with the representation of the molecule and the choice of the potential
energy surface. In the present work, we briefly investigate the differences generated by the
choice of a state of the art calculation, described in Wrathmall et al. (2007) or an older
set of collisional data, as used in Le Bourlot et al. (1999) or Le Bourlot et al. (2002). The
differences between these studies can be summarized as follows :

e in the oldest work, the vibrational motion was treated approximately, by means of

a simple harmonic oscillator model, and the potential energy surface that was used
was that of Boothroyd et al. (1996) ;

e n the most recent work, the calculations were performed using the most recent
H-H, potential (Mielke et al. (2002)), and exact numerical representations of the
vibrational wavefunctions.

For the purposes of astrophysical applications, the rate coefficients are fitted to the

following function of the temperature T

loglg(T)] = a + % + t% (3.5)

where t = 10737 + §, and § = 1.0 to prevent the divergence of the rate coefficient as
t — 0, enabling the calculation of both excitation and de-excitation rate coefficients for
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Tableau 3.1 — Critical densities (cm™2), ngy;, at which the probabilities of collisional and
radiative de-excitation are equal, for a selection of transitions of Hy. The collisional partner
is H, and the transitions wavelengths are also given, in gym. Numbers in parentheses are
powers of 10.

| Jup [ A (pm) | file | neg (100 K) | nese (500 K) | nege (1000 K) [ nese (2000 K) |

( (
0-0S(0) | 282 |DRF | 1.2(+03) 1.1(+02) 2.2(+01) 4.4(+00)
SAW | 1.1(+03) 7.4(+01) 1.4(+01) 3.3(+00)
0-0S(1) | 17.0 |DRF | 9.5(+03) 1.0(+03) 2.1(102) 12(+01)
SAW | 4.4(+04) 1.2(+03) 1.6(+02) 3.0(+01)
0-0S(2) | 123 |DRF | 6.1(+04) 7.1(+03) 1.5(+03) 2.9(102)
SAW | 1.0(-+06) 9.4(+03) 8.1(+02) 1.4(+02)
0-0S(3) | 9.66 |DRF | 8.3(+05) 3.6(104) 5.1(103) 8.3(102)
SAW | 2.0(+06) 2.8(+04) 2.9(+03) 5.1(+02)
0-0S(4) | 8.02 |DRF | 5.9(+06) 1.7(+05) 1.9(+04) 2.8(+03)
SAW | 3.4(+06) 6.8(+04) 7.9(+03) 1.5(+03)
0-0S(5) | 691 |DRF | 7.9(+06) 3.0(+05) 3.8(104) 5.6(103)
SAW | 6.9(+06) 1.6(+05) 1.9(-+04) 3.6(+03)
0-0S(6) | 6.11 |DRF | 1.3(+08) 1.3(-+06) 1.0(+05) 1.3(+04)
SAW | 1.5(+07) 3.4(+05) 4.2(+04) 7.6(+03)
0-0S(7) | 551 |DRF | 9.0(+07) 1.7(-+06) 1.6(-+05) 2.1(+04)
SAW | 3.1(+07) 7.1(+05) 8.5(+04) 1.5(+04)
1-0S(1)| 212 |DRF] 1.9(+11) 5.5(-+08) 1.7(+07) 8.4(-05)
SAW | 6.5(+08) 3.5(-+06) 2.8(-+05) 5.4(+04)
1-0S(2) | 203 |DRF | 1.4(+11) 5.2(+08) 1.8(+07) 9.8(+05)
SAW | 3.2(+08) 2.9(-+06) 2.7(-+05) 5.1(+04)
21S(1)| 225 |DRF| 25(+10) 3.9(-+08) 2.4(+07) 1.6(+06)
SAW | 1.8(+06) 1.2(+05) 3.8(404) 2.0(+04)

various temperatures, and also that of the critical density n.., given by
necq(j — i) = A(j — 1) (3.6)

Indeed even when the dominant excitation mechanism is collisions with H atoms, the
populations of the rovibrational levels of Hy are the results of an equilibrium between
radiative and collisional de-excitation. Two limit behaviors can then be distinguished
thanks to the critical density :

e if the density is higher than the critical density, collisional de-excitation dominates
and the relative level populations tend to a Boltzmann distribution. The values of
the collisional rate coefficients are of no other use than the calculation of the critical
density ;

e at densities much less than the critical density, collisional excitation is followed by
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3.4. H-Hy collistonal rate coefficients

radiative decay, and so the collisional excitation rates determine the emission line
intensities.
However, because of their quadrupolar nature, the spontaneous transition probabilities of
H, are small, and generate low critical densities in the astrophysical context.

The critical densities with He and Hy as collision partners for Hy are given in Ap-
pendix E for a selection of transitions of astrophysical interest, showing for example that
when H is present, it dominates the vibrational excitation of Hy over that by Hy itself.
In this Subsection, we focus on the critical densities of Hy with H, presented in Table 3.1
for Le Bourlot et al. (1999) study (DRF file) and for Wrathmall et al. (2007) ones (SAW
file). In this table :

e higher densities appear necessary to thermalize rovibrational as compared with pure

rotational transitions;

e the greater relative importance of H in vibrationally inelastic scattering arises from
a comparison of the critical densities with those of the Appendix E;

e the higher the temperature, the smaller the collision rates, and hence the lower the
critical densities ;

e purely rotational transitions critical densities do not differ much at temperatures
relevant to the formation of the corresponding emission lines, as the corresponding
collisional rate coefficients do not substantially differ between Le Bourlot et al.
(1999) and Wrathmall et al. (2007) works ;

e nevertheless rovibrationally inelastic transitions, for which the most recent study
yields larger values of the rate coefficients, present accordingly lower associated
critical densities.

3.4.2 Application to a C-type shock wave

The rate coefficients for the rovibrational excitation of Hy by H is expected to play
a significant role in C-type shock waves. Indeed the heating generated by a shock wave
leads to partial dissociation of Hy, enriching the gas in atomic H. Rotational and rovibra-
tional excitation of Hy take place, balanced by the spontaneous radiative decay to lower
vibrational levels, rather than collisional, with differential behaviors :

e the rotational level populations within a given vibrational state tend to therma-
lize, even at densities as low as 10* cm ™2, owing to (vibrationally elastic) collisions
between them ;

e the radiative transition probabilities between vibrational manifolds are sufficiently
large to prevent thermalization between different vibrational states until higher den-
sities.

Figure 3.4 shows H, excitation diagram obtain for a C-type shock with a pre-shock
density of nyi = 10* cm ™3, a shock velocity v = 30 km s~!, and a magnetic field parameter
b = 1, with the two different sets of H-H, collisional rate coefficients mentioned above.
Differences are apparent for v > 0, between the results obtained using Wrathmall et al.
(2007) rate coefficients and those of Le Bourlot et al. (1999).

In accordance with the critical densities study, for the populations of the v = 0 mani-
fold, only the vibrationally elastic (and rotationally inelastic) rate coefficients are impor-
tant, for which the two sets of data do not show important discrepancies at the tempe-
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Figure 3.4 — The excitation diagram computed for a C-type shock model (see text Subsec-
tion 3.4.2), using the H-H, rate coefficients of Le Bourlot et al. (1999) (in blue) and those
of Wrathmall et al. (2007) (in red). Results are plotted for rotational levels in vibrational
manifolds 0 < v < 4. For v = 0, the blue and red symbols overlap.

rature at which the corresponding emission lines form. On the contrary, for vibrationally
excited levels, the most recent rate coefficients are higher, generating larger populations
and column densities.

However the changes are not as important as the actual rate coefficients discrepancies
suggest. The heated gas undergoes a compression that leads to an approximate ther-
malization of the populations of the rotational levels within a rovibrational manifold.
Furthermore, to the larger rates of rovibrational excitation corresponds a higher rate of
cooling of the gas by Hs. Being a major coolant, the kinetic temperature falls accordin-
gly, exponentially reducing the rates of rovibrational excitation, and then the apparent
discrepancies on the excitation diagram of Hy. Such a feedback loop maintains the rate of
cooling by Hy at an approximately constant value.
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4

The test case of L1157B1

Dans ce chapitre, le flot L1157 est décrit. Les observations disponibles, ayant contribué
a en faire un modele de ‘flot chimiquement actif’ sont énumérées, en insistant sur les
données existantes en Hy. La suite du chapitre est consacrée a I’ajustement des diagrammes
d’excitation observés par les diagrammes modélisés. Les résultats obtenus sur une grille
de chocs stationnaires (de types C et J) sont d’abord comparés aux observations. Puis
la comparaison avec les chocs non stationnaires est réalisée et accompagnée d’une bréve
description de la méthodologie utilisée pour réduire ’espace des paramétres libres. La
derniére section du chapitre présente les meilleurs résultats obtenus.

4.1 The L1157 outflow

4.1.1 The L1157 region, a chemically active outflow

L1157 is a bipolar outflow driven by a Class 0 protostar (IRAS 20386+6751) of low-
luminosity (11 L), located in the constellation Cepheus at a distance of approximately
440 pc. Its high collimation and its high inclination with respect to he line of sight make it
favorable to study the effects of the propagation of the outflow in the surrounding medium
(see Subsection 1.3.3). L1157 has been studied and observed through the years by means
of numerous molecules among which not only the usual known shock tracers (such as
Si0, CO for instance) but also a wide range of chemical species (CN, CS, SO, H,CO ...)
that led Bachiller et al. (2001) to deem it as the reference example of a ‘chemically active
outflow’. This denomination was investigated by Viti et al. (2004), and further justified
by the high resolution maps of Benedettini et al. (2007) that stressed out the clumpy
structure of the outflow in several molecular lines.

Bachiller et al. (2001), and Beltran et al. (2004) provide exhaustive reviews of the stu-
dies related to L1157. One can additionnally mention the work of Froebrich et al. (2003)
that provided FIR maps and photometry of the protostelar object, acquired with the In-
frared Space Observatory (ISO) photopolarimeter (PHOT) and Long Wave Spectrometer
(LWS). In 2008, Arce et al. (2008) also report the detection of complex organic mole-
cules in the outflow, while its Spitzer IRAC image was released in Looney et al. (2007),
revealing a flattened structure around the protostellar source.
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Figure 4.1 — Left : integrated emission of CO (2-1) of the L1157 outflow, taken from
Bachiller et al. (2001). Right : Hy v = 1-0 S(1) + continuum contour/grey scale plot of
the L1157 outflow, taken from Davis and Eisloeffel (1995).

Cabrit et al. (1999) compiled observations of the blue lobe of the L1157 outflow in the
rotational transitions of molecular hydrogen, and Caratti o Garatti et al. (2006) completed
this study by releasing observational data corresponding to a large number of correspon-
ding rovibrational transitions. Nisini et al. (2007) finally reported observations of pure
rotational lines of SiO, allowing for us to investigate observations/modelling comparisons
thanks to these very efficient shock tracers (Gusdorf et al. (2008a), Gusdorf et al. (2008b)
in Appendix O).

Figure 3.2 shows the L1157 molecular outflow as seen by Spitzer, and its Hy 0-0 S(5)
map superposed on the CO (2-1) map. Left hand side panel of Figure 4.1 shows the CO
(2-1) integrated emission map, with the reference positions in the blue and red lobe (BI,
B2, and RO, R1, R, R2 respectively), relating to ISO observations, and which were used
for SiO, CO, and rotational Hy observations in this study. The right hand side figure
shows the reference positions associated with rovibrational lines of molecular hydrogan
observations.

4.1.2 Molecular hydrogen observations

High energy rotational transitions of CO were conducted by Giannini et al. (2001),
and Nisini et al. (2007) provided a complete analysis of SiO excitation in various knots of
the blue and red lobes of L1157. Caratti o Garatti et al. (2006) observed a great number of
Hs rovibrational lines mainly in its blue lobe, and Sylvie Cabrit performed corresponding
pure rotational lines observations (see Gusdorf et al. (2008b)). Therefore we focus this
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4.1. The L1157 outflow

Tableau 4.1 — Excitation (rotational and rovibrational) temperatures inferred from obser-
vational excitation diagrams for L1157.

Texc(K) | without reddening correction | with reddening correction
pix1 1090 £ 110 1080 + 110
pix2 860 + 50 940 + 30
Al 2740 + 130 2870 £ 150
A2 2940 + 170 3090 + 180

study on the analysis of the so-called Bl region, in the blue lobe of the outflow (see
Figure 4.1). This appellation refers to ISO observations and approximately corresponds
to the A1 and A2 regions observed in molecular hydrogen (also see Figure 4.1), that were
first referenced by Davis and Eisloeffel (1995).

We show on Figure 4.2 the excitation diagrams that we built based on the work of
Caratti o Garatti et al. (2006) (rovibrational lines) and of Sylvie Cabrit (rotational lines,
shown in Gusdorf et al. (2008b)). The left hand side panel shows the data uncorrected
for reddening effects, whereas the right hand side one corresponds to the data corrected
for reddening effects, using the maximum visual extinction A, = 2 supplied by Caratti
o Garatti et al. (2006). To achieve this correction, we used the interstellar extinction law
provided by Rieke and Lebofsky (1985). For the rotational part of the diagrams, two
single-pixel points of observations are displayed, respectively called "pix1" and "pix2".
Regarding the rovibrational part, two regions were observed by Caratti o Garatti et al.
(2006), referred to as Al and A2, both reported on the excitation diagrams.
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Figure 4.2 — Composite Hy excitation diagrams, uncorrected (left hand side panel), and
corrected (right hand side panel) for reddening with Ay = 2; see text, Section 4.1.2. The
excitation temperatures deduced from each set of observations are indicated.
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Chapitre 4. The test case of L1157B1

Rotational and rovibrational temperatures were deduced from these diagrams for each
set of data, and are compiled in Table 4.1. For both rotational and rovibrational sets
of data, the similarity of the excitation diagrams and inferred excitation temperatures
between the pixels or regions observed implies that the excitation conditions are the same
for both pixels or regions, at least at the characteristic spatial resolution. Again in both
cases, the correction for reddening effects slightly shifts the results but the error bars
remain at least adjacent. We conclude that the reddening effects are of no significance
here. Finally, we point out the presence of a component at ~1000 K (traced by the purely
rotational lines), and the one of a warmer one at ~3000 K (traced by the rovibrational
lines). Such conclusions were already reached in similar outflow regions such as the Orion
Molecular Cloud Peak 1 (OMC-1) (Le Bourlot et al. (2002)), or more recently in various
Herbig-Haro objects (Giannini et al. (2004), Giannini et al. (2006), Gredel (2007)).

4.2 C and J shocks grids comparisons and compact ex-
citation diagrams

4.2.1 C and J shock models grid

We now compare the observed excitation diagrams to the modelled ones in order to
constrain the physical parameters of the shocked gas, that is the pre-shock density ny,
the shock velocity vg, and the magnetic field parameter b. To achieve such constraints, we
have to compare the observations to a large grid of shock models for which all the above
parameters are varied. Three pre-shock densities are investigated : ng = 10%,10%,10% cm ™3,
in accordance with usual densities existing around proto-stellar objects. The magnetic field
parameter choice is rather arbitrary, while the maximum shock velocities is imposed by
the collisional dissociation of Hy, the main coolant, which leads to a thermal runaway
and a J-type discontinuity (see Subsection 2.3.4). The initial chemical abundances are
provided in Subsection 2.3.2, and the hydrogen-related assumptions that are made are
presented in Subsection 3.2.2.

The grid of C and J-type shock models are consequently computed with the parameters
detailed in respectively Tables 4.2 and 4.3.

4.2.2 Compact excitation diagrams

Given the size of the C-type shock model grid, specially for the pre-shock densities
of ny = 10%,10° em ™3, finding constraining parameters based on Hs study by comparing
every single modelled excitation diagram to the observed ones would be a very time-
consuming task. We consequently use a necessary condition to discriminate among shock
models that are likely to fit the observations. Indeed, excitation diagrams that do not
reproduce at least the observed rotational emission of molecular hydrogen can be excluded
from our study. We therefore use a synthetic representation based on this rotational part
of the diagrams, focusing on the lines 0-0 S(2) to 0-0 S(7), observed by ISO.

On this compact rotational diagrams, the excitation of a single line is plotted against
the mean excitation temperature of the pure rotational lines on the X-axis. We choose the
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4.2. C and J shocks grids comparisons and compact excitation diagrams

Tableau 4.2 — The C-type shock models grid. For each investigated density, initial shock
velocities are shown on the first line of each tab (in km s™!), whereas magnetic field
parameter are given in the first column of each tab.

ng=101em™3 | 10 | 1520 [ 222528 30|32 |35|45 |50 |55
b = 0.45 X | x| x| x| x| - - - - - - -
b = 0.60 X | x| x| x| x| x|x|x]| x| - - -
b =0.75 X [ x| x| x| x|x|x|x|x|-1]-1]-
b = 1.00 X | x| x| -|x]|-|x|-]x|x|x|Xx
b =1.25 X | x| x| x| x| x|x|x]| x| - - | -
b = 1.50 X | x| x| x| x| x|x|x]| x| - - -
b =1.75 X | x| x| x| x| x|x|x]| x| - - -
b = 2.00 X | x| X | x| x| x|x|x]| x| - - | -

ng=10°cm™3 | 10 | 12 | 15 | 18 | 20 | 25 | 30 | 35 | 40 | 45 | 47

b = 0.30 X | x| x| x| -1-1-1-1=-1=1-

b = 0.45 X | x| x| x| x| x| - - - - -

b = 0.60 X | x| x| x| x| - - x| - - -

b =0.75 X | x| x| x| x|-|-1-]x]-1-

b =1.00 X | -|x|-|x|x|x|x|x|x|X

b=1.25 X | x| x| x| x| - -l -l x| - -

b = 1.50 X | x| x| x| x| - - - x| - -

b=1.75 X | x| x| x| x| - - - x| - -

b = 2.00 X | x| x| x| x| - -l - x| - -

ng=10°cm™3 |10 | 15|20 [ 22|25 |27 |30 |32]|35
b = 1.00 X | x| x| x| x| x| x| x]|X

Tableau 4.3 — The J-type shock models grid. The magnetic field is set b = 0.1 ; investigated
initial shock velocities are given in km s=! for pre-shock density of ny = 10*,10° cm™3.

ng=101em=3[2022]25[28 130132354550
ng=10cm=3 [ 101112151820 - | - | -
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Chapitre 4. The test case of L1157B1

In(N,/gs) value of the 0-0 S(5) rotational line to be plotted on the Y-axis. This way, one
point sums up the whole rotational part of the diagram, as a first approximation : as can
be seen on the previous excitation diagrams, this part of the diagram indeed comprises
the majority of the column density. The results of these comparisons for C-type shock
models and density of ny = 10%,10° cm ™2 are shown on Figure 4.3. On these panels, each
colour corresponds to one magnetic field parameter value, and each point correspond to
one initial shock velocity, with the following ranges being covered :
e ny = 10* em™ (lhs panel) : b = 0.45,0.60,0.75,1.00, 1.25,1.50, 1.75,2.00, and vs =
15,20, 25, 30, 35,45 km s
e ny = 10° cm ™ (rhs panel) : b = 0.30,0.45,0.60, 0.75,1.00, 1.25, 1.50, 1.75, 2.00, and
vs = 10, 15,20,40 km s~
The square data correspond to the L1157B1 knot as observed by ISO (pixel 1 and pixel
2), and the other points are the results of all the different models. As stated, this dia-
gram allows to visualize the global comparison between all the models results and the
observations in one sight.
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Figure 4.3 — Compact rotational diagrams for C-type shock models with ngy =
10%,10° cm™3 (respectively left and right hand side panels). The corresponding magne-
tic field parameter is given on the panels. Each color corresponds to a pair of (ny, b)
parameters, each point corresponds to a velocity, with different limits indicated on the
panels for each pre-shock density. The list of velocities for each pre-shock density is given
in Subsection 4.2.2. The black squares are the observed data.

The first comment on Figure 4.3 is that no stationary C-type shock model seems to be
able to fit the observed data for the L1157B1 region, for the shown pre-shock densities.
Denser C-type shock models (ngy = 10% em™3) are not displayed but do not provide
satisfying results either. For low magnetic field parameters, the critical velocities, that
is the velocities above which no shock can propagate in the medium (see Flower and
Pineau des Foréts (2003), Le Bourlot et al. (2002)), are very low and limit our range
of investigation. For each density and each value of the magnetic field parameter, the
rotational temperature of the slowest shock model is only indicative, and can not be fully
trusted, as these models are too cold to exhibit a near-LTE behaviour (see for examples
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4.8. CJ shocks grids comparisons

the critical densities evolution with temperature in Table 3.1). Apart from this restriction,
two general trends also emerge from this figure :

e when the shock velocity increases, the maximum temperature increases. This ac-
counts for the rise of the rotational temperature with the shock velocity, and also
generates a greater emission from molecular hydrogen, which explains the increase
of the 0-0 S(5) line intensity ;

e when the magnetic field parameter increases, as can be seen on Figure 4.4 for
ng = 10* em™, and v, = 20,35 km s7! (respectively lhs and rhs panels), the
maximum temperature decreases, which similarly explains the decrease of the rota-
tional temperature and line intensity. However, this trend is fading at higher shock
velocities. In fact, the high velocity ensures that the maximum shock temperature
is high enough to excite molecular hydrogen whatever the magnetic field parameter

value.
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Figure 4.4 — Neutral temperature and In(N,—q j—7/g7) profiles for C-type shock models
with nyg = 10* em™3 and v, = 20,35 km s™! (respectively left and right hand side panels,
for various magnetic field parameters values).

Similarly, J-shock models do not produce satisfying levels of rotational emission, except
in the case of niy = 10° em™3, and vs = 12 km s~!. In the case of the J-type shock models,
the rotational emission is not sufficient to account for the observations. To resolve this
major discrepancy, we consequently have to consider the computation of a grid of CJ
shock models.

4.3 CJ shocks grids comparisons

4.3.1 Non stationary models and molecular hydrogen emission

In fact, we have seen on Figures 2.4 and 3.3 that owing to the temperature profile
of the different types of shock (and hence thanks to the different types of Hy excitation
temperatures), a CJ-type shock model can provide the appropriate answer to the rotatio-
nal discrepancy : their rotational excitation is weaker than in stationary C-shock models,
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Chapitre 4. The test case of L1157B1

but higher than the J-type ones, making them likely to fulfill the requirements raised by
Figure 4.3.

Figure 4.5 illustrates the necessity to focus on CJ-type shock models. The C-type
shock models are displayed for ny = 10* em™3, b = 1, and shock velocities from 10 to
55 km s7!, with 5 km s™! increments, and J-type shock models with ng = 10* cm™3,
b = 0.1, and shock velocities 20, 25, and 30 km s~!. Also shown are the results for an
evolutionary sequence of non-stationary CJ-type shock models for ny = 10* cm™3, b = 1,
and shock velocity of 25 km s™!. The age of two non stationary models that were already
used in the left hand side panels of template Figures 2.4 and 3.3 are indicated (175 and
500 yr), and the observational results are given for L.1157 B1, as observed by ISO (two

separate pixels, pix]l and pix2) under the form of the black square.
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Figure 4.5 — Comparative compact excitation diagrams of C-, J-, and CJ-type shock
models. The C-type shock models (red) are displayed for ny = 10* ecm™3, b = 1, and
shock velocities from 10 to 55 km s™!, with 5 km s™! increments, and J-type shock models
(blue) with ny = 10* em™2, b = 0.1, and shock velocities 20, 25, and 30 km s~!. Also
shown are the results for an evolutionary sequence (various ages) of non-stationary CJ-
type shock models (green) for ny = 10* em™, b = 1, and shock velocity of 25 km s~
The observed data are the black pixels.

The evolution of J-type models into C-type, through CJ-type of increasing ages, is
well represented in this Figure. It is clear that only CJ-type models can provide a fit to
the observations, a result which is consistent with earlier studies of ouflows, cited above,
and which will receive further confirmation below. This figure is illustrative. Of course,
the same work has been done for the whole grid of C-type shock models, that is for all the
models displayed on Figure 4.3. The steady-state C-type models consistently overestimate
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4.8. CJ shocks grids comparisons

the intensity of the 0-0 S(5) transition, whatever value of b or ny is adopted. Whilst the
discrepancy might be resolved by assuming a small filling factor, this assumption would
result in the intensities of lines from vibrational levels v > 0 being underestimated. When
optimizing the values of the CJ-type model parameters, we shall make use of the entire
H, excitation diagram, incorporating the emission observed from vibrationally excited
levels. As previously stated, previous studies (Flower et al. (2003), Giannini et al. (2004),
Giannini et al. (2006)) have already demonstrated the validity of this conclusion, extending
it to the rovibrational part of the spectrum. Accordingly, we concentrate on CJ-type shock
models for which the parameters to be varied include ny, vs, b, and the age of the shock
wave.

A natural solution would be to run a grid of CJ shock models within the same parame-
ters ranges as in the C shock models, and to add the shock age to the varied parameters
list. Unfortunately, such an investigation is not sensible in computational time terms : the
shock age range is too wide. As can be seen on Figure 4.5, the number of evolutionary ages
investigated per (ny, vs, b) set makes a procedure which restricts the range of the search
of parameters space is desirable, even essential. If the shock age is not pre-constrained,
the numbers of CJ shock models to run would simply make the task impossible.

4.3.2 Our CJ shock model grid

On Figure 4.5, we see that from young CJ-type shock models (near the location of
J-type shock models on the Figure) to older ones (asymptoting towards the C-type shock
models), a wide range of rotational temperatures and 0-0 S(5) flux are covered, sweeping
the observed values in the process. We consequently restrict our study to parameters sets
for which the CJ-type shock models will be able to match the observed rotational exci-
tation temperature (cf. Table 4.1) or 0-0 S(5) emission, to within a reasonable tolerance.
On the example of the Figure 4.5, low velocity models are excluded because thay fail to
generate enough 0-0 S(5) flux, and high velocity ones are excluded because the rotational
temperature they generate is too high under the assumption of a filling factor of the unity.
Following these principles, the parameters ranges restrict as :

o forng = 10 em™3, 20 km s™! < v, <35km s, and 045 < b < 2.00;

o forngy = 10° cm™3, 10 km s™! < v, <20km s, and 0.30 < b < 2.00.

In both cases, the magnetic field parameter is not well constrained. For nyig = 10® cm ™3,
even low velocity C-type shock models generate too high rotational temperatures and 0-0
S(5) flux, and this whole density value is excluded of our further studies. As seen in the
previous Subsection, lower magnetic field parameters yield lower critical velocities, hence
limiting our range of investigation.

The shock age still has to be constrained. As it is unrealistic to compute a blind grid
of CJ shock models without guessing it, we have to get a first guess of its value. Again
we use the compact excitation diagram. Indeed, considering the temperatures that are
respectively reached in different kinds of shock models, we have seen on Figures 3.3 and
4.5 that the rotational In(N,;/g;) values are greater in a C-type shock than in a non
stationary shock model. In fact, the Hy rotational emission arising in a CJ shock model
almost entirely comes from its magnetic precursor : the C-type contribution to this part
of the spectrum emission is much larger than the J-type one. As previously stated, the
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Tableau 4.4 — Best molecular hydrogen fits parameters for L1157 B1 : non stationary
shock models.

10* cm™3 10° cm™3
20km st 22kms! 25kms™! [ 12kms™' 15 kms!
b =0.30 - - - 50 yr -
b = 0.45 600 yr 375 yr 225 yr 75 yr -
b = 0.60 550 yr 450 yr 725yr 75 yr -

b = 0.75 700 yr 625 yr 325 yr 100 yr -
b = 1.00 850 yr 1000 yr 500 yr 235 yr -
b=125| 1100 yr 625 yr 750 yr 305 yr -
b =150 | 1400 yr 1100 yr 850 yr - -
b=175| 1750 yr 1450 yr 825 yr - 515
b = 2.00 | 2000 yr 1700 yr 1400 yr - 515

In(N,/gs) value is computed through the whole shock, and its value is calculated by our
shock code at each point of the shock. To build a CJ shock model that reproduces the
observational compact excitation diagram, we then have to add the J contribution to the
C shock at the point where its contribution to the 0-0 S(5) In(N,;/gs) value is already
close to that of the observational value. This provides a first guess of the computed shock
age, whose surrounding values we also investigate to make sure we are not missing any
eligible CJ shock model. This deduced shock age can then be compared to the dynamical
age provided by the observations (around 2000 years for L1157B1, see Gueth et al. (1998)),
providing another constraint.

We finally computed a grid of CJ (non stationary) shock models, using this criterion
to get a first guess of the shock age for each of the above set of parameters, and then
investigated the surrounding ages range to make sure we could not miss any satisfying
fit of the Hy observations. With nyg = 10° cm™3, only models with evolutionary ages less
than a few hundred years are able to fit the observed rotational temperature. We excluded

such models on the grounds that the dynamical age deduced empirically is in the range
2000-3000 years Gueth et al. (1998).

4.4 Fitting molecular hydrogen observations for L1157B1

4.4.1 Best results

For each model of the shock grid (stationary and non stationary types), we generated
a complete molecular excitation diagram similar as the ones introduced on Figure 3.3,
that we the compared to the observational ones (Figure 4.2). We find numerous CJ-type
shock models whose parameters are indicated on Table 4.4.We also found a J shock model
that provides satisfying comparisons with the observations in terms of molecular hydrogen
excitation diagram, for a pre-shock density of ny = 10° cm™3, and a shock velocity of
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12 km s 1.

4.4.2 Comments

In Figure 4.6, we compare the Hy excitation diagram derived from the observations
of L1157 B1 with the predictions of two representative satisfying CJ-type shock models
with pre-shock densities ny = 10* and 10% cm~3. For the higher density, we also show the
results from the J-type (stationary) shock model mentioned above. None of the models
provides a completely satisfactory fit to the observations. As the shock evolves towards
stationary C-type, i.e. as its age increases, the intensities of the rovibrational transitions
decrease, relative to the pure rotational transitions within the vibrational ground state,
v = 0. Thus, the J-type shock underestimates substantially the column densities of the
v = 0 rotational levels. As these levels contribute most of the Hy column density, we
eliminate the J-type model from further consideration. On the other hand, the CJ-type
shocks tend to underestimate the column densities of some of the vibrationally excited
rotational levels.
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Figure 4.6 — Three models of the Hy excitation diagram of the L1157 B1 : ClJ-type
ng = 10" em™, b = 1, v, = 20 km s7!, age 850 years old (left hand side panel); CJ-
type ng = 10° em™3, b = 1, v, = 12 km s™!, age 230 years old (middle panel); J-type
ng = 10° em ™3, b = 0.1, vy = 12 km s™! (right hand side panel).

The partial conclusion associated to this molecular hydrogen study is that it corrobo-
rates that of Flower et al. (2003), Giannini et al. (2004), and Giannini et al. (2006) : non
stationary shock models provide the most satisfactory fits to Hy rotational and rovibra-
tional emission. It is also interesting to mention that the first guess that we determined
with the criterion described earlier in this section is generally providing the best fits, all
other parameters remaining equal (ny, vs, and b).
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5

Theoretical aspects

Ce chapitre présente et justifie la méthodologie utilisée pour modéliser I’émission de
molécules caractéristiques telles CO et SiO dans les régions de formation stellaire. La
présence de CO et SiO dans ces régions est d’abord commentée. Le concept de probabilité
d’échappement est ensuite introduit, dans le cadre de 'approximation LVG. Le calcul du
champ de radiation stellaire dans de telles conditions est alors présenté. Ce calcul est
en effet indispensable & la résolution des équations de 1’équilibre statistique, elles aussi
décrites dans ce chapitre. Enfin le calcul de I'intensité intégrée associée a nos modéles de
chocs, indispensable a la comparaison avec les observations disponibles, est réalisé.

5.1 CO and SiO in shock regions

5.1.1 The case of CO

Thanks to its strong binding energy, CO is widely distributed in the interstellar me-
dium, with a roughly constant abundance (at least where most hydrogen is molecular).
In fact, apart from molecular hydrogen, CO is the most abundant and thus observed mo-
lecule in the interstellar medium. Furthermore, CO is abundantly seen in shock regions :
the first observed molecular outflows (see Snell et al. (1980)) was detected in the first
rotational lines of CO, and CO is of major use to determine the wind dynamics and its
interaction with the ambient gas (see for example Cabrit (2000)).

In addition to its large abundance, CO has many advantages over other molecules for
studies matters of the shock regions :

e in such regions, CO exists in the gas phase (see Appendix C for the chain of reactions
leading to the formation of gaseous CO). Furthermore CO also exists in the form
of solid ‘ice’ in the grain mantles. These grain mantles are sputtered by the shock
front, hence releasing extra CO in the gas phase;

e CO has a small but finite (see Table 6.1) permanent dipole moment so that its pure
rotational and rovibrational transitions are relatively strong;

e its long wavelength transitions occur in reasonably good positions of the spectrum,
i.e. in the near infrared and mm bands (J = 6 rotational level lies 116.2 K above
the ground state). CO is widely observed also because its rotational transitions are
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readily detectable with ground-based telescopes.

With all these advantages, CO is expected to be an efficient diagnostic and an impor-
tant molecular coolant for cold clouds or regions with T ~ 10-100 K. Indeed, molecular
outflows are often mapped in rotational transitions of CO. Figures 3.2 and 4.1 the map
of L115 display the example of the L1157 region map, as seen thanks to the CO (2-1)
transition.

5.1.2 The case of SiO

The silicon monoxide molecule SiO is the most widespread silicon-bearing molecule in
the interstellar medium. It was first detected in the Galactic centre (Sgr B2, Wilson et al.
(1971) and Ori A, Dickinson (1972)) at low fractional abundances of 2 x 1072, However,
its fractional abundance largely depends on the differing physical conditions of interstellar
object.

Its lowest fractional abundance < 3 x 107! was deduced from observations of dense
clouds such as TMC1 and L183 (Ziurys et al. (1989), Martin-Pintado et al. (1992)). In
these cold and quiescent surroundings, SiO is quickly generated by reaction between Si and
O,, before strong depletion on to grains takes place (as much as six orders of magnitude
relative to the solar value). Silicon is thus believed to be present in the solid phase, in the
form of refractory cores of silicate grains, or in the ice mantles around such grains.

In photodissociation regions, photodesorption, through UV radiation from nearby stars
(Turner (1998), Walmsley et al. (1999)), brings silicon back in the gas phase, where its
reaction with OH makes the SiO fractional abundance vary with the depth. Schilke et al.
(2001) thus measured intermediate values of around 107!, Similar detections have been
made in translucent molecular clouds (Turner (1998)) and spiral arm clouds (Greaves
et al. (1996)).

Si0 largest fractional abundances have been detected in dynamically active regions
of the ISM, such as molecular outflows (around 10~7, Gueth et al. (1998)), Supernovae
remnants (< 5x 1077, van Dishoeck et al. (1993)). Even greater abundances were observed
in star forming regions (2 x 1075, Martin-Pintado et al. (1992)), yielding the theory that
in such dynamical regions, the grains are partially destroyed, releasing silicon in the gas
phase. This assumption is also supported by the observation of large enhancements of
elemental silicon in the gas phase in high velocity components of diffuse clouds (Sofia
et al. (1993), Gry et al. (1998)). In favorable environments (as shocked regions), the
silicon is later processed into SiO through reactions with OH and O,.

It has been since firmly established that in regions of shocks, interstellar grains undergo
destruction processes among which :

e sputtering of the grains mantles (Draine et al. (1983), Flower and Pineau des Forets

(1994)), which arises through impacts with the most abundant neutral species (H,
H,, He). In fact, a majority of grains are charged and thus have a drift velocity with
respect to such neutral molecules, which cause the impacts ;

e crosion of the grains cores, believed to be made of Si-bearing materials like forsterite
(MgySi0y), fayalite (FeaSiOy), or olivine (MgFeSiOy), under the impact with neutral
molecules such as He, C, N, O, HyO, Ny, CO, and O,. This erosion was stressed out
by the works of Flower and Pineau des Forets (1995) and Flower et al. (1996). Field

104



5.2. The escape probability concept

et al. (1997) computed sputtering yields for carbonaceous grains, and May et al.
(2000) provided sputtering probabilities for the above materials to determine the
rate of erosion of Si by neutral particles.
A more complete description of grain processes in shock waves is given by Guillet et al.
(2007).

Once released in the gas phase, silicon is then processed by the chemistry, undergoing
sequences of reactions to form hydrosilicon bearing species, and, more interestingly, SiO
(see Herbst et al. (1989), Langer and Glassgold (1990)). The detail of the reactions invol-
ving Si-bearing species, as well as a list of th Si-bearing species that are taken into account
in our shock models can be found respectively in Appendix N and M. Of particular interest
from the point of view of SiO creation are the two following reactions :

Si+0, — SiO+0 (5.1)
Si+OH — SiO+H

In the chemical models aiming to describe interstellar medium chemistry, reaction rates
usually adopted for these reactions are respectively 2.7 x 10 ~1° exp (-111/T) and 1.7
x 10 710 exp (-111/T), the numerator 111 of the exponential argument standing for the
difference in energy between the first two spin-orbit levels of the silicon ground state (see
Langer and Glassgold (1990)). In this study, we preferentially use the reaction rates that
were experimentally determined by Le Picard et al. (2001). The experimental value mea-
sured for the first reaction is 1.7 x 1071 (T/300)753 exp (-17/T). The same expression
is implemented for the second reaction rate. This choice and its consequences are further
discussed and studied in Subsection 6.5.2.

Once SiO has been formed in the gas phase, numerous reactions are likely to destroy
it (again, see the reactions list in Appendix N), among which :

Si0 + OH — Si0, +H (5.3)

whose importance relies on the large fractional abundance of OH in the post-shock gas. In
the cooling phase of the shock, adsorption of SiO onto grains determines its abundance in
the gas phase, even if it is not the most realistic fashion to model the post-shock regions.
Its influence is studied in Appendix K.

Being specifically observed in shocked regions, SiO is the perfect tracer for shocked
gas in the interstellar medium (see also Nisini et al. (2005), Schilke et al. (1997), Martin-
Pintado et al. (1992),...). Figure 5.1 provides a map of the L1157 outflow in the (3-2)
transition of SiO and methanol, which is another shock tracer, making the coincidence of
their emission region with those of CO or Hy (see Figure 4.1) clear.

5.2 The escape probability concept

In this section, we present the analytical considerations that allow to simplify the
radiative transfer in the LVG (Large Velocity Gradient) approximation, which prevails for
expanding medium with a large velocity gradient. By ‘large’ velocity gradient, one means a
sufficient gradient so that the distance on which the considered matter is opaque is largely
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Figure 5.1 — The L1157 outflow as seen in the SiO and methanol (3-2) transition integrated
intensity ; taken from Bachiller et al. (2001).
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inferior to its typical dimensions. In fact, during its travel through the matter, the photon,
emitted with a frequency v, undergoes a strong Doppler effect on short distances, because
of the large velocity gradient that exists within the shock region. When the Doppler shift
is larger than the local width of the line in which it was emitted, the photon can no longer
be absorbed by ambient atoms or molecules : the matter has become transparent for the
photon.

5.2.1 Useful quantities

We start by introducing some useful quantities when it comes to radiative transfer
problems. The absorption and emission coefficient per volume of emission unit for a spec-
tral line corresponding to a j — 4 transition at the frequency v;; are respectively given

by

oy = MiBalvi (4 gm (5.4)
Y 4m g

Asihvy;
€ = % (5.5)

where n; and n; are the populations of levels ¢ (inferior level) and j (superior level), g; and
g; being their statistical weight. B;; and A;; denote the associated Einstein coefficients,
and h is Planck’s constant.

The source function S;; of a line associated to the transition j — ¢ in the frame of the
atom is

Oéij

Substituting «;; and €;; by their value (equations 5.4 and 5.5), we then obtain

2hu% 1
2hv3, 1
- 2” hv;; (58)
C £
€ kTexc — 1
= B, (Toxc) (5.9)

where B, (T") is the Planck’s function associated to the frequency v, and where Ty, (defined
by this relation) is called the excitation temperature associated to the transition j — 4.

5.2.2 Escape probability of a photon emitted at a given frequency
v, in a given direction

We now can introduce the concept of escape probability, first developed by Sobolev
(1947, 1957, 1958) when studying the radiative transfer of a stellar envelope in fast and
radial expansion. The assumption made by Sobolev is the following : a photon emitted
at a point of the envelope can either be absorbed in the vicinity of this point, either
escape because of the important Doppler shifts along the envelope. A necessary condition
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is obviously that the expansion velocity must be much larger than the thermal velocity
of the atoms. In this section, we present a way to estimate the escape probability for the
photon via the Doppler shift, following the method presented in Surdej (1977).

We thus consider an expanding envelope, in which the level populations of the atoms
have reached a stationary state. We also assume a complete redistribution over the fre-
quency range and direction for the emitted photon, in the frame of the moving atom.

[}

® (v-vij)

|
i
[
|
|
+
1%

i
AV vij
Vi >

Figure 5.2 — Normalized line profile associated to the transition j — 4, in the frame of the
atom. Taken from Surdej (1977).

Let ®(v — v;;) be the arbitrary function that describes the local profile of a line,
normalized to unity, equal to zero out of the range [v;; — (Av/2),v;; + (Av/2)], where
v;; is the central line frequency, and Av is the maximum width of the line profile due to
chaotic movements of atoms. We assume

Av v
Sl (5.10)

Vi C

where vy, is the thermal velocity of atoms, and c is the light velocity.

Because of the important velocity gradients along the envelope, the distance AS
through which the Doppler shift of the frequency reaches the thermal width of the line
is small compared to the typical scales of variations of the physical parameters of the en-
velope. Consequently, along such a distance, we can assume that the volumic coefficients
of absorption «;;, emission ¢;;, as well as the velocity gradient are constant, and that the
local profile of the line remains the same. If dvs/0s stands for the velocity gradient along
a given direction and at a given point, we then have

2Uth

- Jvs/0s

AS (5.11)

We now derive the expression for the escape probability 3;;, defined as the probability
for a photon created through the transition j — ¢ can escape the emission region in any
direction. For more clarity, we’ll forget the index ‘ij’ (and substitute it by ‘0’ in the case
of frequency) in the following developments.
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Envelope

Figure 5.3 — Arbitrary direction in the envelope, along which the radiative transfer is
considered. Taken from Surdej (1977).

Let Py be a given point in the expanding envelope, whose abscissa is s = 0 (see
Figure 5.3). The abscissa axis s is positively oriented from P, towards @. Let us assume
that a photon is emitted at F, in this direction, at the frequency v in the local frame.
Because of the large velocity gradient dvs/0s, the photon has a probability PR(FyQ)
to be absorbed between Py and P;, whose respective abscissae are s = 0 and s = s(v).
Beyond P;, the medium becomes totally transparent to photons at frequency v because
of the Doppler shift between F, and P;.

Absorption probability for the photon, PR(FP,() can then be expressed

s(v) s ) O
PR,(PyQ) = / exp (—/ ad (y = DT ’) ds) ad <1/ _py -2 ”Ss) ds
0 0 ¢ Os ¢ Os
(5.12)
In this integral, the expression is the product of two terms whose physical interpretation

is the following :

e ad (1/ —yy— = 8”53) ds stands for the probability that a photon emitted at a fre-
quency v is absorbed in the vicinity of P, between abscissae s and s + ds;

__ Y Ous

0 s’ accounts for the Doppler shift of the photon in the frame of P(s) , emitted
at the frequency v at Py, due to the velocity difference between Py and P(s);

e cxp (— fos ad (V —yy— 2 %7;55 ) ds’) is the probability that the photon emitted at

frequency v is not absorbed between Py and P(s);
e b (V —yy— 2 %”;s ) is the opaqueness of the medium for the considered photon.

We can simplify the equation 5.12 thanks to the following variables transformations

Vg O o vy O

= v—y—— i dr = ———ds’ 5.13
x A Raw z=—ds (5.13)
Vo (%S vy O
— —Yy— ——s: dy=— d 5.14
Y YT hs Y= s (5.14)
Equation 5.12 then writes
v—uo Y

PR(R,Q) = / exp / @ prydn | L a(y)dy (5.15)

y(s(v)) v—vo V0 g5 Y0 55
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We have seen that under the LVG assumptions a and dvs/0s can be treated as constant
in the integrates. We then can define the constant quantity

Oé C

o B
Vo G2

(5.16)

Ts =

sometimes called Sobolev optical depth, thanks to which 5.15 simplifies

v—Lp d y
PR,(PQ) = /y(s(y)) & (exp (7'3 /V_VO @(x)d:c)) dy (5.17)
y(s(v))
= 1l—exp <7_7;j/ @(x)dm) (5.18)

Vij

5.2.3 Escape probability of a photon emitted at any frequency,
in a given direction

The absorption probability PR(FP,@) of a photon emitted at any frequency of the line
profile of the atom at Py, in the direction Py is given by

Av
vo— 5%

PR(PYQ) = / o B(v — 1) PRy (PyQ)dv (5.19)

Through th variable transformation : [ = v — 14, dl = dv and thanks to equation 5.17,

we obtain
av y(s(v))
PR(PQ) = / d(1) (1 —exp (TS/ @(x)dx)) dl (5.20)
_% 1

fAV/Q

Ay /2 dxr =1, allows us to write

Then the normalization condition for CID
Av
2

y(s(v))
PR(P,Q) = 1+/Au % (exp (TS/I @(x)dx)) Tldl (5.21)

. d
s Av/2
exp <7’S fly( ®) @( )dy)

Ts

(5.22)

—Av/2

If along PyQ the velocity gradient dvs/0ds is positive, the photon is reddened (at the
local line frequency of vy — (Av)/2) at P;. Similarly, if the velocity gradient is negative, the
photon is bluened (at the local line frequency vy+ (Av)/2) at P;. The 5.14 transformation

shows that
vy Vo OV

if 95 0 y(s(v))=v —vy — s s(v) (5.23)
and since the Doppler shift between P, and Py is given by (see Figure 5.3)
vy O Av
;0 s s(v)=v— (VO — 7) (5.24)
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Equation 5.23 writes

Av
y(s() =~ (5.25)
Similarly 5 A
. Ovs _Av
if 5 < 0 y(s(v) = 5 (5.26)

We can the simplify equation 5.21, using results obtained in 5.25 and 5.26

Av
s z 1
9% 20 PRIRQ) = 1- <e:cp (—TS/ ’ <I>(:c)d:c> - 1> = (5.27)
O0s _Av T
= 1— eap(=7s) — 1 (5.28)
TS
. O ¥ 1
if <0 PR(PQ) = 1+ (1—exp| —7s O(z)dx | | —  (5.29)
Js 7% Ts
1— _
- 14 1 - eap(=7s) (5.30)
Ts
that is, independently of the sign of duvs/0ds
1
PR(PQ) =1— (1 —exp(— |75 |))m (5.31)

The probability 3y for a photon created in the transition j — ¢ to escape the medium
in the given direction Fy(@) is eventually given by

Bo(PQ) =1— PR(PQ) = 1 —exp(—|7s|)

(5.32)

| 7s |
5.2.4 Average over all directions
m;’jl Observer
z
n
8
- f -:"'
——
r
77
dz /L'ffll ds

Figure 5.4 — The geometrical inclination parameter : 6.
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Actually, optical depth 7¢ depends on the escape direction of the considered photon.
Indeed, we have seen that Sobolev optical depth is inversely proportional to the velo-
city gradient in the escape direction. Generally, this velocity gradient depends on the
considered direction. We can express this dependence via a geometrical parameter, 6 (see
Figure 5.4 for an example of such a parameter in our geometry). Consequently, in the
most general case, the escape probability depends on this parameter through the quantity
p = cos(0)
5h(RQ) = 1 - PR(R,Q) — - | Tst) )

| 75 (1) |

We now derive the average value of the escape probability over all directions, in two
simple cases.

(5.33)

The situation of Surdej (1977). In the case of the stellar envelope studied by Surdej,
the expansion is both radial and isotropic. In other terms, the velocity gradient is the
same in all directions. Consequently, Sobolev optical depth is also identical, whatever the
direction may be. The probability  for a photon created in the transition j — 7 to escape
the medium in any direction is then given by

B do [ 1—eap(— |7 |)dw
By = /Q (1= PRAQ)- = /Q B - = (5.34)

where the integration is done over all direction (solid angle {2 = 47). In this very specific
case, the escape probability averaged on all directions is thus equal to the one in a given
direction.

Our situation. The second case corresponds to our situation of a plane parallel shock.
We have seen that the optical depth is inversely proportional to the velocity gradient in the
considered direction. If one choose a reference direction z, for instance the perpendicular
direction to the plane parallel shock, and if one name p = cosf the geometrical parameter
corresponding to the angle between this perpendicular direction and the escape direction
of a given photon (see Figure 5.4), then 7(u) o< vs/0ds o< p?/(dv,/dz). In this case, the
average of the escape probability over all directions writes

| eapl— | 7 | /i) do
= — 5.35
Bi / 2 dn (5.35)

where 7g is defined with respect to the reference direction z. With such a coordinate
system, one can write : dw = 2wsin(0)df = 2wdu. Equation 5.35 then becomes

1= eap(— | 7 | /1) qdp
Bij = / p— 5.36
o I 2 230
In 1993, Neufeld and Kaufman have proposed an approximation of this expression avera-
ged over all directions (see Neufeld and Kaufman (1993))

B 1
_1+3|T5‘

Bij (5.37)

This expression exhibits major advantages :
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e the maximum discrepancy with exact expression (given in Hummer and Rybicki
(1982)) is 15 %;

e it is exact for large and small values of 75 ;

e it doesn’t introduce any singularity from a numerical point of view.

5.3 Calculation of radiation field

The mean intensity of the radiation field J;; at a given point of the medium (for ins-
tance the point Py on Figure 5.3) is defined as the intensity of the radiation likely to
interact with an atom at Fy in all directions and on all the frequency range covered by
the transition j — ¢. This quantity is of major interest when one studies the statistical
equilibrium equations, that allow to derive the populations of the rotational levels (see
Section 5.4). Additionnally to a ‘local contribution’ .J}; caused by the radiation emitted
by neighbour atoms in F), the mean intensity of the radiation field J;; includes ano-
ther contribution Jf’j, due to the existence of a cosmic background, which behaves like a
blackbody at a temperature of Tgp = 2.7 K.

We start with the evaluation of the local contribution J}J To do so, let us consider the
point P and the direction Q) F, on Figure 5.3. The abscissa axis is now positively oriented
from @ to Fy. The radiation intensity [;;(QF) at the local frequency v at Fy is given by

0 0
I5(QRy) = /s/(y) e (1/ — vy — %%Z%) exp </S —ad (u — vy — %?;:s’) ds’) ds

(5.38)

In this integrate :

o cO(v—vy— (vy/c)(Ovs/Ds)s)ds is the amount of energy emitted at the frequency v
at point P whose abscissa is s and by the length element ds towards the point Fy;

vy Ous

c Os
photons at frequency v between points P and F;

e cxp ( fso —ad (V — 1y — s ) ds' ) stands for the attenuation undergone by the

e s'(v) is the abscissa of the point P, beyond which the frequency of the radiation
emitted in the transition is too much shifted to contribute to the local frequency v
at P().

The intensity of the radiation integrated over the line width in the frame of the atom
in Py can be expressed

vij+ 5

Iz](QP()) = / " @(V - VZJ>IZ(QP0)dV (539)

Following the same way of thinking than in the previous section, we can simplify this
expression. By substituting expression 5.38 in equation 5.39, and by using the variable
transformations defined in Subsection 5.2.3, relations 5.25 and 5.26 respectively become

. Ovg _ Av

if 95 0 y(s(v) = 5 (5.40)
. s _ Av

if 95 < 0 y(s(v)) = - (5.41)
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and one obtain :

1 —exp(— | 7
) = s, (1- =D s, 6,0) (.42
ij
where S;; is the source function as defined by Equation 5.6.
Eventually, the local contribution Jilj to the mean intensity of the radiation field in F
is obtained by averaging equation 5.42 over all directions. Thanks to equation 5.34

dw
Jij = /9_4 Iz‘j(QPO)E (5.43)

Jiy = Si(1 = By) (5.44)

In the case where the continuum comes from the cosmic background, radiated without
attenuation and with an intensity of . constant over the frequency range of the transition,
the radiation intensity I.(SP,) emitted at any point S of the medium and appearing at
the frequency v to an atom at Fy is given by

0

I5(SPy) = I.exp (—/ a;; P (y — v — ﬁaavs s’) ds') (5.45)
s(v) ¢

S

The exponential term expresses the radiation continuum extinction between points S
and P, , abscissa axis s being positively oriented from S to Fy. The atoms at points of
abscissa s < s(v) are too much distant of P (that is, their Doppler shift is too large) to
be able to absorb at the local frequency of the line v defined at F,. Integrating equation
5.45 over the line width in the frame bound to the atom at F,, and using the variable
transformations of Subsection 5.2.3, from the general expression

-
[4(SPy) = / J b — vy [S(SPo)dv (5.46)
vij—Ar
we obtain the equation
1 —exp(— | 7; |)
| 7 |
The contribution of the continuum caused by the cosmic background to the mean
intensity of the radiation field at F, is then given by

I¢(SPy) = I,

(5.47)

1— eap(— | 7 ) d
o = ]C/ cap(= | 7 |) dw (5.48)
Q—tr | 7ij | dm
that is by

where 3;; still corresponds to the averaged escape probability over all directions, which
can be calculated ar approximated in both cases already studied (see 5.2.4).

One can now pay more attention to the continuum we have to take into account in
the case of our study. The corresponding intensity is not due to the core of the star,
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but to the ambient radiation field, that is to the cosmic background at 2.7 K. Because
of its temperature value, this radiation belongs to the millimetric and submillimetric
wave ranges. Consequently, it plays a major role in the equilibrium of rotational levels
populations of the molecules (see section 5.4). For a line of central frequency v;;, the term
1. defined in the previous section then writes

I. = By, (Tygs) (5.50)

where B, (Tgg) is the Planck’s function at the frequency v;; and blackbody temperature
Tgp of the universe (Tpp = 2.7K)

2h13. 1
B, (Tgs) = 02] o (5.51)

e* ey — |

where h is Planck’s constant, k is Boltzmann’s constant, and c is the light velocity in the
vacuum.

Finally, the global radiation field can be expressed using both local and background
contributions (Equations 5.44 and 5.49)

Jij = Sij(1 — Bij) + 1.0 (5.52)

5.4 Statistical equilibrium equations

In order to calculate the level populations n; of a molecule, statistical equilibrium
equations must be solved. In a stationary state, these equations are, for each level 7

dni

dt

where R; and () stand respectively for the volumic radiative and collisional rates of
population for the level i. More explicitly

— R +C; =0 (5.53)

dni
di = Z [njAji + (niji — nsz)Jw] + Z nH, (njC'ji — nZC’Z]) =0 (554)
J#i J#i
where Aj;, Bj;, B;; are respectively Einstein’s coefficients for spontaneous emission, sti-

mulated emission, and absorption, where C;; denotes the collisional coefficient rate from
level i to level j, and where J;; is the mean radiation field intensity at a point where the
calculation is done.

Moreover, in the case of rotational transitions of diatomic molecules with an electric
dipolar moment, quantum mechanics selection rules only authorize transitions between ¢
and 7 levels for which the difference between rotational quantum number verifies AJ = +1,
which allows us to write the evolution equation

dni
dt ni—l—lAi—l—l,z' + (ni—l—lBi-l-l,i - niBi,i-l—l)Ji,i—i-l
- niAi,i—l + (ni—le'—l,i - niBi,i—l)Ji—l,i
+ Y i, (05 — niCyy) (5.55)
J#i
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In addtion to this, we have shown in the previous section (5.3)
Jij = Sij(1 = Bij) + LBy (5.56)

where S;; is the source function as defined by 5.6, 3;; is the escape probability of a photon
created in the transition ;7 — ¢, and I. is the mean intensity of the continuum radiation
field.

Combining this expression with equation 5.55, and knowing that ¢;B;; = ¢,B;; and
Aji/ Bji = 05, and with o,; = 2hv};/c® | we finally get

dni
dt ﬁi,iﬂ(niﬂAiH,i + (ni+1Bz’+1,i - niBi,i+1)]c)
- ﬁi—l,i(niAi,i—l =+ (niBi,i—l - ni—le’—l,z’)Ic)
+ Z nu, (n;Chi — niCij) (5.57)
J#i

Eventually, we obtain an equation very similar to 5.55, except that Einstein coeffi-
cients are multiplied by (;;, and that J;; has been substituted by /.. In a matrix friendly
formulation, this equation also writes

CiZZ = - (ﬁi,HlBi,Hl[c + Bi1,iAii—1 + Bic1iBii—1 1 + Z nHQCij>
J#i
+ ni—1(Bic1iBic1ide + 1, Cisa )
+ N1 (Biir1Aizr + Biiv1 Biv1ide + i, Cigai
+ ) (5.58)

GAI—1,0,41

In the statistical equilibrium equations, the photons generated in the transitions are
likely to escape the medium in any direction. Consequently the escape probability formula
must correspond to an average escape probability over all directions. Nevertheless in our
shock model, the expansion is not radial nor isotropic : the geometry that we use is plane
parallel. Consequently we use the formula 5.37 in this set of equations, that corresponds
to Neufeld and Kaufman’s approximation.

Eventually, we have a set of evolution equations for each level that we want to take into
account. To calculate level populations is equivalent to resolve a set of equations. These
equations clearly indicate the key role of the escape probability (3;;, which itself include
superior and inferior levels via Sobolev optical depth (see 5.16). The set of equations to
be solved is thus non linear, which raises a computer problem. We’ll see how to resolve
such a problem in section 6.1.

5.5 The final observable : integrated intensity

Once the statistical equilibrium equations are solved, it is possible to compute the
integrated intensity of each transition, which is the observational quantity to which we’ll

116



5.5. The final observable : integrated intensity

be able to compare the results of our models. In other terms, now that we know the
level populations and the escape probabilities associated to the transitions between these
levels, for each point of the shock, we can determine the radiated flux over all directions
by the shock region for each considered line, given by

Fijmn=hvig Y njadiBnie (5.59)

shock region
that is, by frequency and solid angle unit, we can now derive the integrated intensity

1 Az

[j,j+1:Eth,j+1 Z nj+1Aj+1,j5j,j+1(M)A—y (5.60)

shock region

for a given transition j +1 — j, where n;,; is the population of the level j 4+ 1, Av is the
spectral width associated to the layer of spatial width Az, A;11 ;, v, 41, B)+1 respectively
Einstein coefficient, frequency, and escape probability associated to the transition and
h is Planck’s constant. The sum is done over all the layers (or points) of the shock,
and one must be aware of the fact that the escape probability formula used here is no
longer averaged over all directions, but corresponds only to the escape probability in the
observer’s direction. We consequently use the following formula

1 —exp(— |75
Bjjr1 = P | Ty ) (5.61)

Tj,j+1

From a rigorous point of view, dependance on p of this expression should be included
(see Formula 5.35, in which the integrate’s argument corresponds to an escape probability
in a given direction). We’ll study later in the project how to overcome this geometrical
difficulty and accurately model the shape of the flows (for a beginning of answer, see
Appendix L). Nevertheless, the usual expression of I; ;11 is not this one, but the one that
we are going to derive now in the case of pure rotational transitions j + 1 — j. In this
case, the escape probability writes

B = 1P | Tagn | (5.62)
Tj.j+1
where Sobolev optical depth can be written in terms of quantities of Subsection 5.2.1
Qg1 ©
Vjjt1 Ovs/0s
_ Bl (1 B gjanrl) c

Tj,j+1

Amv; gj+1nj ) Ovs/0s
_ niBjinh (1 B gj”j+1> ¢ (5.63)
4 gj+1n; ) Ovs/0s

This allows us to write
1 Az o Aw| Ous/0s | 1
» e N E . 2R Il s
L = 47ThVMJrl M1 Al/(l e ) henjBj g 1 — 2854

shock region gj+1nj

Aj-l—lj nj+1 1 | 81)5/88 | . AZ
- , _ (1 — e lma ) =2 5.64
Z Bj,j+1 n; 1— ij&:;; c VJJ+1( (& DAV ( )

shock region
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We can then use the Einstein coefficient’s relations

16h B3
Ajpy = =2 (j+ 1)°Bjs1, (5.65)

where B is the rotational constant, characteristic of the considered molecule, and

9i+1Bj1; = 9;Bjn (5.66)

Furthermore, we know the expression of the frequency of the considered transition

hyj,j—i-l = QhB(] + 1) (567)
These last three relations allow us to write
3
Ajs 95 2h”y£j+1 (5.68)
Bjjy1 g1 ¢
thanks to which we now can express
2hv3. 1 Vi ov Az
_ J,J+1 7,5+1 S e N
Ljje1 = Z R e E‘ (1 - el 22 (5.69)
shock region gjmj+1

Finally, we can re-write this equation, using the excitation temperature T.,. of the consi-
dered transition

9j+1"; hvjjn )
—— =€exp\ T4 — 5.70
gjnj-i-l b ( kTexc ( )
Vj j+1 00q Az
Ij7j+1 - Z Bu(Texc) ]2+ %(1 —e Ut ,])Al/ (571)

shock region

where B, (T') is Planck’s function at temperature T and frequency v, given by

2 ehw/kT _ 1 (5.72)

In radioastronomy, the integrated intensity is often expressed in K km s~!. The
intensity-temperature conversion is based on the following relations

2

c
T = )
TP (5.73)
with 7 in erg cm™2 Hz ™! sterad ~! s}, and
A A
v _av (5.74)
v c
which allow us to express the integrated flux over the transition
Av — 2 Ovs A
Tjjmldo= ) WBV(Texc)g(l —e THI)Az (5.75)

shock region
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Eventually, for aims of comparisons with available observations, we must subtract the
cosmic background contribution (at 2.7 K) to this quantity. We consequently calculate
the previous quantity, corrected from this contribution

¢ v B, (Thackground)
T . 1A — _By Texc s 1 — e Titli 1 — v ackgroun A
et shockzregion 2kv? ( ) s ( ‘ ) ( Bu(Texc) ) :

2 v it
— Z 2]{7V2 68 (1 —e J J) (By(Texc) - BV(TBackground)) Az (576)

shock region

This quantity being likely to be compared to the observations, it is the one that we
calculate in the LVG code.
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6

Computational aspects

Ce chapitre est consacré a la présentation du code de transfert de rayonnement dé-
veloppé pour modéliser 1’émission de SiO et CO. La programmation en elle-méme est
ainsi expliquée, ainsi que les tests basiques de validation effectués. Des tests un peu plus
élaborés sont aussi présentés. La pertinence de l'utilisation de 'hypothése LVG est tes-
tée. L’influence de certains paramétres liés au code de choc et au code de transfert de
rayonnement est enfin étudiée.

6.1 Programming

In Chapters 2 and 3, the shock code that was used to simulate bipolar outflows and
jets processes was presented. In Chapter 5, the way the radiative transfer is handled was
introduced. The purpose of this chapter is to present the computational implementation
of the LVG treatment, that runs as a independent program, using a series of molecular
data that are made available in reference articles or appropriate databases, and also
using a series of inputs that are provided by the output files of the shock code. The
LVG program principles are described in the following Subsection, that also includes a
schematic structure of the program.

6.1.1 The LVG code requirement and outputs

Various molecular data. Of crucial importance are two molecular parameters relative
to their internal structure to compute their emission in the LVG context : the rotational

’ Molecule \ CO \ SiO ‘

B (MHz) | 57635.96828 | 21787.453
1 (debye) | 3.0982 0.11011

Tableau 6.1 — Useful quantities for CO and SiO : B is the rotational constant, and p is the
dipolar moment. All values come from NIST. 1 debye = 10~'® cgs. Energetic diagrams for
the twenty first rotational levels of these molecules can be found in Appendixes G and F,
based on these data.
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’ molecule \ reference article \ code ‘
Sio Turner et al. (1992) T92
Sio Schéier et al. (2005) S05
Si0 Dayou and Balanga (2006) D06
CO Flower (2001) Fo1

CcO Balakrishnan et al. (2002) B02
CcO Cecchi-Pestellini et al. (2002) | C02
CO Schoier et al. (2005) S05

Tableau 6.2 — Reference table for the various available sets of rate coeflicients for the
collisional excitation of CO and SiO in our LVG program.

constant B, and the dipolar moment pu, whose tabulated values are given in Table 6.1,
as provided by the NIST database (www.nist.gov/data/). In fact, the energy separation
between the rotational levels depends on the rotational constant, and appear in the ex-
pression of the optical depth, integrated intensity, and in the expression of the equations of
statistical equilibrium. The dipolar moment is useful to compute the Einstein coefficients
for the molecule.

In fact, regarding these coefficients, that also appear in the expression of the equa-
tions of statistical equilibrium and in the writing of the integrated intensity, an option is
available for the user, who can choose to use the ones provided in the Leiden Atomic and
Molecular Database (www.strw.leidenuniv.nl/moldata/), or let the LVG code calculate
them by means of the following expressions :

16h B3
Ay = 2 (J +1)°Byi1 (6.1)
327042 J 41
B = —r - - 6.2
e 3h2c 2J +3 (6.2)
93Bry+1 = gr41Briig (6.3)

where A, ;is Einstein coefficient for spontaneous emission, By j the one for stimulated
emission, and Bjjy; is the absorption coefficient between levels of quantum rotational
number J and J + 1. In these expressions, ¢ is the light velocity in the vacuum, h is
Planck’s constant, and y is the dipolar moment of the considered molecule (see Table 6.1).

Non less important are the set of rate coefficients data sets that are used to compute
an accurate collisional excitation of the molecules. The Table 6.2 provides the references
that provided the data set that we chose to implement in our LVG code. The Table 6.3
gives the corresponding input files characteristics for theses different data sets, referred
to as their code in it. Our LVG program contains an option that allows for the user to
choose the appropriate data set.

LVG input parameters. To compute molecular emission quantities at each point of
the shock, the LVG code requires some physical quantities computed by the shock code
at these points :
e necessary position parameters such as the arbitrary distance z (cm), the correspon-
ding neutral and ionic flow times timeN and timel (s);
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’ Characteristics \ Jinax \ Trnin \ Tinax \ Number of T’ \ Collision partners

Si0, T92 20 | 20 | 300 8 H,
Si0, S05 40 | 20 | 2000 11 H,
Si0, D06 20 | 10 | 300 30 H,
CO, FOl 30 | 5 | 400 41 o- and p- H,
CO, B02 8 | 5 | 100 11 ]
CO, B02 16 | 100 | 3000 11 ]
CO, C02 14 | 5 | 500 10 He
CO, S05 40 | 5 | 2000 14 o- and p- Hy

Tableau 6.3 — Input files characteristics for the different collisional data. Details on extra-
polation of these coefficients are given in Appendix J, as well as a computer program to
compute such extrapolations.

e physical parameters essential for the computation of the equations of statistical
equilibrium and for the calculation of molecular emission quantities : the neutral
velocity v, (cm s7!), the neutral temperature T, (K), and the velocity gradient
dvy/dz (s71);

e fractional abundance parameters for SiO and colliding species He and Hy x(SiO),
x(He), and x(Hs), and the associated density ng (cm™2).

For the purposes of the output files of the LVG code, some other useful parameters are
also called by the LVG code :

e ionic flow parameters such as the ionic temperature 7; (K) and the ionic velocity v
(cm s™1);

e fractional abundances of other species related to SiO like OH, Oy (that partner with
Si to produce SiO), Si, SiO, and SiH,.

LVG output quantities. Thanks to all these data, the LVG code is designed to com-
pute every useful emission quantity at each point of the shock :
e the level population distribution, and the corresponding Boltzmann distribution for
them ;
e the optical depth, given by :
3,2 -
— 87;: " n(Si0)

frlJ) _ fp(J+1)
grad_v X (J41)x (2J+ 1 2J+3 ) (6.4)

where 1 is the dipolar moment of the molecule, h is Planck’s constant, n(Si0) is
the abundance of SiO, grad v is the velocity gradient, and fp(.J) is the fractional
population of the rotational level J.

e the excitation temperature, that writes :

2hB J+1
Tl ] +1) = 5= % - ( S > (6.5)
(2J4+1) fp(J+1)

where kg is Boltzmann’s constant, and B is the molecular rotational constant ;
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e the line temperature, that is computed in two different fashions :

I(J,J+1) = Q%U +1)(1 — e m9n(BOLE(J) — BOLB(J +1)) (6.6)
_ he? n(Si0) fp(J + 1)B35,54+1 BOLB(J + 1)
L T+1) = @AJ“’J (2B(J + 1)) ( ~ BOLE(J) )( )

where ¢ is the vacuum speed of light, 3541 is the escape probability in a given
direction (see 5.61), Ay 11 is the Einstein coefficient for spontaneous emission, and
BOLE(J) and BOLB(J) are two convenient quantities expressed as :

([ fp())/(2] +3) -
BOLEW) = (fp(J+1)/(2J+1)_1> (68)

BOLB(J) — (exp (:J;B> - 1>_1 (6.9)
o (6.10)

where Tgp is the background temperature, set to 2.7 K.

Eventually the LVG program also computes integrated quantities through the whole
shock, such as the integrated intensity, based on the two different calculations on the
intensity, and the integrated intensity relative to that of the SiO (5-4) transition (for
observational comparisons purposes).

6.1.2 Solving the statistical equilibrium equations

The whole complexity of the LVG program lies in the method used for the calculation of
level populations, through the solving of the equations of statistical equilibrium. Various
expressions for this set of equations have been introduced in Subsection 5.4, starting
from 5.55 :

dni
dt

= — ni(Aiic1+ Biinidiin + Biicidic)
nilez’fl,z’Jifl,i
Nit1(Ait1i + Biv1idiiv1)

Z Z Neon (1 Cji = 1:Cij) (6.11)

coll j#i

leading to the final 5.58 formulation :

+ o+ o+

CZ? = — n (ﬁi,z‘+1Bi,z‘+1]c + Bic1,iAiic1 + Bic1iBii—1le + Z nHQCij>
J#i
+ ni1(Bic1iBic1ide + i, Ciza )
+ i1 (Biit1Aivr + Biis1Biviide + nu,Cigai
+ Z 1,1 O (6.12)

jAi—1,ii+1

124



6.1. Programming

Two approaches to solving for the level populations may be taken :

e integrate the set of Equations 6.11 or 6.12 in parallel with the dynamical, thermal,
and chemical rate equations of the shock wave, as is done currently for the Hs
molecule (Le Bourlot et al. (2002), see Section 3.2).

e assume local statistical equilibrium, i.e. set the lhs of Equations 6.11 or 6.12 to zero,
and solve a posteriori the resulting algebraic equations by matrix inversion, using
the physical structure provided by the MHD shock code. Since the radiative terms
J depend indirectly on the level populations through the escape probabilities and
excitation temperatures (Equation 5.56), the procedure must be iterated, updating
J with values of # and T,,. obtained from the previous iteration.

The former approach is preferable, particularly when the molecule under consideration
is an important shock coolant (e.g. Hy) — which is not the case of SiO. Furthermore,
the flow time in the SiO emission zone is sufficiently long that the assumption of local
statistical equilibrium is justified. Accordingly, we adopted the latter approach in the
present work. It is common to most applications of the LVG method to astrophysical
problems (e.g. Schilke et al. (1997), Neufeld and Kaufman (1993)) and has the advantage
of being less demanding in CPU time. For more significant coolants, such as CO, CO,
and HyO, the rate of cooling was computed in parallel with the shock dynamics, using
the cooling functions calculated by Neufeld and Kaufman (1993), by means of the LVG
method.

Although the two formulations are equivalent and converge to the same solution,
we have found that inversion of the latter matrix encounters numerical instabilities and
convergence problems at high optical depths, possibly due to round-off errors in the
(vanishingly small)  terms. In the first formulation, the radiative elements of the matrix
are never zero, even at high opacity, and we obtain much better convergence and accuracy.
Hence we have adopted (6.11) in the present calculations. In our program, the convergence
criterion is the following : the relative difference between successively computed level
population must be less than 10~#, for every computed level.

Eventually, the zero order estimate of the level populations (i.e. their first guess) at
each point of the shock must be specified. Two cases are considered :

e at the first point of the shock, this first estimate is provided by Boltzman’s distri-

bution of the level populations (LTE situation) ;

e at any other point of the shock, the zero order is chosen equal to the result of the
calculation at the previous point of the shock. Indeed, (for a reasonable choice of the
step) physical conditions are quite continuous along the shock, and level populations
of two neighbour points are expected not to be too different. The objective of this
method is to gain CPU time.

6.1.3 Algorithm diagram

The program then runs the following way :

1. Declaration of the variables : the number of rotational levels taken into account is
an input parameter of the program. J level has the energy

E;=hBJ(J+1) (6.13)
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where B denotes the rotational constant of the considered molecule, whose value is
given in Table 6.1.

Reading of the files paths : specification of the location of the directories where the
input files (that is the output files of the MHD code) and the output files of the
LVG code.

Opening of the input files, and of the output files where the results are about to be
written.

4. Reading of the number of points taken into account in the MHD code.
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Calls :

e reading of the collisional coefficients : the number of levels and temperature for
which the collisional coefficient rates are available, and the available collision
partners depend on the sources, and are summarized in Table 6.3 ;

e calculation (based on Equations 6.1, 6.2, and 6.3) or direct reading of the Einstein
coefficients of the considered molecule ;

First point of the shock :

e reading of the shock parameters (specified in Subsection 6.1.1)at this point ;

e statistical initialization of the level populations of the considered molecule (Boltz-
man’s distribution at the read temperature, see above) ;

e writing of these values in the output files.

Entry in the loop on the number of points in the shock :

e reading of the physical and chemical parameters at the given point ;

e calculation of the collisional coefficient rates at the temperature of the considered
point of the shock ; this calculation is done via a linear interpolation routine that
uses the tabulated values. We can summarize the run of the routine the following
sequence of steps :

reading of the input temperature, and depending on the case :

bracketting between two values of temperatures of the collisional excitation rate
coefficients array, and linear interpolation of these coefficients ;

attribution of the collision rate coefficients if the temperature belongs to the set
of temperatures for which the data is tabulated ;

attribution of the collision rate coefficient of the lowest temperature of the array,
if the neutral temperature is inferior to this value, and attribution of the
collision rate coefficients of the highest temperature of the array, if the neutral
temperature is superior to this value;

calculation of the corresponding de-excitation rate coefficients via the detailed
balance.

e entry in the lambda iteration :
first guess of the iteration : populations calculated at the previous point ;
calculation of the escape probability (see Section 5.2);

filling of the radiative and collisional matrixes (see Formula 6.11, on which ap-
pears the possibility to sum a collisional matrix added to a radiative matrix
multiplied by the escape probability) ;
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inversion of the total matrix, populations calculation ;

test of the convergence, and exit of the loop if the convergence criterion is verified,
that is (see above), if the maximal relative difference between populations
calculated in two successive iterations is not greater than 10~

e calculation of intensity and excitation temperatures for the considered transitions
by means of two formulas (both in kelvins) 6.6 and 6.7, and writing in the output
files of Texc, 75,541, intensity, populations, J, ... ; exit of the loop at the last point
of the shock;

8. Implementation of the integrated intensity in the output files until the truncation
point (see Subsection 6.5.1).
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’ variables declarations ‘

b

’ reading of the paths ‘

b

’ opening of the files

Finstein coefficient

calls

'

—  collision rates

’ first point of the shock : parameters initialization ‘

b

’ first point of the shock : populations calculation at LTE ‘

o

entering of the loop on the number of

points of the shock

!

’ reading /writing of the shock parameters ‘

interpolation calls
4{ entering the populations calculation loop
collisional matrix
escape probability calls -

<

'+ radiative matrix

’ populations calculation : matrix inversion ‘

o

c%}lculation of the excitation temperatures and line intensitiés

integrated intensities calculations
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level 0 \ 1 \ 5 \ 10 \ 15 |
fracpop 4.12 11.38 12.94 0.87 5.59 x 1073
fracpop ETL 4.12 11.38 12.94 0.87 5.59 x 1073
err 0.01 0.005 0.02 0.04 0.001
Texc (K) 25.00 25.00 25.00 25.00 25.00
[ level [ 20 25 30 35 40

fracpop 3.97 x 1072 | 3.28 x 10710 | 3.22 x 107 | 3.80 x 1072! | 5.42 x 1028
fracpop ETL | 3.97 x 1079 | 3.28 x 10710 | 3.22 x 10715 | 3.80 x 1072 | 5.42 x 10=28
err 0.009 0.006 0.004 0.01 0.007
Texc (K) 25.00 25.00 25.00 25.00 25.00

Tableau 6.4 — Comparisons of the fractional populations to the LTE situation, in the
collision dominated medium case. ‘err’ stands for the relative uncertainties between the
corresponding results. All results are in %, except the excitation temperatures (in K) :
these ones are given for the transition for which ‘level’ is the lower state. For instance, the
excitation temperature in the same column as the ‘0’ level is the excitation temperature
of the line 1 - 0.

6.2 Very basic tests

Before running our LVG code on the output files of the MHD code, we test in a few
simple situations on single point conditions. In order to simplify, all the tests that are
presented here are conducted with the SiO code. The CO code has been tested under
exactly the same conditions, and the results of the comparisons are the same for both
species.

6.2.1 Collision dominated medium

We first run the LVG code under the limit conditions of a collision dominated medium.
In such an hypothetical medium, ng, = 10° cm™3, n(Si0) = 1072 cm ™3, the temperature
T, = 25 K, and an arbitrary velocity gradient is chosen, corresponding to 30 km s~* over
5 pc. To perfect the concept of a purely collisional medium, all the matrix elements of the
radiative matrix are set to zero.

Under these assumptions, the Local Thermal Equilibrium conditions are expected to
take place, generating a Boltzmann distribution for the level populations. Additionally,
the excitation temperature of each transition are also expected to equal the kinetic tem-
perature of the gas.

The Table 6.4 shows the results of such a computation. the fractional population and
the equivalent LTE fractional population are provided on the first two lines for a samle
of representative levels, showing no significant discrepancy : the maximum relative error
is 0.04%. The excitation temperature is also displayed, and appear to perfectly meet our
expectations, being equal to the value of the kinetic temperature of the gas for every
transition, even at very low values of the fractional populations, for which computational
uncertainties might have tainted the results.
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[level [ 0 | 1 | 5 \ 10 \ 15 |
Texc (K) | 2.70 [ 2.70 2.70 2.70 2.70
fracpop | 33.97 | 46.97 | 3.36 x 1073 | 2.25 x 10710 | 4.54 x 107

[level [ 20 | 25 | 30 \ 35 \ 40 |
Texc (K) | 2.70 | 2.70 2.70 2.70 2.70
fracpop 0.00 | 0.00 0.00 0.00 0.00

Tableau 6.5 — Excitation temperatures and fractional populations, in the case of a radiative
dominated medium. fracpop are in %, and excitation temperatures in K : these ones are
given for the transition for which ‘level’ is the lower state. For instance, the excitation
temperature in the same column as the ‘0’ level is the excitation temperature of the
line 1 - 0.

6.2.2 Radiation dominated medium

We then consider the limit situation of a medium entirely dominated by radiation. The
temperature and velocity gradient are the same as in the previous subsection. But the
density of molecular hydrogen is ny, = 10° cm™3, and that of SiO n(Si0) = 1072 cm3.
The medium lies in the radiation field of a blackbody at a temperature of 2.70 K. In order
to make sure that no collisional process is possible, the collisional matrix elements are
set to zero. Eventually the escape probability is set equal to one, ensuring the medium to
be totally transparent to any emitted photon. Under such assumptions, the excitation of
every transition is expected to match the value of the background temperature.

The results can be seen in Table 6.5 : every excitation temperature is perfectly equal
to that of the background, even when the associated level populations are very low.

6.3 Other computational tests

The next step is to compare the results of our LVG code to previous calculations,
available in reference articles such as the molecular clouds study of Goldreich and Kwan
(1974). We also tested our program against codes available online, such as the RADEX one
(www.sron.rug.nl/vdtak /radex /radex.php). Again, we only present SiO results, but such
thorough examinations for CO were conducted, with similar levels of satisfying agreement.

6.3.1 Test of the level populations calculation

The third test that we run consists on a comparison with previously established results,
provided by Goldreich and Kwan (1974). In this article, the authors consider a medium
with the same characteristics as in the previous subsection : ng, = 10¢ cm™2, n(Si0) =
1072 cm ™3, the temperature T, = 25 K, and an arbitrary velocity gradient is chosen,
corresponding to 30 km s™! over 5 pc. Under these assumptions, the authors give a table
of results,for the first six levels of SiO (and CO).

The authors also provide their own set of collisional de-excitation rate coefficient, that
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[leel | 0 | 1 [ 2 [ 3 | 4 | 5 | 6 |
n ;(GK) | 0.1895 | 0.1316 | 0.0590 | 0.0148 | 0.0018 | 0.00012 | 0.000002
n 0.2158 | 0.1303 [ 0.0554 [ 0.0139 [ 0.0018 | 0.00016 | 0.000004

Tableau 6.6 — Comparisons of level populations : results of Goldreich and Kwan (1974) are
on the first line, ours on the second (no unit). n; corresponds to the fractional population
of the level divided by its statistical weight.

is the same for every considered rotational level, given by

hB
C = nH, < ovr > ﬁ (614)

where < gur > is the so-called ‘reduced rate coefficient’ : < v >=7 x 1072 T2 ¢cm? 571,

and where h is Planck’s constant, B is the rotational constant of SiO, and k is Boltzmann’s
constant. Excitation rate coefficients are calculated using the detailed balance. We have
adopted the same collisional rate coefficients in order to produce efficient comparisons.
The ‘spherical’ expression of the escape probability is also implemented, both for the sol-
ving of the equations of statistical equilibrium and for the derivation of the corresponding
line temperatures (equation 5.61). The molecular data that are used are the same as the
ones mentioned in the article.

Comparisons to Goldreich and Kwan’s results are provided in the Tables 6.6 (level
fractional populations divided by their statistical weight) and 6.7 (optical depth, excita-
tion temperature, and line temperature). We can see that for every computed quantity
the order of magnitude of the results are the same, and that the values do not differ
very much. Still some discrepancies remain, which can be accounted for by a mixture of
uncertainties : Goldreich and Kwan (1974) provide results for the 7 first rotational levels,
but might have used more for the computation’s purposes, and no details are given about
the escape probability approximations that were used in limit cases, nor concerning the
computational method that was used to solve the statistical equilibrium equations. A few
decades of computer science progresses also might explain some differences in the results.

6.3.2 Test of the excitation temperature calculation

Eventually we compare our results in terms of excitation temperatures with those of
similar LVG code. The first one is the code that was used in Schilke et al. (1997) article, ni-
cely provided by Malcolm Walmsley, and which is based on the same matrix inversion rou-
tine. The second one is the RADEX online code (www.sron.rug.nl/vdtak /radex/radex.php).

When comparing our results to those computed with the same code that was used ten
years ago, we proceed in the same fashion on the following questions :

e the Einstein coefficients are calculated inside the code, using the 6.1, 6.2, and 6.3

equations with the same values for the rotational constant and dipolar moment ;
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| transition [ 1-0 [ 221 [ 32 [ 43 | 54 | 65 |
7 (GK) 7.16 | 17.95[16.40 | 6.44 [ 1.01 | 0.07
T 10.78 [ 18.89 | 15.71 | 6.07 | 1.04 | 0.09
T exe(GK)(K) | 5.72 [ 520 | 4.52 |3.92 ] 3.85 ] 6.54
T coc(K) 415 | 4.89 | 453 [4.12]4.36 | 8.79
J(GK)(K) 2.95 | 2.26 | 1.41 [0.73]0.33 | 0.15
J(K) 1.40 | 1.96 | 1.41 | 0.86 | 0.53 | 0.35

Tableau 6.7 — Comparisons of optical depths (no unit), excitation temperatures (K), and
intensities (K) of the first transitions. ‘GK’ refers to the results of Goldreich and Kwan
(1974). Data with no suscripts are our results.

| physical parameter | st point (a) | 2nd point (b) | 3rd point (c) |

T, (K) 2.7 2.7 2.7
T, (K) 167.08 50 300
ng, (cm™) 3.71 x 10° 10° 10*
n(Si0) (cm™?) 4.78 1073 1073
dv,/dz (s71) 9.1 x 1071 101 10712

Tableau 6.8 — Physical parameters for our three reference points : background temperature,
neutral gas temperature, density, SiO abundance, and velocity gradient.

e the collisional rate coefficients are implemented following Turner et al. (1992), to
match this former program’s treatment ;

e the ‘spherical’ expression of the escape probability, both for the solving of the equa-
tions of statistical equilibrium and for the derivation of the corresponding line tem-
peratures (equation 5.61), in accordance with this former code. Particularly the
same developments are used for limit values of the optical depth.

Similarly, when comparing our results to those computed with the RADEX code, we

proceed in the same fashion on the following questions :

e the Einstein coefficients and collisional rate coefficients are directly taken from the
Leiden Atomic and Molecular Database (www.strw.leidenuniv.nl/moldata/), as it
is the case in the RADEX code;

e the expression of the escape probability follows that of the RADEX code, that is

EP(1) = % (1 — % + (% + %) 6_T> (6.15)

with simple maximum second order approximations in limit cases, although the ones
used by RADEX remain unknown.

Three single point calculations, with parameters provided in the Table 6.8 : background
temperature, neutral gas temperature, density, SiO abundance, and velocity gradient.
Figure 6.1 presents the results in terms of excitation temperature at these three points.
Comparisons were made between our LVG code (red data points, ‘G08’) and the code that
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Figure 6.1 — Single point comparisons for the excitation temperature comparison at the
three points specified in Table 6.8. Top, middle, and bottom panels respectively correspond
to the 1st, 2nd and 3rd point of the table. The left hand side panels present comparisons
with the LVG code that was used in Schilke et al. (1997), whereas the right hand side
ones compare our results with RADEX ones.
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was used by Schilke et al. (1997) (left hand side panel, blue data points, ‘Schilke et al.
(1997)’), and with the RADEX results (right hand side panels, green data points, ‘radex’).
The agreement between the results is very satisfying in both cases, and only exceeds a few
percents in tough conditions (first transition excitation temperature for the first point),
or on the ‘(b’)’ panel, for which the RADEX results show an unexpected behaviour for
Jiow > 30. Nevertheless, such excitation temperature concern poorly populated levels that
are not likely to significantely take part to the emission results.

6.4 Consistency of the LVG approach

A priori, the use of the LVG approach is justified by the values of the molecules critical
densities, as presented in the tables of Appendixes H and I, with the different collision
partners considered in the present study.

In this Section, we study the relevance a posteriori of the use of a LVG code to model
the emission from the shock region. We make use of a C-type reference shock model with
the following characteristics : the pre-shock density ny = 10° cm ™3, the shock velocity
vs = 30 km s, and the magnetic field parameter b = 1.

6.4.1 Optical depth evolution through the shock
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Figure 6.2 — Optical depth (left hand side panel, dashed curves) and integrated intensity
(right hand side panel, continuous curves) evolution through the C-type reference shock
model specified in Section 6.4, for the three representative rotational transitions (1-0),
(5-4), and (10-9) of SiO. For each panel, the neutral temperature profile is also indicated
in black.

The relevance of the use of an elaborate LVG method must be checked first. In fact,
a simpler code with simpler assumptions and approximations might have been efficient
enough to model the emission in the considered shocked regions.

The Figure 6.2 partially dispels this doubt, on the example of the above reference
shock model. On the left hand side panel, the neutral temperature profile is plotted along
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with the optical depth evolution of three representative rotational SiO transitions : (1-0),
(5-4), and (10-9), against an arbitrary distance parameter. On the right hand side panel,
the same neutral temperature profile is superposed with the integrated intensity profiles
of the same transitions. The spread of the values range covered by the optical depth in
the corresponding emission region confirms that no simpler code would have allowed for
a better treatment of the radiative transfer. For example a program based on optically
thin modelling only would have been irrelevant in this context.

6.4.2 LVG criterion

Another ‘test of consistency’ consists on the checking of the LVG criterion validity
along the shock, as the LVG approximation has been done and the program has been
built on it.
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Figure 6.3 — Consistency of the LVG method for the C-type reference shock model indi-
cated in Section 6.4.

We have seen in Section 5.2 that the LVG approximation is justified when the Doppler
shift induced by the velocity gradient and estimated over a characteristic length of the
shock, overcomes the thermal width of the considered line. Then, line photons are re-
absorbed only within a region of size< L, where physical conditions and SiO excitation
are uniform. This criterion may be rewritten as

Av = (%) L > vy, (6.16)

z

where vy, is the thermal velocity (corresponding to half the FWHM of the considered
line), and where Av denotes the velocity variation (associated to the Doppler shift) over
the characteristic length L. dv/dz stands for the velocity gradient. In terms of velocity
gradients, this criterion writes

(%) > v/ L (6.17)
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vy can be computed in each point of the shock thanks to its definition

8kpTh
TUMH

(6.18)

Uth =

where pmy is the mass of one SiO molecule, kg is Boltzmann’s constant, and 7}, is the
neutral temperature, evaluated in each point of the shock.

Finally the characteristic length that we use is the one of neutral temperature varia-
tions, and we calculate it in each point of the shock

1,

L= e (6.19)

Figure 6.3 shows the comparison of the quantities of equation 6.17 for each point of
the shock. The LVG criterion may be seen to be verified throughout the cooling flow of
the shock wave, where the bulk of the SiO emission arises. It is not verified in the far
post-shock region, where the computed velocity gradient tends to zero; but this region
makes a negligible contribution to the line flux, owing to the low escape probabilities.
On this figure, vy, /L is very simply estimated, since dT},/dz is calculated between two
successive points. This explains the non smooth aspect of the corresponding curve.

6.5 Influence of some parameters relative to LVG and
MHD codes

For the purposes of this section, we make only use of the so-called reference model,
already used by Schilke et al. (1997) for which : ngy = 10° em™3, v = 30 km s™!, and
b = 0.63, corresponding to B = 200uG. In this Section, we study the influence of important
parameters on the SiO modelled emission. These parameters can appear either in the shock
or in the LVG program.

6.5.1 Influence of the truncation of the calculation of integrated
intensity

In the shock program, the post-shock processes are not taken into account a very rea-
listic fashion. Because of the plane parallel geometry of the model, the species accumulate
themselves in the post-shock region. In practice, such an accumulation is never observed,
the shocked gas being able to flow along the shock. This problem raises the question of
the point at which the LVG calculations are stopped in the post-shock regions. In other
terms, the width of the shock, over which the integrated intensity is calculated has to be
decided, which also means the influence of the shock age on the LVG calculations has to
be reviewed.

In this Subsection, we investigate the influence of the choice of the truncation point,
i.e. the point at which the LVG calculations are stopped in the post-shock, on the C-type
reference model mentioned above. On the top panel of Figure 6.4, the neutral temperature
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Figure 6.4 — Top panel : temperature (neutral) and (ionic and neutral) velocity profiles of
the reference shock model specified in Section 6.5. Middle panel : corresponding Si-bearing
species fractional abundance profiles. Bottom panel : corresponding integrated intensity
evolution for three representative transitions (1-0), (5-4), and (10-9).
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and fluid velocity profiles are plotted against the distance. The corresponding Si-bearing
species fractional abundances profiles are plotted on the middle panel of the same Figure,
whereas the bottom one shows the evolution of the integrated intensity of three repre-
sentative SiO rotational transitions ((1-0), (5-4), (10-9)) through the shock. On all these
curves, four points are highlighted, corresponding to evolutionary ages of 10, 100, 1000,
and 10000 years in terms of neutral flow time.

The truncation effects on the integrated intensity can be seen on the bottom panel of
Figure 6.4 :

e if the calculation is stopped after 1000 years, the integrated intensity has already
reached a plateau, and the taking into account of further layers of the post-shock
region won’t modify its value;

e before 1000 years, the integrated intensity value strongly depends on the truncation
time, as SiO is still emitting in this part of the shock.

These trends can be interpreted by means of the top panel of the same Figure : after
1000 years, the medium is cold, and the velocity gradient tends to zero, thus generating
no further SiO emission. SiO fractional abundance has no effect here, being almost the
same at 100 and 1000 years, as can be seen on the middle panel. On the contrary, at
100 years, the temperature and velocity gradients are significant enough to account for
SiO emission.
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Figure 6.5 — Absolute integrated intensity diagram for the reference model, obtained with
various truncation times : 100, 1000, and 10° years.

Nevertheless, the necessary time to reach its final integrated intensity value depends
on the considered line, as can again be seen on the bottom panel of Figure 6.4 : the (10-9)
transition seems to be the first line to reach its final value, soon followed by the (5-4) line,
and the (1-0) transition. This is explained by the fact that the higher the transition is,
the higher the temperature must be to generate its collisional excitation (see for example
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the rotational levels diagram in Appendix F). At the temperatures existing between 100
and 1000 years, the (1-0) transition radiates more intensity than the (10-9) one.

This also explains why higher transitions are less affected by the truncation of the
calculation of their integrated intensity, which can be seen on the integrated intensity
diagram shown on Figure 6.5. The reaching of a plateau after 1000 years can also be
seen on this Figure, as the diagrams corresponding to this value and to a truncation of
10000 years are exactly the same, whereas a shorter truncation generates lower emission.
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Figure 6.6 — Line profiles for the reference model, for three selected transitions (1-0), (5-4),
and (10-9).

The line profiles corresponding to the transitions shown on Figure 6.5 are plotted on
Figure 6.6, and also illustrate these results. On the X-axis of this Figure is the neutral
velocity in the reference frame of the shock, whose lower values correspond to the pre-
shock region. Through the shock, the neutral velocity in this frame increases, as can be
seen thanks to the ages indication points on the curves. On the right hand side, the line
temperature curve becomes a vertical line, corresponding to the accumulation of SiO in
the post-shock gas phase at constant neutral velocity. This emission no longer contributes
to the integrated intensity (there is no surface under the curve), and corresponds to the
integrated intensity plateau. This Figure also shows the effects of the truncation on the
shape of the considered profile, its influence decreasing for higher transitions that require
higher temperatures to generate emission.

In the following studies, when investigating C-type shock models, the truncation time
is the one necessary for the integrated intensity to reach the plateau. When simulating
non-stationary shock models, the problem is simpler : the calculation time is taken equal
as the evolutionary shock age.
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6.5.2 SiO formation reaction rates

We have seen in Subsection 5.1.2 the importance of the reaction rates of formation
of SiO from Si, which is released into the gas phase by the sputtering of the grains, namely

Si+0, — Si0O+0 (6.20)
Si+OH — SiO+H (6.21)

for which the following rate coefficients (cm?3 s™!)

ki = 27x 100 exp(—111/T) (6.22)
ky = 1.0x 1070 exp(—111/T) (6.23)

were adopted by Schilke et al. (1997) from the compilation of Langer and Glassgold
(1990). The exponential factor in equation 6.22 derives from the argument Graff (1989)
that the reactions proceed only with the fine-structure states of Si (3p? 3P ;) with J > 0,
of which J = 1, which lies 111 K above the J = 0 ground state, is the more significantly
populated at low temperatures. More recently, the rate coefficient for reaction (6.20) has
been measured at low temperatures (15 < 7' < 300 K) by Le Picard et al. (2001) and
found to be given by

k= 1.72 x 1071°(T/300) " exp(—17/T). (6.24)

We have adopted (6.24) and the same expression for ky. Evidently, the differences
between the present and previous values of these rate coefficients are most significant for
temperatures T' < 100 K, i.e. in the cooling flow of the shocked gas.

In this Subsection, we study the influence of the choice of the reaction rates for reac-
tions 6.20 and 6.21 on the results in terms of SiO emission, thanks to the reference model
specified above. We investigate two different implementations, the first one correspon-
ding to the compilation og Langer and Glassgold (1990), as expressed in Equations 6.22
and 6.23, the second one to that of Le Picard et al. (2001) measurements (6.24 for both
reactions).

Th Figure 6.7 shows the characteristic shock profiles obtained with both scenarios.
As SiO is not very abundant in the gas phase, the molecular cooling it generates is not
significant, and does not modify the temperature profile of the shock, which is the same
in both situations (top panel). On the contrary, Si-bearing species fractional abundance
profiles are different in the two considered cases : before 3 x 10'5 ¢cm, more SiO is produced
with Langer and Glassgold (1990) reaction rates, before the situation inverts itself. After
this arbitrary distance, not only Le Picard et al. (2001) reaction rates generate more SiO
production in the gas phase, the maximum is reached for both SiO fractional abundances
shortly after, which means that the maximum value obtained with Le Picard et al. (2001)
is slightly higher than the one obtained with Langer and Glassgold (1990) ones.

The bottom panel of Figure 6.7 shows the integrated intensity evolution in both cases
for three representative rotational transitions (1-0), (5-4), and (10-9). With Langer and
Glassgold (1990) rates, the integrated intensity is clearly greater than with Le Picard
et al. (2001) ones until 3 x 10 cm because of the higher abundance of SiO mentioned
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Figure 6.7 — Top panel : temperature profile of the reference shock model. Middle panel :
corresponding Si-bearing species fractional abundance profiles, obtained with respectively
Le Picard et al. (2001) (continuous curves) and Langer and Glassgold (1990) (dotted
curves) SiO formation reaction rates. Bottom panel : corresponding integrated intensity
evolution for three representative transitions (1-0), (5-4), and (10-9).
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Figure 6.8 — Absolute integrated intensity diagram for the reference model, obtained with
respectively Le Picard et al. (2001) (continuous curves) and Langer and Glassgold (1990)
(dotted curves) SiO formation reaction rates.

above. After this arbitrary distance, the difference between the two integrated intensities
decreases when the SiO fractional abundance and the velocity gradients are still high en-
ough to generate a significant emission, without vanishing. In fact, the plateau is reached
soon after for the integrated intensity, due to the physical conditions : the temperature,
fractional abundance and velocity gradients are not sufficient to generate significant emis-
sion for the two scenarios to tend towards the same values. This is less true for the lower
transitions, that still can be excited despite low temperatures conditions (see for example
the rotational levels diagram in Appendix F), and for higher transitions, whose excitation
remain low anyway, as can be seen on the integrated intensity diagram on Figure 6.8.
Again, line profiles also illustrate these conclusions, on Figure 6.9. In the case of Langer
and Glassgold (1990) reaction rates, the profiles are broader towards the beginning of the
shock, because more SiO is produced earlier, hence excited in this case. This is not true
though for the (1-0) transition owing to the high temperatures at which SiO is produced,
which tend to favor higher transitions. The maximum line temperatures that are reached
are slightly larger with Le Picard et al. (2001) rates, owing to the fact that SiO maximum
fractional abundances are also slightly higher in this case. Complementary parameters,
both concerning the shock code and the LVG code, are investigated in Appendix K.
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Figure 6.9 — Line profiles for the reference model, obtained with respectively Le Picard
et al. (2001) (continuous curves) and Langer and Glassgold (1990) (dotted curves) SiO
formation reaction rates, for three selected transitions (1-0), (5-4), and (10-9).
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7

Schilke et al’s reference model studies

Dans ce chapitre, les différences notables de notre étude avec les résultats des tra-
vaux antérieurs réalisée par Schilke et al. (1997) sont énumérées, dans le cas de I’émission
de la molécule de SiO dans les chocs stationnaires de type C. Les différences en termes
de modélisation sont d’abord présentées, tant pour le code de choc que pour le trans-
fert de rayonnement. Les divergences de résultat sur I’exemple d’un modéle de référence
sont ensuite analysées. L’influence de paramétres physiques tels le champ magnétique et
Iinclinaison du flot observé par rapport a la ligne de visée est enfin décrite.

7.1 Differences with Schilke et al.’s methods

7.1.1 Differences in the shock code

The ways the physics of shocks are handled and general processes are taken into
account by the shock code are described in the Chapter 2, with some extensions in Ap-
pendixes A and B. The fashion in which the processes related to molecular hydrogen are
treated is detailed in Section 3.2.

In these Chapters, the way the shocks are treated (Section 2.1) and their equations
are written down (Section 2.2), as well as the handling of the source terms for these
equations (Appendixes A and B) are common to the version of the shock code that was
used by Schilke et al. (1997). Similarly, their version of the shock code already made use of
an extensive chemical network including about a hundred species bound by approximately
a thousand reactions (see for example Subsection 2.3.1.

On the contrary, the treatment of molecular hydrogen as presented in Section 3.2 is
the result of revisions that have taken place since Schilke et al. (1997)’s article (see the
references listed in this Section). In addition to this, the present work uses the state-of-
the-art calculation of Wrathmall et al. (2007) for the H-H, collisional rate coefficients set
(see Section 3.4). Another important update of the shock code concerns the treatment of
the charge and of the dynamical effects of the grains, as introduced in Subsection 2.3.2.
The problem of critical velocities has also been investigated (following the references cited
in Subsections 2.3.3 and 2.3.4), leading to the settings of new upper limits for the possible
C-type shock velocities.
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7.1.2 Differences in the LVG code

The implementation of the radiative transfer is presented in Chapter 6. In particular,
the choice of the molecular constants (rotational constant and dipolar moment) for SiO
is given in Table 6.1, and is fairly the same as that of Schilke et al. (1997)’s study. The
choice of two additional sets of molecular data differs between our study and the one of
Schilke et al. (1997), leading to minor discrepancies (a few percents) in the results of the
LVG code (for example in terms of excitation temperatures) :

e in Schilke et al. (1997)’s investigation, the Einstein coefficients were calculated in situ
by the LVG code, using the expressions 6.1, 6.2, and 6.3, whereas we use the list re-
cently provided by the Leiden Atomic and Molecular Database (www.strw.leidenuniv.nl/moldata/) ;

e in Schilke et al. (1997)’s investigation, the Turner et al. (1992) set of collisional rate
coefficients with Hj as a unique collision partner were implemented, for j,, < 20, and
for eight given temperatures between 20 and 300 K. We use the more recent work of
Dayou and Balanga (2006), with the same number of rotational levels being taken
into account, but with more working temperatures available (30) between fairly the
same limits (10 to 300 K). Again the influence of this choice is not significant in
terms of excitation temperatures for example. Furthermore, we included collisions
with Helium thanks to the work of Dayou and Balanca (2006) in our equations of
statistical equilibrium (see 6.2 and 6.3 for the details of these references).

More important is the choice of the escape probability expression that is used in the
solving of the set of equations of statistical equilibrium. We favored the use of the approxi-
mation of Neufeld and Kaufman (1993) (Expression 5.37), simpler and more convenient
in our plane parallel geometry, whereas Expression 5.61 was used by Schilke et al. (1997).
The influence of such a choice has been studied thoroughly, and is presented in Subec-
tion 6.5.1.

7.1.3 Other differences : chemistry

This Subsection can be found in Gusdorf et al. (2008a).
SiO formation. As specified in Subsection 6.5.2, the two reactions 6.20 and 6.21 are of
crucial importance for the formation of SiO. While Schilke et al. (1997) implemented Lan-
ger and Glassgold (1990) rate for those, we take benefit from the experimental work of Le

Picard et al. (2001) that has taken place in the meantime. The influence and consequences
of such a choice are studied in Subsection 6.5.2.

SiO destruction. The abundance of SiO is limited by its conversion to SiOs in the
reaction with OH

Si0+OH —s SiO,+H (7.1)

whose rate coefficient remains subject to considerable uncertainty. We adopt the same
expression as Schilke et al. (1997), viz.

ke = 1.0 x 10~'%(T/300)°7 (7.2)
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in units of cm® 1. However, we note that Zachariah and Tsang (1995) calculated a barrier
of 433 K to reaction (7.1), and a rate coefficient

ke = 2.5 x 107'*(T/300)°™ exp(—613/T);

see the discussion of Le Picard et al. (2001). At 7" = 300 K, the latter rate coefficient is 30
times smaller than the former. In the ambient (pre-shock) and the post-shock gas, where
T =~ 10 K, the existence of an activation energy of several hundred kelvin would prevent
the oxidation of SiO in reaction (7.1) from occurring. The rate coefficient for reaction (7.1)

in the UMIST data base (Le Teuff et al. (2000)) is
kg =2.0x 107"

in cm?® s7', which is 50 times smaller than (7.2) at 7' = 10 K. Fortunately, the conversion
of SiO into SiOs occurs in a region which is too cold and optically thick to contribute to
the SiO line intensities, and so the uncertainty in the rate coefficient for reaction 7.1 is
not significant in the present context.

The oxygen scenario. Schilke et al. (1997) made the implicit assumption of a che-
mical equilibrium to simulate the initial state of the gas. In such an equilibrium, the
initial fractional abundance of O, is approximately 107°, whereas observations with the
Odin satellite (Pagani et al. (2003), Larsson et al. (2007)) have placed upper limits of
n(0g)/n(Hy) < 1077, In view of these measurements, we have considered two scenarios,
both with an initial gas—phase fractional abundance n(Os)/ng = 1.0 x 1077, as a conse-
quence of the freeze—out of oxygen on to grains, but with differing assumptions regarding
its chemical form in the grain mantles.

e the molecular oxygen which formed in the gas phase was adsorbed on to the grains,
where it remained as O, ice in the pre-shock medium, with a fractional abundance
of 1.3 x 107°, relative to ny. The initial fractional abundance of H,O ice is an order
of magnitude larger than that the fractional abundance of Oy ice;

e atomic oxygen was adsorbed on to the grains before Oy was synthesized and subse-
quently hydrogenated to HyO ice in the grain mantles of the cold pre-shock medium.
The fractional abundance of HyO ice increases by only 25% as a consequence, to
1.3 x 107

7.2 Reference model

This Section can be found in Gusdorf et al. (2008a).

7.2.1 The shock structure

First, we compare the computed shock structure with that of Schilke et al. (1997), for
a reference C-type shock model, in which the pre-shock density ng = 10° cm™2 and the
magnetic field strength B = 200 pG, and the shock velocity v = 30 km s!. The most
striking difference between the current and the previous model is that the width of the
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shock wave decreases by a factor of approximately 4, to 5x 10*® cm, from 2 x 10'% ¢cm in the
study of Schilke et al. (1997) ; see Figure 7.1a. This difference is attributable to the more
accurate treatment of the coupling between the neutral fluid and the charged grains in
the current model and is an indication of the significance of the inertia of the (negatively)
charged grains in dark clouds, in which the degree of ionization is low. With the narrower
shock wave is associated a higher maximum temperature of the neutral fluid, as there is
less time for the initial energy flux, p,v3/2, associated with the bulk flow, to be converted
into internal energy of the Hy molecules or to be radiated away. Thus, T}, ~ 4000 K here,
compared with 7}, =~ 2000 K in the model of Schilke et al. (1997).

There are chemical differences between the models also, which are related in part to

the changes in the shock structure; these differences may be summarized as follows :

e the fraction of the Si in the grain cores which is released into the gas phase by
sputtering is approximately ten times smaller in the current model than in the
model of Schilke et al. (1997). This reduction is attributable partly to the sputtering
yields, which have higher thresholds and are smaller for olivine (MgFeSiO,4) than
for the amorphous silica (SiO3) considered by Schilke et al. (1997); but the main
reason for the decrease is the enhanced coupling between the neutral fluid and the
charged grains, which reduces the shock width and hence the time available to
erode the grains. On the other hand, the magnitude of the ion—neutral drift speed is
similar in both calculations. As a consequence of the reduction in the shock width,
the integrated SiO line intensities predicted by the current model are smaller, in
general, than calculated by Schilke et al. (1997); see the following Sections;

e the displacement of the maximum fractional abundance of SiO, which forms in the
gas—phase reactions 6.20 and 6.21, from that of Si, which is eroded from the grains, is
a more significant fraction of the shock width in the current model; cf. Figure 7.1b.
The initial fractional abundance of O, in the pre-shock medium is lower here, by
a factor of approximately 10, than in the model of Schilke et al. (1997), delaying
the initial formation of SiO. The Oy is assumed to be predominantly in the form of
ice, which is sputtered rapidly from the grains in the early stages of development
of the shock wave, as may be seen from the two orders of magnitude increase in
the fractional abundance of gas—phase Oy, apparent in Figure 7.1c. The fractional
abundances of Oy and OH decrease subsequently, at high kinetic temperatures,
owing to their dissociation by H in the chemical reactions Oo(H, O)OH and OH(H,
O)Hy. The former reaction, which is endothermic by over 8000 K, proves to be less
effective in destroying O, over the smaller width of the current shock model (see
Figure 7.1c) than was the case in the calculations of Schilke et al. (1997). On the
other hand, the lower energy threshold of 17 K in reaction (6.24) allows oxidation
reactions to proceed further into the post-shock region, compared with Schilke et al.
(1997), whose adopted threshold was 111 K. As a consequence, conversion of Si into
Si0 is slower initially but more complete eventually than predicted by Schilke et al.
(1997) ;

e SiO, is removed more rapidly from the gas phase in the current model. The com-
pression is more rapid than in the model of Schilke et al. (1997), and so the rate
of adsorption of molecules to grains (“freeze—out”) is higher. If the oxidation of SiO
in the reaction SiO(OH, H)SiO, has an activation energy of several hundred kel-
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Figure 7.1 — (a) Temperature of the neutral fluid and velocity profiles of the neutral and charged fluids,
predicted by the present C-type shock model. The shock parameters are ng = 10° cm ™2 and B = 200 uG
in the pre-shock gas, and v = 30 km s™!, ( =5 x 10717 s71. The fractional abundances of selected (b)
Si-bearing and (¢) O-bearing species are plotted also (cf. Schilke et al. (1997), fig. 2). On the bottom
figure, the dotted line corresponds to the ice HyO scenario, and the semi-dotted ones to the O5 scenario.
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vin (Zachariah and Tsang (1995); see Subsection 6.5.2), the maximum fractional
abundance of SiOy would be reduced still further.

Regarding the initial Oy scenario, it turns out that the first scenario (in which Oy is
initially adsorbed on to grains) is practically equivalent to assuming that the Oy is initially
in the gas—phase (see Figure 7.1c), as its release from the grain mantles occurs early and
rapidly (on a timescale of a few years for the model in Figure 7.1) in the shock wave. On
the other hand, the second scenario can result in reduced levels of oxidation of Si to SiO
in the gas—phase (cf. Fig. 7.1), depending on the relative importance of reactions 6.20 and
6.21 in the oxidation process. In what follows, we present results corresponding principally
to the first scenario, with the second being considered mainly in Section 8.3.

The observable quantities are the intensities of the rotational transitions of SiO and
the velocity—profiles of these emission lines. Having computed the shock structure, we
evaluate the line intensities and profiles as described in Chapters 5 and 6, assuming that
the shock is viewed face—on.

7.2.2 Physical conditions in the SiO emission region

Figure 7.2 illustrates the variation of physical conditions throughout the formation
region of the SiO 54 rotational line for our reference model with nyg = 10° cm ™3, vy =
30 km s!, and b = 0.63. It may be seen that the line is optically thin through most of the
hot precursor (where the flow speeds of the charged and neutral fluids differ), due to both
the low SiO abundance and the large velocity gradient there. Therefore the line intensity
is low despite a high kinetic temperature. At the rear of the shock wave, approaching
maximum compression, the synthesis of SiO and the steady decrease in velocity gradient
eventually raise the optical depth in the line, and the 5—4 intensity peaks, with the line
temperature attaining values close to the local kinetic temperature of the neutral fluid, 7, ;
that is, the line approaches LTE. The intensity then declines rapidly as the gas cools; the
decline occurs in 500 years for the model shown here. This behaviour is insensitive to the

rate of re-adsorption of SiO on to the grains, which occurs over much longer timescales.

7.2.3 The reference model’s line profiles

In Figure 7.3, we compare the intensity profiles of various rotational lines, as functions
of the flow speed of the neutral fluid, expressed in the frame of the pre-shock gas, for our
reference model : ny = 10° ecm ™3, v, = 30 km s™!, and b = 0.63. The profiles are seen to be
narrow (widths of 1-2 km s™1), with similar shapes and peaking within 2 km s™! of v, as
expected for compressed material at the rear of the shock wave.! Note that the transition
2—1 peaks further into the cooling flow, because the lower j—levels are repopulated from
the higher levels as the temperature falls.

IThe maximum compression of the post-shock relative to the pre-shock gas, v/2vs /va, where vy is the
shock speed and va is the Alfvén speed in the pre-shock gas, occurs when the magnetic pressure in the
post-shock gas is equal to the initial ram pressure. It follows that the flow speed in the post-shock gas
cannot fall below v = va/ V2 = 1.3b km s~ in the shock frame, where b is the scaling parameter of
the magnetic field, defined in Subsection 2.1.3.
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Figure 7.2 — (a) The temperature of the neutral fluid, 7,, the brightness temperature,
T(5 —4), in the j = 54 line, and the compression factor, ny/ny(initial); (b) the the
optical depth, 75_4 in the 5-4 transition and the fractional abundance of SiO, n(SiO)/ny,
as functions of the flow time of the neutral fluid, ¢t,,. The model parameters are ny =
105 em™3, v = 30 km s7!, and b = 0.63.
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Figure 7.3 — The velocity profiles of transitions from rotational levels 7 — j — 1 of
Si0, computed for our refeence model, viewed face—on. Only those lines detectable from
the ground are shown. The model parameters are ny = 10° ecm™3, B = 200 pG, and
vs = 30 km s~!. The flow speed is in the reference frame of the pre-shock gas. The neutral
temperature profile, T, is shown also, as are indicative values of the flow time of the
neutral fluid.

The general shape and centroid velocities are globally similar to those found by Schilke
et al. (1997) (their Figure 3b where the profiles were plotted in the shock frame), although
the differences between the various lines are less significant in the present calculations.
Also, the emission wing from the fast precursor, at the start of the shock wave, is weaker
in the current models, owing to the delay in SiO formation (see Subsection 7.2.1), making
our line profiles narrower than in Schilke et al. (1997). Note that including local thermal
broadening in our profile calculations would not significantly change our predicted SiO line
width of 1-2 km s—1, because the SiO emission peaks at low temperatures, 7, < 100 K,
where the Doppler width is y/kT/44myg < 0.1 km s~

7.3 Influence of physical parameters

The results of this Section can be found in Gusdorf et al. (2008a).

7.3.1 Influence of the transverse magnetic field strength

The existence of a magnetic field transverse to the direction of propagation is a ne-
cessary condition for a C-type shock wave to form, and it is instructive to consider the
variation of the structure of the shock wave with the strength of the magnetic field. Energy
equipartition arguments, applied to the magnetic and thermal energy densities in the pre-
shock molecular gas, of particle density n(Hz) + n(He) = 0.6ny and kinetic temperature
T, suggest that B?/(87) ~ nykgT and hence that B = bn;®, where b is a scaling parame-
ter (cf. Subsection 2.1.3) such that B is in 4G when ny is in cm™2. In gas of T = 10 K,
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equipartition with the thermal energy implies b = 0.18. However, we note that such a low
value of b is inconsistent with the existence of a steady—state C-type shock wave when
ng = 10° em ™ and vg > 10 km s, as the corresponding ion magnetosonic speed in the
pre-shock gas (9.7 km s™!) is lower than the shock speed.
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Figure 7.4 — (a) The ion—neutral velocity difference, Av = |v; — v,], and (b) the fractions
of Mg, Si and Fe eroded from olivine (MgFeSiO,4) grains, computed as functions of the
transverse magnetic field strength, B, in the pre-shock gas; ny = 10° cm™® and v, =
30 km s7L.

In Figure 7.4, we present results as a function of the transverse magnetic field strength,
for the parameters of the model of Schilke et al. (1997) : ng = 10° cm™2, vy = 30 km s™1,
and a magnetic field scaling parameter b in the range 0.5 < b < 5. We recall that Schilke
et al. (1997) adopted B = 200 uG, corresponding to b = 0.63. This value of b is consistent
with the analysis of Zeeman measurements by Crutcher (1999), who concluded that there
was an approximate equipartition of the magnetic and kinetic energy densities in the
molecular clouds that he had observed. It may be seen from Figure 7.4 that increasing
the magnetic field inhibits the release of Si from refractory grain cores in the shock wave,
owing to the reduction in the maximum ion—neutral velocity difference, Awv.

The effect of varying the scaling parameter, b, on the emergent SiO line intensities is
shown in Figure 7.5, for our reference model.

In panels (a) and (b) of Figure 7.5 are plotted the predicted line profiles, peak tempe-
ratures, and integrated intensities of the SiO 54 line, for various values of b. It may be
seen that the maximum intensity is reached for intermediate values of 0.63 < b < 1. At
smaller b, SiO is less abundant : the shock wave is narrower and hotter, and so O, is more
readily destroyed by H, resulting in incomplete oxidation of Si into SiO. At larger b, the
SiO emission decreases owing to less efficient sputtering of Si (see Figure 7.4b) at the lower
ion-—neutral drift speeds. In particular, the predicted intensity drops from Tjeac = 10 K at
b = 2 to practically zero at b = 3.

Panels (c) and (d) of Figure 7.5 show the relative peak and integrated line tempera-
tures, as functions of j,,, for various values of b < 2 (curves for b > 2 are not shown as
they lead to negligible SiO emission). It may be seen that the values 0.63 < b < 1, which
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Figure 7.5 — (a) The SiO 5-4 line temperature, as a function of the flow speed of the
neutral fluid, in the reference frame of the pre-shock gas, for the specified values of the
magnetic field parameter, b; (b) the peak and integrated intensities of the 54 line, as
functions of b; (c) the integrated and (d) the peak intensities of rotational emission lines
Jup — Jup — 1 of SiO, relative to the 5-4 transition, for the specified values of b. All

calculations for v = 30 km s~! and ny = 10° cm 3.
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give rise to the strongest 54 emission, also yield the highest relative intensities of lines
from j,, > 7. For example, the intensity of the 11-10 line, relative to 54, is 3 to 4 times
larger than when b = 0.5 or b = 1.5. Comparison with Figure 8.5 will suggest that this
dependence on b may be difficult to distinguish observationally from variations in shock
speed. A less ambiguous indication of the value of b might be obtained from the width of
the cooling zone, which increases as b2, from 10'® ¢cm for b = 0.4 to 2 x 10*¢ cm for b = 2
and for the parameters of our reference model (see Figure 7.4a).

7.3.2 Influence of the viewing angle
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Figure 7.6 — Effect of the inclination angle, #, on the integrated and peak intensities of
the 54 line.

Statistically, there is a low probability that a planar shock should happen to be viewed
face-on. Accordingly, we have explored the effects on the SiO rotational line intensities
of varying the viewing angle, for the case of our reference model, using the formula L.53,
derived in Appendix L.

The variations of Tpeax(5 — 4) and TdV (5 — 4) with viewing angle, 6, are plotted in
Figure 7.6. The peak intensity is almost unaffected by the inclination, as the line is already
optically thick for a face-on view (see Equation L.53). On the other hand, the velocity
projection reduces the line width, and the integrated intensity, 7'dV, declines steadily
with increasing viewing angle — by up to a factor of 2 at 75°. However, such a variation
would be difficult to deduce from observations, given the typical uncertainties in beam
filling factors.

Panels (a) and (b) of Figure 7.7 illustrate the changes in the (relative to 5-4) peak
and integrated SiO line temperatures. Significant changes, compared with viewing face—
on, are seen only for inclinations greater than 60° from the normal, and they affect only
the optically thin lines j,, < 3 and j,, > 12. The main change in the curves for the relative
integrated line temperatures (panel (b) of Figure 7.7) is that the maximum occurs at lower
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Figure 7.7 — Effect of the inclination angle, 6, on (a) the peak, and (b) the integrated
intensities of the rotational emission lines of SiO, relative to the 5—4 line.
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Jup @s 0 increases ; this effect could be easily confused with a face—on shock of slightly lower
pre-shock density (cf. Figure 8.5). The relative peak temperature (panel (a)) is even more
strongly modified, with an upward turn of the curve at j,, < 4. The latter characteristic
appears to be the only unambiguous signature of a viewing angle > 60° in the context of
our one-dimensional models.
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8

Comparisons with observations

Dans ce chapitre, I’émission de la molécule de SiO dans les chocs stationnaires de type
C est étudiée et comparée aux observations disponibles pour le flot bipolaire L1157, dans la
continuité du travail de Schilke et al. (1997). Les modéles d'une large grille de chocs sont
comparés aux données observationnelles sous diverses hypothéses d’abondance initiale
de dioxygéne. Les conditions physiques associées & ces modeéles de chocs sont ensuite
systématiquement fournies, toujours a des fins de comparaison avec des observations.
The results of this Chapter are presented in Gusdorf et al. (2008a).

8.1 A grid of C-type shock models

8.1.1 SiO production in C-type shock models

We have computed a grid of shock models with the following parameters :

o ny = 10* em™3, vy = 20, 25, 30, 35,40, 45,50 km s~ !;

o ny = 10° ecm ™3, v, = 20, 25, 30, 35,40, 45 km s ;

e ny = 10% em ™3, v, = 20, 25,27, 30, 32,34 km s L.

The maximum shock speed for ny = 10* cm™3 is determined by the collisional disso-
ciation of Hy, the main coolant, which leads to a thermal runaway and a J-discontinuity
(Le Bourlot et al. (2002), Flower et al. (2003)).

In fact, we computed two grids, one for each of the scenarios concerning the initial
distribution of oxygen between Oy and H5O ices, as specified towards the end of Subsec-
tion 7.1.3. We concentrate on the first of these two scenarios, but some additional Figures
for the second scenario are given in Section 8.3.

Because of the sharply defined sputtering threshold energy of approximately 50 eV,
there is negligible sputtering of Si from the olivine (MgFeSiO4) for shock speeds of
20 km s71 or less. The fractions of the Mg, Si and Fe which are released from the olivine
into the gas phase are shown in Figure 8.1. Comparing Figure 8.1 with the corresponding
Figure 4 of May et al. (2000), whose sputtering yields are used in the present calcula-
tions, shows that the fractions of Mg, Si and Fe which are sputtered from olivine have
decreased by an order of magnitude. As the same sputtering yields have been used in both
studies, this change is attributable to the reduction in the shock width, resulting from the
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Figure 8.1 — The fractions of Mg, Si and Fe, initially in the form of olivine (MgFeSiO,),
which are released into the gas phase by sputtering within a steady—state C-type shock
wave.

improved treatment of grain—neutral coupling. We note that CO is the principal eroding
partner (cf. May et al. (2000)).

Figure 8.1 shows that the degree of sputtering is, in fact, insensitive to the pre-shock
gas density (cf. Caselli et al. (1997)) ; it depends essentially on the shock speed. Polynomial
fits of the sputtered fractions of Fe, Si and Mg, as functions of the shock speed, are given
in the article Gusdorf et al. (2008a), itself available in Appendix O.

In Figure 8.2, we display the fractional gas—phase abundances of Si and SiO, as func-
tions of the relevant flow time. Silicon is produced by erosion of the charged grains by
collisions, principally with molecules, at the ion—neutral drift speed. Once the drift speed
exceeds the sputtering threshold velocity, the erosion of Si occurs rapidly, as Figure 8.2
shows. Thus, the flow time which is directly relevant to the release of Si into the gas
phase is that of the charged fluid, rather than that of the neutrals, which is the appro-
priate measure of the total time for formation of SiO. As noted in the second point of the
comparison in Subsection 7.2.1, there is an additional, chemical delay to the conversion of
Si into SiO, in reactions (6.20) and (6.21), which is apparent in our Figure 8.2, owing to
the low abundance and partial destruction of O,. The magnitude of this delay depends on
the parameters of the model, notably the shock speed, v, and the pre-shock gas density,
ny. Conversion is almost instantaneous for vg > 30 km s™!, ny = 10° cm ™3, when OH is
formed abundantly at the start of the shock and reaction (6.21) dominates the oxidation
process.

Figure 8.3 shows the variation with shock speed and pre-shock gas density of the
fractional abundance of SiO, computed through the entire shock wave. It is evident from
Figure 8.3 that the duration of the C-type shock wave, as measured by the temperature
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Figure 8.3 — The fractional abundance of SiO, n(SiO)/ny, computed for the grid of
shock models and plotted as a function of distance (left) and neutral flow time (right);

n(SiO)/ny is negligible for vy < 20 km s~!. In addition, the temperature of the neutral

fluid is plotted also.
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profile, is of the order of 10%, 10® and 10? years for pre-shock gas densities ng = 10%, 10°
and 10% cm ™3, respectively. The peak SiO abundance is reached over similar timescales. It
may be seen that the highest fractional abundances of SiO are attained for the lowest pre-
shock density, ngy = 10* cm™3. At higher densities, both Oy and OH, which are reactants
in (6.20) and (6.21), are destroyed by the atomic hydrogen which is produced in the shock
wave. Thus, the conversion of Si into SiO becomes incomplete at high density, and the

gas—phase SiO abundance depends on ny even though the Si sputtered fraction does not
(cf. Figure 8.1).

8.1.2 Physical conditions studies in the SiO emission region

Physical conditions. In order to illustrate the dependence of conditions in the SiO
emission region on the shock parameters, we present, in Figure 8.4, the important physical
quantities, evaluated at the peak of the SiO 5—4 line, for all models in our grid. We have
verified that this is equivalent to computing intensity—weighted geometric means of the
same quantities over the region where the 5-4 line intensity is more than 50% of its
maximum value.? Hence, it provides a good indication of the mean characteristics of the
region producing the peak of the emission.

Figure 8.4 shows that the SiO emission peak always occurs in the cool and dense post-
shock region : T;, ~ 50 K (Figure 8.4a) and a density of 10-40 times the pre-shock value,
close to maximum compression (Figure 8.4b). The SiO fractional abundance, n(SiO)/ny,
is also approximately equal to its maximum value in the shock wave (compare Figure 8.4¢
with Figure 8.3). The trend to lower SiO abundance at higher ny, noted in Subsec-
tion 8.1.1, is clearly visible here. Finally, the “LVG parameter”, n(SiO)/(dv,/dz), lies
typically in the range 10 — 10! cm~2 km™! s, implying that the 54 line is optically
thick at its peak for most models of our grid.

Peak line temperatures. In the left column of Figure 8.5, we show the predicted peak
temperature of the SiO 54 line for the grid of models considered in Subsection 8.1.1, as
well as the variation with j,, of the peak brightness temperatures of various lines, relative
to that of 5-4. The relative intensities have the advantage of being independent of the
beam filling factor, and thus they are comparable directly to observations, without prior
knowledge of the source size.

The relative peak intensities are within 20% of unity for j,, < 7 over a broad range
of model parameters (vs > 30 km s™! and nyg < 10° cm™3), owing to the large opacity
and near-LTE excitation conditions. For larger values of j,,, the relative intensities are
more dependent on the shock speed and ~ 1 only when the limiting speed is approached.
The absolute peak brightness temperature in the 54 line is typically 10-50 K for v, >
30 km s~!, similar to the kinetic temperature in the emission region, but drops sharply
at lower shock speeds, for which the SiO abundance (and opacity) is small. The broken
curves in Figs. 8.5d and h are the results obtained assuming that the initial abundance
of Os ice is negligible, i.e. the second of the two scenarios described in Subsection 7.1.3.

2Values evaluated at the peak also differ by less than a factor 2 from the same parameters evaluated
at the “median” point where the integrated line intensity, 7dV (5 — 4), reaches half of its total.
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Figure 8.5 — a—c) The peak line temperatures, Tpeax, of the rotational emission lines of SiO, relative
to the 54 line, as functions of the rotational quantum number of the upper level of the transition, jyp,
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Integrated line intensities. In the right column of Figure 8.5 are presented the inte-
grated intensities (denoted 7'dV') of the rotational emission lines of SiO, relative to the
5—4 line, computed for the grid of models considered in Subsection 8.1.1. There are si-
gnificant differences between the relative integrated and peak (7peax) line temperatures
(right and left columns, respectively, of Figure 8.5), owing to systematic variations in
linewidth with j,,, i.e. in the extent of the region where the line is significantly excited.
The relative integrated intensities of lines with j,, > 7 remain the most sensitive to the
shock speed. As may be seen in Schilke et al. (1997), the maximum value of TdV" occurs
at higher values of the rotational quantum number, j,,, for higher ny. Although the shock
temperature varies only weakly with ny (see Figure 8.3), a higher density enhances the
rates of collisional excitation of the high—j levels, for any given value of the shock speed,
vs. In Section 8.2, we explore the usefulness of this effect for constraining the pre-shock
density, based on a comparison with actual observations.

The variation of the absolute integrated intensity of the 5-4 rotational emission line
with the shock parameters is shown also in Figure 8.5h. The bump in T'dV of the 5-4
transition, for 30 < vy < 40 km s~! and 10* < nyg < 10° cm ™2 is caused by incomplete O,
destruction in the shock wave, resulting in more rapid SiO formation and warmer emission
zones (cf. Figure 8.4). As the broken curves in Figure 8.5d and h show, this “bump” is
absent in our second scenario, where O, is never abundant in the gas phase. At higher
shock speeds, the results from the two scenarios become identical, as OH dominates the
oxidation of Si in both cases.

8.2 Comparisons with observations

8.2.1 Line profiles

Rotational line profiles. As Schilke et al. (1997) first noted, the generic SiO line profile
predicted by steady planar C-type shock waves, with a peak at high velocity (in the post-
shock gas) and a tail at lower velocity (in the accelerating precursor), is reminiscent of
the SiO line profiles in the L1448 molecular jet (Bachiller et al. (1991)). Similarly, we
note that the reversed shape of SiO profiles in the L1157 bowshocks, with a peak at low
velocity and a high velocity tail (Zhang et al. (1995)), could arise if the post-shock gas
is stationary in the cloud frame, i.e. if one observes the reverse shock, in which the jet
is being decelerated. However, in either case, the SiO profiles predicted by our models
remain narrower than those observed, with widths of 0.5-2 km s™!, as compared to the
observed widths of 520 km s™! in 3"-10" beams.

Broader line profiles from steady C-type shocks could arise if Si was sputtered not
only from grain cores, as assumed here, but also from SiO—containing grain mantles, with
lower binding energy. Then, the SiO abundance would be much enhanced at intermediate
velocities, in the precursor (see Schilke et al. (1997)). However, owing to the steep tempe-
rature decline across the shock wave, this situation results in large variations of the line
widths and velocity centroids with the emitting rotational level, j,, (cf. Figure 5 of Schilke
et al. (1997)). Indeed, the observed profiles are very similar from line to line, with the
(8-7)/(2-1) intensity ratio showing only modest variations with velocity (see, for example,
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fig. 9 of Nisini et al. (2007)). These observations suggest that the broad SiO lines are not
attributable entirely to intrinsic velocity gradients through a single, planar C-type shock
wave. There may be several shock—cooling zones inside the beam, each with a narrow
intrinsic profile, which appear spread out in radial velocity owing to a range of inclination
angles or propagation speeds, in the observer’s frame. This conclusion is supported by
interferometric observations of L1157 and L1448 (Guilloteau et al. (1992), Gueth et al.
(1998), Benedettini et al. (2007)), which reveal systematic velocity gradients across the
SiO emitting knots (reminiscent, in some cases, of a bowshock geometry; Dutrey et al.
(1997)) down to 2"-3" resolution; at the distances of L1157 and L1448, the angular di-
mensions of the SiO emitting regions in Figure 7.3, for example, are a few tenths of an
arcsec. Such complex two—dimensional modelling lies outside the scope of the present
paper. However, we argue in Subsection 8.2.2 that we may still perform a meaningful
comparison of our predicted SiO line intensities with observations of knots in outflows,
without reproducing in detail the line profiles, provided that the shock conditions do not
vary too much across the beam.

Narrow SiO lines near ambient velocity. In addition to the typically broad SiO line
profiles mentioned above, some outflow regions such as NGC1333 and L1448 exhibit ex-
tremely narrow SiO emission lines, with Av &~ 0.5 km s™!, near rest velocity (Lefloch et al.
(1998), Codella et al. (1999); Jiménez-Serra et al. (2004), Jiménez-Serra et al. (2005)).
The corresponding SiO abundance of 107-107! is two to three orders of magnitude
smaller than in the broad SiO components (Codella et al. (1999); Jiménez-Serra et al.
(2005)). Jiménez-Serra et al. (2005) proposed that this feature in L1448 traces a magnetic
precursor, where neutral gas is just beginning to accelerate and grain species are starting
to be released into the gas phase. However, as we now explain, detailed multifluid shock
models do not support this interpretation.

Our SiO line profile calculations show that emission from a magnetic precursor does
not give rise to a narrow feature near the speed of the pre-shock gas. The line intensity
increases as the neutral fluid is accelerated, heated, and enriched in SiO — by orders of
magnitude by the time that grain—sputtering is complete. In fact, this deduction could
have been made already, on the basis of Figures 3 and 5 of Schilke et al. (1997), which
cover the entire velocity range relevant to predicting the SiO line profiles. Truncation
of the precursor when the neutral fluid has been accelerated to only v, = 0.5 km s7*
would imply a very finely—tuned shock age, a circumstance which appears to us to be
improbable. Furthermore, an ion-—neutral drift speed of at least 5 km s~! is needed to
start releasing species from grain mantles, where binding energies are a few tenths of an
eV (Flower and Pineau des Forets (1994)), and of at least 20 km s™! to start sputtering
grain cores (May et al. (2000)). However, the H**CO™ line does not show evidence of this
predicted acceleration : its emission peak is shifted by only +0.5 km s~! from the velocity
of the ambient gas, like the narrow SiO feature (Jiménez-Serra et al. (2004)).

We believe that a more likely explanation of the narrow SiO feature in 1.1448 is that it
traces Si—enriched post-shock material that has been decelerated by and mixed with the
ambient gas, as proposed originally by Lefloch et al. (1998) and Codella et al. (1999) in
connection with other regions. Given a shock speed v; < 30 km s™! and the high ambient
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density characteristic of Class 0 protostellar envelopes, deceleration could be achieved
readily within the L1448 flow age of approximately 3500 years. The low SiO fractional
abundance would then be a consequence of mixing with SiO—poor ambient gas. Alterna-
tively, the narrow feature might arise in a reverse C-type shock, where outflow material
at v < 20 km s ! is brought almost to rest by the much denser ambient medium, and
the shock speed is too low to produce abundant SiO. Both interpretations are consistent
with NHj3 observations of dense gas in the envelope of the 1.1448 protostar, with radial
velocity and spatial extent similar to that of the narrow SiO feature and signs of heating
near the path of the fast L1448 jet (Curiel et al. (1999)).

8.2.2 Integrated line intensities

If our explanation of SiO profile broadening is correct, one could in principle recover the
parameters of each individual emission zone in the beam by analysing the relative intensity
ratios as functions of velocity. Unfortunately, such data are currently quite noisy and not
yet available for a wide range of values of j,,. Furthermore, knowledge of the beam—
filling factor as a function of velocity would be necessary to obtain absolute intensities
and remove ambiguity in the shock parameters; but this would require sub-arcsecond
angular resolution, which is not yet available. Nevertheless, one may still derive some
approximate beam—averaged shock properties, if all of the shock components have similar
excitation conditions, as is suggested by single-dish data, which show the line ratios to be
insensitive to velocity, v. In this case, the observed profile will be simply a convolution of
the individual, narrow shock profiles with the (unknown) filling—factor, ¢(v). The observed
absolute T'dV is simply that for a single shock, multiplied by the total beam filling factor
of the SiO-emitting region in the beam, f = [ ¢(v)dv, as inferred from its overall size
in single-dish maps. The values of T'dV for different j,,, relative to the 54 transition,
remain unchanged compared to a single shock, because f cancels out in the ratios, thereby
enabling direct comparison with our models. In the following, we assume that this situation
prevails.

By way of illustration of the applicability of the shock models, we show in Figure 8.6 the
relative integrated intensities of the rotational transitions of SiO observed in the outflow
sources L1157 and L1448 (Nisini et al. (2007)) and predicted by the grid of models,
whose parameters are specified ; in all cases, the magnetic field scaling parameter b = 1.
As noted in Subsection 7.3.1, this value of b yields the largest relative intensities of the
high—j lines and hence will yield a lower limit to the shock speed required to reproduce
the observations (except at ny = 10° ecm ™3, where high—j excitation is a non-monotonic
function of vy ; see Figure 8.5f). We assume also that the shock wave is viewed face—on;
if the true inclination exceeds 60°, this assumption results in the pre-shock density being
slightly underestimated (see Subsection 7.3.2). The models shown as the full curves are
those which provide the best fits to the observations. In order to illustrate how well the
shock parameters are constrained, we plot as dashed curves “near-miss” models that fit
most of the data points, or fit all points but do not reproduce the absolute intensity of
the 54 line (see below).

Figure 8.6 demonstrates that steady—state C-type shocks with Si—sputtering from grain
cores can reproduce successfully the relative integrated intensities of SiO lines in these
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Figure 8.6 — The relative intensities of the rotational emission lines of SiO observed in
the outflow sources L1157 and L1448 (Nisini et al. (2007) : points with error bars) and
predicted by the C-type shock models (curves) with the parameters (ny, vs) indicated ; see
text, Subsection 8.2.2. The data points which are plotted include a correction for differing
beam sizes, which is significant for low—j lines. Full curves denote the best—fitting models
of our grid. Broken curves show “near-miss” models with a different value of ny, which
either yield a worse fit to the data points or do not reproduce the absolute T'dV of the
5—4 line.
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Face-on C-type shock models®® Slab LVG models®*
SIO knot niﬁﬁt Vg Tkin ny LVG Isio Tkin ny LVG ISiO
L1448B1 | 1(5) 30,45 90-70 10-30 24 0.5-2 | >500 8 0.1 1
L1448 R1 | 1(5) 45 70 30 4 0.5 >500 10 0.1 1
L1448 R4 | 1(4) 3550 45-55 1.5-4 7-100 3-7 | 200 25 0.03 0.3
L1157 B1 | 1(4) 50 55 4 100 3 150-300 3 0.08 0.8
L1157 B2 | 1(4) 30 35 1.5 4 2 200-300 2 0.05
L1157 R | 1(4) 30-40 35-30 1.5-2 4-10 2-3 50-100 1-5 0.02 0.6

@Units : it is the pre-shock density, in cm ™3 ; vs the shock speed, in km s=1; Ty, is the local gas kinetic
temperature, in K ; ny is the local gas density, in 10> cm ™2 ; “LVG” is the local LVG parameter,
n(Si0)/(dv,/dz), in 1014 em™2 km™! s; and xg;o is the local fractional abundance, in units
of 1077.

*Best grid model from Fig. 8.6 and physical parameters at the SiO 5-4 line peak from Fig. 8.4.

“Values taken from Tables 4 and 5 of Nisini et al. (2007). The LVG parameter is given by N(SiO)/AV,
with AV =10 km s™!.

Tableau 8.1 — Properties of SiO—emission regions deduced from face—on C-type shock
models or homogeneous—slab LVG models.

molecular outflows. Furthermore, Fig. 8.5h shows that the models can reproduce also the
absolute integrated intensity of SiO 54 with the estimated beam filling factors f ~ 1 in
L1157 and 1.1448-R4 and f ~ 1/4 in L1448 R1 and B1 (cf. Nisini et al. (2007)). Alternative
fits with higher density and lower shock speeds (ny = 10° cm™3 and 27 < vy <30 km s™!;
ng = 10° em™® and v, = 25 km s™!) underestimate T'dV (5 — 4) and are thus ruled out.
The shock speed, v, is constrained to within 15 km s™! and the pre-shock density to

within a factor of 10, with one of our grid values of ny yielding a clear best fit in all cases.

It is instructive to compare the physical parameters at the SiO peak of our best—fit,
steady—state C-type shock models to those previously inferred from an LVG analysis,
assuming a slab of constant density, temperature, and velocity gradient along the line of
sight (Nisini et al. (2007)). From Table 8.1, it may be seen that the ‘slab LVG’ approach
yields similar values of the density to our shock models but overestimates by a factor 5-10
the kinetic temperature and underestimates by several orders of magnitude the Sobolev
LVG opacity parameter. The cool post-shock layer emits over a narrow velocity range and
needs to be more optically thick in SiO to produce the same T'dV as a hot slab with a
large velocity gradient along the line of sight. On the other hand, similar SiO abundances
are deduced using both approaches, to within typically a factor of 3.

8.3 An alternate O, scenario

We now consider equivalent results as in Sections 8.1 and 8.2, only under the alternate
O, assumption described in Section 7.1.3, where atomic oxygen was adsorbed on to the
grains before Oy was synthesized and subsequently hydrogenated to HyO ice in the grain
mantles of the cold pre-shock medium.
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8.3.1 A grid of C-type shock models

Figure 8.7 shows the equivalent of Figure 8.2. H,O ice undergoes immedaite and quick
sputtering from the grain mantles due to collisions H, Hy and He, as O, did in the first
scenario described in Section 7.1.3. Once in the gas phase, and again similarly to O, , H,O
is available to generate erosion of the silicon material of the grain cores. The difference
in efficacy of this process as generated by these two different species is only noticeable at
the lowest displayed velocities (25 km s™'). At these temperatures, the sputtering rates
have yet to reach a plateau and the weight difference between Oy and HyO makes the
sputtering generated by the former more efficient than the latter.

Once in the gas phase, Si combines with either Oy or OH to form SiO (Reactions 6.20
and 6.21). In the scenario where ice water is sputtered from the grains instead of molecular
oxygen, much less O, is present in the gas phase, and OH combines with Si to form SiO.
In the present scenario, OH is less abundant than O, is in the first case scenario, hence the
slight shift of the SiO peak fractional abundance towards the post-shock region compared
to the first case oxygen scenario, where O, is abundant enough through the whole width
of the shock in the gas phase. This also explains the very slighter values for the SiO peak
fractional abundance in the present case. At high shock velocities, both these effects are
limited by the dissociation of O, that arise in the first case scenario. Again at 25 km s™1,
the SiO abundance is low due to the poor amount of Si that is sputtered from the grain
cores.

These effects can also be seen On Figure 8.8, which is the equivalent of Figure 8.3,
only for the assumptions made under the pressent Oy scenario.

Figure 8.9 shows similar results as its equivalent for the first case oxygen scenario,
that is the Figure 8.4. The most important difference is the absence or the less important
breaks of the monotony of the curves, that can be accounted for by the fact that in the
present oxygen scenario, the results are not dependent on the abundance of Oy, that can
undergo dissociation from 35 km s~! in the previously studied scenario.

8.3.2 Comparisons with observations

The variation of the peak temperature and the absolute integrated intensity of the 54
rotational emission line with the shock parameters is shown also in Figure 8.5 d and h.
As already explained, the bumps that are observed in the first case scenario disappear in
the second case, as O, is never abundant in the gas phase. At higher shock speeds, the
results from the two scenarios become identical, as OH dominates the oxidation of Si in
both cases.

Figure 8.10 is the equivalent of Figure 8.6 for the current O, scenario considered.
Again, the relative intensities can be well reproduced by steady-state C-type shocks.
The absolute SiO T'dV (5 — 4) favour the low ny, high v, cases (cf. the dashed curved
in Fig. 8.5h). The best—fit shock parameters and the inferred physical conditions at the
(5—4) line peak are almost unchanged, as the range of shock speeds is such that oxidation
of Si by OH is dominant.

173



Chapitre 8.

Comparisons with observations

n= 10* cm™

fractional abundance

100 1000 10000
charged fluid flow time (yr)

100000

n,= 10° cm™

fractional abundance

L. N\

100 1000
charged fluid flow time (yr)

10000

n,= 10° cm™

— o b
2 2 o o
e & & 4

nal abundance
—

sy

o
L
-y

10

b= 10-12

50
charged fluid flow time (yr)

100 150 200 250 300

fractional abundance

fractional abundance

—and -3
n.= 10" cm
10°F Si0 1
107} é
108} 1
10} 5§ é
§ 45 3
1010r 1
§ 35 v =25 kms™ 3
10 " r // s 1=
1012 i . /\ ]
10 100 1000 10000 100000
neutral fluid flow time (yr)
_4n5 -3
ns= 10° cm
10°%]
107
-8
10°f
10°¢
107}
-11
10 / v =25 km s 1
10712 L L T e
10 100 1000 10000

neutral fluid flow time (yr)

n= 10° cm™

50
neutral fluid flow time (yr)

100 150 200 250 300

Figure 8.7 — As Figure 8.2, but assuming that the initial abundance of O, ice is negligible
(the second scenario described in Subsection 7.1.3).
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Figure 8.8 — As Figure 8.3, but assuming that the initial abundance of Oy ice is negligible

(the second scenario described in Subsection 7.1.3).
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9

Alternate Si initial repartition scenarios

Dans ce chapitre, I’étude de ’émission de la molécule de SiO dans les chocs station-
naires de type C se poursuit, avec de nouvelles hypothéses inédites de répartition du
silicium dans les grains de poussiéres du milieu interstellaire. La présence de SiO, puis de
Si neutre dans les manteaux des grains, et son influence sur la production et ’émission
de SiO dans les flots bipolaires sont ensuite étudiées.

In the previous chapter, a grid of C-type shock models are computed and the calculated
SiO line intensities and profiles are compared with observations. With respect to the line
intensities, the agreement with the observations is satisfactory, for rotational transitions
up to SiO(11-10). However, the line profiles predicted under these assumptions were
narrower than observed, with predicted widths of 0.5-2 km s™!, as compared with the
observed widths of 520 km s, in 3"-10" beams. Partly with this discrepancy in mind,
we consider now the possibility that elemental Si may be present in the grain mantles,
where the corresponding binding energy is much lower than that of the Si in the silicate
grain cores.

9.1 SiO in the grains mantles

This Section can be found in Gusdorf et al. (2008b).

In this Section, we consider the presence of Si in the grain mantles in the form of SiO,
and hence transfer a small percentage (1%, 5%, or 10%) of the Si, and the correspon-
ding amounts of oxygen, from the cores to the mantles. If this process is mediated by
the passage of shock waves, our calculations indicate that the dominant form of silicon
in the mantle is likely to be SiO; see, for example, Figure 1 of Gusdorf et al. (2008a) or
Figure 7.1. The SiO is then released directly into the gas phase, through sputtering by
the most abundant neutrals, H, Hy and He in a subsequent shock wave. Such sputtering
processes were incorporated already for known mantle constituents, such as water and
carbon monoxide. The sputtering rate of SiO was calculated using the same parameters
as for CO. Adopting the parameters appropriate to a more polar species, such as H5O,
has no significant influence on the results, as the mantle species are, in either case, sput-
tered rapidly (in the magnetic precursor). In addition to this, the study of C-type shocks
presented in the previous chapter shows that the results are not sensitive to the molecular
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oxygen scenario (discussed in Subsection 7.1.3), particularly at high shock speeds, as Si
can be oxidized in the gas phase by both O, and OH. The infuence of the Oy scenario is
all the more reduced in this section as an important part of the gas phase SiO is directly
released as such from the grain mantles.

9.1.1 SiO production

In the previous chapter, Si is assumed to be present in grains in the form of silicates,
contained in the cores, with an initial fractional abundance of 3.37 x 1075, relative to
elemental H. We consider now two particular C-type shock models, for which the pre-
shock density ng = 10* ecm ™3, the shock velocity vs = 25 and 50 km s}, respectively, and
b= 1. At 25 km s™!, the velocity of the C-type shock model is inadequate for significant
erosion of the grain cores to take place, and this model failed to produce enough SiO to
account for the observations. On the other hand, the higher velocity (50 km s™') shock
yielded good agreement with the SiO observations of L1157 B1, in terms of the integrated
line intensities. In both cases, Si is released into the gas phase through erosion of the grain
cores. Because of the time required to oxidize Si in the gas phase, the SiO emission peaks
in the post-shock region. When v, = 50 km s}, the fractional abundance of SiO attains
7 x 1077, before decreasing, owing to adsorption on to the grains. We introduce now an
alternative scenario, in which 5% of the silicon is initially in the mantles, in the form of
Si0O.

Figure 9.1 shows the neutral temperature profiles and the fractional abundances of Si—
containing species, for the models with v, = 25 and 50 km s~!. In both cases, essentially
all of the SiO which is initially in the mantles is released into the gas phase by sputtering,
subsequently freezing back on to grains in the cold, post-shock gas. The more SiO is
initially present in the grain mantles, the higher is the maximum fractional abundance of
SiO in the gas phase. At the lower shock speed, the SiO produced following erosion of Si
from the grain cores is negligible, compared with SiO sputtered directly from the mantles.
Even at the higher shock speed of v, = 50 km s~!, only about 5% of the silicon is released
from the grain cores : see Gusdorf et al. (2008a), Figure 2 (or 8.1).

9.1.2 SiO emission

When comparing the models with the observations of SiO, we consider first the in-
tegrated intensity of the SiO(5-4) line, [T'dv(5 —4) K km s™', and then the integrated
intensities of rotational transitions up to (11-10), expressed relative to SiO(5-4).

The variation of the integrated intensity of the SiO(5—4) line with the percentage of
SiO initially in the mantles is shown in Figure 9.2. Observational data relating to 1.1448
and L1157, compiled by Nisini et al. (2007), are displayed also. Our calculations show
that the observed line intensities can be reproduced when only of the order of 1% of the
elemental silicon is initially in the grain mantles, as SiO. Core erosion alone is sufficient
only at the higher shock speed, 50 km s™!; Figure 9.2 confirms the efficacy of mantle
sputtering at lower speeds.

Figure 9.3 presents the integrated intensities of other rotational transitions, relative
to the (5—4) line; observational data relating to L1157 Bl are shown also. At the lower
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Figure 9.1 — The temperature of the neutral fluid, 7}, and the fractional abundances of
OH and O, (top panels) and of Si, SiO, and total amount of silicon in the grain mantles,
¥ Si* (bottom panels), as functions of the flow time of the charged fluid, for two reference

C-type shock models :

ng = 10" em™, b = 1, vy, = 25 km s7! (left-hand panels) and

50 km s7! (right-hand panels). In both models, it is assumed that 5% of the elemental
silicon is initially in the mantles, in the form of SiO.
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9.1. Si0 in the grains mantles

shock speed, only the SiO sputtered from the mantles contributes significantly to the
line emission. Furthermore, as the SiO is released into regions of high temperature, the
emission in the high rotational transitions becomes stronger as the amount of SiO in the
mantles increases. At the lower shock speed, 5% seems adequate to fit the relative line
intensities ; but this model predicts a value of the (5-4) line intensity which is 3-10 times
higher than observed in L1448-1.1157 (cf. Figure 9.2). A low effective surface filling factor
of 0.3-0.1 would then be required to reconcile this model with the observations, and this
is incompatible with the typical sizes of the SiO knots observed by Nisini et al. (2007),
which are comparable with the thickness of the SiO emitting layer in the model. On the
other hand, at the higher speed, models with less than 1% of silicon in the mantles fit
satisfactorily both the relative and the absolute line intensities.

9.1.3 line profiles

The motivation for considering SiO being present in grain mantles was its possible
consequences for the widths of the emission lines. Figure 9.4 displays the line profiles
obtained when 5% of elemental silicon is initially in the mantles. As SiO is now present
in the gas phase over the full width of the shock wave, the lines are much broader than
predicted when assuming that Si is released by erosion of the grain cores only ; cf. Gusdorf
et al. (2008a), Figure 8 (or 7.3). However, the computed profiles vary considerably from
line to line, whereas they are observed to be similar (see, for example, Figure 9 of Nisini
et al. (2007)).
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Figure 9.4 — Profiles of the SiO rotational transitions (2-1), (3-2), (5-4), (6-5), (8-7), and
(10-9) computed for ny = 10* em™3, b = 1, vy = 25 km s~ ! (left panel) and 50 km s~*
(right panel). 5% of the elemental silicon is assumed to be initially in the grain mantles,
in the form of SiO.
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9.2 Neutral Si in the grains mantles

In this section, we investigate the possibility for elemental Si to be sputtered from the
grain mantles. To do so, we transfer the same amount of Si from the initial grain cores
repartition to the initial grain mantles repartition. Unlike what is done in the previous
Section, we don’t have to correct the elemental oxygen initial repartition, as only Si is
initially transferred from the cores to the mantles.

9.2.1 SiO production

Respective amounts of 0, 1, 5, and 10% of the initial silicon present in the cores are
transferred to the mantles, where the sputtering occurs at rates equal to the ones of CO,
with H, Hy and He as collisions partners. As the sputtering is quick and very efficient, this
assumption is not of crucial importance in the context of our study. As Si is released in the
gas phase, instead of SiO, we expect the Oy scenario (as described in Subsection 7.1.3)
to play a role, and decide to investigate it. We stick with the reference C-type shock
models used in the previous Section, that is the ones for which ng = 10* ecm™3, b = 1,
Vs = 25 km s7! and 50 km s7!.

Figures 9.5 and 9.6 are the equivalent Figures as Figure 9.1, obtained with the present
initial repartition scenario for Si, and respectively for each of the oxygen scenarios as
introduced in Subsection 7.1.3. On the left panels of these Figures are the results obtained
for the low-velocity model (at 25 km s™!), whereas the right panels show the results of
the higher velocity model, (at 50 km s™'). In these Figures, 5% of the silicon is assumed
to be initially in the form of Si in the mantles.

When most of the oxygen is initially located on the grain mantles under the form of O,
(Figure 9.5), the conversion of Si into SiO is more efficient at 25 km s~* than at 50 km s~
In fact, molecular oxygen is destroyed by dissociation at higher velocities, whereas it
remains under the form of O, through the whole shock at lower shock velocities. On the
contrary, in the case of an initial repartition of the oxygen on the grains mantles under
the forma of water ice (Figure 9.6), the conversion of Si into SiO is given a boost by the
higher abundance of OH through the shock at high velocity. Thanks to the reaction with
gas phase molecular hydrogen, the SiO fractional abundance profiles are slightly wider
than in the second oxygen scenario. At high velocity, this difference is only noticeable in
the warmest part of the shock when O, is not yet dissociated.

9.2.2 SiO emission

We compare our reference models to observations in the same fashion as in Sub-
section 9.1.2, considering first the integrated intensity of the SiO(5-4) line, [T'dv(5 -
4) K km s~ (Figure 9.7, as equivalent to the Figure 9.2), and then the integrated inten-
sities of rotational transitions up to (11-10), expressed relative to SiO(5-4) (Figures 9.8
and 9.9, equivalent to 9.3).

The variation of the integrated intensity of the SiO(5-4) line with the percentage of
SiO initially in the mantles is shown in Figure 9.7. Observational data relating to 1.1448
and L1157, compiled by Nisini et al. (2007), are displayed again. Our calculations show
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Figure 9.5 — As Figure 9.1, assuming 5% of the elemental silicon is initially in the mantles
in its neutral form.
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that the observed line intensities can be reproduced when some elemental silicon is initially
in the grain mantles, whatever the oxygen initial repartition scenario. The exact initial
Si proportion determination remains subject to that of the observational filling factor. As
previously stated, core erosion alone is sufficient only at the higher shock speed, 50 km s~!
and the Figure confirms the efficacy of mantle sputtering at lower shock velocities.
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Figure 9.8 — As Figure 9.3, assuming 5% of the elemental silicon is initially in the mantles
in its neutral form.

Figures 9.8 and 9.9 present the integrated intensities of other rotational transitions,
relative to the (5-4) line, respectively in the case of the first and second initial oxygen
repartition scenario presented in Subsection 7.1.3 ; observational data relating to L1157 B1
are shown also.

On Figure 9.8, the case where oxygen is initially present on the grain mantles under the
form of molecular oxygen is considered. At the lower shock speed, only the Si sputtered
from the mantles generate the SiO that contributes significantly to the line emission.
Furthermore, as the SiO is formed into regions of high temperature, the emission in the
high rotational transitions becomes stronger as the amount of SiO in the mantles increases.
At the lower shock speed, 5 and 10% seem adequate to fit the relative line intensities;
but these models would imply a low effective surface filling factor of 0.05-0.6 to reconcile
this model with the observations, and this is incompatible with the typical sizes of the
SiO knots observed by Nisini et al. (2007), which are comparable with the thickness of
the SiO emitting layer in the model. On the other hand, at the higher speed, models with
less than 1% of silicon in the mantles fit satisfactorily both the relative and the absolute
line intensities.

The same study is shown on the case where oxygen is initially present on the grain
mantles under the form of ice water. At the lower shock speed, only the Si sputtered
from the mantles generate the SiO that contributes significantly to the line emission.
Furthermore, as the SiO is formed into regions of high temperature, the emission in the
high rotational transitions becomes stronger as the amount of SiO in the mantles increases.
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Figure 9.9 — As Figure 9.3, assuming 5% of the elemental silicon is initially in the mantles
in its neutral form, assuming that the initial abundance of Os ice is negligible (the second
scenario described in Subsection 7.1.3).

However, no match seems to be found with the observations from the point of view of
relative line integrated intensities. Again, at the higher speed, models with less than 1% of
silicon in the mantles fit satisfactorily both the relative and the absolute line intensities.

9.2.3 line profiles

As in the previous Section, the motivation for investigating the presence of Si in grain
mantles was its possible consequences for the widths of the emission lines. Figures 9.10
and 9.11 display the line profiles obtained when 5% of elemental silicon is initially in the
mantles, respectively in the case of the first and second initial oxygen repartition scenario
presented in Subsection 7.1.3.

The most successful model in terms of broadening of the line profiles is the low velocity
one combined with the oxygen scenario where oxygen exists on grain mantles under the
form of molecular oxygen ice. Indeed, as can be seen on Figures 9.5 and 9.6, the SiO
abundance profile is the broadest in this case : SiO forms significantly owing to the
presence of OH and mainly Oy over the whole width of the shock. This is less true at low
velocity in the other case of oxygen initial repartition scenario, as there is not as much
as Os in the gas phase. Eventually at higher shock velocities, SiO is only significantly
formed in the cooling region of the shock, where the neutral velocity tends to zero. The
line profiles at high shock velocity are consequently narrower than the ones obtained at
lower shock velocities. However, the computed profiles vary considerably from line to line,
whereas they are observed to be similar (see, for example, Figure 9 of Nisini et al. (2007)).
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9.2. Neutral Si in the grains mantles
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Figure 9.10 — As Figure 9.4, assuming 5% of the elemental silicon is initially in the mantles
in its neutral form.
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Figure 9.11 — As Figure 9.4, assuming 5% of the elemental silicon is initially in the mantles
in its neutral form, and assuming that the initial abundance of O ice is negligible (the
second scenario described in Subsection 7.1.3).
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10

Simultaneous fitting with molecular
hydrogen observations

Les diagrammes d’observation obtenus pour la molécule de dihydrogéne peuvent étre
reproduits de facon convenable par des modéles de chocs non stationnaires, comme 1’a
confirmé le chapitre 4. D’autre part, les deux chapitres précédents ont montré 'efficacité
des modéles de chocs stationnaires de type C pour reproduire les données observation-
nelles relatives au SiO. Le présent chapitre est une tentative d’ajustement simultané des
données Hy et SiO, c’est-a-dire par un méme modéle de choc, non stationnaire en ’occur-
rence. L’émission de SiO dans les chocs stationnaires de type J est briévement décrite, en
préambule a I’étude relative aux chocs non stationnaires, qui suit. Le recours aux répar-
titions ‘originales’ du matériel silicaté dans les grains de poussiéres est nécessaire afin de
reproduire de fagon satisfaisante I’émission observée de SiO dans L1157B1 par un modéle
de choc non stationnaire.

In the case of the SiO emission, stationary C-type shock waves have been shown to be
able to account for the observed rotational line intensities in the previous chapters (see
also Gusdorf et al. (2008a), Gusdorf et al. (2008b)). In this Section, we investigate the
possibility for other kinds of shocks to account for these observations, in an attempt to
simultaneously fit SiO and Hy observations. Indeed, the successful fitting of Hy by J-type,
and also by CJ-type of shock models has been demonstrated in Subsection 4.4.1.

10.1 SiO emission in J-type shocks

In this section, we consider two particular J-type shock models, for which the pre-
shock density ng = 10* cm™3, the shock velocity vs = 25 and 50 km s~!, respectively,
and b = 0.1. We do not make any a priori assumption about the O, initial repartition
scenario.

10.1.1 No silicon material in the grain mantles

In a J-type shock model, as stated in Subsection 2.1.2, there is no magnetic field
component, and all the particles hence belong to the same fluid. A crucial consequence of
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Chapitre 10. Simultaneous fitting with molecular hydrogen observations

this single fluid state is the absence of drift velocity between neutral and charged species,
and the much reduced probability of collisions between those two kinds of species. In
particular, large neutral molecules or atoms do not collide with charged grains, and only
negligible sputtering of the grain mantles and erosion of the grain cores occur.
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Figure 10.1 — The temperature of the neutral fluid, 7}, and the fractional abundances of
OH and O, (top panels) and of Si, SiO, and total amount of silicon in the grain mantles,
¥ Si* (bottom panels), as functions of the flow time of the fluid, for two reference J-type
shock models : ny = 10* em™3, b = 1, v, = 25 km s™! (left-hand panels) and 50 km s~!
(right—hand panels). In both models, it is assumed that no elemental silicon is initially in
the mantles ; the oxygen scenario is the first one of those described in the Subsection 7.1.3,
in which part of the oxygen is initially in the grain mantles under the form of O,.

The direct consequence is that no silicon material is stripped from the grains nor
released in the gas phase, leading to a much lower expected fractional abundance for
Si-bearing species, specially SiO. The Figure 10.1 shows the production of SiO from the
two J-type shock models. Whatever the velocity, the SiO fractional abundance does not
exceed 1071°. Indeed in those shock conditions, even when SiO is likely to be formed in
the gas phase, the gas temperature is so high that it undergoes dissociation.

The first conclusion from Figure 10.1 is that this low production of SiO is not de-
pendent on the considered Os scenario. In fact, O, and OH are always available in the
medium in much larger amounts than Si, to form SiO through Reactions 6.20 and 6.21.
Whatever the assumption on the initial repartition of O5, the amount of Si in the gas phase
is not sufficient to generate relevant formation of SiO. In addition to this, the levels of SiO
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10.1. SiO emission in J-type shocks

Tableau 10.1 — Predicted SiO (5 - 4) line integrated intensity for the two reference J-type
shock models mentioned in Section 10.1, for each O5 scenario described in Subsection 7.1.3.

| [Tdv(5—4)[Kkms™']| ice Oy | ice HO |
25 km s~! 7.1 x 1078 | 6.7 x 107°
50 km s* 9.6 x 1072 | 9.7 x 107°

emission are nowhere near the observations made for example around L1157 B1. Table 10.1
provides the predicted SiO (5 - 4) line integrated intensity for the two reference J-type
shock models, showing a huge discrepancies with the values shown in Subsections 9.1.2
or 9.2.2. To make up for these discrepancies, we study the inclusion of silicon in the grain
mantles, in a similar fashion as what is done in Sections 9.1 and 9.2 for the C-type shock
models. As such, J-type shock models are no good candidate to match SiO observations.

10.1.2 SiO in the grain mantles
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Figure 10.2 — As Figure 10.1, assuming 5% of the elemental silicon is initially in the
mantles under the form of SiO. The oxygen scenario is the first one of those described in
the Subsection 7.1.3.

In fact, in a J-type shock, the absence of drift velocity between neutral and charged
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Chapitre 10. Simultaneous fitting with molecular hydrogen observations

particles prevents the erosion of the grain core through collisions between those species.
Nevertheless, some thermal sputtering of the grain mantles does occur owing to the very
high temperatures that are reached in the single considered fluid. This sputtering is the
only grain process taken into account in our version of the code, though Guillet et al.
(2007) demonstrated other grain reactions could be of non negligible influence in J-type
shock modelling.
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Figure 10.3 — The integrated intensity of the SiO(5-4) line, [ T'dv(5—4), as a function of
the percentage of SiO initially in the grain mantles, for both of the J-type shock models :
ng = 10" em™3, b =1, v, = 25 km s! (lower curve) and 50 km s~! (upper curve). The
SiO(5-4) intensities observed in L1157 and L1448 are indicated by the horizontal lines.
The oxygen scenario is the first one of those described in the Subsection 7.1.3.

Such a sputtering can be visualized on Figure 10.2 : on the bottom panels, the fractional
abundance of Si and SiO are displayed against the flow time. The blue curve corresponds
almost exactly to that of the SiO that belongs to the grain mantles (whose initial reparti-
tion is 5% the initial equilibrium repartition of Si in the grain cores), and is progressively
depleted to be released in the gas phase through the sputtering, whatever the shock ve-
locity. However, at high velocity, the high temperatures that are reached also generate
dissociation and ionization of the species, which complicates their fractional abundance
profiles. The comparison of these panels with those of the Figure 10.1 shows that the
gas phase SiO is here solely and directly generated by the sputtering of the mantles. The
choice of the oxygen scenario (initially partly present in the grain mantles under the form
of Oy) as described in Subsection 7.1.3 has consequently no influence on the results.

Similarly to what was done in Subsections 9.1.2 and 9.2.2, we compare our models with
observations, considering first the integrated intensity of the SiO(5-4) line, [Tdv(5 —
4) K km s~!. The variation of the integrated intensity of the SiO(5-4) line with the
percentage of SiO initially in the mantles is shown in Figure 10.3, along with observational
data relating to L1448 and L1157, compiled by Nisini et al. (2007). Our calculations
show that the observed line intensities can be reproduced when only of the order of 1
to 10% of the elemental silicon is initially in the grain mantles, as SiO, in the case of
the low velocity reference model. At the higher shock speed, the dissociation of SiO and
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10.1. SiO emission in J-type shocks
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Figure 10.4 — The integrated intensities of rotational transitions of SiO, relative to the
(5-4) line : ng = 10 em™3, b = 1, vy = 25 km s~ (upper panel) and 50 km s~ (lower
panel). The observational data relate to L1157 B1. The initial fraction of silicon in the
form of SiO in the grain mantles varies from 0% to 10%, as indicated. The oxygen scenario
is the first one of those described in the Subsection 7.1.3.

subsequent ionization of its component (see Figure 10.2) prevents an efficient emission
whatever the initial amount of SiO placed in the grain mantles.

Still following our previous way of comparing model results to observations, Figure 10.4
is displayed, presenting the integrated intensities of other rotational transitions, relative
to the (5—4) line; observational data relating to 1.1157 B1 are shown also. The very high
temperatures at which SiO is released in the gas phase in both cases (see Figure 10.3)
generates a much higher relative emission in the highest rotational transitions, making
them unlikely to fit the observational data, whatever the amount of SiO in the grain
mantles. Again under these assumptions, J-type shock models do not account for the
observations.

10.1.3 Neutral Si in the grain mantles

We consequently study the possibility for Si to be present under its neutral form in the
grain mantles, as was done for the C-type shock models in Section 9.2. Again, Figure 10.5
shows the production of SiO through our reference J-type models, when initially including
5% of Si in the grain mantles. In both models, Si is released from these mantles exactly
the same way as SiO was in the previous Subsection, confirming the lack of influence of
the sputtering rates at these very high temperatures. Once in the gas phase, Si then reacts
with O, but mostly OH to form SiO. As the most abundant formation reaction partner
is OH, there is once again no dependence on the choice of the O, scenario as presented
in Subsection 7.1.3. In addition to this, the temperature is so high in both cases that the
conversion of Si into SiO is almost immediate. Combined with the fractional abundance
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Chapitre 10. Simultaneous fitting with molecular hydrogen observations

profile of Si, this explains why SiO fractional abundance profile then closely follows that
of OH. This dependence on the OH abundance leads to very narrow fractional abundance
profiles for SiO, yielding consequently narrow emission zone for this molecule.
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Figure 10.5 — As Figure 10.1, assuming 5% of the elemental silicon is initially in the mantles
under the form of neutral Si. The oxygen scenario is the first one of those described in
the Subsection 7.1.3.

The effect of such small emission region can be seen on Figure 10.6, which shows the
integrated intensity of the SiO(5-4) line, [Tdv(5 — 4) K km s~'. The variation of the
integrated intensity of the SiO(5-4) line with the percentage of Si initially in the mantles
is shown in Figure 10.3, along with observational data relating to L1448 and L1157,
compiled by Nisini et al. (2007). Under the current assumptions of this Subsection, our
reference models need a large amount of Si to be placed in the mantles to account for
the observational data, at low shock velocity. At the higher shock speed, the dissociation
of SiO and subsequent ionization of its component (see Figure 10.5) prevents an efficient
emission whatever the initial amount of Si placed in the grain mantles. Only the lowest
shock velocity model combined with the scenario where a maximum amount of Si (10%)
is placed in the mantles seems to be likely to fit the data in terms of absolute SiO(5—4)
integrated intensity for L1157 B1.

Unfortunately, the Figure 10.7 shows the impossibility to account for the observational
data in terms of integrated intensities of other rotational transitions, relative to the (5—
4) line. Again, the very high temperatures at which SiO is formed in the gas phase in
both cases (see Figure 10.5) generates too much relative emission in the highest rotational
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10.1. SiO emission in J-type shocks
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Figure 10.6 — As Figure 10.3, assuming a small fraction (1 to 10 %) of the elemental silicon
is initially in the mantles under the form of neutral Si. The oxygen scenario is the first

one of those described in the Subsection 7.1.3.
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Figure 10.7 — As Figure 10.4, assuming a small fraction (1 to 10 %) of the elemental silicon
is initially in the mantles under the form of neutral Si. The oxygen scenario is the first

one of those described in the Subsection 7.1.3.
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Chapitre 10. Simultaneous fitting with molecular hydrogen observations

transitions, making them unlikely to fit the observational data, whatever the amount of Si
in the grain mantles. Again under these assumptions, J-type shock models do not account
for the observations.

10.2 SiO emission in non stationary shock models

The results of this Section are presented in Gusdorf et al. (2008b).

In the case of the SiO emission, stationary C-type shock waves have then been shown
to be able to account for the observed rotational line intensities in Chapters 8 and 9
(see also Gusdorf et al. (2008a), Gusdorf et al. (2008b)), whereas J-type shock waves
seem not to be able to reproduce the observations (see the previous Section). However,
the dynamical age of the blue lobe of the L1157 outflow, inferred from observations (see
Gueth et al. (1998)), is 2000-3000 years, which is less than the time (of the order of
10* years) required for a typical C-type shock wave to attain a steady state. Furthermore,
previous studies (see, for example, Flower et al. (2003), Giannini et al. (2004) and Giannini
et al. (2006)) have demonstrated the necessity of considering non-stationary shock waves
in order to account successfully for both the pure rotational and the rovibrational emission
of molecular hydrogen observed in molecular outflows. In the case of L1157 B1, such non
stationary shock waves have been shown to provide the best rovibrational emission fits
for molecular hydrogen in Chapter 4. Accordingly, we proceed to consider SiO emission
in non-stationary shock waves in order to investigate the possibility for our models to
simultaneously simulate both SiO and molecular hydrogen observations. As presented in
Section 2.4, we simulate such shock waves by introducing a discontinuity into the flow at
a given value of the fluid flow time, which becomes a parameter of the model. In practice,
we introduce the discontinuity at one half the age of the shock wave, taken to be the flow
time of the charged fluid at the point at which the flow is terminated. We refer to such
models as “CJ-type”, as they possess both C- and J-type characteristics.

10.2.1 No silicon material in the grain mantles

Our aim is to find a model that accounts for the observational data pertaining to
both SiO and Hj, on the assumption that their emission is generated by the same non-
stationary shock wave(s). The predictions of the SiO line intensities are not affected by
our choice of shock termination point, which is taken to be twice the flow time at the
J-discontinuity. The highly compressed gas behind the J-discontinuity does not contribute
significantly to the line intensities. We discuss first the emission from SiO which occurs
following the erosion of Si from the grain cores.

SiO production and the Influence of the O, scenario. The erosion of Si from
the grain cores occurs in the magnetic precursor of the CJ-type shock, where there is a
non-zero drift velocity between charged and neutral species. We have noted already in
Section 9.1 that core erosion is significant only in the case of the high—velocity shock,
vy = 50 km s7!, and so this is the model which we consider. In order to enhance the
extent of the region in which the flow velocities of the charged and the neutral fluids are
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Figure 10.8 — The temperature of the neutral fluid, 7y, and the fractional abundances of OH
and Oz (left-hand panels) and of Si, SiO, and silicon in the grain mantles, ¥ Si* (right-hand
panels), as functions of the flow time of the charged fluid, for the CJ-type shock model in which
ng = 104 em™3, b = 1, and vs = 50 km s~!. The shock age increases from top to bottom : 500,
1800, 3800 years, and steady—state. In these calculations, there is no SiO in the grain mantles,
and the gas—phase silicon is produced solely by erosion of the silicate grain cores.
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Chapitre 10. Simultaneous fitting with molecular hydrogen observations

decoupled, we consider evolved shock waves, with ages > 500 years. We recall that the
pre-shock parameters are ng = 10* cm™ and b = 1.

Figure 10.8 illustrates the production of SiO in CJ-type shock waves with ages of
500, 1800 and 3800 years; the corresponding stationary shock is shown also. There is a
chemical delay to the formation of SiO, following the release of Si into the gas phase, due
to the time required for oxidation to take place; this delay is significant in the case of
non-stationary models, as it is comparable with the evolutionary ages being considered,
i.e. of the order of 10 years. Consequently, the maximum fractional abundance of SiO
tends to increase with the shock age. In the CJ-type models, the flow speed becomes
almost constant behind the J-discontinuity ; this has consequences for the predicted SiO
emission, as will be seen below.

Figure 10.8 has been generated under the first assumption described in Subsection 7.1.3,
in which the oxygen exists under its molecular form on the grain mantles in the pre-shock
medium. In our shock models, O, is quickly sputtered from these grain mantles in the
magnetic part of the shock, as can be seen on the left panels of the Figure 10.8. These
panels also show the strong dissociation undergone by molecular oxygen in the shock,
that occurs because of the high shock velocity and the high temperatures generated. OH
is consequently more abundant than O, in the region where Si is available to react to
form SiO, and is then the preferential partner for this reaction. The choice of the initial
repartition of Oy is hence of no importance in this case : under the second assumption
introduced in Subsection 7.1.3, the abundance of molecular oxygen in the gas phase is also
lower than that of OH, which is again the preferential reaction partner in the formation
reaction of SiO.

SiO emission and comparisons with observations. Figure 10.9 shows the contri-
butions to the intensities of three lines of SiO, (2-1), (5-4), and (10-9), as functions of
the flow time of the charged fluid, for the CJ-type model specified above. In the magnetic
precursor, Si is eroded from the grain cores and then oxidized to SiO in the gas phase,
resulting in rotational line emission whose intensity increases through the shock wave.
The emission saturates behind the discontinuity, owing to the low fluid velocity gradient.
In the CJ-type models (top three panels of Figure 10.9), the populations of excited rota-
tional levels, and the intensity of, in particular, the (10-9) line, are given a boost whose
significance increases with the temperature jump at the J-discontinuity, i.e. towards lower
evolutionary ages ; this explains the variations of the relative line intensities with the shock
age, seen in Figure 10.10. The younger the CJ-type shock, the larger is the temperature
jump and the stronger are the lines from high rotational levels, relative to low levels.

In the case of the stationary (C-type) shock model, emission arises over almost the full
width of the shock wave, including the SiO fractional abundance peak ; this explains why
all the lines have higher final integrated intensities. In addition, as the j = 10 level lies
only 115 K above the ground state, it can be excited right through to the point where the
fluid velocity reaches its (constant) post-shock value, which accounts for the high relative
integrated intensity of the (10-9) transition in the stationary shock model.

Figure 10.10 shows that either a stationary C-type shock or young CJ-type shocks
provide the best fits to the observations of L1157 B1. However, the lower panel of Fi-
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Figure 10.9 — The integrated intensities, [ T'dv, of the SiO (2-1), (5-4) and (10-9) rotational
transitions, as functions of the flow time of the charged fluid, for the CJ-type shock model in
which ng = 10* cm™3, b = 1, and vs = 50 km s~!. The shock age increases from top to bottom :
500, 1800, 3800 years, and steady—state. The temperature of the neutral fluid, T3, is plotted also.
In these calculations, there is no SiO in the grain mantles, and the gas—phase silicon is produced
solely by erosion of the silicate grain cores. 203
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Figure 10.10 — Integrated SiO line intensities, relative to the (5-4) transition, for the
CJ-type shock model in which ng = 10* em™3, b = 1, and v = 50 km s~!. The shock
ages are 500, 1800, 3800 years, and the corresponding steady—state results are plotted
also. In these calculations, there is no SiO in the grain mantles, and the gas—phase silicon

is produced solely by erosion of the silicate grain cores. The observed points, with error
bars, relate to L1157 B1.

gure 10.12 shows that the absolute SiO(5—4) line intensity is substantially underestimated
by the young CJ-type shock models, if it is assumed that there is no SiO in the grain
mantles and the gas—phase silicon is produced exclusively by erosion of the silicate grain
cores. In this case, only the stationary shock model is a good candidate to fit the SiO
observations.

10.2.2 SiO in the grains mantles

SiO production and the influence of the O, scenario. Still looking for non sta-
tionary shock models likely to fit the SiO observations, we now turn to non-stationary
shock models in which SiO is supposed to be present in the grain mantles; the fraction
of the elemental silicon which is initially in the mantles is varied from 0% to 10%3. As in
Section 9.1, we consider the following model parameters : ng = 10* cm™3, b =1, vy = 25
and 50 km s~ 1.

The production of SiO in such shock models under such assumptions is shown on
Figure 10.11. On both panels, it appears that the amount of SiO released from the grain
mantles is higher than the one generated following the grain cores erosion, except in one
case, for the higher shock velocity, when only 1% of the Si is initially placed in the grain
mantles. At such high velocity, molecular oxygen is dissociated, and SiO forms through
the reaction of Si with OH, making the influence of the oxygen scenario negligible. For all
the other cases presented on the panels of Figure 10.11, the emitting SiO is originating

3The possibility that solid SiO at the higher concentrations might be detectable in the infrared needs
careful evaluation.
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Figure 10.11 — SiO fractional abundance when directly released from the grain mantles in
C-type shock reference models (ng = 10* em™3, b = 1, vy = 25 and 50 km s™!, respectively
left and right panel. Various amounts of SiO are initially placed in the grain mantles.

from the direct sputtering of the grain mantles, and the choice of the oxygen scenario has
consequently no influence on this emission.

SiO emission and comparisons with observations. First, we compare the com-
puted values of the integrated SiO(5-4) line intensity with those observed in L1157 and
L1448 ; see Figure 10.12. As expected, the line emission increases with the amount of
SiO in the grains mantles. We see also that the line intensity tends to increase with the
evolutionary age of the shock, owing to the greater velocity extent of the emitting region.
Exceptions to this general trend are young, high—velocity CJ-type shocks (cf. lower panel
of Figure 10.12), for which the temperature rise at the J-discontinuity is sufficient to cause
partial dissociation of molecular hydrogen. Consequent to the reduction in the efficiency
of Hy cooling, the width of the cooling zone, behind the discontinuity, is greater and the
SiO line intensity is enhanced.

Figure 10.12 shows that agreement can be found between the observed and calcula-
ted (5—4) line intensity for almost every model in which there is some SiO in the grain
mantles. With a view to finding a means of discriminating between the models, we plot,
in Figure 10.13, the integrated SiO line intensities, relative to the (5-4) transition. In the
calculations shown in this Figure, it was assumed that 5% of the elemental silicon was
initially in the form of SiO in the grain mantles.

At the lower shock speed, the populations of the high rotational levels are greater
when the shock is young, owing to the larger jump in temperature at the J-discontinuity.
The oldest shock (4000 years) remains far from the steady—state limit. On the other hand,
at the higher shock speed, the 3800 years—old CJ-type shock has almost attained steady
state. The cooling efficiency behind the J-discontinuity in the youngest shock (with an
age of 500 years) is reduced by the partial dissociation of molecular hydrogen. Reasonable
agreement with the observations is found for evolutionary ages of a few thousand years.

Owing to the presence of the embedded J-discontinuity, the profiles of the SiO lines
predicted by CJ-type models are compressed in velocity space, as compared with the
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Figure 10.12 — The integrated intensity of the SiO(5-4) line, [T'dv(5 — 4), as a function
of the age of the shock wave and the percentage of silicon initially in the form of SiO in
the grain mantles; ny = 10* ecm™3, b = 1, v, = 25 km s~! (upper panel) and 50 km s7*
(lower panel). The points corresponding to the limit of steady—state are plotted on the
right-hand y-axis. The SiO(5-4) intensities observed in L1157 and L1448 are indicated

by the horizontal lines.
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Figure 10.13 — Integrated SiO line intensities, relative to the (5-4) transition, for the CJ-
type shock models in which ng = 10* em™3, b = 1, and v, = 25 km s~ (upper panel)
and vy = 50 km s™! (lower panel). The evolutionary ages of the shocks are indicated,
and the corresponding steady-state results are plotted also. In these calculations, 5% of
the elemental silicon is assumed to be initially in the grain mantles, in the form of SiO.
The observed points, with error bars, relate to L1157 B1. The highest rotational level for
which observations are available, j,, = 10, lies 115 K above the ground state.
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steady—state C-type models discussed in Section 9.1. The younger the shock wave, the
greater is the fraction of the emission that is contributed by the gas immediately behind
the discontinuity. As the flow velocity of this gas becomes approximately constant, the
lines become much narrower than in the steady—state limit : the predicted widths decrease
to 0.1-0.2 km s™!, which is much smaller than the observed widths of 520 km s7!, in
3"-10" beams. In this respect, the CJ-type models face a problem which is analogous
to that encountered by Gusdorf et al. (2008a), and for which, in the concluding remarks
Section of Gusdorf et al. (2008b), we advance the same tentative explanation.

10.2.3 Neutral Si in the grains mantles

In this section, we investigate the possibility for CJ-type shock models to fit the
observations when Si is placed in the grain mantles in various amounts ranging from 1 to
10%. To do so, we study different evolutionary ages for two non stationary shock models
whose steady-state C-type models have already been used along with the same Si and O,
repartition in Section 9.2.

SiO production and influence of the O, scenario. Figure 9.5 and 9.6 show the
production of SiO in two reference C-type shock models for which : ng = 10* em™3, b = 1,
vs = 25 and 50 km s7!, 5% of Si being initially placed in the grain mantles, within the
two initial repartition of oxygen scenarios introduced in Subsection 7.1.3. Unlike the low
velocity reference shock model, the high velocity is insensitive to the choice of the oxygen
scenario, owing to the dissociation of molecular oxygen that occurs because of the high
temperatures that are reached. We then study the production of SiO and the influence
of the choice of the oxygen scenario on the example the non stationary shock models
corresponding to the lowest velocity one.

Figure 10.14 hence shows the production of SiO for CJ-type shock models of varying
evolutionary stages (500, 2300, and 4000 years), with the following parameters : ny =
10 em™3, b =1, vs = 25 km s, 5% of Si being initially placed in the grain mantles. The
left-hand side panels show the results under the assumption that the oxygen is initially
frozen on to the grain mantles under the form of O,, whereas the right-hand side ones
show the same results when the oxygen is present under the form of ice water on the
surface of these grains. The production of SiO follows the same progression in every case :

e Si is first sputtered from the grain mantles in the C part of the shock, and is released
in the gas phase where it reaches a constant abundance (in a similar fashion as SiO
in Figure 10.11);

e Si then reacts in the C part of the shock to form SiO. In the first case of oxygen
scenario (left panels), O, is the preferential reaction partner, and its high abundance
in the gas phase guarantees a more efficient production of SiO than in the second
case (right panels) where OH is the less abundant preferential reaction partner for
the formation of SiO;

e the higher temperatures reached in the J contribution largely enhance SiO produc-
tion in every case;

e SiO production goes on in the post-shock region if the temperature conditions allow
for it.
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Figure 10.14 — Production of SiO in a CJ-type reference shock model for which ny
10* em™3, b = 1, vy, = 25 km s}, for different evolutionary ages (500, 2300, and
4000 years), and associated steady-state C-type shock model. 5% of Si is initially placed
in the grain mantles. Left : with the first oxygen scenario as described in Subsection 7.1.3.
Right : with the second assumption regarding the oxygen scenario.
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Chapitre 10. Simultaneous fitting with molecular hydrogen observations

Figure 10.14 consequently shows the dependence of SiO formation for this reference model
on the choice of the oxygen scenario.

SiO emission and comparisons with observations. As already done in Subsec-
tions 9.1.2, 9.2.2, 10.2.1, and 10.2.2, we now study the SiO emission in our reference
CJ-type shock models (various amounts of Si initially in the grain mantles for various
evolutionary stages of shocks with ng = 10* cm™3, b = 1, vy = 25 and 50 km s™!) through
the computed values of the integrated SiO(5—4) line intensity with those observed in L1157
and L1448. The results are shown on Figures 10.15 and 10.16, respectively assuming that
oxygen is initially present in the grain mantles under the form of molecular oxygen or

water.
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Figure 10.15 — As Figure 10.12, assuming the elemental silicon is initially in the mantles
in its neutral form.

As expected, whatever the choice of the oxygen scenario, the line emission globally
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Figure 10.16 — As Figure 10.12, assuming the elemental silicon is initially in the mantles
in its neutral form, and assuming that the initial abundance of O, ice is negligible (the
second scenario described in Subsection 7.1.3).
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increases with the amount of Si in the grains mantles. More delicate is the interpretation of
the variation of the emission of SiO with the evolutionary age of the shock. This emission
depends on the abundance of SiO in the gas phase, as well as on the corresponding gas
temperature, and also on the velocity gradient. As an example, the low velocity reference
shock model can be analyzed under the assumption that oxygen is initially present in the
grain mantles under the form of water ice (top panel of Figure 10.16), and for example
when 5% of Si is initially placed in the grain mantles. The drop of the integrated SiO(5-
4) line value from the youngest shock to the oldest ones can be interpreted thanks to
the Figure 10.14. For the 500 years old shock, the amount of SiO that is formed is less
important than in the wider 2300 years old one. Nevertheless, in the former case, the
temperature at which SiO is present in the gas phase is much larger, and in the post-
shock region SiO is still emitting because the velocity gradient are still important. On the
contrary the highest temperature generated in the latter case is much smaller, and the
velocity gradient quickly decrease towards zero in the post-shock region. The difference
in temperature with older shock models is less important, whereas more SiO is generated
in the larger, older CJ-type shock models. This explains why the emission increases again
after 2300 years.

Figures 10.15 and 10.16 also confirm the independence of the results to the choice of
the initial repartition of oxygen for the high velocity shock models, and that agreement
can be found between observations and models when large amounts (5-10%) of Si are
initially present in the grain mantles, and for large evolutionary ages (except for the low
velocity case when Os initially exists under the form of water ice in the grain mantles).
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Figure 10.17 — As Figure 10.13, assuming the elemental silicon is initially in the mantles
in its neutral form.

With a view to finding a means of discriminating between the models, we plot, in
Figure 10.17, the integrated SiO line intensities, relative to the (5—4) transition. In the
calculations shown in this Figure, it was assumed that 5% of the elemental silicon was
initially in the form of SiO in the grain mantles. We interpret the right panel of this Figure
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10.3. The case of L1157 B1

with the help of Figure 10.14. The youngest shock presents weak low lying lines emission
due to the high temperatures that are reached through the J-discontinuity and in the post-
shock. For the 2300 years old shock, the peak temperature is very high and the C-type
part of the shock is rather wide and warm, which explains the emission spreading towards
the high energy levels. The oldest shock has a wide and warm C-type part, but its peak
temperature is not as high as the previous one. The high energy emission consequently
drops compared to that of the 2300 years old, though still far from the steady state case.

At the lower shock speed, satisfying agreement can be found with the observations
for older shocks (4000-4800 years old) when a large amount of Si is initially placed in
the grain mantles (5-10%) in terms of integrated intensities relative to the SiO(5-4) line,
in accordance with the results of Figure 10.15. Unfortunately, these ages do not range
in the observational values of 2000-3000 years inferred by Gueth et al. (1998). At the
highest shock velocity, Figure 10.15 also indicates a good fit of the observational data for
old shocks with large amounts of Si in the grain mantles, but this good agreement is not
confirmed in terms of integrated intensities relative to the SiO(5-4) line, as can be seen
on the left panel of Figure 10.17.

10.3 The case of L1157 B1

After an initial selection of model parameters, based on Hy observations, and detailed
in Chapter 4, we proceed to comparisons with the observed SiO rotational line intensities.
There is now an additional parameter, namely, the fraction of silicon present as SiO in
the grain mantles.

10.3.1 SiO in the grains mantles

The result of this Subsection are introduced in Gusdorf et al. (2008b).

As in Sections 10.1 and 10.2, we consider first the integrated intensity of the SiO(5-4)
line. It is clear that, for the low shock speeds which were derived from the analysis of the
H, rovibrational spectrum, some silicon must be present in the grain mantles : grain—core
erosion alone would not give rise to a sufficient amount of gas—phase SiO to account for
the observations of its rotational lines. We assume that either 1% or 10% of the silicon is
SiO in the mantles.

In Figure 10.18 is plotted the SiO(5—4) integrated line intensity against the magnetic
field parameter, b, for CJ-type shocks with a pre-shock density ny = 10* cm™3, shock
velocities vy = 20, 22, and 25 km s~! (in the left-hand side panel), and nyg = 10° cm ™3,
vs = 12 and 15 km s™! (in the right-hand side panel). We recall that these models were
found to give acceptable fits to the Hy observations. We note that the evolutionary age was
varied simultaneously with b, in order to optimize the fits to the observed Hy excitation
diagram, giving rise to the variations which are seen in the (5-4) line intensity. This
variation is particularly striking in the results for a pre-shock density of 10° cm™2 and
shock velocity of 12 km s™! : the model for which b = 0.45 (age 75 years) incorporates
a significant magnetic precursor, whereas, when b = 0.6 (age 75 years), the precursor is
negligible. In the latter case, there is much less sputtering of SiO from the grain mantles,
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Figure 10.18 — The integrated intensity of the SiO(5-4) line, [Tdv(5 — 4), against the
magnetic field parameter, b, for models in which the pre-shock density ng = 10* cm ™3,
the shock velocity vy = 20, 22, and 25 km s~ (upper panel), and ng = 105 cm ™3, v, = 12
and 15 km s™! (lower panel). Results were obtained assuming either 10% (full curves) or

1% (broken curves) of the silicon is initially SiO in the grain mantles.

and the SiO emission is correspondingly weaker. The results in Figure 10.11 may be seen
to support the higher percentage (10%) of silicon being present in the mantles.

Finally, we compare the integrated line intensities, relative to the (5-4) transition,
with the observations. This comparison eliminates the models with ny = 10° cm ™2, which
are found to overestimate the intensities of the lines from high rotational levels. On the
other hand, as may be seen from Figure 10.19, a range of combinations of b and the
shock age remains compatible with the relative line intensities for ny = 10* cm™ and
the optimal shock speed is v = 20 km s™!. The only observational point that is not well
fitted by the models (the (10-9) transition) could be more closely approached by reducing
the amount of SiO assumed to be initially in the mantles. The evolutionary ages of the
models in Figure 10.19 lie in the range 500-2000 years, as compared with the dynamical
age estimate of 2000-3000 years, derived empirically (Gueth et al. (1998)).

10.3.2 Neutral Si in the grains mantles

We now proceed to comparisons with the observed SiO rotational line intensities with
the grid of models that were selected based on Hy observations (and detailed in Chapter 4).
The additional parameter is now the fraction of silicon present as Si in the grain mantles.

One more time, we consider first the integrated intensity of the SiO(5—4) line. Similarly
to the previous Subsection, for the low shock speeds which were derived from the analysis
of the Hy rovibrational spectrum, some silicon must be present in the grain mantles :
grain—core erosion alone would not give rise to a sufficient amount of gas—phase SiO to
account for the observations of its rotational lines. We assume that either 1% or 10% of
the silicon is initially in the mantles. In accordance with the results of Subsection 10.2.3,
and given the low shock speeds models that we study, we have to consider the influence
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Figure 10.19 — The best-fitting models of the Hy and SiO observations of L1157 B1 : CJ-
type shocks for which ng = 10* cm ™ and v, = 20 km s~!; the magnetic field parameter,
b and the evolutionary age are varied simultaneously. 10% of the silicon is initially SiO in
the grain mantles.

of the oxygen scenario on the results.

In Figures 10.20 and 10.21 are plotted the SiO(5-4) integrated line intensity against the
magnetic field parameter, b, for CJ-type shocks with a pre-shock density ny = 10* cm ™3,
shock velocities vy = 20, 22, and 25 km s™! (in the left-hand side panel), and ny =
10° em™3, v, = 12 and 15 km s7! (in the right-hand side panel), respectively for each
oxygen initial repartition presented in Subsection 7.1.3.

As already stated in the previous section, these models were found to give acceptable
fits to the Hy observations, and their evolutionary age was varied simultaneously with
b in order to optimize the fits to the observed Hs excitation diagram. Similarly as in
the previous section, this age variation generates that of the SiO (5—4) line integrated
intensity, and this variation spectacularly shows in the results for a pre-shock density of
10° em™2 and shock velocity of 12 km s™! : the model for which b = 0.45 (age 75 years)
incorporates a significant magnetic precursor, whereas, when b = 0.6 (age 75 years), the
precursor is negligible. In the latter case, there is much less sputtering of Si and consequent
formation of SiO, whose emission is correspondingly weaker.

The main difference with the results of the previous section also shows on Figures 10.20
and 10.21 : no model with elemental Si in the grain mantles seems to be able to fit the
SiO observations in terms of absolute integrated SiO line intensities. The origin of these
discrepancies can be found on Figures 10.15 and 10.16 : with models with Si initially
included in the grain mantles instead of SiO, the formation of SiO is delayed with respect
to the sputtering of Si thanks to the reaction rates of Equations 6.20 and 6.21. To generate
enough SiO to account for the observations, a sufficiently wide C-type part is necessary,

215



Chapitre 10. Simultaneous fitting with molecular hydrogen observations

] —— 100 s
EL1157’B1 _________________ :L115781 ________________
- ~ 10
'n 105' E 'w 3 —
£ i £ \
v v 1L b
X - ¥ E \
= 1 = \
< E = [ \
0 w  01) \
3 3 f ! 12kms’
0.1 - i \
= <= o0.01[ Ve
==
I |ce02,n =10"em® i iceO ,n
0.01 1 1 . 0.001 L .
0 0.5 1 1.5 2 0 0.5 1
b

Figure 10.20 — As Figure 10.18, assuming the elemental silicon is initially in the mantles

in its neutral form.
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Figure 10.21 — As Figure 10.18, assuming the elemental silicon is initially in the mantles
in its neutral form, and assuming that the initial abundance of O, ice is negligible (the

second scenario described in Subsection 7.1.3).
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that is an old CJ-type shock models, at least older than the ones selected to match Hy
observational data in the case of L1157 B1 region. CJ-type shock models that fit molecular
hydrogen observations, combined with the inclusion of Si in the grain mantles, are not

eligible to fit the SiO observations, at least in the range of Si amount that we consider in
this study.
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11

Simultaneous fitting with CO

Dans ce chapitre, la production et I’émission de la molécule de CO est étudiée dans
les différents types de modéles de chocs utilisés tout au long de cette thése, stationnaires
comme non stationnaires. Enfin, CO est ajoutée a la liste des molécules dont 1’émission
est ajustée simultanément a celle de SiO et Hsy, c’est-a-dire par le méme modéle de choc
que ces deux molécules.

In this chapter, we present the CO production and emission in all different kinds of
shocks : stationary (C- and J-type), and non stationary (CJ-type). We study the emission
of CO with th same means as for SiO, although a comparative article is in the submission
process, focused on the significance of the departures from an equilibrium state when
solving the CO rotational level population within the shock code or externally, as it has
been done during this study (Flower and Gusdorf (2008)). We compare our results to
the observations compiled by Giannini et al. (2001) in the case of the L1157 B1 region.
As anticipated, the initial distribution of elemental oxygen (see Subsection 7.1.3), and of
elemental silicon have no influence on the CO emission from the shock wave.

11.1 CO emission in stationary shocks

11.1.1 CO emission in C-type shocks

We begin with the interpretation of CO emission in C-type shock models through the
examples of two reference models already studied in terms of SiO emission, for which :
ng = 10* ecm ™3, b =1, v, = 25 and 50 km s~

CO production in those reference shock models can be visualized on Figure 11.1. The
rise in temperature characteristic of the compression is accompanied with the sputtering
of the grain mantles, that initially contain CO. CO is then released in the gas phase, where
its stability makes its fractional abundance constant until the post-shock region, where
the cold temperatures generate the adsorption on to the grains. This balance between
the release of CO in the gas phase and re-adsorption on to the grain mantles is the same
whatever the shock veloc