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Résume en francais

Le Modele Standard et la physique des saveurs

Le Modele Standard des interactions fortes et électraaifMS) résume I'essentiel des con-
naissances actuelles sur la physique subatomique et @esatdns fondamentales (hormis
la gravitation). A la date d’aujourd’hui, méme si de nomls®sI questions restent sans
réponse, aucun résultat expérimental ne contredit lesqgbicits du MS.

Le MS peut se diviser en plusieurs secteurs, faisant reféranx processus et aux parti-
cules auxquelles on s’interesse. Bien qu’il y ait un granchinie de paramétres libres dans
la théorie, I'ajustement électrofaible global révele unadbent accord avec les données. De
ces parametres, environ la moitié proviennent du sectemnélange des quarks. lly a a
peine une décennie, ce secteur était un des moins bien destésdele (avec les neutrinos),
alors méme qu'il est le seul ou ait été mis en évidence un phéne de grande importance,
a savoir laviolation de CP

La violation de CP a éte découverte en 1964, dans les désititéts des kaons neutres.
Peu aprés, Sakharov montra que celle-ci est un élémentsad@dsour expliquer I'asymétrie
matiere/antimatiére de l'univers. La matrice de Cabbilub#yashi-Maskawa (CKM), dont
les parametres représentent les amplitudes de mélangeides gpermet d’accomoder la
violation de CP dans le cadre du MS. On sait cependant queécanisme CKMst insu-
ffisant pour expliquer 'asymétrie matiere/antimatieresatyée ; on tend a considérer que
la matrice CKM (ainsi que I'ensemble du MS) est une reprégimt a basse énergie d’'une
théorie plus fondamentale.

L'étude du secteur des saveurs, en particulier a traversftigs liés a la violation de CP,
pourrait révéler une Nouvelle Physique (NP) au-dela du M$fdit du succes incontestable
du MS, il convient de placer la violation de CP dans un cadéerilque bien établi, pour
s’assurer que les possibles déviations par rapport au MsSgnii étre interprétées comme
dues a des effets de NP.

La matrice CKM décrit les transitions entre quarks en terdeeguatre parametres seule-
ment : trois angles de rotation et une phase irréductiblge@aase contient toute I'informa-
tion sur la violation de CP. Ce nombre réduit de paramétmeddmentaux fait que le secteur
des saveurs est hautement prédictif. L'ambition du progmarde physique des saveurs est
d’obtenir des mesures redondantes d’observables licemattece CKM.

Dans ce cadre, le but principal desines & Bdont les expérience3aBAR et Belle sont
les représentants en activité depuis une décennie, esbdaif une étude systématique
des asymétries de CP dans les désintégrations des mésonsdgla®de la métrologie de la



matrice CKM, qui en est le premier objectif, le programme algges a B s’est continuelle-
ment élargi vers une recherche d’effets de NP ; non seuleemeaméliorant constamment
la précision des mesures, mais aussi en étendant le nomimckessus étudiés, grace a
'augmentation des échantillons des données disponibles.

Des équipes d’analyse de phénoménologie, ou le groupe Ci¢Mést un acteur de
premier rble, produisent des études combinées de I'engethelsl mesures disponibles, afin
de produire un ajustement global de la matrice CKM. La consgge est une confirmation
éclatante du mécanisme CKM.

Au vu de ce grand succés du MS, un scénarividéation Minimale de la SaveyVMS)
est considéré de nos jours comme une alternative vraisbtahldes possibles contribu-
tions de NP se manifesteraient sous la forme de petitesrpations au mécanisme CKM.
L'objectif de physique des usines a B s’oriente ainsi de phuplus vers la recherche d’effets
en provenance de cette VMS.

Une approche prometteuse est celle dralyses en amplitudesEgalement appelées
analyses de Dalitz, elles permettent d’acceder directemusn amplitudes de désintégra-
tion, et de séparer les phases faibles et fortes qui y comtnify par la résolution des profils
d’interférence entre états intermédiaires résonantss aoas des désintégrations des mé-
sons B en trois hadrons légers, les canaux-» Kxm ont la particularité d’étre dominés
par des contributions aux ordres supérieurs (boucled) etoayant des taux de désintégra-
tion relativement importants. De ce fait, les analyses d@éZDde ces modes peuvent avoir
une meilleure sensibilité aux contributions provenantad®P. Cette approche sous-tend le
travail expérimental et phénoménologique présenté ddtestbese.

Le cadre de travail : I'expérience BABAR

Le travail de recherche exposé dans cette thése s’estérélaiss le cadre de I'expérience
BABAR, qui est une collaboration internationale regroupant dsstutions de dix pays. Le
détecteurBABAR est placé aupres du collisionneur PEP-II du Stanford Lieanelerator
Center SLAC, en Californie (Etats-Unis). PEP-II est unenesa B, constitué d’'un dou-
ble anneau de stockage d’électrons et positrons. Les paese collision des faisceaux
sont ajustés a la résonantéds), dont la masse est trés [égérement supérieure au seuil de
production de paire® — B; des mésond3 sont ainsi produits a un taux trés élevé. Le
détecteuBABAR a été congu pour enregistrer les produits des désintégsaties mésonB
avec d’excellentes performances en termes d’efficacité eésblution. La période de prise
de données de I'expérien&aBAR a commencé en 1999, et s’est prolongée jusqu’en 2008.
La richesse et qualité de la production scientifique de labotationBABAR contribuent
grandement au succes actuel de la physique des saveurs.

Cette thése comprend deux travaux complémentaires. Engréeu, la thése décrit
un travail d’analyse de données expérimentales, sousrzfdiuneanalyse en amplitudes
dépendantes du temps du mode de désintégration Kir 7. Cette analyse se traduit
par plusieurs résultats, du fait de la variété de processosibuant a la dynamique de
ce mode de désintégration. Ensuite vient une analyse deoptémlogie, qui exploite un
sous-échantillon des résultats expérimentaux obteneggeénment, ainsi que les résultats



disponibles provenant des autres modes~ Krm, dans le but d’extraire des contraintes
sur la matrice CKM. Cette derniere étude se base sur desig#v@oriques récents, qui sont
ici étendus et modifiés avec des contributions originales.

Analyses de physique et résultats

Analyses en ampitudes3 — Kxw : Motivation physique

Une prédiction du mécanisme CKM est que les asymétries deépBndantes du temps
dans les transitions du tyge— ¢gs (“modes dominés par les pingouins”), doivent étre,
avec une tres bonne approximation, les mémes que dans hegitas du type — ccs
(“modes en or”). Pour ces derniers, les paramefres C' des asymétries dépendantes du
temps (correspondant respectivement a la violation de GRitanpar le mélange et a la
violation directe de CP) ont pour valedr= sin23 et C' = 0, ou § est un des angles du
triangle d’unitarité de la matrice CKM. Les modes en or sont insensibles a d’éedatu
contributions de NP ; par contre, les termes en boucles somindints dans les amplitudes
des mode$ — ¢gs, et de ce fait leurs amplitudes peuvent étre modifiées suiisitement
par des contributions au-dela du MS. La mesuré&'ae C' dans les modes dominés par les
pingouins représente un test important du MS : un écartfgigtif par rapport aux valeurs
dans les modes en or serait une indication de NP.

Dans I'amplitude de désintégratids’ — Kor "7, deux résonances intermédiaires
correspondent a des modes dominés par les pingouins’(180) K5 et le f,(980) K. Un
avantage additionel d’étudier ces modes avec une analyBmlite dépendante du temps
provient du fait que l'interférence entre ces modes perraghdsurer directement la phase
Ge de I'asymétrie de CP dépendante du temps, alors que lessasdigsées sur des taux de
comptage ne peuvent acceder qu’au paranmteteesin 25.4-.

L'analyse en amplitudes des modBs— Knm permet en outre de mesurer les phases
relatives entre les modes résonants intermédiaires ed@sealaire-vecteur dans I'état final.
Pour le canaB® — K2n*7~, en plus du mode’(770) K3 déja évoqué, I'état final a aussi
une contribution du modé&™*(892)7~. Bien que ce soit un mode spécifique de saveur,
I'analyse de Dalitz permet de mesurer la phase relasigex™~ (892)7t, K**(892)7~) en-
tre I'amplitude de désintégration et son amplitude confggde CP, par le biais du profil
d’interférence dux*+(892) avec les résonances accessibles a la foisizuat auxB. Des
travaux théorigues récents ont évoqué la possibilité Idsatila valeur de cette observable
pour contraindre I'angle de la matrice CKM.

Analyse des données expérimentales du mod# — Kortr-

Ce travail commence par établir un algorithme de sélectes dbnnées enregistrées par
BABAR, en vue d'analyser un échantillon riche en événeméfits— K2n*7~. Cet algo-
rithme est basé sur des critéeres d’optimisation de l'idieation du signal, et sur la carac-
térisation et la réjection des bruits de fond.

La deuxieme étape consiste a établir un modéle statistlmpss sur une fonction de



vraisemblance étendue, définie de sorte a ce qu’elle ddeswdonnées de I'échantillon, et
gu’elle permette d’en extraire les mesures expérimentis®bservables physiques définis-
sant le processuB’ — K2n*7~. Le défi le plus important de cette étape est le développe-
ment d’'un modéle physique décrivant la dynamique de la t&giationB® — Kr 7~
sous la forme d’'umodéle isobareune approximation ou I'amplitude totale de désintégra-
tion est considérée comme une somme cohérente d’ampljtadegspondant a des états
résonants intermédiaires. De nombreux criteres de validant été appliqués sur ce mo-
dele, pour s’assurer de sa robustesse et de sa fiabilité.

Finalement, I'échantillon des données a été soumis a uteajesnt de vraisemblance
maximale étendue. Les mesures expérimentales sont estrhitrésultat de cet ajustement,
et se présentent principalement sous la fornmsérvables quasi-deux-cormgii sont des
fonctions des parametres de I'amplitude isobare. Les vhbkkys mesurées incluent prin-
cipalement : les taux de désintégration et les asymétrigSRlde toutes les composantes
intermédiaires, ainsi qu’un taux de désintégration ir€ketsune asymétrie de CP globale ;
les parametres des asymétries dépendantes du temps pooimissantes accessibles aussi
bien auxB° qu'aux B° ; les phases isobares relatives entre composantes dansme mé
plan de Dalitz; enfin, pour les composantes spécifiques demugala phase relative entre
I'amplitude isobare et son amplitude conjuguée de CP.

L'ajustement a identifié huit composantes significativessdamplitude totale ; de ce
fait, le nombre d’observables mesurées est considéraldenifes résultats obtenus, les
principaux sont les suivants :

e L'ajustement trouve deux solutions, avec des figures detedguivalentes sur la qua-
lité de I'ajustement. Les valeurs des fractions isobareestasymétries directes sont
tres proches dans les deux solutions ; cependant, certisgzhases isobare ont des
valeurs nettement différentes. Ainsi, ce résultat pravituime ambiguité double dans
la résolution des profils d’interférence dans le plan detPallLes résultats sur les
observables physiques sont obtenus a partir de ces deuxnonasi de la fonction
de vraisemblance compléte, et aucune approximation ré@stdans I'extraction des
intervalles de confiance sur les parametres mesurés.

e La mesure des parametrgsg, C') dans le mode,(980) K2, tout en étant en bon ac-
cord avec les modes en or, exclut la conservation de CP awesignification des, 5
écarts standard, en incluant les intertitudes systénegiduierreur totale est dominée
par la statistique, et la contribution principale a la systéque provient des incerti-
tudes sur le modeéle isobare utilisé.

e Pourlep®(770) K2, les résultats sont aussi en accord avec les modes en oill&asa
la valeur(G.q = 180°, C' = 0) de conservation de CP est exclug & écarts standard,
et le résultat est compatible avec la valgdy = 0°,C = 0) a mieux quel écart
standard. Comme pour I£(980) K2, I'erreur totale est dominée par la statistique,
et la contribution principale a la systématique proviert theertitudes sur le modele
isobare utilisé.

e Pour le mode<**(892)7r~, la mesure du paramétre de violation directe de CP donne
Acp = —0.204+0.10£0.0240.01; la valeur non nulle a une signification 8 écarts



standard. La phase relativep( K*~(892)x", K**(892)r~) entre 'amplitude et son
amplitude conjuguée est mesurée pour la premiére fois. Gredeésultat est limité
par la faible sensibilité due a la taille limitée des zondatdiference avec d’autres
résonances, et ne permet que d’exclure l'intervele32° : +25°] a 95% niveau de
confiance. Si bien la mesure de)( K* (892)x ", K*7(892)7~) est dominée par la
statistique, I'écart entre les deux maximums de la vraisende dilue sensiblement la
contrainte obtenue.

e La présence d’'une contribution significative au spectre—, dans la région autour de
my+o— ~ 1.5 GeV/c?, est établie avec une signification des écarts standard. Ce
signal est paramétré comme une somme cohérente de deuibgbtons, le tenseur
f2(1270) et une autre résonange (1300) non repertoriée, et qui a été identifée pour
la premiére fois dans les mod8s — K7~ 7. Comme dans ces autres analyses de
Dalitz, le meilleur ajustement s’obtient en utilisant ualsire pour lefx (1300).

Une version préliminaire de ce travail a été présentée aud®la collaboratiorBABAR,
a la conférence Lepton-Photon en 2007, et est disponiblealaxi v: 0708. 2097. La
version finale est actuellement en cours de validationnetelans la collaboration (étapes
finales de révision éditoriale), et doit a étre publiée dimgsical Review D

Interprétation phénoménologique des mode® — K*retB — Kp

Le but de ce travail phénoménologique est d’extraire detraimes sur la matrice CKM a
partir des mesures d’observables sur les modes en pselal@svacteur dans les désinté-
grationsB — Kxw. Ces mesures incluent des résultats de I'analyse des dodgédte
ci-dessus. La stratégie est basée essentiellement sun&trsy d’'isospin, reliant les quatre
amplitudes de désintégratidd — K*mw d'une part, et les quatre amplitudes de désinté-
gration B — Kp de l'autre. Au-dela de l'isospin, le nombre d’hypothéesesaiyiques
extérieures est réduit au minimum, le but recherché étaniitehir des résultats aussi in-
dépendants du modéle que possible.

La méthode dite “CPS/GPSZ” a été utilisée comme base deeréfér, les auteurs sug-
gerent que lamesure dep( K*~(892)n+, K*+(892)7 ), combinée avec les phases relatives
entre leK*(892)7~ etle K*°(892)7°, accessibles par I'analyse de Dalitz (indépendante du
temps) du mode3® — K7~ =, permettent de poser une contrainte non triviale sur les
parametres de la matrice CKM. Qui plus est, les auteurs &fitrgue, sous I'hypothese de
négliger les contributions dites @mgouins électrofaible& gy ), cette contrainte donnerait
acces direct a I'angle de la matrice CKM.

Cette thése s’est d'abord fixée comme objectif de produire extension de la mé-
tode CPS/GPSZ, visant a maximiser I'utilisation de l'inf@tion expérimentale disponible.
Cependant, cette démarche a aussi permis de démontrer raiee® des conditions invo-
quées par la méthode CPS/GPSZ ne sont pas correctes. Pol@R$%Z, I'accés a I'angle
~ repose sur I'hypothése que la mesure de la phase relatiy&™ (892)7+, K**(892)7™)
peut se faire avec une analyse de DadilitZgrée en tempdu modeB® — K2n*7—, afin
que cette mesure soit indépendante du mélastye B°. Or cette affirmation est double-
ment incorrecte : non seulement cette phase n’est acaesgitdvec une analyse dépen-



dante du temps, mais de plus, I'observable physique canesmte contient nécéssairement
I'information sur la phase du paraméyygp du mélangeB® — B°. De ce fait, la méthode
CPS/GPSZ repose sur une contrainte qui n’est pas une fartbbservables physiques.

Une méthode correcte est dévéloppée et utilisée dans betie t on démontre que la
contrainte basée sur des observables physiques donieraitdns I'hypothése ou on néglige
les Pgw, & une contrainte sur I'angle de la matrice CKM (et non pag). Les conditions
de validité de cette hypothese extérieure sont testéesfasl&n termes de la structure
des relations d'isospin, et en utilisant les contraintes@nant des mesures expérimentales
disponibles. On montre que pour les systefhe- K*m, les mesures ne favorisent pas le
scénario dePgw négligleables ; qui plus est, les mesures actuelledsSur n'ont qu’une
faible compatibilité avec les estimations théoriques aligiples sur leFgyw .

De ce fait, les contraintes obtenues sur la matrice CKM sontidées par des incerti-
tudes d’origine théorique.

Finalement, une méthode qui exploite conjointement I'eride des mesures sii* = et
K p est développée. Le potentiel de cette analyse combiffée+ Kp est estimé a l'aide
d’'une analyse prospective, basée sur une extrapolatioimcksitudes expérimentales. Les
résultats permettent d’illustrer le potentiel de physigeeces analyses dans le cadre de
I'expérience LHCDb, ainsi que des projets SuperB ou Bellgrage.

Cette étude se fait dans le cadre du groupe CKMfitter, notarherecollaboration avec
Jérébme Charles. Une version préliminaire de ce travail éapiménologie est présentée dans
cette these. La version finale contiendra probablementigaslextensions de la méthode
dans un cadre plus élargi que la seule symétrie d’isospahjéctif final est de soumettre ce
travail a publication dandournal of High Energy Physics
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Introduction

The Standard Model (SM) of strong and electroweak intevastsummarizes the current
knowledge on subatomic physics and the fundamental irntterec(excluding gravitation).
Although several questions remain without answer, no exptal result contradicts the
SM predictions to date.

The SM can be divided into several sectors making referem¢le processes consi-
dered. Although the SM has a large number of parameters #vat to be extracted from
experiment, the global electroweak fit reveals a very goodeagent with data. Among the
SM parameters, about half of them come from the quark flawctioseUntil a decade ago,
this sector (and that of the neutrinos) was the least tesigdit is the only one where a
phenomenon of great importancep violation, has been observed.

C'P violation was discovered in 1964 in decays of neutral kadreter, Sakharov re-
marked that” P violation is one key requirement to explain the matterfaatier asymmetry
in the Universe. The Cabbibo-Kobayashi-Maskawa (CKM) gumixing matrix enables to
incorporate”’ P violation into the SM framework. However, it has been sholat theCKM
mechanisnis insufficient to explain the observed matter/antimatsgmnametry; it is widely
believed that the CKM matrix (and the entire SM) is a low-gyaepresentation of a more
fundamental theory.

Measurements of' P violation related effects, could reveal New Physics (NR)dnel
the SM if they cannot be accounted within the SM framework.

The CKM matrix describes the transitions between quarkh witly four parameters:
three real rotation angles and one irreducible phase. Thasegcontains all the informa-
tion aboutC P violation. This reduced number of fundamental parametexsas the flavor
sector highly predictive. The ambition of the flavor phygxcsgram is to obtain redundant
observables linked to the CKM matrix.

In this context, the main goal of the factories, where thBABAR and Belle experiments
are the representatives in activity in the past decade,psauce a systematic study 6P
asymmetries inB meson decays. Beyond CKM metrology, tBefactories program has
continuously broadened the search of NP effects, not onlynipyoving the precision of the
measurements, but also by extending the number of procesgbed, thanks to the increase
of available data samples.

Several phenomenology groups, where CKMfitter plays aneotie, combine the avail-
able experimental measurements to produce a global fit cCKM matrix. The resultis a
striking confirmation of the CKM mechanism.

Given the great success of the SM, a scenariglioimal Flavor Violation(MFV) is the
favored hypothesis to date: possible contributions of NBldrappear as small perturbations
of the CKM mechanism.B factories today are increasingly oriented to study praeess
sensitive to MFV.

A promising approach is that @mplitudes analyse®r Dalitz analyses for three-body
decays. They provide direct access to decay amplitudeghaneby disentangle weak and
strong phases by resolving the interference patterns ketweermediate resonant states.



Among three-body decays @ mesons to light hadrons, the rather abundant- Knr
channels are dominated by high order diagrams (loops)iZaialysis may therefore offer
high sensitivity to NP contributions. This approach subtethe experimental and phe-
nomenological analyses presented in this thesis.

This thesis is divided into four parts. In Part | an introdotof the theoretical con-
cepts used in this thesis are given. In Chaptef’ P, violation within the SM is described.
Then, theB meson system is reviewed emphasizing the experimentahsatyes of studying
such a system, and summarizing the current constraintseo@KiM parameters. Chapter 2
discusses kinematics and dynamics of the three body deadysh are essential tools for
the time-dependent amplitude analysis of e — K27"7~ mode. Chapter 3 provides
a theoretical introduction to the different methods that ba used to constraint the CKM
parameters from the measurementsBof—~ K*m and B — pK modes, using mainly the
SU(2) isospin symmetry.

Part 1l is devoted to the description of the PEP-II accetarand theBABAR detector.
This is where the characteristics of the detector which raggortant for reconstruction and
selection ofB® — KYr "7~ decays are introduced.

The statistical analysis B — K277~ decays is presented in Part Ill. Chapter 5
describes the data samples used for the present analydiheareconstruction and selection
algorithms applied to them. The relevant backgrounds frtmeraB decays are presented.
In Chapter 6 the construction of the likelihood functiondise fit the B — K¢n 7~ final
data sample is described. The validation of the likelihaoatcfion, based on Monte Carlo
(MC) simulations, is presented there as well. Finally, Gaajg presents the fit results and
the estimation of the systematic uncertainties.

Part 1V, the last of this thesis, is dedicated to the intdgiien of the experimental results
ontheB — K*m and B — pK system, using a phenomenological analysis based mainly
on isospinSU (2) symmetry. The derived constraints on hadronic and CKM patars are
explored.
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Chapter 1

Weak interactions, quark mixing and C'P
violation

C'P violation in weak interactions was first observed in 1964ifilfjecays of neutrak’
mesons. Later on, Sakharov remarked that violation is one key requirement to explain
the matter/antimatter asymmetry in the Universe [2]. Wthike Standard Model of particle
physics incorporates a mechanism to accommo@dteviolation [3, 4], it has been shown
that it is insufficient to explain the matter/antimattermsyetry [5].

The Standard Model (SM) is the theory that describes all titmvk phenomena at the
subatomic scale. Although the SM has a large number of pdesisthat have to be extracted
from experiment, the global electroweak fit reveals a vergdyagreement with data [6].
However, many theoretical arguments motivate the seanciNésv Physics. Today most
of the experimental effort is directed to falsify the SM, wihiis considered a low-energy
representation of a more fundamental theory.

Studying the flavor sector of the SM, in particular throdgFR violation related effects,
could reveal New Physics. Due to the impressive succes®@NMh it is convenient to place
the C'P violation within its theoretical framework in order to carasn the SM parameters
or to throw some light on possible deviations due to New Risysi

This chapter describes the mechanisnCd? violation in weak interactions in the SM
framework. Then, thé3 meson system is described emphasizing the experimentahadv
tages of studying such a system. Finally, a short summaltyecdithievements d# factories
in the measurement @f P violation and constraints on SM parameters is given.

1.1 CP Violation in the Standard Model

The SM is a renormalizable quantum field theory constructedkeuthe principle of local
gauge invariance with th&U (3)c @ SU(2), @ U(1)y symmetry group. This group includes
the strong interaction symmetry group of color rotatiofi&(3), and the electroweak in-
teraction groupSU (2), ® U(1)y. The SM predicts that the latter is spontaneously broken
to SU(2), @ U(1)y — U(1)em, WherelU(1),,, is the group of the electromagnetic interac-
tion. Noether’s theorem associates conserved quantiiiesdes) with gauge symmetries of
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strong and electromagnetic interactions. The weak inte@radoes not have an associated
conserved quantity as its gauge symmetry is broken.

1.1.1 Elementary constituents

The SM is based on a limited number of particles: the fermiarisch are the elementary
constituents of matter; the bosons, which are the mediafdise interactions between the
fermions; and the Higgs boson, which is the responsablesop#nticles masses, andGf
violation through the Yukawa couplings (cf. Sec. 1.1.2).

Gauge bosons

There are twelve gauge mediators in the SM: the gluons, tlthatoes of the strong inter-
action, and they, W* and Z°, which mediate the electromagnetic and weak interactions,
respectively.

The gluons are massless, electrically neutral and carryr atlarge. There are eight
gluons, corresponding to the number&if (3) generators.

The electromagnetic interaction is mediated by the phaanassless particle that car-
ries no electric charge and generates an interaction oftmfiange. The weak interaction
bosonsV* and Z°, acquire mass through spontaneous symmetry breaking. darein-
teract with each other through weak interaction couplirgsl thelV/+, due to its electric
charge, couples with the photon.

Fermions

The fermions can be separated in two categories: quarksesiiisle to all three interactions,
and leptons, only capable of interacting weak and eledlyicall fermions can be organized
in three families with identical properties except for theiasses. The fermionic fields have
left chirality components transforming &%/ (2); doublets and right chirality components
transforming as singlets. The weak interaction only actefirchirality components.

1st family (gf) . €en <Z) , Ug, dg
L L

2nd family ( %ﬁ) W ( ) . Cr, Sn (1.1)
Il s/,

L

MMMy<?>,nw<Z),m,%
L L

This configuration assumes that neutrinos are masslessSUjer-Kamiokande, SNO and
KamLAND experiments observed that neutrinos from one farodn be transformed, by
oscillation, to neutrinos of another family [7] with frequees proportional to their mass
square differences. It is possible to extend the SM to takesses into account. However,
this has no effect in the following discussion which maingats with the weak interactions
of the quark sector.
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The Higgs boson

The SU(3)c ® SU(2), ® U(1)y symmetry group prevents the bare masses of leptons and
qguarks to appear in the Lagrangian density. To evercomeg@tbblem, the SM is com-
pleted with a last particle: the Higgs boson, which is a Ltwegalar, electrically neutral and

¢+
(o)
down of electroweak symmetry (the Higgs mechanism [8]) dyically generates masses
for the fermions due to the Yukawa couplings of fermion fiedaisl the Higgs doublet (cf.
Sec. 1.1.2). The Higgs particle has not been experimerakgrved. Direct searches by
LEP Il setalower limit{ny > 114.4 GeV at 95%) [9] and the electroweak precision fit sets
an upper limit [6]. Searches made at Tevetron bytieF’ and D@ collaborations extended
the explored phase space, but still no observation has bade.WTLASand CMSexperi-
ments, constructed on the Large Hadron CollidéiC) at CERN are ready to take data, and
will look for direct evidence of the Higgs boson.

is a weak isospin doublet with four degrees of freedom; . Spontaneous break-

1.1.2 (C'P violation and the CKM Matrix

In a first stage the electroweak Lagrangian is analyzed tecti@iossible sources of P
violation. The electroweak Lagrangian can be written astire of three contributions,

EEW = Lkinetic + LHiggs + LYulmwa . (12)

There is also a term that couples the Higgs field to the gaugertsy that has no consequence
on C'P violation. The first term on the right side is the kinetic laggian of quarks and lep-
tons, the second and third ones are the Higgs field and thendaikagrangians, respectively.
The last term describes the coupling of the Higgs boson \uggHeérmionic fields.

After spontaneous symmetry breaking, the Higgs field [8ferma mass to each fermion
through the Yukawa couplings. The Yukawa Lagrangian forabeplings between Higgs
and fermion fields, is given, after symmetry breaking, bye (thass term for neutrinos is
ignored)

Loy — — (i, My + &, M, + &, Meel + h.c.)(1+ %) | (1.3)

where;:

e ¢y andv are the Higgs scalar field and the Higgs field mean value inwacuespec-
tively;

e u}y;,dy; ande} ; are the up and down quark and charged leptens ~ and7~)
vectors in the 3D flavor space:

u' d’ e
up = (52) | ¢ , dpp= () | S and e, = (52) | |
t b !
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e M“,M?%and M¢ are complex mass matricésx 3 for the up and down quarks and
charged leptons, respectively.

The quark mass spectrum is obtained by diagonalizing thes masrices. Thel/*¢
arbitrary complex matrices can be diagonalized by using uwitary matricesU?L"d’e and
U, as follows,

UpMXUf = Mg, Xx=u,d,e, (1.5)
where M, is a diagonal real matrix(0/;,,)i; = md;). This is where the fermion
massesn; are input by hand into the SM. The quark and lepton fields ega@ in the

mass eigenstates base (without primes) are given by,

()i = (UCR,L))M(U'(R,LQJ' :
(d(RvL))i = (U(R,L))ij(d/(R,L))j ) (1.6)
(e(r.1))i = (U(eR,L)>ij(e/(R,L)>j :

In the new basis the Yukawa Lagrangian can be written as
EYukawa = —(l_lLMZleguR + (_iLMfllmng + éLMjmgeR + hC)(]_ + %) . (17)

The U(XRL matrices being absent, the interactions of the Higgs fietbfarmions fields are
C, P andCP conserving. The kinetic term remains invariant in the newidaWhat is
interesting is to see the weak interaction Lagrangian (thelkings of the fermion fields
to theWW* and Z° bosons). This can be separated into charged and neutrahtyiieces,
L. = Lnc + Lce. In the mass eigenstates basis, the- remains invariant because its
terms are of the fOFTﬁ'(L,RﬂM'(L,R) (¢ =u,d, e, v). As an example,

uy vy = ﬁLUz‘wUETuL = ury,ur . (1.8)

However, the quark charged-current term is modified by tisgslieansformation. In effect,
after the spontaneous symmetry breaking, the Lagrangiandescribing thé/’* boson and
quark field coupling is given by

Lo = % [y ) W+ hec (1.9)
whereg is the SU(2),, coupling constant andl’" is the SU(2),, gauge field. There is a
similar term for the coupling oft’* and lepton fields, that corresponds to replaaing: e
andd — v. In the mass eigenstate basis, EQ.(1.9) can be written as

9 1o ;
Looc = —=uy"V, dg| W' +h.c., 1.10
cc \/Q[ tY"Verxmdg] L ( )

where the matriX/c s, given by

Vud Vus Vub
Voxn =ULUS = | Via Vie Vi (1.11)
Vie Vis Vi,
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is the Cabibbo-Kobayashi-Maskawa (CKM) Matrix. This matias introducted by Kobayashi
and Maskawa [3] for three quark families, as an extensionaifilibo’s model [4] of two
quark families. This matrix is complex and unitary, and, ak e discussed later, is the
source of CP violation in the SM.

In the approximation of zero neutrino masses, the rotatiatrimafor the neutrino fields
can be chosen to be the same as that for the charged leptongis leaves lepton charged-
current term invariant. In the case of non-zero neutrinosesshere exists an analogous
matrix to Vo i known as PMNS matrix [10].

1.1.3 CKM matrix properties
Number of independent parameters

The fact thal/ ), has a complex phase does not necessarily mean that tiiéfavimlation

in the SM. In the case aV quark familiesVx Will be a complexV x N matrix, and being
the product of two unitary matrices, it is itself unitary. iNal its parameters are physically
meaningful, a@ N — 1 of its phases can be absorbed in the quark fields by phaseniéidas
(ur, — e%uyy, and the same for the down quarks). Furthermore, the fattitha,, is
unitary implies that it can be parameterized WiV — 1) /2 rotation angles (Euler angles).
All this leaves(N — 1)(N — 2)/2 independent phases. For the case\Vot= 2 families,
Vekar 1S real and there is n@'P violation. It is then necessary that the number of families
be N > 3 to haveC P violation in the SM. This is the "KM ansatz" to explainP violation.

In the case ofV = 3, four parameters are needed to desclibg,,: 3 (real) rotation angles
and one phase. All the information @hP violation is contained in this phase, thus making
the quark flavor sector of the SM highly predictive.

Conditions for C P violation

C'P is not necessarily violated in the 3 families SM. If two quaK the same charge had
equal masses, one rotation angle and one phase could bea@fnom V ;. Likewise, if
the value of any of the three rotation angles wee /2, then the phase could be removed.
Finally, C' P would not be violated if the value of the phase wWaw 7. All these conditions
can be merged into one, parameterization independentjtamfl1], which can be stated
as,

det[M", M%] = —2iF,FyJ # 0 <= CP violation, (1.12)

whereFy gy = (muw) — Me(s)) (M) — Mugay) (Me(s) — Mu(a)) /M7y, and.J is a measure of
C'P violation independent of any phase convention, known agdahiekog invariant. In case
there is no degeneracy for the quark masses of the up and doavksg

J # 0 <= CP violation. (1.13)

The are several parameterizations Y@, ,,. The two most used are the Standard and
Wolfestein parameterizations, which are now described.
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Standard parameterization

The Standard parameterization was proposed by Chau andy&2 It is obtained as the
product of three (complex) rotation matrices and a ovelzise,

0

C12C13 S$12C13 S13€
_ is is
Verm = —512C23 — C12523513€ C12C23 — 512523513€ $23C13 ) (1-14)
1) 1)
$12823 — C12C23513€" —C12523 — S12C23513€" C23C13

wherec;; = cost;;, s;; = sinf;; fori < j = 1,2,3, and thed;; are the rotation angles
between families.

Wolfenstein parameterization

Following the experimental observation of a the hierarchyttee Vi, elements, Wolfen-
stein [13] proposed an expansion of thé M matrix in terms of four parameters A, p
andn (A ~ |V,s| ~ 0.22 being the expansion parameter),

1-2 A ] AX3(p — in)
Vexyu = ) —- & AN +O(\Y). (1.15)
AN (1 —p—in) —AN 1

In this parameterization contains the”' P violation information,i.e. C'P violation when
n # 0. To all orders in\, the exact Wolfenstein parameterization can be defined as,

S12. = A,
Sz = AN, (1.16)
size” = AN (p—an),

inserted in the standard parameterization (cf. Eq.(1,54)}hat unitarity is achieved to all
orders This exact parameterization is used in the phenomenolagiiest performed with
the CKMfitter group [14, 15] described in Chapter 8.

The Unitarity Triangle

The CKM matrix is unitary under the hypothesis of universal weakptings,i.e. ¢' = ¢* =
g“ = g%, which explains the presence of a unique gauge gréifi2);, for all families.

! The Taylor expansion of Eq.(1.14), in terms of Eq.(1.16)tai?(\°) reads,

Via =1 — ?2 — g = AL+ 8A%(0% + %)) — g A3 (5 — 324%(p* + 7))

Vis = A — §A2>‘7(P2 +1°).,

Vb = AN (p —in) ,

Vea = =AM+ 2 A2X5(1 = 2(p +in)) + 2 A2\ (p + in)

Ves =1 — 322 — IM (1 +4A%) — -X0(1 — 442 + 16A4%(p + in)) — 3g A3 (5 — 8A? + 16A4%)
Vep = AN — 34303 (p% + %),

Via = AN (1 — p—in) + AN (p+ in) + AN (1 + 44%)(p + in) ,

Vis = —AN — AXY(1 = 2(p +in)) + §ANC + T AXS(1 + 8A%(p +in)) ,

Vip=1-— %A2A4 _ %AQAS(pQ +772) _ %A4)\8 .
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This unitarity implies various relations among thiex ,; elements. Three of them are useful
for probing the SM prediction of' P violation as they involve the non-trivi@KM phase:

VoVt + VadVi 4 VigVi = 0., (1.17)
ViusVip + Ves Vi + VisViy = 0, (1.18)
ViV + VeaVis + ViaVis = 0. (1.19)

Each of these three relations requires the sum of three @xngpiantities to vanish and so
can be geometrically represented in the complex plane asglgs of same areg/2. The
phase transformations of the quark fields modify the triargientations in the complex
plane, but their shapes remain invaridarg, the internal angles and sides of these triangles
are independent of phase convention and are directly cetat€' P violation observables.
These are the "unitarity triangles”, represented with arnomscale in the left hand side of
Fig. 1.1.

The first two triangles are related to t8&M matrix elements that governs th& — K°
andB? — BY systems, respectively. For each of those triangles onéssidach shorter than
the others, and it almost collapses into a line. This offergtuitive understanding of why
C P violation is expected to be small on those systems. Decdgtedeto the small sides
(e.g. K — 7vw) are rare but can exhibit significa@itP violation.

The most exciting physics lies iB; decays. It is related to the third triangle, which has
wide angles and therefore implies large” violation effects. EQq.(1.19) is thus known as
the "Unitarity Triangle" (UT) drawn on the right hand sidepbf Fig. 1.1. Note that in this
representation a phase convention has been chosen in Which is real and all sides have
been divided byV,,V;|.

@

(b)

p
7-92 (C) 720474 (0 y 0) (1 ,0)

Figure 1.1:0n the Left: geometrical representation of relations (:1179), drawn with a
common scale. On the Right: geometrical representatiohefinitarity Triangle choosing
a phase convention in whidh,;V; is real, and dividing all sides byV.;V;|. This fixes one
of the sides along the real axis and gives it unit length.

Depicting the rescaled Unitarity Triangle in the- 7 complex plane, defined y+ i =
—VuaVi /VeadVi, the lengths of the two complex sides are

V.aV5
T8 = P+, (1.20)

VeaV,

R, =
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ViaVig
VeV
The three angles of the UT are denotedhy} and~:

Rt:

=V =p2+n. (1.21)

— ViaVi, — VeaVey — VudVap
a=arg ( VeVt ) 0 =arg Vave ) o Y =arg |\ —yvs ) (1.22)

with o + 3 + v = . The unitarity triangle relations allow to test the x, matrix unitar-
ity. To test unitarity is to explore violations of the conseqgces of the 3 families SM. Any
deviations would mean new physics effects. This sets the fcaisneasuring the angles and
sides of the UT. Several of these parameters are directyeckwithC P violation observ-
ables from theB meson system. Overconstraining the UT parameters withclosérvables
allows us to test the SM.

1.2 TheB Meson System

This section describes the quantum mechanical propertiisea3 meson system. The
emphasis is set on introducing convention-free physicahtjties related t@'P violation.
Three different kinds of’ P violation are distinguished. The terBimeson refers to mesons
made of & antiquark, plus another quark from to the first or second iar@nly the B and
B (denoted in the following3® and B*) are produced by PEP-II.

1.2.1 The quantum mechanics of neutraB mesons

In presence of strong and electromagnetic interactiong @nheutral meson state and its
C'P conjugated would be stable and form a particle-antipartpeir with common mass.
Due to weak interactions, those states can decay. To destwbneutral meson system,
different neutral states are relevant: two flavor eigerstathich have definite quark content
and are useful for understanding particle production amtigb@decay processes; and two
Hamiltonian eigenstates (mass eigenstates) with defiratsrand lifetime, which propagate
in spacetime in a definite fashion. If tlié”? symmetry were conserve@(P, H]| = 0) then
the mass eigenstates would also®£ eigenstates. In any case, mass eigenstates are not
flavor eigenstates, and so flavor eigenstates get mixed gptbpagate. This phenomenon
which is well known for neutral kaons [16], has been obserfggdnheutral B; [17] and
B, [18], and more recently for neutré [19] mesons. In the following only the neutrB,
meson systemB° = db andB° = bd, is considered.

An arbitrary linear combination of the flavor eigenstates,
a(t)|B°)+b(t)|B°) (1.23)

is governed by the time-dependent Schrodinger equation

() w() - (3g). e
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whereM andI are two2 x 2 hermitic matrices known as mass and decay matrices, respec-
tively. C PT invariance [CPT,H] = 0) imposesM;; = My, = M andl'y; = Ty, =T, and
C'P conservation would implyirg(Mi,/T'12) = 0. The diagonal terms in/ are dominated
by the flavor eigenstates masses, and the off-diagonal epessent thé3® = B9 transition
via virtual intermediate states (dispersive part). The diafjterms ofl’ describe the decays
BY — fandBY — f, and the off-diagonal ones represent transiticiageal intermediate
states (absorptive partg® — f — BY andB° — f — B° wheref is a final state common
to B® and B3°.
After diagonalizing the Hamiltoniart{, the physical states can be written as,

|BL)=p|B°)+q|B°), |Bu)=p|B")—q|B°), (1.25)

where the subindek (H) refers to the lighter (heavier) Hamiltonian eigenstateweigen-
value\;, = My —iI';/2 (A\g = My —il'g/2), andp andq satisfy|p|? + |¢|* = 1. The mass
and width difference are defined as follows,

Amd:MH—ML, AF:FH—FL, (126)

so thatAm is positive by definition. Finding the eigenstates of E@4).the following
relations are derived

(Ama)? — 3 (AT = 4( Ml — {IT) (1.27)

1

4
AmdAF = 4R€(M12FT2) . (128)
Finally, the ratiog/p is given by

Amg — AT
4__ M7 (1.29)
p 2(My — §F12)

The Schrodinger equation is solved immediately. Ahgtate can be written as an ad-
mixture of B; and By

|B(t))= awu(t)|Bu)+ar(t)|Br) - (1.30)

The amplitudes of this admixture evolve in time as
ag(t) = ag(0)e Mute=alut g (1) = ap (0)e " Mrte=alrt (1.31)

In the case of theé3, mesons, they are expected to have negligible differencdeitinie
(width). This difference is produced by decay amplitudestwinnels common t&° and
BY. The branching ratios for such channels are at or below the &&f 1073, As many
channels contribute with different signs, then it is expddhat the sum does not exceed the
individual level, henceAT'y, /T's, ~ O(107%). The measured value dfm,/T', ~ 0.73
implies thenAT'p, < Am, model-independently. It follows that (using Egs. 1.279).2
T2 < |Mio] andlq/p| ~ 1.
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A state which is created at timte= 0 as an initially pureB° (B°), denoted by B,

(|B0phys>), has (cf. EQ. 1.25),(0) = agx(0) = 1/(2p) (ar(0) = —ay(0) = 1/(2p)). The
time evolution of these states are, neglectixigg, in front of Am,, given by

(t)>: o {(Mu+Mp)t/2 ,~Tat/2 [cos <A'Zbdt) \BO>—H’€ <in <A'Zbdt) \B_O>} ., (1.32)
p

| BOphys(t) )= e~ Mu+Mp)t/2  —Tqt/2 |:COS (#) |BO>+2'§ sin (#) |BO>] . (1.33)
This oscillation phenomenon is governed by the Feynmarraag shown in Fig. 1.2. In
these diagrams are included three different up-quarks ¢) loops , since all of them couple
with the W bosonvia a \® C K M factor. However, integrating over the internal degrees
of freedom (up-quark antl” boson momenta) yields an expansion that weights the con-
tribution of each amplitude by the ratio of the correspogdijjuark mass to that of thié’
boson [20]. The top quark contribution is the dominant ohe dorresponding’' K M factor
gives (Vi4V;;)? ~ e 2. Then, theB® states that oscillate intB° pick up an extra phase
—203, known as thamixing phasewith respect to the3’ states that do not oscillate. This
phase is measurable whenever bBthand B° decay to a common final state.

] izm d b d
W
W W fLen i,
W
d [ B d A

Figure 1.2:Box Feynman diagrams for neutr&); mixing.

In the neutralB mesons, the amplitude for the mixing process is rather ldugeto the
relative proximity of the values for their lifetime;o = (1.53040.009)ps and the oscillation
frequencyAm, = (0.5074-0.005)ps~! [21]. They give a large oscillation probability before
decay

(TBoAmy)?
2[1 + (1o Amy)?]
hence the prominent role of the mixing process. An immediatgsequence is the large
time-dependent’ P asymmetries that mixing produces, which are described m £2.3
(CP violation in mixing and decay).

— 0.1878 £ 0.0024 (1.34)

Xd =

1.2.2 Tagging andAt measurement from coherentB°B° production at
BABAR

At an e*e™ collider operating at th& (4S) resonance, neutrd®® — B° mesons are pro-
duced from thé’(45) decay in a coherenfP-wave state. Th&'(4S5) resonance is a spin 1
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bb bound state with mass just abofa53 production threshold, and th8 meson has spin
zero. According to Bose-Einstein statistics, the totaleanction has to be symmetric with
respect taB° — BY exchange. Conservation of angular momentum implies tleaBth- B°
system is in d = 1 relative orbital angular momentum state, so the spatiakewaxnction
is antisymmetric. Hence, the flavor wave function also haset@ntisymmetric. Then, as
long as bothB mesons have not decayed, the system evolves in such a waat Hrat time
there is only oneB° and oneB° meson. If one of the3 mesons, referred aB.,, decays
to a state of known flavorK° or B°) at a given timet,,,, the otherB, referred asBcp,
at that timemust be of the opposite flavor (this is one case of the Einftentolsky-Rosen
paradox [22]). However once one of the particles decaysotier continues to evolve ac-
cording to Egs.(1.32) or (1.33), and events with ti%or two BY are possible. This is the
rationale for the flavor tagging technique of neutBainesons used &4ABAarR when studying
the BY/BY — f/f decays. In this technique one of tBés is fully reconstructed, at the time
tep, to the f final state B p). The otherB is partially reconstructed, at the timg,, and
its flavor is deduced from its decay produci.) (e.g. in semileptonic decays the charge
of the lepton gives directly th& flavor, cf. Sec. 5.3). Knowing th8,,, flavor gives directly
the B¢p flavor att,,. At is defined as the time difference betwepp, and B,,, decays
At = top — tag (cf. Fig. 1.3). The technique to measuke will be described with more
details in Chapter 5.

coherent state BYB)
1

i BCP(ttP)i
'BYBNtag): e
E ?:"‘I’u;cllluliun | ::

e(9Gev)  Y[4S)--7  le— AZ —p
|

e \e+(3.1Ge‘%) At = tep-t
z E i - "5

\tsngl
BYB, ;*(:,‘;]i

Figure 1.3:Principle of theB flavor tagging andAt = tcp — ti,, measurement based on
the coherent production d8) B mesons pairs via th#(4.5) resonance. If thé3;,, meson
is in the BY (BY) state at time = ¢,,, then theB¢p is in the BY (BY) state at the same time.

-~ \Z‘/l',

tag

1.2.3 Three types ofC'P violation

The B (B) meson decay amplitude to a final stgtéf), denoted byA (Zlf), is written as

Ar = (fIHB), (1.35)
A; = (fIH|B), (1.36)



1.2 The B Meson System 38

whereH is the Hamiltonian governing the decay. A given process isenaf different
contributions, and the total amplitude is the sum of all @ith

A = Z ajei‘sj e (1.37)
J

flf = Z ajei‘;j e i (1.38)
J

wherea; is the modulus of the contributing amplitude, afijdand ¢, are the strong( P-

even) and weak({ P-odd) phases of that amplitude. In the SM the weak phases trome

the CKM matrix elements, and the strong phases from the quark 'ldggqsf. Chapter 3).
The possible manifestations 6fP violation can be classified in a model-independent

way (cf. Fig. 1.4): 1)C' P violation in decay; 2)U' P violation in mixing; and 3P violation

in the interference between decays with and without mixing@ach case it is useful to define

the corresponding convention fré&P-violating quantity.

2 2

@) E — : — :
o - .

® 4;.<f -

© + —

.
it § 4

Figure 1.4:Scheme representing the three types'éf violation: (A) directC P violation,
(B) C'P violation in mixing, (C)C'P violation in the interference between decays with and
without mixing.

1) Direct C'P violation
There is directC' P violation if the transition probability3° — f is different from that of
BY — f,

B — f]#T'[B— f] <= directCP violation, (1.39)
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wherel is the process rate. Th@P asymmetry is defined as

L(B—f)-T(B— /)

ACP:F(B—UF)JFF(B—”C)'

(1.40)

As the process rate is proportional to the total amplitudase} then Eq.(1.40) can be written
as

1A A

L+ [Ap/Afl*
Hence, the directC' P violation condition can be written in terms of the conventioee
quantity

Acp (1.41)

A,
’A—f’ 41 = directCP violation (1.42)
f

This C P violation results from the interference among various teimthe decay amplitude.
From Eqgs.(1.37), (1.38) and (1.41), it can be seen that yipis bf C'P violation will not
occur unless at least two terms that have different weak tiodgphases interfere,

[Ag? = [Af]> = =2 aya;sin(¢; — ¢;) sin(d; — 5) . (1.43)
,J

Direct C'P violation is the only kind of_' P violation possible for the charged modes.

Direct C'P violation in the interference pattern. Another observable related with this
kind of C'P violation can be obtained from Dalitz plot analyses (cf. fiea 2). Due to
interference between different components over the Dgliy, relative isobar phases (cf.
Sec. 2.4.3) are directly accessible. If these phases bettvee interferring components
are different forB and B decays, then there 8P violation. Let¢;; and¢;; be the phase
differences between componentnd; for B andB decays, respectively. Then, the quantity
Agi;j = ¢ij — ¢ij is aC'P violation observable

A¢;j #0 = directCP violation. (1.44)

This C P violation will be realized as a difference in the interfecerpattern in the3 and B
Dalitz plots. This can occur even if each componentHas = 0 (cf. Eq.(1.40)).

Dalitz plot analyses of th&* — K*x~ 7" [23, 24] decay channel have recently shown
evidence for this manifestation of direCtP violation. If the result is confirmed, would be
the first observation of direct P violation in the decay of a charged patrticle.

2) C'P violation in mixing

The fact thatB° can turn into its”' P conjugate gives rise to a different type@#” violation.
It manifests itself as a difference in the transition pradlitds B° — B° and B — B°:

['[B° — B° #T[B% — B° <= (P violation in mixing. (1.45)
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This C'P violation is related to the fact that mass eigenstates aré'mbeigenstates. This
difference can be expressed in terms of the convention fraatdy |¢/p| (cf. Eq. 1.29) as

because the3® — B° and B — B° transitions are described by the matrix elements
My, — i1, and My, — iI'%,, respectively. Then

1.46
My — —F12 ( )

'Mfz 5T

lg/p| #1 = CP violation in mixing. (1.47)

This type ofC'P violation was observed in the neutrAl system in 1964 [1]. This phe-
nomenon is expected to be negligible in the neufahesons (cf. section 1.2.1), so in the
following the approximationy/p| ~ 1 will be used.

3) C'P violation in the interference of mixing and decay

C'P violation in the interference between decays with and withuaixing (or shortlyC' P
violation in mixing and decay) occurs whenever

I'[B° — f] #T[B° — f], (1.48)

where f is a final state accessible to baY and B°. This type of C'P violation comes
from the interference of amplitude B° — f) andA(B° — B° — f) (and conversely for
BY). In the following only the case dB” and B° decaying to a commo@ P eigenstatefc p
with eigenvalue)p will be considered. The case in whighis not aC' P eigenstate is more
complicated, for an account see chapter 6 of [25].

The amplitudes for the processB§,, .(t) — fcp and BO,,s(t) — fop are given by
(cf. EQ.(1.32) and (1.33))

(JerHIBys(8) = nopAses(94(t) + Aerg-(1)) (1.49)
(JerlHIBms(t)) = ner{ forlMIBoms(t)= e At (9-(0) + Arepg+(0)
(1.50)
whereg. (t) are written as
gi(t) = e MMutMut2o=Lat/2 o5 (Amyt /2) | (1.51)
g_(t) = e " MuatMut/2,=Tat/2jgin (Amgt/2) | (1.52)
and where
Ucpgﬁ—j: (1.53)

is the convention free quantity carrying th&" violation information. Consequently, the
time-dependent’ P asymmetry is given by (using Eq.(1.40), (1.49) and (1.50)),

QIm()\Cp)

1 —|Acp|?
)= —+— Amgt) —
Acp(t) cos(Amygt) 15 ol

sin(Amgt) . (1.54)
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Then, there will be” P violation if,
Acp # +£1 = C'P violation in mixing decay interference (1.55)

It has to be noted that both dire¢ti(;/A;| # 1) and mixing-induced’ P’ violation (lq/p| #
1) verify Eq.(1.55). However, there are circumstances incWitioth|A¢/As| = |¢/p| = 1
and there is stillC' P violation through

Acp| =1, Im(Acp) #0. (1.56)
In this case Eq.(1.54) is simplified to

Acp(t) = —=Im(Acp) sin(Amgt) . (1.57)

1.2.4 B factories achievements

First observation of C'P violation in the B meson system and the measurement of

sin(2(3)

The first major achievement @# factories is the precision measurement of ¢he2 pa-
rameter. A non-zero value was first measured in 2001 byBdiR and Belle collabora-
tions [26, 27] by studying’ P violation in decays governed lly— ccs transitions, known
asgoldenmodes é.9. B — J/¥K?). In these modes, the observed violation is from
decay-mixing interference. The advantages in studyingetineodes are two-fold:

Pie BABAR?

preliminary

Events /(0.4 ps)

[ [S] w

- o
o

HH‘HH‘HH‘HH
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ol
/]
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Figure 1.5:0On the left: The top histograms represent the titedistributions forB,, =
B (red) and B;,, = B° (blue) events inB°/B° — J/WKY decays. On the bottom the
derived time-dependent asymmetry. On these plots the ttd@bility density function is
superimposed. On the right: dominant tree diagram for e— J/ U K?.

e These modes have a very distinctive experimental signatumek so very clean event
samples are available. This is illustrated on the left pfoFig. 1.5, displaying the
time distributions forB,,, = B° and By, = B0 events. At the bottom of the same
plot the derived time-dependefitP-asymmetry is shown. It can be seen that the time
evolution of B° and B° mesons is different, which establishes th& violation.
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e Theoretically thegoldenmodes are a clean way to have access tojthegle of the
CKM matrix. For decays governed lby— ccs transitions (cf. right plot of Fig. 1.5)
such asB® — J/ VK72, and explicit representation af» (cf. Eq.(1.53)) can be found
from the ratio of the amplitude foB° — (cc) K to the interfering process® —
B — (ce)K° — (ce)K°. The decayB® — (c¢)K" involves ab — ¢cs transition
with an amplitude proportional td/;V..], while B® — (c¢) K° provides analogously
a factorncp[V,, V5. BecauseB® — B° mixing is dominated by a loop diagram with
at quark, it introduces a factd¥;;Vi,/ViaV;;], while K — K° mixing, dominated
by thec quark loop, adds a factor oV, V.. /V..V.%]. Altogether, for transitions of the

typeb — ccs,
N ViaVir\ [V VEN [ ViV
cr = P\ vey, ) \vavi, ) \Vavz

= nope 2P . (1.58)

Then, for these modetm (Acp) = sin(23). The current HFAG average efn(2(5)
for all thecharmoniunmodes is [28]

sin(2() = 0.691 +0.029 £+ 0.014 , (1.59)

where the first and second errors are statistical and systahaespectively.

First observation of direct C'P violation in the B mesons system

The first observation of direct P violation was made in 2004 bgABAR and Belle [29, 30].
The BABAR measurement is represented in Fig. 1.6, where it is showrRlat’ $31] of the
energy differenceA F) for B — K+t~ (solid blue line) and3° — K=+ (dotted red line)
events. This variable is defined as the differencg’ef2— £}, whereE; is the reconstructed
B meson energy in the collisiarte~ CM frame (cf. Sec. 5.6.1). ThB"/ B° rate asymmetry
is evidently non-zero. The current World Average valudjs; .- = —0.09873912 [28].

1.3 Constraints on theCKM Matrix and B factories

The main purpose of flavor physics is to obtain redundant oreasents of CKM related
observables that can reveal physics beyond the SM. The Ctekgtoup [14, 15] produces

a global fit to the CKM matrix, known as the "standard CKM fit4ded on a list of exper-
imental constraints on theKM matrix elements where theoretical errors are under cantrol
The current list of "standard" inputs is given below:

e B factories allow to measure observables by studyingghand B, mesons.BABAR
and Belle have contributed with precision measurement&f, andsin 23. Other
parameters are also accessible given the high statisicsradated by these two ex-
periments]V,;|, | V|, @and the UT angles and~.

2An sPlot is technique to contruct background-subtractedeweights distributions.
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Figure 1.6:sPlot of the distribution ofA F' for signal B°/B° — K*r¥ events, comparing
(solid) B® and (dashed)3° decays. The distribution is not centered at zero as the gnafrg
the B meson candidate is calculated with a pion hypothesis fok#ua.

— Amg = (0.507 & 0.005) ps~!, extracted from oscillations in the neutia}, sys-
tem;

— sin 23, measured from decays governedby: ccs transitions (cf. Sec. 1.2.4 for
a description of this measurement);

— |Vi| = (42.0 £ 1.0) x 1073, most accurately obtained from exclusie —
D™ ¢, and inclusive semileptonic— ¢ decays;

— V| = (3.90 £ 0.68) x 1073, which can be extracted from either from inclusive
B(B — X,(7;) decays, or from exclusive decays suchas- {r, p,w, n}lvy;

— «, measured from the isospin analysis of the: uud charmless channel# —
7w, B — prandB — pp;

— =, extracted from decays governed by— cus quark level transitionse(g.
B+ — D™ K@),

e Studies in the neutrak’ and B, systems, an@ decays allow access to:

— |ex| = (2.229 4 0.010) x 1073, from C P violation studies of neutral kaons;

- Am, = (17.77 £ 0.12)ps~!, the mass difference betwed?y; and B;, eigen-
states in the neutrdB, meson system, is measured from oscillations of neutral
B, mesons. CDF [32] gives the strongest constraint;

— |Vua| = 0.97418 + 0.00026, from /3 decays of nuclei, neutrons and pions;
— |Vis| = 0.2246 + 0.0012, from Kaon and hyperon semi-leptonic decays;

The most up to date result on the 77) plane, obtained with the latest measurements for the
ICHEPO8 conference, is presented in Fig. 1.7. The elliptezgion shows the allowed region
by the SM for the apex of the UT.
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Figure 1.7:Individual constraints on thép, 7) plane from thec |, |Vual, |Vausl, |Veal, |Vadl,
[Vesl, Amg, Amy, |Vis|, and the direct measurements of the UT anglesy and~. The
regions containing the points with a CL higher thaft are drawn in color. The global
C' K M fit gives an almost "elliptical” constraint in the center b&tplot.

All the measurements of the CKM parameters are compatibtagrthemselves and with
the SM. The compatibility delimits a much reduced area inpds@ameter space. This result
combines measurements of processes of different natuceegses that violate/conserve
C' P, processes dominated by tree amplitudes or dominated Ips)and processes that
come from very diverse sectors (nuclei, neutrons, pionen&aB and B, mesons). The
constrained region in Fig. 1.7 indicates that the CKM me@mamives a solid description of
the experimental data, which reduces strongly the pararsptee for possible flavor mixing
scenarios beyond the SM.
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The contribution ofB factories to the knowledge of the CKM parameters is not kahit
to metrological purposes €. to measure th€KM matrix elements in the hypothesis that the
SM is correct). Precision measurements in search for newighare also performed. New
physics searches have been broadened not only by imprdwengyécision of the measure-
ments, but also by increasing the number of processes usdddin the desired parameters.
One example is the study &f — K*m andB — pK modes presented in Chapter 3.

Given the great success of the SM, a scenaridioimal Flavor Violationis the hypoth-
esis favored up to date: non-standard physics contribsitiuld appear as small perturba-
tions of the CKM mechanismi factories today are increasingly oriented to study praeess
sensitive to effects of this non-standard physics.

A possible candidate to achieve such a goal, are amplitudgyses (cf. Chapter 2)
where weak and strong phases can be directly disentangleesbiving the interference
patterns, and so could have a better sensitivity to corttabs from physics beyond the SM.
This approach subtends the statistical and phenomenalagialyses presented in Part Il
and Chapter 8.



Chapter 2

BY — K{n*n~ and Charmless 3-bodyB
decays

2.1 Introduction

Decays ofB mesons to three-body charmless hadronic final states hesetatl consider-
able attention in recent years. Amplitude (Dalitz Plot)lgsas for a number of three-body
final states have been performed(m 7", K7 7%, Kir™n~, Kt K- K+, KT K~ K2),
where branching fractions for many quasi-two body (Q2Bg (ivo bodies being a stable
particle and a resonance, hence the term "quasi") resotzes iave been measured for the
first time or with a significantly improved accuracy. The #u®ody charmless final states
provide a rich laboratory for studying different aspectsiobng interactions, but more im-
portantly they provide new possibilities for searches d@?-violation, and many new tests
of the CK' M framework for charged current weak interactions. In dedayshree-body
final states that are often dominated by Q2B channels, tbagihase motion along the
lineshape of interfering resonances are measured and casedeto constrain thé' K M
phases. While in decays to two-body final stat@s{ K, nr) directC P-violation can be
observed as a difference in tieand 3 decay rates, in the three-body chanr@R-violation
can furthermore manifest itself as a difference in intenee pattern of two Q2B interfering
amplitudes contributing t& and 5.

This chapter discusses the kinematics and dynamics of tee thody decays, which
are essential tools for the time-dependent amplitude aisabf theB® — K77~ mode.
First, the experimental and theoretical status of Dalita phalyses is summarized. Then a
word is said about searches for New Physics with the measuneofsin(23.;;) with the
Penguin-dominated modé®® — f,(980)K% and B® — p°(770) K that contribute to the
decay channel studied in this thesis. The rest of the chaptirdicated to the theoretical
description of time-dependent Dalitz Plot analyses. Theikiatics of three body decays are
presented with the definition of the Dalitz Plot (DP). Thebi@aomodel is presented, which
is used to describe the decay dynamics, giving the Dalitz édpendence of the decay
amplitudes. The time and DP dependence of the probabilitgitiefunction (PDF) used
in the Maximum Likelihood Fit is given. Finally, the defirotis of physical parameters in
terms of fit parameters are presented.
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2.2 Experimental and theoretical status

The study of charmless Q2B and three-bdgiglecays is one of the main topics in the physics
program of B factories. Since branching fractions for most hadronicncletés are of the
order of 1075 to 1076 [33], the higher accumulated statistics allows for DalilatRnalyses
for the most prominent modes or those with high reconswuafficiencies, such a8* —
ntr—7nt [34], B® — (pn)° [35, 36], Bt — KTK "K' [37], B - KTK~K° [38],
B — K*tr=7°[39, 40], BT — K*tn—n" [23, 24]. In this latter modeBABAR and Belle
find the first evidence for direcf' P-violation in a charged mode, with thB™ — p' K™
submode, both experiments yielding a similar level of digance.

The B® — (pr)° result was the first amplitude analysis including flavor taggand
time-dependence, and later on thd — K+*K~K° analysis followed. For the mode
B — Klrtm~, only Q2B [41] and tag- and time-integrated Dalitz plot [42]alyses
had been performed before the analysis presented in thessth&he Q2B approach iso-
lates different components on the Dalitz plot and measuresorresponding yields. The
disadvantage of this approach is that interference betwesiponents is ignored. This in-
troduces substantial systematic uncertainties. Spedgbyfithere is no access to the phase
differences between interfering components, and only treesponding branching ratios
and C' P-asymmetries (provided the tagging information is not iga) can be extracted.
C P-averaged interference patterns can be extracted fromatad)time-integrated Dalitz
plot analyses, which enables one to measure average plfiserdies and relative magni-
tudes between the amplitudes of the different componetis fact that the time and tagging
information are ignored means that @@-asymmetries are accessible. The analysis treated
in this thesis includes simultaneously the tag, time andtbglot information, determining
with improved accuracy phase differencés;-asymmetries and branching fractions. Also,
as explained in chapter 3, the observables accessible fiznaalysis are ingredients for
the phenomenological analyses of thiér and K p systems.

From previous Q2B [41, 43, 44, 45] and time-integrated atagé analyses [42], an in-
clusive branching fraction oB(B? — K%rtn~) = (44.8 + 2.5) x 107% was measured,
and significant yields for th&™(892), K;(1430), f,(980) andp®(770) resonant states were
found. In their time-integrated amplitude analysis, Bédifels an excess in thetn~ in-
variant mass spectrum around 1.3GeV /c?, which they model as the coherent sum of a
f2(1270) and a scalar, somewhat arbitrarily. Branching fractiond Balitz plot structure
are in agreement with the ones foundfi — K 7~ 7+ and B’ — K7~ 7° modes, as
expected. Tables 2.1 and 2.2 summarize the experimentaidmsd

On the theoretical side, there exist predictions for thentineng fractions and” P-
asymmetries for thé3* — K*7(892)7—, B — p(770)K% and B® — f,(980) K reso-
nant modes, which contribute to th#¥ — KYr "7~ final state. For the,(980) there is no
strong consensus about its quark structure. Some clainbé eotwo-quark state, whesg,
(uu + dd) /+/2 states are mixed, due to the fact that this resonance cay tiesak andnr.
Other claim that is a four-quark state. So the theoreticl@utations are difficult to inter-
pret. Those predictions are based on QCD factorization [46]3) flavor symmetry [47]
and QCD factorization including final state interaction8][4The directC' P-asymmetries
are predicted to be large for thg*+(892)rF and p°(770) K components. The predicted
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Parameter BABAR Belle

B(B® — p°(770)K2) 4.9+ 0.8 +£0.9[45] 6.1+ 1.0717 [42]
B(B® — f5(980)(— w+a7)K2) | 5.54 0.7+ 0.6 [41] 7.6 £1.7193 [42]
B(B® — K**(892)7™) 12,6727 4 0.9 [40] 8.4+ 1.1759 [42]
Acp(B® — K*+(892)1™) —0.197022 4 0.04 [40] —

B(B® — (Kn)}) 94111710 4 1.8[40] | 49.743.8%55 [42]
B(B® — K¥rt 77 )nr — 19.9 + 25731 [42]
B(B° — K%+ )y 43.0+2.34+23[41] | 47.5+2.4+3.7[42]

Table 2.1:Summary of the total and partial Branching fractions (intsraf10~°), and direct
C P-asymmetry (only for thé&® — K*(892)7~) measurements made BaBAR and Belle
before the present analysis. Th& ) notation refers to the S-wavér.

time-dependent’ P-asymmetries are usually large.

2.3 b — sqq Penguin Dominated Modes and New Physics

It is possible to detect physics beyond the SM (or New Phy®i¢¥) by measuring thg
angle inb — q¢gs (¢ = u,d, s) Penguin dominated decays. Such loops are dominated by
virtual t-quarks, which involve a single K M factorV,;V;,. Thus, in the context of the SM,
if the C'P-asymmetry in theB; — fcp IS measured, wheré-p is anC P eigenstate with
eigenvalue)-p = +1, and the decay is dominated by a» ¢gs hadronic Penguin, a probe
to NP is made. In effect, the’ K M phase involved in thé — ¢gs Penguin dominated
decays is the same as that probed in> ccs (golden modese.g. B) — J/¢KY), so it is
expected to haven 23,5, = —ncp sin 25, for the mixing induced’ P-asymmetry and also
Acp ~ 0 for the directC P-asymmetry. Therefore, a discrepancy would clearly pamP,
which would indicate that there are new amplitudes contiiiguto the hadronié@ — ¢gs
Penguin decays, corresponding to new particles circatinhe loop.

A number ofb — ¢gs Penguin dominated decay channels have been identified;gamon
them arelk " K~ K%, oK%, 1/ K9, KSKOKY, nOKY, wKY, 1070 K79, £,(980) K% andp(770) K.
The last two modes contribute to ti¥ — K277~ signal (the decay channel studied in the
thesis). Depending on the mode, the decay amplitudes carogttbutions from the quark-
level b — wus Tree diagram, so that the level of Penguin-dominance is radegendent
(for instancep K2, K2 K3 KY andn K3 are considered very clean). What is measured with
these modes is not directly but rathers. s, which includes the Tree contamination. Cur-
rently, the discrepancies between charmonium and chasrtilee-dependent asymmetries
are not statistically significant, but compilations [281. (€ig. 2.1) show that most central
values ofsin 23, are belowsin 23 from the golden modes. As a general rule, theoretical
estimations [48] would pustin(20. ;) abovesin(25.).

In this analysis it is possible to measutie 20, ;, for the B — f,(980) K¢ and B —
p°(770) K% Penguin dominated decays. Such measurements have beamreetpreviously
on smaller data samples with the Q2B approaches [43, 44, A%)alitz plot analysis of
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Parameter BABAR Belle

S(B° — p(770)K2) 0.20 & 0.52 + 0.24 [45] —

C(B® — p°(770)K2) 0.64 & 0.41 + 0.20 [45] —

S(B® — fo(980)(— nta ) K2) | —1.6270:25 +0.09 [43] | 0.18 £ 0.23 + 0.11 [44]
C(B° — fo(980)(— mta™)K2) | 0.27 4 0.36 £ 0.12 [43] | 0.15 £ 0.15 & 0.07 [44]

Table 2.2:Summary of the direct and mixing induc€@-asymmetry measurements for the

B® — £4(980)(— 77 ) K% and B® — p°(770) K modes made bBaBArR and Belle before
the present analysis.

the larger data sample is justified, since it can improve tB8 @easurements shown on
table 2.2, by properly accounting for the interference leetmwresonances. Also, whereas the

Q2B analyses are sensitive onlysta 23, s, an amplitude analysis can use the interferences
with the other resonances to extract directly thg; phase.

sin(23°") = sm(zpl )@
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Figure 2.1:Summary of thein 23, (left) and Acp (right) measurements from the Penguin
dominated modes compared with the golden mobles (ccs) measurements, according to
the Heavy Flavor Averaging Grouj28] after the 2007 Winter conferences (updated sum-
mary figures will be shown in Chapter 8, including resultsrrthis thesis). The central
values of the Penguin modes tend to be below the values obtdergmodesi( — ccs),

but the discrepancies are not statistically significant.r Bee direct C' P-asymmetries all
measurements are consistent with zero, as expected in the SM
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2.4 Three-Body Decays and thé3" — K2z~ Channel

This section recalls the basic properties of three-bodwayl&nematics and the dynamical
model, as far as they are needed to motivate the variouseshai conventions that are used
in the analysis. It is important to describe in detail thédlatas a single sign or a different
helicity convention will change the numerical value for gaameters that will be extracted.
This section is based on [21, 35, 49].

The main challenge of Dalitz Plot analyses is the consinatif a realistic signal prob-
ability density function (PDF), where both the kinetic anghdmical properties as well as
their time dependence are modeled to good accuracy.

2.4.1 Particle Decays

The partial decay rate of a mother particle of magsnto n daughters in its rest frame is
given in terms of the Lorentz-invariant matrix elemehby

(2m)*

dl' =
2M

whered®,, is an element ofi-body phase space given by

d®, (P;pl, ..., py) = 64 (P — Zpi) 1T (27?)‘32@ (2.2)

where P andp; are the four-momentum of the mother ainth daughter particles, respec-
tively, andp; and E; are the three-momentum and energy, respectively, of-thelaughter
in the mother particle rest frame. This phase space can lexaed recursively,

d®,(P;p1,...,pn) = d®;(¢;p1,.... D)) 2.3)
X d(I)nfjJrl(P;ijrlu 7pn)(27r)3dq2 )

whereq = Z{Zl p;. This form is particularly useful in the case where a pagtadcays into
another particle that subsequently decays.

2.4.2 The Dalitz Plot

Consider the decay of a spin-zeBY meson with four-momentum; into three daughters

7 (py), 7 (p-) and K2(po), with corresponding four-momenta. The original numbetdf
unknowns in the3’ rest frame is reduced t taking advantage of the known masses of the
four particles involved4 constraints), energy and momentum conservatiymagd the fact
that two spatial angles are irrelevant (no direction isgurefd) ). As independent variables,
the two-body invariant masses squared (Mandelstam vasahte used

s+ = (p+ +p0)?, s-=(p-+p)*. (2.4)
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The invariant mass of the positive and negative pign= (p, + p_)?, is obtained from
energy and momentum conservation:

S0 = Mpo + 2m2, + m%g — S — 5. (2.5)

Using the Mandelstam variables to describe fifedecay process, the differential width
reads

1 |AP
(2m)3 32m,

where A is the Lorentz-invariant amplitude for the” — K277~ transition. In the fol-
lowing, A will represent the amplitude for thB® — K977~ transition. Note that a trivial
integration over the spatial angles has been performed f@riBq. 2.6. The scatter plot in
s, ands_ plane is called th®alitz Plot In the following, the notatiod D P} for the Dalitz
plot coordinateg s, , s_} will be used, and, correspondingfy/D P} for the Dalitz plot ele-
ment{dsds_}. Similarly, { DP} will refer to the pair{s_, s, }. The symmetric boundaries
of the DP are obtained whea,g. for a K** — K27 resonancep, andp, are parallel
(minimum mass-squared) or anti-parallel (maximum massusgl). As a function of .,
the kinematic boundaries [max] ands_[min] are given by

s lmarmin)(s,) = (8 + B3 = (/B2 w5 \JEF =i

where

dl'(B® — Kintn™) = ds.ds_ , (2.6)

2
)

2.7)

2 2
Sy — ng +m. .

E} = :
2,/51
Sy — m2 m2
gy = 2 T (2.9)
2,/5+
B T S~ : (2.10)
2,/51
are the energies in tHé(37 ") rest frame. For events close to the edges of the DP one of the
s; (i = +,0,—) takes a small value while the others are rather large, valsarethe center
of the DP the invariant masses of the three pairs of partielks approximately the same
values. This implies that in the latter case, the directmfribe three particles are distributed
quite isotropically, and they carry similar energies, vdasrin the former case, one particle
in the final state is back-to-back to the other two, which miovparallel, giving the event
a strong directionality. Finally, for an event lying neaetborners of the DP, one of the
particles is slow.
If |.4|% is constant, the allowed region on the DP will be uniformlpplated with events.
A nonuniformity in the DP gives immediate information @A|?. As an example with the
B® — K2ntm~ decay mode, bands appear when= m%(*+(892), reflecting the decay chain
BY — K**(892)(— K2nt)m~.
Due to angular momentum conservation, the distributionvehes decaying through a
scalar resonance will uniformly populate the band of massa@ated to the intermediate

(2.8)
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state, since the lack of spin means there is no preferredtainefor the daughters of the
resonance. For a vector intermediate state, however, deged direction exists due to the
fact that in this case the resonance is polarized in a helrgto state. Therefore, one needs to
compute three helicity angles (one for eddtin ™), (Kor—) and(x+7~) pair of particles),
e.g. the cosf,. is defined as the cosine of the angle between the neg&fivaomentum in
the (K27 ™) rest frame (which is the flight direction of tH& =) pair in the B® rest frame,
and the negative flight direction of the™ in the B rest frame) and the momentupi of
then™ in the (K27 ™) rest frame. It is given by

2E5E* +2m2, — s

cosfy = — , (2.11)
' 2[p#s||p*-|
and the expansion as a function of the Dalitz variabless_, leads to
cosby = — [s+(3_ — s0) — (Mm% —m?,) (mig — mfﬁ)}
9 —1/2
X {mj‘r+ + (5+ — mi()) —2m2, (s+ + mi())] (2.12)
S S

4 2 \2 2 g \] Y2
X |:m7r+ + (S+ - m7r+) B 27’”#+ (S+ + m7r+)] ’

wheres is obtained from Eq. 2.5. Exchanging < s_ in Eq. 2.12 yields the cosine of the
helicity angle of thg K27 ™) pair, cosf_, and replacing, — s, together Withm o < m+
gives—cost, for the (77 ~) pair. Fig. 2.2 illustrates the conventions that are adofutethe
helicity angles:

e cosf, (K37T) is defined as the angle between thein the (K27 ) rest frame and
the (K97 ™) flight direction in theB° rest frame.

e cosf_(K37™) is defined as the angle between thein the (K27 ) rest frame and
the (K97 ) flight direction in theB° rest frame.

e costy(ntn7) is defined as the angle between thiein the (7" 7~) rest frame and the
(7t~ flight direction in theB® rest frame.

For vanishing relative strong phases, each resonanceapvesimes with a relative minus
sign so that maximal destructive interference is observedll goints with equal masses
squared.

2.4.3 The isobar model

The amplitude4 contains all the underlying dynamics of th8 — K77~ decay. In the
isobar model approximation [50, 51] the amplitude is modele the coherent sum of terms
with individual couplings, propagators and spih®ach representing a resonant state in one
pair of particles,

N
A(DP) =Y ¢;F/(DP), (2.13)

=7
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Figure 2.2: Convention adopted for the helicity angles. Left: Examplethe 6, helicity
angle definition. Right: graphical representation of thdi¢igy conventions on the Dalitz
plot. For vanishing relative strong phases it leads to destive interference in all points of
the Dalitz plot where at least two of the three mass combinatare equal. See text for the
geometrical definition.

N
A(DP) =) &F;(DP), (2.14)

where N is the number of intermediate states considergdg;) are complex amplitudes
describing the couplings of thB° (B°) meson to the particular resonant final state, and

FJJ(DP) (F;.](DP)) are the DP-dependent dynamical amplitudes for each spesonant
state. All the weak phase dependence is contained {it also contains strong phases),
while FJJ(DP) contains the strong dynamics only, therefore

F/(DP)=F,(DP). (2.15)

The FJJ term is represented by the product of the invariant massifactd angular distribu-
tions,i.e.
F{(DP) = R (m) x X,;(|p"[r;) x X;(lalrj) x T;(J.p.q) , (2.16)

where:
e m is the invariant mass of the two decay products of the resman
° Rj(m) Is the resonance mass term or “lineshaef (Breit-Wigner),
e T;(J.p,q) is the angular distribution,

e X ; are the Blatt-Weisskopf penetration factors (barrierdesjtwith parameter;,
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e p* is the momentum of the bachelor particlee( the accompanying partickein the
decayB — R b, whereR is the resonant state) evaluated in fBferest frame,

e p andq are the momenta of the bachelor particle and one of the raserdaughters,
respectively, both evaluated in the resonance rest framemiodulus of is a function
of m and the resonance daughter massgsandm,, given by

lq| = % (1 _ (ma g my)” mb)2) v (1 _ (ma—my)” m”)Q)l/Q , (2.17)

m2 m2

The conventions adopted for these terms are describedaili ihethe following.

A Dalitz plot or amplitude analysis extracts the complexglmgsc; and¢, from data,
out of a specific model for the resonant structure. As will erslater, the time and DP-
dependent probability density function (PDF) depends4jf, |A|?> and AA* (cf. Eq. 2.43),
which means that bilinear terms on the dynamical amplitwdésappear in the model of
the distribution over the DP. These terms, which are propuat to F; F}, F;F,, or F;F,,
respectively, are sensitive to the interference betweerrésonanceg andk, thus allowing
for the relative phase betweepandcy, ¢; andc, or ¢; andc,, to be determined. For the
andc, complex amplitudes, a polar parameterization in terms ofufiand phases can be
adopted¢; = |¢;|e™ andcy, = [ci|e"?*.

Finally, it is important to mention that the Isobar Model §£8.13, 2.14) neglects rescat-
tering of the final state particles and is known to lead toarityt violation whenever the
overlapping of two resonances is significant. Alternatigegh as thé(-matrix [52, 53, 54]
model, exist but their complexity outweights their merits the present analysis given the
current statistics.

2.4.4 Mass term description

For the resonance mass terms, several different forms ack #ssummary of the param-
eters, as masses and widths, used in the lineshapes of thedifresonances is given on
Tables 2.3 and 2.4.

Relativistic Breit-Wigner lineshape

The relativistic Breit-Wigner (RBW) [21, 55, 56] lineshajseused to describe thE*(892)
andfx(1300) resonant states, and alsinorresonances that are added to the nominal signal
model for systematics studies (cf. Sec. 7.3). For this patarnzation:

1

[(m§)? = m?)] —im3I'{ (m) ’

R](m) = (2.18)

wherem is the invariant mass of the two-daughter combinatm@,is the resonance pole
mass and'/(m) is the width dependent on the invariant magsdefined by

2J+1 mO
o) =19 (20) (%) Xt 2.19)

\OI|0 m
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Resonance Parameters Form Factor Ref. for
Parameters
f0(980) mass= 965 + 10 Flatte [59]
gr = 165 £ 18
gr = 695 + 93
p0(770) mass= 775.5 + 0.4 GS [21]

width = 146.4 + 1.1
radius= 5.310-2
K*T(892) mass= 891.66 + 0.26 RBW [21]
width = 50.8 + 0.9
radius= 3.6 + 0.6
K*7(1430) mass= 1415+ 3 LASS [60]
width = 300 £ 6
Effective Range term cutc 1800
a=2.07+0.1(GeV/c)™!
r=3.32+0.34(GeV /c) !

fx(1300) mass=1471+7 RBW [23, 42]
width = 97 + 15

f2(1270)  mass= 12754+ 1.1 RBW [21]
width = 185.213-1
radius= 3.0 [60]

Xo(1P)  mass= 3414.75 £ 0.35 RBW [21]
width =10.4 + 0.7

NR flat phase space

Table 2.3:Parameters of lineshapes for resonances that will be usédemominal Dalitz
plot model. Masses and widths arelfeV /c?, and resonance radii itGeV /c)~!, unless
mentioned otherwise.

wherel') = T'/(m9) is the resonance decay width, and fh symbol denotes the value of
la| whenm = m).

Gounaris-Sakurai lineshape

An alternative form for describing thg’(770) lineshape (and also minor resonances) is
the Gounaris-Sakurai parameterization [57] of fhavave scattering amplitude for a broad
resonance, decaying to two pions:

R B 1+d- F?mg 5 90
70 = e =+ Fm) — T () (220
wherel'/ (m) is the same as in Eq. 2.19, the functipfmn) is fiven by
(m3)? dh
f(m) =Tj=——3- 1 laf*[h(m) — h(m})] + [(m5)* — m*]|ql§ —— : (2.21)
lalg dm mo

and the functiork(m) is defined as

2 2
h(m) = _@ In w : (2.22)
™m 2m e+
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Resonance Parameters Form Factor  Ref. for
Parameters
K*T(1410) mass= 1414 £ 15 RBW [21]
width = 232 + 21
K*T(1680) mass= 1717 + 27 RBW [21]
width = 322 + 110
K;7(1410) mass= 1425.6 £ 1.5 RBW [21]
width = 98.5 + 2.7
fo(1710)  mass=1724 +7 RBW [21]
width = 137 + 8
p°(1450)  mass= 1465 £ 25 RBW [21]
width = 400 £ 60
radius= 3.0
p°(1450)  mass= 1465 + 25 GS [21]
width = 400 + 60
radius= 3.0
p°(1700)  mass= 1720 £ 20 GS [21]
width = 250 + 100
radius= 3.0
Xc2(1P)  mass= 3556.20 + 0.09 RBW [21]
width = 2.03 +0.12
radius= 3.0

Table 2.4:Parameters of lineshapes for minor resonances that will tresered for sys-
tematics studies. Masses and widths aréiaV/c?, and resonance radii ifGeV/c)~!.

with
dh
dm

= h(m3) [(8lalo)™" = (2(m)*) 7] + [2m(mf)7]. (2.23)

The normalization condition ak?/(0) fixes the parametet = f(0)/T9mJ. Itis found to
be [57]

d

2 mY + 2 mY? m2,mY
_ 3 me+ In ( J ‘q|0) J 'Y (224)

T o7 q)? oM+ orlaqle  wlq}

Flatté lineshape

The conditions under which a Breit-Wigner lineshape is adympresentation are rather
restrictive. A particular phenomenon not accounted fod #at is relevant to the present
analysis, is the change in the lineshape resulting frompleaing of a threshold. An example
is the f,(980) state, whose main decay modes #80) — =7 and f,(980) — K K. The
mass of thel K at rest is~ 990MeV//c?, within a fraction of the width of the resonance
mass. This means that events decaying throughft@s0) state with masses below that
threshold can proceed essentially only to thefinal state, whereas events with masses
above the threshold also have the possibility of produciegi K final state. The final
effect is an asymmetry in the lineshape.
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The Flatté [58], or coupled channel Breit-Wigner lineshaiseused to describe the
f0(980) resonance. It is given by

R](m) = ! (2.25)

[(m3)? = m?] — im§(Lax(m) + T (m))

where the symbols previously defined are used. The decapsvidthe resonance in ther
and K K final states are given by:

1 2
Cor(m) = gx (§ L —dm2,/m? + 3 1-— 4m72r+/m2) : (2.26)

1 1
Crr(m) = gxk <§\/l—4m§(+/m2+§\/l—4m§(0/m2) : (2.27)

whereg, and gy are coupling constants (measured in previous experiméntsgyhich the
following values are used

Gr = (0.165+ 0.010 £ 0.015)GeV/c? , (2.28)
gr/gr = (4.2140.25+0.25). '
These are taken from results by the BES experiment [59]. Whes below the K™ K~
threshold,[' s becomes imaginary and so contributes to the real part of éherdinator.
Above the K+ K~ threshold but below théf"K" threshold, theK+ K~ part of I'jo+ i
contributes to the imaginary part of the denominator, mgikime total width bigger due
to the K™ K~ coupling, while theK 'K’ part contributes to the real part. Above K’
threshold the wholé&'  is real and so contributes to the imaginary part of the denatur.

LASS lineshape

It is known that thel = 1/2 S-wave K= resonance, while dominated by tt&;(1430)
below?2 GeV/c?, is not a simple Relativistic Breit-Wigner [40, 23, 60, 61]p to the K»/
threshold, the wave is rather elastic. Adding an effectargge term to the RBW term, was
suggested [62] to describe the slowly increasing phase ascidn of K7 mass. This pa-
rameterization is denoted here as LASS, in reference todihgel Aperture Superconducting
Solenoid spectrometer (LASS) experiment, that introdutéat the first time in K« scat-
tering studies [63]. As commented in [24], while this apmitoé reasonably well motivated
from the experimental point of view (as it stems from measets to scattering data), the
use of the LASS parameterization is limited to the elastpae of M (K7) < 2.0 GeV/c?,
which is the kinematical range probed by the LASS experimdifite values obtained by
LASS have to be scaled byray . /|q| factor for B decays [60]. The lineshape is given by

0
Oroﬂ

m 26 "M i Talo
= 4 0B , 2.29
lq| cot dp —i|q| [(m?)? — m?] — imgfgﬂm—? (2.29)

R7(m)
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where the first and second terms in the right hand side areffénaiee range and resonant
terms of the lineshape, respectively. T7In§ and 1“9 parameters are the mass and width of
the K;(1430) resonance ancbt iz is given by

1 1
cotép = ——— + =r|q| . (2.30)
alg| 2

The parameterg andr are the scattering length and the effective range, resjedgtand are
taken from a 37-point fit to the LASS data [60]

a = (2.074+0.10)(GeV/e)™t, (2.31)
r = (3.3240.34)(GeV/c) L. '
In this thesis, the non-resonant term of the amplitude isoffuit 1.8 GeV/c?, which is
the same configuration adopted theBaBArR analysis of the charge®™ — Ktz 7t
mode [34].

Non-resonant lineshape

Signal in the center of the DP is described with a flat distrdsy constant over the whole
DP.

The parameters in the lineshapes could in principle be bddrom a fit to data, but this ap-
proach has a technical disadvantage. When normalizingiire(Ef. Sec. 2.4.8, Eq.(2.43)),
integrals of the term¢’;(DP)F;f(DP) over the whole DP have to be calculated each time
one of the parameters of the resonance lineshape varieswbhid make the fitting process
unacceptably heavy in CPU-time. For this reason these pdessnare kept fixed, and the
integrals of thet; (D P) Fyf(DP) terms over the DP are only calculated once.

2.4.5 Blatt-Weisskopf Factors

The functionsX ; are the nucleaBlatt-Weisskopf penetration factoi@4]. They are semi-
classical and motivated by the potential(J + 1)/(2mp?) occurring in the Schrodinger
equation, expressed in the spherical coordinates, foraitesing of a particle with orbital
angular momenturd > 0 in a central field. The repulsive potential is equivalent totation
energy, and can thus be denotectastrifugal barrier For growingJ or decreasing radial
distancep, the centrifugal barrier increases, which entails a destngaransition probability.
One can empirically determine a radial distance, caitiéeraction radius r, of the reso-
nance, which separates an outside region (with respecetodtitrifugal barrier), with little
interaction, from an inside region where the interactiotween the particles is strong [65].
The transition coefficients of the centrifugal barrier are Blatt-Weisskopf factors. They
are derived using spherical Bessel and Hankel functionsread from the lowest orbital
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momenta (spins):

—_

Xj—o(z) = 1,

1+ 22
Ximi(z) = 1+Zg ,
[ 4 2.2
2o +325 +9
Xy=a(z) = A 324 0] (2.32)

wherez, represents the value ef(which is equal tdq|r or |p*|r) when the invariant mass
is equal to the pole mass of the resonce. This factor only hasffact forJ > 0. The
values of the interaction radius for the different resorsdates used in this thesis are listed
in tables 2.3 and 2.4.

2.4.6 Angular Distribution

The angular distribution depends on the spin of the res@alRor aB decay into a scalar
resonancéro} (with {xo} = {0+}, {0—}, {+—}) itis simply given by

Ty(J = 0,p.a) = 1. (2.33)

In the case of & decay into a vector resonan¢ec } and a bachelofr}, it can be written
as

Tj(J =1,p, q) = (pBO + pr)u Zi Gg(pna)ei'j* (pma)(pm - po)v

Sxto = Sotr T (1/Sk10) (m%O - m72') (mi - mi) (2.34)
_4pli *Pr .

= _4|pn||pr| COSHIH—T )

where all four-momentg; are given in the resonance rest frarfig, . is the helicity angle,
and the relation

.
> e (p) = - + P pf , (2.35)

for the sum over the polarizations four-vectors has beed.uBee last two lines of Eq. 2.34
reproduce the convention for the cosines of the helicitylemglefined in Eq. 2.11 and
Fig. 2.2. Note that the occurrence of the 6,.,, in the propagator substantially enhances
the interference of different vector resonances in theasrof the DP. For tensor resonances
the angular distribution is

T;(J =2,p,q) = (8/3) (3(px-Pr)* = (|Pxllp-])?)
= (8/3)|px’[p|* (Bcos® O — 1) (2.36)

One has to decide which daughter of the resonance to choo#®efoalculation of the he-
licity angle. For theBY — K277~ mode this issue is slightly complicated. For resonances
iN Mo+ OF My, ONe can always choose ti€s, as one only get$° (5°) decaying to
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resonances ingﬁ (ngW_). This means one chosé&, andr~ (=) for p, andp, in the
case of aB® (BY) decay. For resonancesiin,+,- one would like to choose the pion such
that the same choice is maintained. However, since the féibe B at its decay to thé'P
eigenstate is not known, this cannot be done. Thereforesaheention adopted here is to
always choose the™ daughter; keeping in mind that this must be taken into accioutihe
likelihood function (cf. Chapter 6) by introducing(a-1)” factor for C' P eigenstate decays
of the B°.

2.4.7 The Square Dalitz Plot
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Figure 2.3:Nominal (left) and square (rightB® — K2n"x~ Dalitz plots obtained from
highly simplified Monte Carlo without detector simulatiogenerated with an arbitrary
model includingf,(980) K3, p°(770) K% and K**(892)7F resonances. The hatched ar-
eas indicate the main overlap regions betweenthie~ resonant stateg,(980) K% and

P2 (770)KY and the K**(892)7F bands, which are removed in the Q2B analyses. The
contour lines correspond t@ngg. = 0.892 GeV/c?, Mg~ = 0.770 GeV/c* and

My+a- = 0.980 GeV /2.

Due to the low final state massms@J < mpo, Signal events tend to populate the kine-
matic boundaries of the Dalitz plot. It turns out that due éonbinatorics, the dominant
ete” — qq (¢ = u,d, s, c) continuum background (cf. Sec. 5.5) also accumulateseat th
boundaries, so the classical DP representation (Eq. 216 twt to be inadequate when one
intends to use empirical reference shapes in a likelihoggftitChapter 6). Therefore the
concept of a square Dalitz plot (denotsguareDP or {SDP} in the following) is intro-
duced, by defining the transformation

dy,ds_ — |detJ|,dm/, de’, (2.37)
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where ) .
m' = = arccos | 2——atn” ~ Mnta- [min] — 1], (2.38)
7r Mgt = [MAT] — Myt - [N
=10, (2.39)
m

wherem, + .- [max] = mpo — Mg andm.+,-[min| = 2m,+ are the boundaries o+,
invariant massf,.+.- is ther ™7~ helicity angle, anddet.J| is the Jacobian of the transfor-
mation. The new variables have validity ranges(inl). The determinant of the Jacobian is
given by

400
300 ,
200 ,

100 ,

Figure 2.4:Jacobian determinant (Eq. 2.40) of the transformation (E§7). The plot shows
the distribution that would be obtained in the square Dagitat for a uniform (non-resonant)
in the nominal Dalitz plot.

OMmy+,— 0cosby
om’ 00’

where|pi| = /Ei —m?2, and|pj| = /E; —m2,, and the energie&” and Ej are
evaluated in thet 7~ rest frame. The partial derivatives in Eq. (2.40) read

| det J| = 4[p}|[pg|masn- - (2.40)

8 T . B
ﬂ;r;’ = —g sin(wm’) (Mt r- [max] — mq+ - [min]) | (2.41)
dcostly o
00 sin(0'r) . (2.42)

Figure 2.3 shows the original (left hand plot) and the tramaid (right hand plot) Dalitz
plots from highly simplified Monte Carl®® — K2n*7~ events, generated with an arbi-
trary model includingf,(980) K2, p°(770) K2 and K**(892)7T resonances. The hatched
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areas indicate the main overlap regions between the diffefg980) K% and p°(770) K2
and theK**(892)r¥ bands, which are removed in the Q2B analyses. The plotsraliesthe
homogenization of the Dalitz plot obtained after the transfation (2.37). The determinant
of the Jacobian (Eq. 2.40) is shown in Fig. 2.4. It is the thstion that would be obtained
in the square Dalitz plot for a uniform (non-resonant) pimothe nominal DP.

2.4.8 Time and DP-Dependent PDF

With At = tcp — t4,, defined as the proper time interval between the decay of the fu
reconstructed?’ — Kgntn~ (Bgp) and that of the other mesoB{,, ) from theT’(45), the
tagging, time and DP-dependent decay rate is given by [25]

At /7p0

|AC’P(At7 DP) qwg)|2 —

[A(DP)]® + [A(DP)[?

TRo

— Qtag (|A(DP)\2 — |Z(DP)\2) cos (AmgAt)
+ GragIm [exp(—2igmix) A(DP)A*(DP)] sin (AmgAt)|
(2.43)

wheregy,, is +1 (—1) when theBy, , is B® (B°), 70 is the neutral3 meson lifetime Amg
is the BY B® mass difference (the mixing frequency) angh(—2i¢,;.) is theq/p phase (the
mixing phase, which is the CKM angje in the SM). The DP dependence is contained in
the A and A. Here it is assumed that there is G@° violation in mixing (g/p| ~ 1). In
the following a phase convention whereby the phase fronBthg” mixing is absorbed into
the B° decay amplitudei. in .4, and therefore in all thg;) is used. Lifetime differences
betweenB; and By eigenstates is negligible (cf. Sec. 1.2.1, Eq.(1.25)). 243 does not
include the non-zero probability of mistagging nor the fegon in the At measurement,

effects that will be described in Secs. 5.3 and 5.4.3, résede

2.4.9 Physical observables

A fit to data allows us to measure directly the relative magies and phases of the isobar
amplitudes, for all components in the signal DP model. Tihesasured isobar amplitudes
(¢;), where the index represents tjxh component, are used to extract the Q2B parameters,
for which the definitions are below.

For a resonant decay mogewhich is aC'P eigenstatee.g. B — p°(770)K?, the
following Q2B parameters are extracted: thangle, defined as,

$(5) = 285 () = arg(c;c;) , (2.44)

It is worth recalling that in the convention used here, Bfedecay amplitudes absorbs the
q/p term from B° B mixing. In this way, for Penguin dominated decays suc,§830) K3
andp’(770) K¢, this ¢ angle corresponds to th, ;;(j) parameter.
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The parameters of direct and mixing-induceéé’-asymmetries are defined as:

) = 2.45
A P (249
. 2Im(g;c;) —
S(j) = nep—m—1=25 = —nepy/1 — C2(j) sin(j) , (2.46)
|c; 2 + [e]

wherencp is theC' P eigenvalue of the final state. As this last parameter is atifmof ¢( ;)
andC(y), and Dalitz Plot analyses are sensitive directly to phatbesresults are mostly
presented in terms of the; and C; parameters, out of which constraints 86j) can be
derived.

For a self-tagging resonant decay mgde.g. B — K*"(892)x, it is customary to
define theC' P-asymmetry as:

Acp(j) = M ' (2.47)
512 + [cs]?

The relative isobar phase difference between any two reemsa andk is defined by:

A¢(j, k) = arg(cjcy) - (2.48)

A similar quantity can be defined for a self-tagging resorgettay modej and itsC' P
conjugated;: ~
AG(j,7) = argle;e) , (2.49)
here again, this phase differences(j, j) has implicitly absorbed the phase froBf 5°
mixing.
The relative isobar fractiof' F'(j) (or fit fraction) of a resonancgis defined as follows:

(i1 + [e ") (F3 F5)

FF(j) = , (2.50)
D=5 e+ 6 (B
where
(F F;) = / F,F;d(DP). (2.51)
DP
Finally, the inclusive direcf P-asymmetry and branching fractién
: — |A(DP)|*d(DP
po | +]A(D )I Jd(DP)
incl 0 0_+, — Nsig
B =B(B® — K'n'n™) = , (2.53)

B(K® — K§)(e) Npp

Results are stated in terms of thé final state, taking into account the probability (K ° — K2) = 0.5
and forB(K2% — nt7~) = (69.20+0.05)% [21]. The latter is already taken into account in the recartsion
efficiency,(e).
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whereN,,, is the fitted signal yield (cf. Sec. 6.1),5 is the number of3° B° pairs produced
in the period between 1999 and September 2006 (cf. Sec.)5dnd (¢) is the model-
dependent average signal reconstruction efficiency oweD#litz plot. With the inclusive
branching fraction and the isobar fractions the partiahbhéng fraction for component
can be calculated as follows,

B(j) = FF;B™. (2.54)

The methods to extract confidence intervals for these oabkrs will be presented on Sec. 6.7.



Chapter 3

Theory Elements for the B — K*m and
B — pK Modes

3.1 Introduction

Within the Standard Model, hadroni8 decays proceed at the quark lewe both Tree
and loop (Penguin) diagrams [66]. In the— ccs processese(g. B — J/¢KY) the

C K M phase in the dominant Tree amplitude is the same as that &fahibbo suppressed
Penguin diagrams, which in the Wolfenstein parameteoras real and so the only weak
phase to consider is thB° B° mixing phase23. In this case, th&' KM angle/ can be
extracted without hadronic uncertainties from the timpeatelent” P-asymmetry, which is
proportional tosin(23). In the case of charmleds decays, different weak phases have to
be considered, hence the extractionCtk M couplings is more difficult. I — duu pro-
cessesd.g. B — wrt) the two leading amplitudes carry differefitk M phases, so that
extractingsin(2«) from the time dependent' P-asymmetry suffers from hadronic uncer-
tainties. Methods to determinewhere the two body3 — 7w decay amplitudes are related
by SU(2) isospin symmetry have been proposed [67], and are of stdndage. With such
an "isospin analysis”, thé¢' K M phase for the Tree level diagram can be separated from
the Penguin contamination. The information from branchiragtions and” P-asymmetries
makes possible to constrainup to discrete ambiguities.

For theb — wuus processese(g. B — K) the situation is partly different: not only
do the Tree and Penguin amplitudes carry differ€®f M/ phases, but also they are com-
parable in magnitude (although the Tree process is strofiglyl/ suppressed). Isospin
methods using th& — K7 modes have also been suggested, which disentangle the Pen-
guin contribution of the decay amplitude to set constraomshe CKM parameters given
that an hadronic scenario has been set. In some cases, salgbeasnclaim to provide ac-
cess to the UT angle [68], although the cleanliness of such methods is subjedebhte.
Finally, methods using botB — =7 andB — K= systems usingU (3) flavor symmetry
to relate all the decay amplitudes have been proposed taderavore stringent constraints
in the (p, ) plane [14, 69]. The&SU(3) symmetry is not exact, and breakdown effects have

When charges are not shown, reference is made to all changeircations.



3.2 Isospin Analysis for theB — K*m modes 66

to be carefully taken into account. The drawback of theseagghes stems from the dif-
ficulty to disentangle the constraints 6 M parameters from unwanted consequences of
the different hypotheses.

This chapter provides a theoretical introduction to théed#nt methods that can be used
to constraint th€' K M parameters from the measurement8of> K*r (whereK™ refers to
any K« resonant state lik&™(892) or K*(1430)) and B — pK modes. These modes have
been already discussed in the literature [112]. Three agpes are proposed: an isospin
analysis ofB — K*m modes (here, a word is said about a method known as CPS/GRBEZ th
uses observables from tli¥ — K**7~ andB° — K*°7x° subsystem to constrain tfig, 77)
plane); a similar isospin analysis &f — Kp modes; finally, a method based 61/ (2)
symmetry which combines all accessible information fronthb8 — K*r andB — Kp
system, is mentioned.

Throughout this chapter, the approximation of @é-violation in mixing,i.e. |¢/p| =
1, is assumed. This hypothesis has no visible impact on theti@nts and significantly
simplifies the calculations.

3.2 Isospin Analysis for theB — K*m modes

3.2.1 Decay Amplitudes

The extraction o’ K M parameters out &f' P-violation observables is complicated in some
cases by the presence of hadronic matrix elements reldtenguark field operators used in
writing down the theory with the hadrons detected by expenin For the purposes of the
present analysis, a phenomenological parameterizatiagheohmplitude will be adopted,
where the hadronic matrix elements are unknowns. In the &®l,general form of the
BY — K**7~ decay amplitude is:

AT = AB® — K* ) = ViV My, + ViV M. + ViVig M, | (3.1)

The dominant diagrams are represented in Fig. 3.1, wherslenen the Tree (left) and
gluonic Penguins (right) contributions, the latter havthgee contributions for the quarks
circulating in thelV* loop (u, ¢, t). There are also contributions of Penguin amplitudes in
which the gluon emitted in the loop is replaced by ar Z° gauge boson. Such diagrams
are called electroweak Penguins, and are suppressed sfitbateto gluonic Penguins by the
ratio of electroweak to strong coupling constamnts,, /as, but this suppression is compen-
sated by a large quark top mass dependence, which make theegimible [145]. There
is a similar equation for th€’ P conjugated amplitudd*—, the C K M factors appearing as
complex conjugated. The unitarity relation Eq. 1.19 can $eduo write this expression in
term of only twoC K M factors. There exist three equivalent ways of re-writing &4, that
will be referred to adJ, C andT conventions:

chVCS(MC - MU) + VtthS(Mt - MU) (U)
AT = ViV (M, — M,) + ViVis(My — M.)  (C)  (3.2)
VasVus(My — My)  + Vi Ves(Me — M) (T)
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where the amplitude coefficientd,, (U), M. (C) and M, (T), respectively, have been re-
placed. Adopting th€ convention, thed*~ is written as,

AT = VJqusTJ“_ + t’thSPJ“_ , (3.3)
whereT+t~ and P™— are defined as
T+ =M, — M, and P+~ =M, — M, , (3.4)

and similar expressions for the remaining thigé = A(B™ — K'n?) ((i,7) = (0,+),
(+,0), (0,0)) amplitudes

A+O = A(BJF N K*+7TO) — V;bvusTJrO + VtzvtsPJrO 7 (35)
AO+ = A(BJF N K*Oﬂ_Jr) — V;bvusTOJr + VtZVtSPOJr 7 (3.6)
A% = A(B® — K070 = VAV, . T + ViV, P . (3.7)

The T% and P¥ complex numbers include implicitly the strong phases, aliile weak
phases are contained explicitly in ta&< M factors, and are usually referred as Tree and
Penguin amplitudes. The adopt€d:onvention in writing thed” decay amplitude is totally
arbitrary and has no physical implication. Any of the oth@mwentions can be used, however
each choice changes the content of #fi¢ and P phenomenological amplitudes, which
contain different topological contributions.g. Tree, Penguin, annihilation, etc. (see later).
The CK M ratio |V, Vy;/VisV.i| ~ 50 increases significantly the Penguin contribution
with respect to the Tree diagram: this may provide a bettesieity to unknown virtual
particles, and then to NP effects, but this implies also exomplicated hadronic dynamics.

w+

o
Q.
y

Figure 3.1:Tree (left) and Penguin (right) diagrams for ti2) — K**7~ decay.

3.2.2 Physical observables

In Chapter 8, the measured branching fractian®-asymmetries and phase differences for
the B — K*m modes are used in a phenomenological analysis. WHiile @air can resonate
via several intermediate states, and all of them can in piebe used, the phenomenolog-
ical analysis performed in this thesis only observablemfig*(892)-mediated modes are
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used, so in the followind<* exclusively refers tad<*(892) vector resonant state. The four
C P averaged branching fractions are defined as

Bz‘j _ (I)TBz-H (|AU|2+ |AZ]| ) (38)

whererg:+; IS the relevan3 meson lifetime an@ is the decay phase space constant given

by
_ L @ 2 1 1_ mK*+m7r 2 1_ Mg+ — Mg 2 ’ (39)
8rh \v2/) 2mp mp mp
where# is the Planck constant; is the Fermi constant, anebz, m, andmg- are the

B meson,r pion and K* resonance masses, respectively. The fOlt-asymmetries are
defined as

iy _ A AV
CpP — |Aij‘2 + |Aij‘2 ’
These observables can be extracted from Q2B and Dalitz Ridyses (cf. Chapter 2). Also

five phase differences are accessible from Dalitz Plot aealythe definitions here deviate
slightly from the ones introduced in Chapter 2):

(3.10)

e The A¢ phase difference is defined as

Ao = arg ( ﬁi) (3.11)

which is extracted from the decay mode studied in this thé¥ls— K2n*7—. The
BY — K**(892)(— K°rt)n~ (B° — K*(892)(— K% )n*) resonant decay
contribute to theB’ (B°) DalitzPlot (DP). This phase difference can be measured in
two ways: 1) the resonant contributions interfere througkimg (thus they/p factor)
due to the fact that the final stat€2r "7~ is accessible both t®° and B°. But as
discussed in Chapter 2, they interferere in a too small regiothe DP to provide
significant sensitivity; 2) the resonant contributions cseiagnificantly interfere with
other components.g. B* — K°°(— 7t77) (B® — K°°(— ntx7)), that are
present in the samB° (B°) DP and that interfere with each other through mixing
in a significant DP region. The DP amplitude technique explimultaneously both
informations.

e The ¢ *t-) andg(®%*+-) phase differences are defined as
P07 = arg(AC/ATT) and ¢0+) = arg(A%/ATT), (3.12)

which can be extracted from thHg’ — K7~ #° Dalitz Plot analysis [40], due to the
interference of thé8® — K**(892)(— K™n%) 7~ andB° — K*°(892)(— K*7)n°
(B — K*~(892)(— K %) 7" and B — K*9(892)(— K*m~)n") resonant com-
ponents on thé3® (B°) DP planes.
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¢ Finally, two other phase differences can be defined,
¢(0+,+0) — arg(A0+/A+0> and (z;(0+,+0) — arg(A0+/A+0>’ (3_13)

which are accessible ina™ — K= "#° Dalitz Plot analysis, due to the interference
of the BT — K*(892)(— K°z%) 7+ and BT — K**(892)(— K°z")x’ (B~ —
K*°(892)(— K°7%) 7~ andB~ — K*(892)(— K°x~)n°) resonant components on
the BT (B~) DP planes. As no experimental results are available yesgtbbservables
will only be considered in prospective studies, assumingeeted uncertainties on
these modes.

In summary, thes — K*m observables are: four branching fractions, four-asymme-
tries and five phase differences, which gives a total ofdébimtobservables. Experimental
results are currently available on eleven out of thesegthiribbservables.

3.2.3 Isospin Relations

Ther*, 7° and7~ mesons form an isospin triplet and hal4e= +1, 0, —1 as third isospin
component, respectively. THe*® and K** mesons have isospin number= 1/2, as doB
mesons, with third isospin componefyt= 1/2, —1/2. The K*7 states have a total isospin
numberl = 3/2 or I = 1/2. Assuming that isospin symmetry holds, thé — K**7,
Bt — K**7% BY — Kzt andB° — K*'7% amplitudes can be decomposed in terms
of I = 3/2 and] = 1/2 isospin amplitudes, which will be referred to 4s3/,, A1 1,2 and
Ao /2, Where the first index is the difference of the final and ihisaspin numbeA 7, and
the second the final isospi}. The decomposition will be made explicit in the following,
and is based on [67].

In order to simplify the discussion, the — K*x decays can be described in two steps:

e The weak decay (W): th& decays intaiusd quarks for the neutral Bs and inta.su
for the charged Bsia weak interactions,which do not conserve isospin.

e The hadronization and rescattering effects (S): the qulaakisonize into pions and
kaons via strong interactions, conserving both total isoapd its third component.

The total Hamiltonian can be factorized in two componerts= HsHy. The Hy,
operator is the weak interaction Hamiltonian responsainéfe weak decay — wus, in
which thed (in the case of3° decays) ow (in the case of3* decays) quarks are treated as
spectators. More explicitly, the action®f,; over aB® or B state can expressed as follows

Hw|B%) = Hw(|d)|b)) = |d)(Hw|b)) .
Hw|BT) = Hw ([u)[b)) = [u) (Hw|b))

Theuus state has isospin numbér=1or/ = 0,and|d) = [I =1, s = —1) (ju) = |] =
%, I3 = %>), so the action of{y, on the B® or B* states can be decomposed into isospin
eigenstates with the help of the Clebsch-Gordan coeffigi@sfollows

Hw|B% = |d)(ag|0,0) + a1|1,0))

= aoly, 1) + o213 -0+ Y

(3.14)

(3.15)

> 2
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for the neutralB decays, and

Hw|BT) = |u>‘§ aol0,0) + ay|1,0)) (3.16)

B+ a(/355 - ).
for the charged3 decays. The, anda, are complex numbers containing the weak phases

from the decay process. Tlés operator is the strong interaction Hamiltonian resporesabl
for the hadronization. Summarizing all these, the four atugés can be written as follows:

A(B — K*"17) = (K* 7~ |HsHw|B°) , (3.17)
A(B — K*°7%) = (K*%7° | HsHw|B°) , (3.18)
A(B — K™*n") = (K7 [HsHw|B) | (3.19)
A(B — K*71) = (K*n"|HsHw|B") . (3.20)

The K*7 final states can be decomposed into isospin eigenstatetwiktielp of the Clebsch-
Gordan coefficients

Ky = [BBL-1) = JE -5+ 2L -1

|K*+7TO> = }272 |10 = \/g}%’%>+\/g}%’%>’ (321)
Kow) = DL = (iR - \ERD

Kor%) = Loy = (2504 A -E

Using Egs. 3.15, 3.17 and the first equation from 3.21 the meosition of theA(B°
K**7~) amplitude in terms of isospin amplitudes can be made

AB = Kotr) =y (33l )
+ fal <_ __‘HS| _%> (3.22)
- S (-diHsld -8

As Hg respects isospin symmetry, it has to satisfy/;|Hs|I, I3) = hy, i.e. the matrix
element only depends on the isospin number and not on itsédbmponent. Using this, the
A(B — K*T7~) amplitude can be finally written as

%A(BO — K*tr7) = %Al,w — %AM/Q + \/ngw , (3.23)
where A, 3/ = ajhsje, A1z = aihyy, and Ag,/s = aghy/, incorporate the change in
magnitude as well as the strong-phase-shift correctionsg &nda; due to hadronization
and rescattering effects for the final= 1/2 and/ = 3/2 states, respectively. Similarly,
the decomposition of the remainig§y — K*7 amplitudes is summarized on table 3.1. The
same relations are valid for théP conjugated amplitudes, where thi; ;, amplitudes
have opposite weak phases. Examining the amplitudes oa 8abJ summing the second
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Modes Decay Amplitudes

K'n | ABY = K70 = 24,5 — LAus + [/ $ 4oy,
A(B® — K*0n%) = 2414 + 211y — [HAorpo

%A(BJF — K*7t) = %Al,B/Q + %Al,l/Q — \/%Ao,l/Q

%A(BO — Kt 7)) =LA, — 1A1 10+ \/ngw

Table 3.1: B — K*rn decay amplitudes decomposition in terms of isospin ant@gu
Anar, Iy, where AT and I; are the transition isospin difference and final state isospe-
spectively.

and the fourth row, and the first and third one, a quadrilatefation is fulfilled between the
four K*m amplitudes, and the same holds true for ¢he conjugated,

A% 4 V2410 = At 4 /249 (3.24)
A 4 V2AT0 = AT 4 /249, (3.25)

3.2.4 Reparameterization Invariance

The two complex isospin relations Egs.(3.24) and (3.25niekte four real parameters,
which brings their number to thirteen. This number matchestbtal number of physical
observables (cf. Sec. 3.2.2). In the general parameteniztitere arel6 real hadronic pa-
rameters, there is a non-physical global phase, and teal C' K M parameterg andn (the
A and )\ parameters being very well known, are kept fixed, cf. Seq. 1sBspin symmetry
provides two new independent complex relations, which ielate 4 real parameters, there
are thenl6 — 1 + 2 — 4 = 13 parameters left. It could be thought that in this situatib® (
observables for 13 unknowns) there is no need for any othierred hypothesis, other than
SU(2) symmetry, to fit for the unknowns in terms of measurementd. tlis statement is
incorrect, due teeparameterization invariance

The developments in this section are based on [71]. In a gkfashion (not only in the
context of the SM) the decay amplitude ofFameson (neutral or charged) into a final state
f can be written in the following way,

Af — M1€i¢A1€i51 + M2€i¢Azei52 ’
Af — Mlefi(bAl ei51 + M267i¢,426i52 , (326)
where¢,; (j = 1,2) areC'P-odd weak phases, areC'P-even strong phases anid; are
the magnitudes of the corresponding terms. In the case ofi@ahés decaying into &' P
eigenstate with eigenvalug = =+1, the right hand side of thd ; expression is multiplied
by 7;.
Any additional termM/se’®43¢% contributing to the amplitude, bringing an additional

weak phase, can be expressed in terms“ofi and ei?42 as long as there exist and b
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parameters such as

el®as = qgetPar + bei®A2 ’
e~ a3z — ge—iPa + be—ita2 (327)
In effect,
{1} = Ar+ Mgei‘bf“?*ei‘s? = Miei‘bf“lei‘s? ,+ Méei‘“?ei‘sé . (3.28)
lf — Af + M36—2¢A36253 — M{e_Z¢A16261 + Mée_Z¢A2 6262 : .
with ; y .
Mle?® = Mye 4 Msea
. 4 L 3.29
Méelél = MQ@“SQ + M3€Z53b s ( )
and where the solutions for tliéP-even parametersandb are given by,
sin(paz — Pa2)
a/ )
Sin(az — dar)
b= Sln(¢A3 —da) (3.30)
sin(az2 — ¢a1)

The solutions are only valid in the case wherg — ¢ 42 # nr (n integer),i.e. when there

iIs more than one weak phase. These results can be easilyedtémthe case where the
amplitude has an arbitrary numh&rof distinct contributions, each one with different weak
phases.

Usually, within some particular model, the weak phases dpaiear in Eqgs.(3.26) are
inspired from the Lagrangian. In the SM those are directtyghases of the CKM elements
involved in the calculation of the decay amplitude (cf. S22.1). On general grounds, and
without any hypothesis about tiieP-even terms\/; and¢;, the decay amplitudes can be
expressed in terms of any pair of weak pha&es:, p42}, as long aspa; — pas # nm.
Specifically,

— ipal piAL ip a2 ,1A2
T e e (3:31)
Af — M1€ PA1p 1+M2€ PA20 2
where theC' P-even part of the amplitude transforms as
MleiAl _ M 101 Sln(d)Al SOAQ) 252 Sln((b/m ()0142)
sin(p a9 — 1) sin(pas — pa1)
M2€iA2 — ]\41 101 Sln(¢A1 SOA1> 252 n(¢A2 1) (332)
sin(paz — <PA1) sin(p a2 — SOAl)

This change in the set of weak basis does not have any phiymigiatations, hence the name
reparameterization invarianc@rpl).

It has to be stressed that this invariance has nothing to totive unitarity relation of
the C K M matrix (cf. Eq.(1.19)); nor is unitarity needed in order istify any of theU, C
or T choices (cf. Sec. 3.2.1). The weak phase¥ji/,;, andV,,V,; can be used as basis,
regardless of whether tlf@¢K M matrix is unitary or not, and regardless of whether the quark
level diagrams contributing to the decay amplitudes cdregé precise CKM couplings.
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Now consider two sets of weak phases.;, o2} and{¢ a1, a2} With ¢pa9 # @ as. If
an algorithm allows to write 4» as a function of physical observables then, owing to the
similarity of Eqs.(3.26) and (3.31).4» would be extracted with exactly the same function,
leading tog 42 = w40, In contradiction with the assumptions. Then, the weak pbas the
parameterization of the decay amplitudes have no physieahing and cannot be extracted
without additional hadronic hypothesis.

In the discussion above it was assumed that the two weak ptfzsteare used to describe
the decay amplitudes are different (moduo In the case in which only one weak phase can
be used to describe the decay amplitude, then weak phasbs eatracted from experiment.
An example is the decay of neutr&d to C'P eigenstates. In the case of no dirécP-
asymmetry, A-p = 0, the decay amplitudes can be expressed in terms of a single we
phase, which can be extracted with the measurement of teepfiac» = (q/p)/_lf/Af (cf.
Sec. 1.2.3). Reciprocally, when the amplitude can be destnvith only one weak phase,
there is no direcC P-violation. Explicitly, \c» can be written as (cf. Eq.(1.53))

q Af q —%ip a1 1+ Tei(¢A1*¢A2)ei6

Acp =ty o = ~ A 3.33
“r nprf nfpe 1+ re—i(ba1—daz)eid ’ (3.33)

wherej = d, — §; andr = M, /M. TheC P-asymmetryAcp is given by

1 —[Aop|? B 2rsin(¢a; — ¢a2)sind

App = — S .
op 1+ [Aep|? 1+ 2rcos(¢par — Ppaz)cosd + 12

(3.34)

AssumingAcp = 0 implies that: i)r = 0 (there is only one amplitude); or i)41 = ¢ a2
(there is only one weak phase); or that &j) = . In the last case, it is always possible to
find a magnitude\/; and a weak phasé?43 such that

4f = (M1€i¢A1 + M2€i¢A2)€i51 — M36i¢A36i51 ’ (3 35)
Af- — nf(M1€Z¢A1 + M26_i¢A2)ei61 e nfMge_i(bABeiél , )
with M3 andei®43 given by
Ms = M; + M3+ 2M; M cos(ar — dar) ,
ibns Mlefzd)Al + M2e*Z¢A2 14+ ret(®a1—oaz) 2iva (336)

Mleid)Al + M26i¢A2 - 1 + Te*i((bAl*(bAQ)

In cases i) and iiNcr = 77(g/p)e??41; in case iii)\cp = n;(q/p)e”*?43. The classical
example of ii) is theB® — /¢ K decay, where the dominant Tree and Penguin amplitudes
have (to a very good approximation) the same weak phasesaneld, and this fact ensures
that the mixing phaserg(q/p) can be safely extracted from the measurement of the time-
dependent’ P-asymmetry. In case iiip 43 depends on CKM phases and on the penguin to
tree ratio, which makes difficult to set a clean constrainCéM phases without additional
theoretical input.



3.2 Isospin Analysis for theB — K*m modes 74

3.2.5 Parameterizations
Classical parameterization

Eq. 3.24 and 3.25 can be used to eliminate two complex qiestkor the decay amplitudes
parameterization the hadronic amplitudes—, P, N+ = 79 78 PEW and PE" can
be used

AT = VusVJbTJri + V;fs‘/;l’;PJria

A =V VNt + VaVi(=P* 4 PEV), 3.37)
VZAR = VLVA(TH + TP — N 4+ Vu V(P — PEY 4 powy
V2AY = Vi, VT + ViVi(=Pt + PEY).

This parameterization is frequently used in the litergtare will be referred to as the “clas-
sical” parameterization. The notatidv’+ makes reference to the fact that the contribution
to the K*97* proportional tdV, V5 has a annihilation or exchange topology, which are equi-
valent from the phenomenological point of view (in these himges there are also mixed
u andc Penguins contributions). The corresponding diagramslares in Fig. 3.2. The
B — K*97° Tree amplitude being color suppressed is denotefi’agcf. Fig. 3.3). The
EW notation in theP®" and P amplitudes refers to “Electro-weak”, and makes refer-
ence to the Penguin amplitudes contributing tofte— K**7° andB* — K*°z* decays,
PEW being color suppressed with respecft6". The gluonic emission on the loop (shown
in the right diagram of Fig. 3.1) has to gived = 0 due to isospin conservation in strong
interactions. As thé ands quarks have isospin zero, the total isospin difference ocatybe
AI = 0. As a consequence, tiel = 1 components for th& — K**7° andB — K*x
modes do not have any gluonic Penguin contribution. Thes,"BW” notation actually
makes reference to th&®/ = 1 electroweak Penguin, the othek{ = 0) being absorbed in
the gluonic Penguin®*~.

— I/" *b _

_ _ i} -ir[ il
S
b d : d
]
_____ W
w ]
— ]
d —
u u - i - ’
Y Vius 5

Figure 3.2:Annihilation (left) and Exchange (right) diagrams contrtton to the N am-
plitude for theB* — K*'z* decay. The two contributions are equivalent from the phe-
nomenological point of view.

Parameterizationa la Pivk-Le Diberder

There is another parameterization which has a simpler fotmmespect to the hadronic am-
plitudes and where th@ K M factors are expressed in termand7 only [72]. It is inspired
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Figure 3.3:Color suppressed diagram for tHe"™ — K*7+ decay.

on a parameterization used in [73] for a studyCtk M constraints using th& — 7w sys-
tem. It will be referred in the following as the “Pivk-Le Ditmer” (PLD) parameterization.
Using the following identities (cf. Egs.(1.16) and reaadliy/p = ViaV,i/ViiVib),

VsV = \/%7)\2‘/24 i {ﬁ—l} ;
%Vu*svub = \/%7)\2‘@‘/{5 {ﬁ - 1} :
“/E“fjb _ ! _Avﬁiiﬁ 1A = (—% n 1) ;21@;772 ~1, (3.38)
the decay amplitudes can be written as
AT = AT {1 + X‘Z%bi—i—} ,
=i [T gk (= )]
~ 7700 V, Vi PEW
V2ATO = A% 4 T {1 + TT] {1 + VLVEE] :
V2AY = AT AT {1 + g} [1 + “2‘% I;j/ﬂ : (3.39)

whereT;,, = T+~ + T is the Tree contribution to the= 3/2 final state, and and),
are given by

L A . Tt
= T e (3.40)
Mo = [p(1 = p) = 7% — i) (3.41)

This parameterization is well adapted to extract ratioswehadronic amplitudes, and to
apply the constraints on hadronic hypothesis that will lsedbed in Sec. 3.2.7, which relate
the electro-weak Penguins to the Tree hadronic amplitudes.
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3.2.6 TheB’ — K*"r~ and B" — K*'7 subsystem and the” PS/GPSZ
technique

Using the observables from thg’ — K**7~ and B — K*97° decays, a constraint on
the CKM anglex can be set in the hypothesis of negligible EWPs, as suggbgtgt, 75]
(this assumption on the EWPs ensures the reparametenzatiariance breaking). This
method, which will be called CPS/GPSZ in this thesis, issiitated here as follows: taking
the Eq.(3.37) parameterization, and considering the twobtoations of amplitudes

AY = A(B® —» K*"17) + V2A(B® — K*7°%) = V.,V (T~ + TY) (3.42)

A® = A(B® — K* 7)) + V2A(B® — K*7°%) = V" Voo (TT~ + T, (3.43)

one defines the convention-independent ratio

0
R’ = %% = ¢ M7 = oY (3.44)
that provides a clean determination of theveak phase. Thd® amplitude can be extracted
using the decay chai8’ — K**(— K77~ andB° — K*°(— K™=~ )x° contributing
to theBY — K+~ DP. Similarly,A° can be extracted from th8° — K7+ =% DP using
the same procedure. TH¢’ — K7~ 7" decay channel being self-tagging (see Sec. 5.3)
no mixing is possible, and tha(K**7~) and A(K* 7 +) (A(K*°7°) and A(K*°7%)) am-
plitudes can not interfere.

The phase difference betweer{ K**7~) and A(K* = ") (cf. Sec. 3.2.2) is extracted
from the B® — K277~ DP, considering the decay chaity — K**(— K% )7~ and the
CP conjugated3’ — K*~(— K% )n*. These channels do interfere through mixing but
in a small DP region, and they both interfere with the dedays° — p°(— «+7~)K$ and
with other resonances (which also interfere between theoutfin mixing) contributing to
the same DP. In this way the phase difference betwgt* 7 ~) and(q/p) A(K* 7 ") can
be extracted.

A similar ratio can be constructed, again in the hypothefsnegligible EWPSs, using the
chargedB decays, using the following two combinations of amplitudes

At = A(BT — K*7%) + V2A(BT — K*7) = V,, Vi (T + TY), (3.45)

A” = A(B™ = K*77) + V2A(B™ — K* 1) = VX Vo (T~ + TY) . (3.46)

Then, the free of phase convention ratio

_qA

F_ 1
R D AT

= ¢ 2B — o 2ia (3.47)

can be in principle used for the extraction®f As before,A* can be extracted from the
decay chain$* — K**(— K%*)7% andB* — K*9(— K%%)r* entering in theB* —
Kjn*=° DP. Electric charge forbids the extraction of the relativege of the two DP’s
along the way discussed above, so that further theoretigahzents have to be adopted in
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order to fix the relative phases between opposite-sign &mels [74]. Alternatively, the full
information coming from the charged and neutBatlecays can be combined to improve the
accuracy of ther determination.

The inclusion of the EWPs completely changes Eqs.(3.44)(8rt¥). In fact, even
though EWPs yield a subdominant contribution to branchragtions (because of the,,
suppression with respect to the strong Penguin contribytibey provide ar®(1) contribu-
tion to R° and R¥ (more generally, they provide &h(1) correction toC P-violating effects
in charmles$ — s decays). Furthermore, tiie/X M couplings amplify the contribution of
EWPs to the amplitudes. The net effect of the EWPs is thaf'tkid/ dependence dk’ and
RT does not factorise into a singtedependence, so that the CPS/GPSZ technique provides
a more complicated constraint on the 7;7) parameters. The argument of the raftity

¢3/2 = C”’EI(RO) ) (3.48)

is a physical observable as it is a function of physical oleges. Given a theoretical hy-
pothesis it can be expressed as a function ofptaedn parameters, and can then be used to
set a constraint in thép, 77) plane. As an example, in the hypothesisrdf" = 0 we have
the relationps, = .

Dalitz plot analyses combined with isospin have alreadywshtheir effectiveness in
the extraction oix from B — 77 [76]. A proposal relying on isospin for extracting the
UT angle~ using a global analysis a8 — K2(77)—0.2, including time-dependertd P-
asymmetries at fixed values of the DP variables (cf. Sec.cad e found in ref. [77].

It has to be said that the methods described originally in A} do not include the
q/p term in Egs.(3.44) and (3.47). The authors then claim inkstedhave direct access to
the UT angley in the hypothesis of negligible electro-weak Penguin gbations. The
issue is that the ratios Eqgs.(3.44) and (3.47) without tbkigion of theg/p mixing factors
are not physical observables as they are not invariant ysttiese redefinitions of thB /B
fields [25]. In effect, without the inclusion of thg p factor, theR? ratio is written as

o _ (KTt [HIBY) 4 V(R [H| BY) (3.49)
(K*tm=|H|BO) + V2(K*70|H| BO)
By performing the phase transformatiB?) — e~|B"), | BY) — ¢*|B), the amplitude
ratio transforms aég — €2C RO proving that its phase is not a physical observable. Note in
contrast that as a consequence of the phase transformatiph; — ¢~ (q/p), so that the
real physical observable B° = (¢/p)R°.

Another claim of [74] is that the phase difference betweentt¥ 7 ) andA(K* =)
can be measured with a time-integrated Dalitz plot anabfsis’ — K97 "7~. As shown in
Chapter 2, the only term sensitive to phase differencesdmiti’ and 5° decay amplitudes
in the time-dependent Dalitz plot PDF, Eq.(2.43), is thausiterm with the cross factor
Im [ZA*}. When a time integration is performed, the PDF then is writte

|Acp(DP, quag)[* o |[A(DP)|* + |A(DP)* = qragA (JA(DP)|* — [A(DP)[?) , (3.50)

whereA is a constant that depends on the lifetime. It can be seen that after the time-
integration there is no cross term, and thus there is notsetysio phase differences between
B° and B° decay amplitudes.
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3.2.7 Hadronic hypothesis
The effective Hamiltonian governing the decdys— K (K*)r has the form [78]

10
H:ﬁ{Zci(rzu@;wﬁch)—QthiQi}+h.c. : (3.51)
\/Q i=1,2 i=3

where(2, = V,,V; are products of K M matrix elements;; are Wilson coefficients, ang;
are local four-quark operators. There is a hierarchy in tilaes of the Wilson coefficients
for electro-weak operatorscy 10| > |c7s| [79]. In this approximation the electro-weak
Hamiltonian can be written as follows,

Hewp ~ Qo + c10Q10 , (3.52)

which is useful since there are general relations betwggp and the current-current oper-
atorsQ; ». The operator§)y 1o have a(V — A) x (V — A) Dirac structure, and can then be
written as linear combination of the operatgrs 4 [79],

3 . 3 .. 1
Qo = 5@1 + 5@1 - 5@3 ;
3 .. 3 . 1
Qo = 5@2 + 5@2 - 5@4 ; (3.53)
which holds in the convention whetg, is the dominant operator{ ~ 1). 7, andQs 4

operators aré\/ = 0, thus from Eq.(3.53) th&/ = 1 electro-weak Penguin (EWP) Hamil-
tonian writes

3
[(Hewplar=1 = 3 [coQY + c10Q5) A7y
3¢9+ €10 [ u 3¢9 — €10 "
= 57 [Q1 + QQ]AI:l + §T [Ql - QQ]AI:l ) (3'54)

while the Al = 1 current-current Hamiltonian is given by

Cc1 + C
2

C1 — Co

[Qif + Qg]Alzl + T [qu - Qg]Alzl : (3-55)

(Heelar=1r =

Numerically, the ratio$cg + c10)/(c1 + ¢2) and(co — c10)/(c1 — ¢2) satisfy (see Table XXII
of [80])

<09 e —0.0084) ~ (w ~ +0.0084) : (3.56)

c1+ ¢ C1 — Co
which are calculated at the next to leading order (NLO) infthenework of QCD factoriza-
tion. DenotingR = (3/2)(co + c10)/(c1 + ¢2), [Hewr]ar=1 can be casted into

c1+ co
2

C1 — Co

[HEWP]Alzl =R 9

[Qif + Qg]Ale - R

[QF — Q5] (3.57)

which is not proportional t¢H-c]ar=1 in EQ.(3.55), because of the sign flip in the second
term of the right hand side. Thel#{ gy p|as=1 IS not simply proportional tdHcc|ar—1-
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In order to exploit EQ.(3.57), one has to look for a combimabf amplitudes that receive
contributions of only one of the terms in Eq.(3.57). In € (3) limit [74, 75], it is found
that in theAl = 1 combinationA(B° — K**7~) +v/2A(B° — K*'7°) (the same combi-
nation described in the CPS/GPSZ methods) the EWP conbiisuare proportional to the
C'C ones. Then, the following relation can be set

PPW = RTy), (3.58)

with R = (1.35 4+ 0.12) x 10~2, where the error comes from neglecting thes operators,
and from a residual scale dependence of the Wilson coeffgian they are calculated on a
specific energy scale. Now, in th#8/(3) limit the two mesons in the final stat&;* and,
are not identical. Then, instead of Eq.(3.58) a modifiedtiatds set

PEW == ReﬁTB/Q 5 (359)

whereR.gs = R(1+rvp)/(1—ryp), and where they » (VP standing for vector-pseudoscalar)

parameter is given by
(Krm(l = 3/2)|Q-|B)
rvp = , 3.60
VP K1 =3/2)/Q41B) (30
with Q1 = (@1 £Q2)/2. While for B — Kr decays the&U|(3) flavor symmetry guarantees
that(K (I = 3/2)|Q_|B) vanishes [74, 75], the same argument does not apgky tofinal
states. To leading order in QCD factorization [81] the firtates dependent, » coefficient

is given by

fK"FOB_”T - fWA(?_)K*
rvp = -1 £0.05, 3.61
e BT fARTE (561
where F5~™ and A5 ~%" denote pseudoscalar and vector form factors, gnaind fy- de-
note decay constants. Corrections to QCD factorizatioregpected to be of the order to
~ 20%, enhancing the value of, », which makes the estimate in Eq.(3.61) too optimistic.
For the phenomenological analysis discussed in this thegisscenarios can be tested:

e "Aggressive" scenarigry p| < 0.05 (GPSZ estimation);

e Nominal scenariolryp| < 0.2;

In the SU(3) limit, a similar relation can be found for tHeZ", but it depends on sub-
leading terms that contribute jrr and K* K modes. While an analysis including informa-
tion stemming from those modes appeals to be very integgstnies certainly beyond the
time scale for the present work.

3.2.8 Conclusion

The B — K*r system can offer more information on th&< M parameters than thB —

Kr system due to the fact that additional observables areadlajlnamely the five phase
differences accessible from Dalitz Plot analyses. Eveaghahe number of observables and
parameters are the same, the system is not closed due tamegiarization invariance. To
break Rpl, and extract information @i/ M phases, additional external hypothesis have to
be made; in this analysis we limit the possible choices toglsihypothesis, based 6fi/(3)
symmetry and QCD factorization, relating the color-alloM&NVP to the Tree amplitudes.
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3.3 Isospin Analysis for theB — pK modes

3.3.1 Introduction

This section describes the isospin analysisBof— pK modes. This system having the
same isospin relations & — K*m, the decay amplitudes can be parameterized similarly in
terms of hadronic amplitudes addi M factors. The fundamental difference between the
B — pK system with respect to thB — K*r system is the fewer number of observables
experimentally accessible. In particular only one phaderénce can be extracted from
Dalitz Plot analyses.

3.3.2 Decay Amplitudes

The decay amplitudes for thB — pK system have exactly the same isospin structure as
the ones for theB — K*m system, so the same isospin relations hold. AdoptingGhe
convention, the amplitudes can be written using the clakparameterization

at™ = AB— Ktp )= V,Vitt- + VisVigpt,

= ABY = K%") = V,,Vin' + VtsV;g(— "+ pet),
at® = ABT — K%)= Vi Vit +1® —n') + Vi Vit — pEW +pt),
CLOO = A<BOHKOpO): Vusvbtoo + %S‘/tZ( +pEW)

(3.62)
where the™, p™, t®, no, pP" andpE" hadronic amplitudes are different from the ones
of the B — K*m modes, but have the same topological interpretation. Hhe pK system
alone has the same number of hadronic parameters d$ theK™*7 system, which adding
the twoC' K M parametersp, 77) gives a total of thirteen parameters.

3.3.3 The physical observables

As withtheB — K*m system, fouC' P averaged branching fractions and fauP-asymme-
tries are observables from Q2B and Dalitz Plot analysessé&laoe similarly defined as in
Egs.(3.8) and (3.10), but thé” amplitudes are replaced by th€ amplitudes, and in the
corresponding phase space constant for the branchingpimadhem - andm, masses are
replaced by then andm, masses, respectively.

For theB — pK system there are less observable phase differences thaa b +
K*m system, because only op&” resonant decay can contribute to a given DP, so the only
way of observing interference between tWo— pK amplitudes is throug® B° mixing in
p°(770)K 2. The only phase difference measurable is

~00
2Bepp = arg <ga_) , (3.63)

which is extracted from the mode studied in this theBis,— K27 7. As was mentioned
in Sec. 3.2.2, theB® — K°°(— =*r~) and B® — Kopo(e ntr~) decays interfere
through mixing, thus the presence of e factor in Eq. 3.63.
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In summary, the3 — pK observables are: four branching fractions, four-asymmetries
and one phase difference, which gives a total of nine obblsa

3.3.4 Hadronic hypothesis
When considering the X' system alone the same hadronic hypothesis made foKthe
system can be applied. In this case this is written as

1
pEW = Rl + rvptg/g 5 (364)
—Tvp

where agairt; ), =t~ 4 t. As for theK™*r system, two scenarios can be explored:
e "Aggressive" scenarigry p| < 0.05.

e Nominal scenariofryp| < 0.2.

3.3.5 Conclusion

Despite that thds — pK system obeys the same isospin relation®as: K*x, a reduced
number of observables is accessible: nine observabled a3t parameters. Even with the
theoretical assumption described in Sec. 3.3.4 (whichieéites other two parameters) the
system remains under-constrained. The only advantade of pK is the cleaner access
to the mixing phas@g.g in B® — p’Ky (if compared to the two-body syste — K,
where only the time-dependent CP-asymmetnig accessible il3° — 7°Ky); this single
advantage does not compensate for the drawback of havingrated-constrained system.

3.4 CombiningtheB — K*r and B — pK modes

3.4.1 Introduction

K*m and pK resonant states can contribute to the same DP and intesiemn@ore phase
differences are accessible. In a combined study of obskewdiom both systems, more
observables are added, while the total numbet’afM plus hadronic parameters staying
almost unchanged. When studding thér or pK systems alone, there is always an un-
physical global phase. But when studding both systems hiegethere is only one global
unphysical phase, due to the fact that a phase differenegebatboth subsystems is now
observable. In this section the new observables are liatedla description of how the two
systems can be combined is presented.

Most of the published phenomenological analyses combiBing K (K*)r andB —
Km(p) systems rely orvU(3) flavor symmetry in order to relate hadronic amplitudes from
both systems, reducing the number of unknowns [14, 69].dratialysis here presented, the
experimental access to observables linkingfshe> K*m andB — pK amplitudes, give a
natural relation between both systems. Therefore a phemalogical analysis can be based
primarily on SU(2) isospin only.
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3.4.2 The physical observables

SeveralK*m and pK resonant decays contribute to the same DP. The followingiaddl
phase differences are accessible:

o O(K* 77, K°%°) = arg(A(B* — K*tn)A*(B’ — K°")) due to interference
of the decay chain®’* — K**(— Kjr")m~ and B® — K%°°(— =n*x~) both
contributing to theB® — Korn~ decay mode.

o O(K**n ,KTp~) = arg(A(B® — K*t77)A*(B" — KTp~)) due to interference
of the decay chain®’ — K*'(— K'n%)n~ and B® — K*p~(— = ") both
contributing to theB® — K7~ 7% decay mode. Also accessible is th# conjugated
phasep(K* nt, K~ p*) = arg(A(B° — K* nt)A*(B° — K~ p")).

o O(Knt Ktp') = arg(A(BT — K*x +)A*(BJF — KTp?)) due to interference of
the decay chain®* — K*(— K*n~)r" and Bt — KTp°(— ="n~) both con-
tributing to theB™ — K7~ x+ decay mode. Also accessible is kﬁé’ conjugated
phasep( K*9n~, K= p°) = arg(A(B~ — K77 )A*(B~ — K~ p°)).

o o(K* 7% K°%") = arg(A(B* — K**n°)A*(BT™ — K%™)) due to interference
of the decay chain* — K*"(— K% ")n® and Bt — K%"(— 7"x°) both
contributing to theB* — KYr 7 decay mode. Also accessible is thé conjugated
phasep(K*~7°K°~) = arg(A(B~ — K* 7% A*(B~ — K%)).

In total, there are seven additional phase differencesrarpatally accessible from the
combination of both systems, which considering the previbirteen observables from the
B — K*m system alone, and the nine observables fromihe pK, make a total ol 3 +
9+ 7 = 29 observables. Because bdilir andpK systems are considered simultaneously,
there is only one single irrelevant global phase, which md&arteen parameters for each
system minus a global phase, giving a total 6f+ 14 — 1 = 27.

It could be now thought that the system is overconstrainatjrbfact not all the ob-
servables are theoretically independent, as all expetahehservables are functions of the
decay amplitudes only. For each system, there are eightleardpcay amplitudes (four for
the B decays and four th& decays), which gives thirty-two real parameters; thenetlaee
two isospin relations for each system, which eliminatebteather parameters; finally, taking
into account the single unphysical global phase gives &abtZ(16) — 8 — 1 = 23 theoret-
ically independent observables that can be constructed. mi&ans that th29d observables
listed above are not all theoretically independent. Buhas experimental extraction comes
from independent analyses, these measurements providedaat information, that act as
an effective enhancement of sensitivity, and thus furtlerstrain the phenomenological
analysis.

3.4.3 Hadronic hypothesis

Here again, external information needs to be added to brgdkVRhen considering both
K*m and pK systems together, instead of applying again the relatior&s59 and 3.64, a
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more relaxed hadronic hypothesis can be tested. Ii$thg) limit the r, » parameters for
both systems satisfy the following relation

TR*n = —TpK - (3.65)

The following parameterization is then adopted

TR*r = +Tp+ 578U
1
rox = —Trp+ §TSU3 ) (3.66)

wherer; is the SU(3) symmetric correction to QCD factorization, ang;; parameterizes
SU(3) breaking. In this case, the following scenarios are comsitle

e "Aggressive" scenarigr;| < 0.05,

TSU3| S 0.05.

e Nominal scenariofr| < 0.05, |rgys| < 0.30.

3.4.4 Conclusion

A combined study of bottB — K*m and B — pK systems together adds seven new ex-
perimental observables. These are phase differencessitmieawhen both resonant decays
contribute to the same DP and interfere. In the combinegisa@nalysis, there is only one
spurious phase in the decay amplitudes, which gives a tb2al parameters, to be extracted
out of 29 experimental observables. Combining both systems prenaisexccess to tighter
constraints on these parameters, in light of the higher mumbexperimentally independent
observables. As a single hadronic hypothesis suffices tkliRpl, a safer, more relaxed
relation between hadronic parameters can be tested, &cekiformation on thé¢p, 77) pa-
rameters of the CKM matrix.

3.5 Strategies for a phenomenological analysis
For the phenomenological analysis (see Chapter 8) twadiffescenarios can be considered:

1. Scenario 1:using external information (the global CKM fit) on the CKM pareters,
constraints can be made on the ratio of the hadronic ampbktu@his approach has
the advantage that the theoretical hypothesis made ate/edfasafe,i.e. it is only
assumed the unitarity of the CKM matrix. The inputs used is Htenario are the
results orp and7 from the global CKM fit and the experimental measurementsfer
system considered ¢. B — K*mw or B — pK). Two kind of outputs can be obtained
from this approach:

e Constraints on unavailable observableg(¢°t % and¢©++, cf. Eq.(3.13)),
which gives the predicted value of the observables undesdfes hypothesis of
the unitarity of the CKM matrix.
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e Constraints on the ratio of hadronic parameters, which eanded to test theo-
retical hypothesis, including the ones described in thegtér (cf. Sec. 3.2.7).

2. Scenario 2: using an hadronic hypothesie.g. Sec. 3.2.7), constraints are made on
CKM parametersi(e. on the(p, ) plane). In this case the stability of the hadronic hy-
pothesis can be evaluated by measuring how sensitive acetistraints on the CKM
parameters on the theoretical uncertainties. One of the gwals of this phenomeno-
logical analysis is to test the CPS/GPSZ method.

In a fist step, the two scenarios described above are studied the observables from
B — K*m modes. A similar study using — pK modes has a more limited impact, due to
the reduced number of observables, but still bounds onsrafibadronic parameters can be
set. Finally, a combined study using observables from bygdtems will be discussed. The
results on these two approaches will be shown in Secs. 8 &l 8.5, respectively.

Prospective studies will be presented in Sec. 8.5.3, winergotential of the methods
described in this chapter are extrapoled, based on numtaensrsng from the future inte-
grated luminosities, and expected performances of theRglgrade, Super-B, and/or LHCb
projects.
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Chapter 4

An Introduction to the BABAR experiment

The primary goal of thaBABAR experiment is the systematic study @ asymmetries in
the decays of the neutrd mesons t@’' P eigenstates. Other priority goals are the precision
measurements of decays of bottom and charm mesons andeptons, and searches for
rare process that become accessible with the high lumynokihe PEP-II B factory (cf.
Sec. 4.1). As discussed in Sec. 1.3, the measurement ¢f dmgle of the CKM matrix,
which was the key design objective BABAR, relies on the measurement of time-dependent
C' P asymmetries in the neutral modes inducedhby ccs transitions. In a similar spirit,
time-dependent measurements with — 77— and B — p*p~ are important for con-
straining thex angle of the CKM matrix. In order to observe the time-depand&” asym-
metries, the detector has to be capable to:

e reconstruct completely exclusive final states;
e determine the flavor of the decaying neutkamesons;
e measure the time difference between the fvmesons in the event. (cf. Sec. 1.2.2).

The principal channels considered with priority at the toh&ABAR conception include:

e Forsin28: B® — J/yKY, B® — J/WK? B — J/yK*™, B® — D+D-, B —
D**D*.

e Forsin2a: B —» 77—, B - 777~ 7% BY — ay.

Due to the smallness of the branching fractions of thesedtass ¢ 10-°), BB mesons
pairs have to be produced copiously. TB&AR detector was designed and optimized to
achieve the physics goals described above. The asymmétriccollider B factory PEP-II
B, was designed to deliver the mesons to the experiment.

This chapter describes the experimental facility used étlecting the data used in the
analyses presented in this thesis. The beam particles @rod@and accelerator system, the
storage rings and the PEP-II collider [82] are describedhéfirst section (Sec. 4.1). Then
(Sec. 4.2) theBABAR detector [83], which surrounds the PEP-II interaction pdiR), is de-
scribed. This detector is composed of several subsysteats & them provides part of in-
formation for a complete event reconstruction: the traglapstem, composed of the silicon
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vertex tracker (SVT) and the drift chamber (DCH); the padetidentification system (PID),
which is composed mainly of the detector of Cherenkov ramhatDIRC); the electromag-
netic calorimeter (EMC); and the muon and hadron detecER)(| instrumented within the
magnetic flux return steel. The way in which this informatismsed for the reconstruction
of the particles forming thé decay final states will be presented in Chapter 5.

4.1 e'Te B factories andPEP-I|

In the late 1980s, studies [84] indicated that the best goaf@ mesons for a B physics
program was ar*e~ collider running in asymmetric modég. with beams of unequal
energy, operating at th¥(4.5) resonance mass({.58 GeV/c?). The B mesons are pro-
duced in pairs from the processe~ — 7(4S) — BB. TheT(4S5) resonance,& bound
state, decays exclusively 18°B° and B* B~ pairs B(1(4S) — BB) > 96% [21], with
B(r(4S) — B°B°)/B(r(4S) — B*B~) ~ 1), and thus provides an ideal laboratory for
the study ofB mesons. PEP-Il is such a collider housed in the former PE§it{Bo-Electron
Project) tunnel, on the SLAC (Stanford Linear Accelerat@enter) laboratory, located in
California. Two of the main design criteria are:

e Produce high luminosities (0 x 10*3cm?s~! was the project goal).

e Operate in an asymmetric mode, resultingdh mesons with high enough momenta
in the laboratory frame to infer their decay times from thagcay lengths, which are
measured from the location of decay vertex (cf. Sec. 5.4).

There are several advantages todhe™ environment over an hadronic environment, namely:

¢ ahigh signal-to-background ratio, (characterized by thessection ratie,; /oror ~
0.2);

e clean events, with a mean charged multiplicity~ofl 1 for B decays and smaller for
other reactions;

¢ low interaction rates- 10Hz (physics rate);

e the possibility to reconstruct final states containiflg and photons, thereby allowing
exclusive measurements in many channels.

Also the PEP-II configuration provides several kinematadantages: knowledge of the
exact 4-momentum of the twB-meson system; the knowledge of the momentum magni-
tudes of the twaB mesons individually in the center-of-mass (CM) system.sEheaeforma-
tions can be used as constraints, which considerably hedpppressing backgrounds (cf.
Sec. 5.6.1).
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4.1.1 TheLINAC and the storage rings

PEP-II is made of two storage rings2® Km of circumference in which the collision takes
place. Fig. 4.1 shows an schematic view of the PEP-II calladel the LINAC accelerator.
The LINAC (LINear ACcelerator) constitutes the PEP-II ictjen system. It is3 Km long
and accelerates the particles up to their nominal energles LINAC is a facility also used
for other purposes, being able to produce beams with erseugi¢o50 GeV. The electrons
and positrons used by PEP-II only use part of the accelecafoabilities. These electrons
and positrons produced in the LINAC are accelerated urgil thominal energies, and then
injected to PEP-II storage rings placed at the end of thaliaecelerator. Once there, the
electrons and positrons, which circulate in bunches inrsg@aings, are made to collide at
the IP, around which thBABAR detector is located.

PEP1I SERL PEP I
Low Enamgy SPEAR IR-2
Ring {LER} A Detactor
- A
Marth Damping Ring Baam 1 'y
Switch T3
Positron Relum Line Pasilron Source Yard End
rt _:? (BSY) it E1l91|§0|'1 A
-gun L (,-&—Q"-' P (ESA)
“—'-’T} S L, o————— +—— Final Focus 5L0
inac Tesl Beam
ZEE:] I'E-T'g:f el e {FFTE}
i N
l PEP Il “Eng  NLCTA
; Station B
RO DamEng Ay lglglr;l Eln'eEﬁf (ESB)

- S km -

Figure 4.1:The linear accelerator at SLAC and the PEP-II collider.

The High Energy Ring (HER) produces electron beams withGeV of energy, while
the Low Energy Ring (LER), delivers positrons with an eneody3.1 GeV, which upon
collision, result in a boost of3~) ~ 0.56 along thee~ beam direction in the laboratory
frame. This boost allows the measurement of the-/B;,, mesons time difference (cf.
Sec. 1.2.2). The parameters for these storage rings are atmechon table 4.1.

4.1.2 The interaction region

The interaction region is instrumented with magnets thati$othe beams before collision,
direct them so that there is no crossing angle at the IP, aathfiseparate them before the
exiting bunch of particles collides with a bunch from theastbheam (cf. Fig. 4.2). The next
quadrupole magnets, labelled by QD and QF, are locateddeutise BABAR detector. They
focus the high and low energy beams. The bunches are broaggther, collide head-on,
and are separated magnetically in the horizontal plane bgiraop dipole magnetsi1),
followed by a series of quadrupole magnefsl). The B1 dipoles, located at-21 cm on
either side of the IP, and th{g¢1 quadrupoles are permanent magnets placed insid8afBaR
solenoid (cf. Sec. 4.2.6). This close distance from the IB designed to obtain a small
spacing of bunches in the beam=2(¢ m), so the beams have to be separated very quickly in
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Parameters Design Typical
Energy HER/LER GeV)  9.0/3.1 9.0/3.1
Current HER/LERA) 0.75/2.15 1.9/2.9

# of bunches 1658 1722
Bunches spacing) 4.2 8.4

ore (um) 110 120

oLy (pm) 3.3 5.6

or. (mm) 9 9
Luminosity 1033cm=2s71) 3.0 9.0
Luminosity b~ /day) 130 700

Table 4.1:PEP-1l beams parameters. Values are given for both desigitygpical colliding
beam operation in April 2008z, 0. ando ;. refer to horizontal, vertical and longitudinal
RMS size of the luminous region.

order to avoid parasitic collisions. The first unwanted siog point is locate@d3 cm away
from the IP.

The collision axis is offset from the-axis of theBABAR detector by abowt0 mrad in the
horizontal plane to minimize the perturbation on the beaynthb solenoidal field. In order
to have the highest possible solid angle, fieand@1 components have to be very compact,
and in order not to compromise the vertexing resolutionyvééréex detector (cf. Sec. 4.2.1)
has to be as close to the water-cooled beryllium beam pipesatigal. The beam pipe has
an internal radius 2.6 cm and its inner surface is coated withiaum thin layer of gold to
attenuate synchrotron radiation. The SVT and HHeand Q1 magnets are placed inside a
support tube oft.5 m long and27.7 cm inner diameter inside the beamline supports. The
guasi-vertical dotted lines of Fig. 4.2 represent the atzcee ofBABAR.

4.1.3 Monitoring of the beam parameters

The most critical beam parameters #4BAR performance are: luminosity; energies of the
two beams; and positions, angles, and size of the lumin@isre While PEP-1I measures
radiative Bhabha scattering events to provide a fast mongoof the relative luminosity,
BABAR derives the absolute luminosity offline from other QED pssas, primarilyete™
andp ™~ pairs. The measured rates are consistent and stable astiafusitime. During
operation, the mean energies of the two beams are calcdtatedhe total magnetic bend-
ing strength and the average deviations of the accelertaugencies from their central
values. The RMS energy spreads of the LER and HER beanisaieV and5.5 MeV,
respectively. To ensure that the data is recorded closeetpehKl"(4.5) resonance, the ob-
served ratio of the3 B enriched events to lepton pair production is monitorednenliNear
the peak of the resonance2&% change in the ratio corresponds t@ &leV change in the
C.M. energy, but this drop does not distinguish betweenggnsgttings below or above the
7(4S) peak. The best monitor and absolute calibration of the Cridrgy is derived from
the measured C.M. momentum of fully reconstructedhesons combined with the known
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PEP-II Interaction Region
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Figure 4.2:The PEP-II optics around the interaction point seen in thezantal plane. The
scale is contracted in the vertical axis. The electrons dgo the detector from the left. The
roles of the different magnets is described are the text.

B-meson mass. The beam energies are necessary input folchatan of two kinematic
variables commonly used to separate signal from backgrautite analysis of exclusive
B-meson decays (cf. Sec 5.6.1). The direction of the bearasvelto BABAR is measured
iteratively run-by-rut usingete~ — ete™ andete” — ptpu~ events. The size and posi-
tion of the luminous region (see design values in Table 4é)cdtical parameters for the
time-dependent analyses. They are determined from thestlapproach to the-axis of
two-charged particles events as a function of the azimugteaand from the position of the
two tracks.

4.1.4 Machine backgrounds

The primary source of accelerator backgrounds are, in @fi@creasing importance: syn-
chrotron radiation around the IP; interaction of beam pkasi with residual gas in the stor-
age rings; electromagnetic showers generated in beam-balisions. These backgrounds
should be avoided as they can lead to degradation of therpaafee of the detector, due
to sustained radiation damage, and large dead times in whelheadout of the detector
subsystems are idle.

Synchrotron radiation in the nearby dipoles, the quadrupoles and1 dipoles gener-
ates a severe background. The beam orbits, vacuum-pipeiggseand synchrotron radia-
tions masks have been designed such that most of these praotirhanneled to a distant
dump; the remainder are subject to multiple scatters beéfagcan enter thB8aBAr accep-
tance.

LA "run" is a small period of data taking«(50 min) in which the beam quality is stable.
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Beam-gas bremsstrahlung and Coulomb scattering of rdsijdisamolecules cause in
some cases beam particles to escape the acceptance ofgladrhit the beam pipe pro-
ducing electromagnetic showers that spread over the detd&icuum pumps maintain the
residual pressure to a minimum, and collimators cut the dedsgenerated by betatron os-
cillations and beam-gas interactions. Beam-gas scaftexitine primary source of radiation
damage in the SVT and the dominant source of background desdlctors systems, except
for the DIRC.

Radiative Bhabha scattering results in low energy elestoyrpositrons that hit aperture
limitations within a few meters of the IP and spr8yBar with electromagnetic showers.
This background is proportional to the instantaneous lasity. This is the dominant back-
ground in the DIRC.

4.1.5 The continuous injection system

At the beginning ofBABAR in 1999, the electrons and positrons were injected in thexgeo
rings in bunches of0° particles with a frequency betweéh — 30)Hz, with a mean time
spacing of4ns. In normal operation the injection was made evéty — 50) min. These
periods of injection (of~ 5 min) generated intense backgroundsBaBAaRr. Also, the injec-
tion induced dead time, because it was necessary to ramptti@trgh voltages of detector
systems for protection purposes. Data taking was inteztupgularly. Additionally, beam
currents decreased continuously, and the recorded luityvess not optimal.

A system of continuous injection known as trickle injectiwas established since 2004.
A new injection is only arranged when the instantaneous tiosity falls below a pre-
established threshold, and can be made continuously at ealew This was first achieved
for the LER, resulting in a gain in luminosity 86%. Later on it was implemented in the
HER, giving a additional gain af2% (cf. Fig. 4.3). The inconvenient of this new method is
in the difficulty to limit the backgrounds created by the @tjen. In successive tests it was
shown that these backgrounds could be kept to a manageableded the default operation
has been this trickle injection since 2004.

4.1.6 Types of data delivered

The nominal operation of PEP-II, with the beam C.M. energigeed to be at th&(45)
resonance peak/fs = 10.58 GeV), is known asOn-peakoperation mode. Due to their
high mass#iz = 5.279 GeV/c?), the B-mesons have a momentum in the C.M. frame of
P = /s/4 —m% ~ 341 MeV /c. In this framey;;, = E5/py = 1.002 andsy, = ply/Ex =
0.064, and so theB-mesons are non-relativistic. PEP-II also deliveié-peakdata taken
40 MeV below the nominal C.M. energy, where tli#meson production is null. These
data, which represent% of the total integrated luminosity, are used for detailedigs of
non-resonant backgrounds.

The bb production is not the only process that takes place at'{ie5) peak. There are
also events of the type'e™ — qq (Whereq = ¢, s,u,d),ete” = LT~ (0~ =e ,u,77)
andete” — 7. Table 4.2 shows the production cross sections for thesr ptiocesses.
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Theete™ — ¢q events are particularly important in the analysis preskmiehis thesis
because they are the dominant background component.

| e"e~ — | Cross-Section (nh)

bb 1.10
cc 1.30
S5 0.35
ull 1.39
dd 0.35
Trr 0.94
whpT 1.16
ete” ~ 40

Table 4.2:Cross Sections ay/s = 10.58 GeV taken from [25].

4.1.7 Performance

The design luminosity and accelerator parameter goals meteby PEP-11 within the first
year of running. After that, the design performances haealserpassed repeatedly in terms
of instantaneous and integrated luminosity per day and patim Table 4.3 shows the lumi-
nosity records achieved by PEP-II. A valuelo x 10**cm~2s~! instantaneous luminosity
was eventually reached. The machine stopped running al'th&) peak in September
2007, having recorded a total 482.9fb™! integrated luminosity. After that, the data tak-
ing was performed at th€(2S5) and7'(3S) resonances (which are located18t023 GeV
and10.355 GeV [21], respectively), finishing with integrated luminosiiof20.3fb~* and
14.5fb~*, respectively. This last operation mode was decided mdorlywo reasons: a)
to study bottomonium physics, and what let to the discovérghe bottomonium ground
staten,(15) in the transitiorl’(3.S) — ~mn, [85]; and b) to search for a lighit P-odd Higgs
boson, which is predicted in Next-to-Minimal Supersymnuoetixtensions of the Standard
Model [86], in the channel(3S) — yA°(— invisible). No evidence was found [87]. A
summary of the time integrated luminosity delivered by RE&1d recorded byBABAR is
presented in Fig. 4.3, from the beginning of the data taktri89 until the end in 2008.

4.2 TheBABAR Detector

The requirements to study P-violation mentioned at the beginning of the chapter place
stringent constraints on the detector, which must have:

e alarge and uniform acceptance, down to small polar anglasvweto the boost direc-
tion;

e good reconstruction efficiencies for charged tracks angtotons, down t60 MeV /¢
and20 MeV /¢, respectively;



93 An Introduction to the BABAR experiment

PEP-1l Records
Quantity Date Record
Peak Luminosity 16 Aug 2006 1.2 x 10**cm™2s~!
Best shift (8hrs) 16 Aug 2006 339.0pb !
Best bestday 19 Aug 2007 858.4pb~*
Best weak 12-18 Aug 2007 5.137fb !
Best month Aug 2007 19.732fb ™1
Peak HER current 29 Feb 2008 2069mA
Peak LER current 7 Apr 2008 3213mA

Table 4.3: PEP-II delivered instantaneous, integrated per day, peakvand per month
luminosity, and LER and HER currents records for the whola daking period 1999-2008.

As of 2008/04/11 00:00
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Figure 4.3:Integrated luminosity delivered by PEP-II and integratgdBaBar for the whole
data taking period 1999-2008. The curves show the delivemeihosity by PEP-II (dark
blue), the total luminosity recorded BABAR (red), and the fractions recorded on tig4.5)
(light blue), 7(3S) (magenta) and”(2S) (yellow) resonances. Also is shown the recorded
off-peak luminosity (green). The improvement in the irgesgt luminosity after 2004 due to
the trickle injection can be seen in the figure.
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e very good momentum resolution for signal-background ssjr;

¢ excellent energy and angular resolution for the photonswbdme fromr® andn and
for radiative decays;

o sufficient vertex resolution to measure the time differepesveens.p andB,,, de-
cays (cf. Sec, 5.4);

¢ efficient hadron and lepton identification, as these arei@rtecthe tagging algorithm
(cf. Sec. 5.3);

e a selective and redundant trigger system;
e dead times as short as possible, so that higher luminosdrebe handled;

e components resisting to radiation, and capable of opeedbly under high back-
ground conditions.

The BABAR detector, installed around the IP of the PEP-II collidersWailt to achieve these
goals. Itis a classic almogtr acceptance detector. To maximize the geometrical acosptan
for the boosted’(45) decays, the detector is shifted relative to the IPOB7 m in the
direction of the LER. Fig. 4.4 shows a longitudinal sectibrotigh the detector center, and
Fig. 4.5 shows an end view.
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Figure 4.4:BABAR detector longitudinal section.

The detector consists of five subsystems: a silicon veréekér (SVT) used to measure
angles and positions of charged particles just outsidedhentpipe; a drift chamber (DCH),
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Figure 4.5:BABAR detector end view.

whose purpose is the measurement of momentum of chargaedesrtogether they com-
pose theBABAR tracking system; a ring-imaging Cherenkov detector (DIR®@)ich provides
information to identify charged particles (in particul&y/7 separation); a Csl crystal elec-
tromagnetic calorimeter (EMC), designed to measure thegexseof photons and electrons,
and used for electron identification. These subsystemsiareusnded by a superconducting
solenoid. Finally, the steel flux return is instrumentedR)For muon and neutral hadron
detection. The polar angle coverage extendstbmrad and400 mrad in the forward and
backward directions, respectively, defined with respethédHER. As indicated in Figs. 4.4
and 4.5, theBaBAR right-handed coordinate system is fixed on the main trackygiem
(DCH), with thez-axis coinciding with its principal axis offset B0 mrad with respect to
the electron beam direction. The positix@xis points upward and the positiveaxis points
away from the center of the PEP-II storing rings.

In the following sections, each detector subsystem is de=stwith some detail.

4.2.1 The Silicon Vertex Tracker SVT)
Physical requirements

The SVT [88] has been designed to provide a precise recatistinuof the decay vertices
near the IP. This is critical for the measurement of the titiflerence betweer3 and B
decays, and that of the flight distances/ofmesons and leptons. The mean separation
between the twd-mesons is of the order @60 pym. To avoid a significant impact on the
At resolution, the mean vertex resolution along thexis for fully reconstructed decays
must be better tha®0 um. The required resolution in the — y plane of~ 100 pum arises
for the need to reconstruct secondary verticesamd D decays.
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The detector also provides precise reconstruction ofdrajees of charged particles. It
provides a standalone tracking for particles with low tkeamse momenturp, < 120 MeV /e,
the minimum that can be measured reliably in the DCH alonés ddpability is fundamental
for the identification of slow pions from* decays. The SVT is also used in association with
the DCH for the reconstruction of charged particles withhhiginsverse momenturm,§.

The SVT is used for particle identification through its ownasrement of ionization
energy losglE /dz. This also gives the best determination of the track angtagh is rele-
vant to achieve design resolution for the Cherenkov an@lé&grc. 4.2.4) for high momentum
tracks.

Design

In order to minimize the impact of multiple Coulomb scattgrithe SVT is located as close
as possible to the IP. It consists of 5 concentric laygos («m thickness each) of double-
sided silicon strip sensors. These sensors are assembdeti@dlules with readout at each
end, so that the passive material in the acceptance volureeused (cf. Fig. 4.6). The strips
on opposite sides of each sensor are mutually orthogoreakttlps in thes (z) direction are
parallel (transverse) to the beam axis, giving the two coates at the impact location. In
order to avoid dead zonesdn the layers 4 and 5 are divided in two sub-layers (4a,4b,8a an
5b) and located at slightly different radii. The three infagfers give the position and angle
information for the measurement of the decay vertex pasifidhe outer two layers are at a
much larger radii, and provide the coordinate and angle urea®ents needed to match SVT
and DCH tracks. The layers are organized in 6, 6, 6, 16 and IRiles, respectively. Each
module contains from 4 to 8 silicon detectors and has its @adaout electronics. In total,
the SVT has 340 silicon detectors covering a are@®f m?, with a total of 150,000 readout
channels. The geometrical acceptance of the detector s&reamed by the components of
PEP-II. The angular coverage goes froii to 150° in the polar angle.

Once a day, and each time the SVT configuration changesratatibs are performed in
absence of circulating beams. All electronic channels estetl for different values of the
injected charge. Gains, thresholds, and electronic noésenaasured, and defective channels
are identified. The calibration results have proven verglstand repeatable.

The SVT, located very close to the beams, is significantlycéfd by radiation. The most
significant problem is the integrated radiation dose. Tharsaffect the detector by changing
its crystalline structure, or by increasing the front-etec&onic noise. The detector was
designed to resist to a maximumokMrad of integrated radiation dose. Protection from high
backgrounds is made with a customized online protectiotesyscalled SVTRAD. This
system permit$8ABAR to stop automatically the beams when the instantaneousegrated
radiation doses go above predefined thresholds.

Performance

The average efficiency in track reconstruction of the SVT aasared irefe™ — ptu~
data is97%. The high efficiency achieved by the SVT for lgwparticles enables to perform
demanding physics analyses, such asBh@ar recent evidence ab’ — D° mixing [19]. In
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Figure 4.6:Schematic view of SVT: (top) longitudinal section, (bojttlansverse section.

this analysis the flavor of th®-mesons, coming from the decay* — D%z, are tagged
with the slow charged pion.

The strip sensors provide up to ten ionization energy b8gdz measurements per
charged track. The resolution on this energy loss measunteim@pproximatelyl4%. A
20 separation between kaons and pions can be achieved up to aromof500 MeV /c,
and between kaons and protons belo®eV /c.

4.2.2 The Drift Chamber (DCH)
Physical requirements

The principal purpose of the drift chamber [89] is the efiitidetection of charged parti-
cles and the measurement of their momenta and angles withpnegision. This allows
for reconstruction of exclusiv8 and D meson decays with low background. As multiple
scattering can be significant in track resolution, the niatar front and inside the chamber
volume was kept to a minimum. The DCH complements the measnts of impact pa-
rameter and directions of tracks provided by the SVT nealtRhk also plays a critical role
in the extrapolation of charged tracks to the DIRC, EMC arl. IFinally, it provides one of
the main inputs to the L1 trigger (cf. Sec. 4.2.8).
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The reconstruction of decay and interaction vertices ofidwed particles outside the
SVT volume, like theK? (present in the final state of the decay channel studied ® thi
thesis, and in many other channels studied in time-depéemahatyses), relies solely on the
DCH. For this purpose, the chamber should be able to measugéudinal positions with a
resolution of~ 1 mm.

The DCH is used for the identification of low momentum paesclvith the measurement
of the ionization energy lossF /dz. The achieved design resolution of ab@lt allows to
separate kaons from pions up to momentunT@f MeV /c. This capability complements
the DIRC in the barrel regions. In the forward and backwardaions the DCH is the only
device which provides some discrimination between chapgeticles of different mass.

Design

The DCH is cylindrical and m long. It is bounded in the radial direction by the support
tube (the DIRC) at its inner (outer) radius. It is composed d®4 small hexagonal drift
cells, arranged in 40 cylindrical layers. In this way it isspible to make up to 40 spatial and
ionization loss measurements for charged particles witmerdum larger tham80 MeV /c.
The multiple scattering inside the chamber is held to a mimmby choosing aluminium field
wires with low mass, and a mixture of helium isobutane gasy(: 20%). This represents
less thard.2% X radiations lengths. To facilitate matching of the SVT andHDi@acks, and

in order not to deteriorate DIRC and EMC performances, theerz in the inner and outer
walls and in the forward direction is thin and minimum. Thedaie of the chamber in is
located asymmetrically with respect the IP to maximize tbeeptance given the boost of
thee™e™ collision, being offset by~ 370 mm in the HER direction. This asymmetry is such
that particles at polar angles ®7.2° or 152.6° traverse half of the layers of the chamber.
Fig. 4.7 shows a longitudinal section of the DCH.
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Figure 4.7:Longitudinal section of the DCH. The chamber is offset froelP by370 mm
in the HER direction.

The layers are grouped by four into ten superlayers, witfedint stereo angles. The
stereo angle is defined as the angle between the cells widethan-axis, in a revolution
plane around the-axis. The stereo angles of the superlayers alternate batexgal (null
stereo angle: A) and stereo (non-null stereo angle: U,\spai the order AUVAUVAUVA.
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This layout is shown in the left hand plot of Fig. 4.8. 24 of #@ layers form a small
stereo angle with the-axis. The stereo layers give the longitudinal positiorornfation

of the tracks with a resolution of mm. In this way the three-dimensional measurement
is obtained. The axial layers are used to measure the cuevangle of the tracks, which
allows for the measurement of the tracks momentum. Theatiis have a hexagonal shape,
with typical dimensions ol 1.9 mm x 19.0 mm. Each cell consists of gold-coated sense
wires made of tungsten-rheniu0(um in diameter). This sense wires are surrounded by
six field aluminium wires coated with gol8({ . and120 pm in diameter). The cell layout

is shown in the right hand side plot of Fig. 4.8. The fields #degiarate the superlayers have a
potential 0f340 V, and the other field wires are at ground potential. A posttigh voltage
1960 V is applied to the sense wires. The voltages have been chosgtimize the gas
gain.
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Figure 4.8: (left) Schematic layout of the DCH cells for the four innesmsuperlayers.
Lines have been added between field wires for visualizatiopgses. The numbers on the
right side give the stereo anglesifad) of the sense wires in each layer. (right) Drift cells
isochrones, i.e. contours of equal drift times of ions idscef layers 3 and 4 of an axial
superlayer. The isochrones are spaced by ns.

The front-end electronics are calibrated daily to deteanire channel-by-channel cor-
rection constants and thresholds. The entire online edldar takes less than two minutes.

Performance

The energy losdE/dz for charged particles traversing the DCH is derived fromtttal
charge deposited in each drift cell [83]. The left plot in Fg9 shows the distribution
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of dE/dx measurements as a function of the track momenta. The sypesed Bethe-
Bloch prediction for particles of different masses havelaetermined from selected control
samples. The measuréd’/dz resolution for Bhabha events is shown in the right plot of
Fig. 4.9. The RMS resolution is typicall§5%.
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Figure 4.9: Performance of théBaBAr drift chamber for particle identification using ion-
ization energy loss measurements. (left) MeasuremehEofiz as a function of track mo-
mentum. The curves show the Bethe-Bloch predictions fitteslected control samples of
particles of different masses. (right) Difference betwgenmeasured and expected energy
lossdE/dx for e* from Bhabha scattering, measured in the DCH at a operatiritage of
1960 V. The curve represents a Gaussian fit to data with a resoludfans%.

The performace of the tracking system, SVT and DCH, will bgcdi®ed in the next section.

4.2.3 Performance of the charged particle tracking system

The main purpose of thBaBArR charged patrticle tracking system, SVT and DCH, is the
efficient detection of charged particles and the measureofaheir momenta and angles
with high precision. These measurements allow for the rgtroation of exclusiveB and
D mesons decays. Reconstruction of multiple decay vertitesakly decayingB and D
mesons is of primary importance.

The reconstruction of charged tracks relies on data frorh tvatking systems, the SVT
and the DCH. Charged tracks are defined by five paramelgrs(, w, zo, tan A) and their
associated error matrix. These parameters are measutesl oint of closest approach to
the z-axis. dy andz, are the distances to this point from the origin of the coaatirsystem
in thez — y plane and along the-axis, respectively. The anglg is the azimuth of the track,
A is the dip angle relative to the transverse plane. Finally 1/p;, is the curvatured, and
w are signed variables. Their sign depends on the charge dfatie The procedures for
track finding and fitting use the Kalman filter algorithm [9Gfhich takes into account the
distribution of material in the detector and the map of thgnwic field.

The efficiency for reconstructing tracks in the DCH, with gd@s of multi-hadrons
events, has been measured as a function of transverse momeadlar and azimuthal an-
gles in events with multiple tracks. The absolute DCH tragkefficiency is the ratio of
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Figure 4.10:Top and bottom left: The track reconstruction efficiency)sDCH at operating
voltages 0fi900 V and1960 V, as a function of transverse momentum (top) and polar angle
(bottom). Top middle: Resolution in the parametéysand z, for tracks in multi-hadrons
events as a function of the transverse momentum. Bottormenidastribution of the error

on the difference\z betweenB meson vertices for a sample of events in which BAeés
fully reconstructed. Top Right: Resolution in the transeemomenturp, determined from
cosmics ray muons traversing the DCH and SVT. Bottom RigétoRstruction of the decay
J/¢ — ptp~ in selectedB B events.

reconstructed DCH tracks to tracks detected in the SVT. ©peahd bottom plots on the
left in Fig. 4.10 show the results for two voltage settingshaf DCH. At the design voltage
of 1960 V, the average efficiency (®8 + 1)% for tracks abov00 MeV /¢ and with polar
angled > 500 mrad.

The resolution in the five track parameters is monitoredgisia~ andy* 1.~ pair events.

It is also estimated off-line for tracks in events with mpl& hadrons and with cosmic rays
muons. The dependence of the resolutiodjrand z; on the transverse momentumis
presented in the top middle plot of Fig. 4.10. Theandz, resolutions are abodbt pm and
40 pm, respectively, ap, = 3 GeV /c.

The average vertex resolution of a decayigneson iS50 um when it is reconstructed
exclusively Bcp, cf. Sec 1.2.2). The bottom middle plot of Fig. 4.10 showsdkgmated
error in the measurement of the difference along tkexis between the vertices of two
neutral B mesons Bcp and By,,), Where one of them is fully reconstructed, and the other
serves as a flavor tag. The average resolution for theBwe and B,,, vertex separation
is 190 pm, which is dominated by thé,,, vertex reconstruction. This resolution is only
~ (.73 times the mean separation of between the fivmesons. Studies on Monte-Carlo
simulations have shown that this gives a degradation of ®06% in the measurement of
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time-dependent’ P asymmetries.

The DCH contributes primarily to the, measurement. The top right plot of Fig. 4.10
shows the resolution in the transverse momentum as a funatiie transverse momentum,
derived from cosmic ray muons. The data are well represétedinear functiorv,, /p; =
(0.13+0.01)% - p; + (0.45 £ 0.03)%, wherep, is in GeV /c.

Finally, the bottom right hand plot in Fig. 4.10 shows the sr&solution fot//¢» mesons
reconstructed in the™,~ final state using different data samples.

4.2.4 The Detector of Internally Reflected Cerenkov Light DIRC)
Physical requirements

C'P violation studies in neutrab-mesons decays rely on determining the flavor of g
meson decay (cf. Sec 5.3). This flavor tagging is done usiegtihrelation of charges of
certain particles, mostly leptons and kaons, with the flafdhe parent meson (cf. Sec. 5.3).
The identification of these charged particles is needed @shhrge-flavor correlation de-
pends on the particle species used. The leptons are iddménly with the EMC (for the
electrons), and the IFR (for the muons). As mentioned betbeetracking system can be
used to identify reliably charged hadrons (kaons, pionstgms) with a momentum up to
700 MeV /c. The kaons used for flavor tagging have a momentum spectranextends up
to 2 GeV /¢, with most of them below GeV /c. On the other hand, pions and kaons from
rare two body decays a8° — K*n~ and B’ — n*7~ have momenta between7 and
4.2 GeV/c. Itis then crucial to avoid contamination in the isolatidrsach final states as
they have differen€’ P asymmetries.

The DIRC separates kaons from pions with a significanckradr greater, for all tracks
from B-meson decays from the pion Cherenkov threshold updzeV/c. The particle
identification (PID) belowr00 MeV /c relies primarily on thelE'/dx measurements made
by the DCH and the SVT.

Design

The main component of the PID system use@4B4r is the ring-imaging Cherenkov detec-
tor, called DIRC [91]. The detector is based on the fact thaharged particle travers-
ing a medium of refractive index produces, when its velocity is above the threshold
v/c = B > 1/n, a Cherenkov radiation cone with anglesd- = 1/n5. Knowing the
medium refractive index and the particle momentum obtainethe tracking system one

has3 = p/./p*+ M?> The particle can be then identified by calculating its mass:

particle*
Mparticle =Dpv 712008(90 — 1.
The DIRC radiator material is synthetic fused silica in tbeni of long ¢.9 m) thin

bars, with rectangular cross-sectigh5(x 1.7 m?). The bars serve both as radiators and
as a light guide for the portion of the light that get trappedhe radiator by total internal
reflection. The measurement principle is presented in Fidl,4vhere the DIRC geometry
is shown, and where the principle of light production, tg@ors and imaging is illustrated.
The fused silica is chosen because of its properties: aggistto ionization radiation, long
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Figure 4.11: Schematics of the DIRC fused silica radiator bar and imagiegjon. Not
shown is & mrad angle on the bottom of the surface of the wedge (see text).

attenuation length, large index of refraction-€ 1.473) and low chromatic dispersion within
the wavelength acceptance of the DIRC. The bars are place? aontainers hermetically
sealed calledbar boxes(cf. left hand plot of Fig. 4.12). They form a 12-sided polygd
barrel (cf. right hand plot of Fig. 4.12) with a radius&if0 mm, located between the DCH
and the EMC. Each bar box contains 12 bars, for a total 144 Weithin a bar box the 12
bars are optically isolated by-a 150 um air gap between the neighboring bars. They are
also placed in a flux of Nitrogen gas, with a index of refractsoifficiently different from the
fused silica to make the surface very reflecting. The gas flawtains the bar boxes free
from condensation. Because of the C.M. boost, particlepra@uced mostly in the forward
direction. To minimize interference with other detectosteyns in the forward region, the
DIRC photon detector is placed at the backward end.

For relativistic particles/ ~ 1, some photons always lie within the total internal re-
flection limit of the fused silica bars, and are transporteceither one of both ends of the
bar, depending on the angle of the incident particle. Thessiom angle of the photon with
respect to the particle track is conserved by multiple réflas in the bar walls (between 50
and 300). A mirror is placed at the forward end, perpendrdaldhe bar axis, to reflect the
photons to the backward part which is instrumented. Oncelio¢ons arrive at the instru-
mented end, most of them emerge into a expansion region Wigddwater,called standoff
box (SOB), which is a toroidal tank containiri§00 ¢ of pure water with a refractive index
of n = 1.33. This refractive index is reasonably close to that of theéusilica, minimizing
in this way the total internal reflection at interface of thtmedia.

The photons are detected by an array of 10752 phomultiglidess (PMTSs) at the rear
of the SOB, arranged in 12 sectors. The expected Cherendfovdattern at this surface is
essentially a conic section, where the opening angle ofdhe s the Cherenkov production
angle. A fused silica wedge 6fl mm long and trapezoidal profile is located at the bar exit.
It increases the angular coverage of the detection surfalse.wedge reflects the photons
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Figure 4.12:Left: Schematics of the DIRC bar box assembly. Right: Etgrdoriew of the
DIRC mechanical support structure. The steel magnetidéisenot shown.

with large angles with respect to the bar axis direction.sTbduces the number of PMTs
needed, and recovers photons that would have been lostdyahtreflection at the fused
silica/water interface. The bottom of the wedge has a sligiwtard slope{ 6 mrad) in
order to improve the focalization of photons on the PMTs. sTikipresented in Fig. 4.11,
where are shown the paths of the Cherenkov photons prodydbéd bame particle. The path
of the photon having (not having) a reflection in the wedgenmas by the plain (dotted)
line. If the bottom wedge surface had not a slope, the twogatsotvould have parallel paths,
and would not hit the same PMT.

The DIRC occupies0 mm of radial space in the central volume including supports,
with a total of17% X, radiation lengths at normal incidence. The coverage of dld@tor
bars is 0f94% in azimuth and a polar angle betwe#h5° and147°. The distance from the
end of the bar to the PMTs ts 1.2 m, which together with the size of the bars and PMTs,
gives a geometric contribution to the single photon Cheserngle resolution of 7 mrad.
This value is slightly larger than the RMS spread of the phgimduction (dominated by
a ~ 5.4 mrad chromatic term) and transmission dispersions. The ovemfjle photon
resolution is about ¢, = 10 mrad.

Performance

The image obtained in the detection surface representstofmeof the Cherenkov cone,
with, sometimes, several branches. The ambiguities stem the odd/even, top/bottom,
left/right number of reflections on the sides of the bars; als® because direct and end
mirror reflected photons contribute.

The left hand plot in Fig. 4.13 shows afie — ptu~ eventin the transverse — y
plane. For each PMT hit the expected arrival time of the pmptoduced by a given charged
particle can be calculated. Due to the unknown number ofatadies in the bars, the mirrors
and the wedge, there is a 16-fold ambiguity in the associaifoa PMT hit with a given
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Figure 4.13:Display of ane*e™ — ptu~ event in ther — y plane. The tracks are recon-
structed by the tracking system. The points corresponddvidésFhits in a time window of
+300 ns. On the left: all the PMTs with hits are shown. On the rightlestion of PMTs
hits with an arrival time at-8 ns from the expected time. The reflection of the photons in the
bars surfaces, the mirrors andthe wedge produce symmaetages.

track. A selection according to thit,, the difference between the measured and expected
photon arrival time, allows not only to reduce the numbermabayuities (around 3 cutting
atAt, < 8ns), but also suppress beam-induced backgrounds. More iangbytit excludes
other tracks in the same event as the source of the photongbf.hand plot in Fig. 4.13).
The calibration for unknown PMT time response uses two ieddpnt approaches. The first

is a conventional pulser control system. It is performednanusing a light pulser system
with blue LEDs, one per sector. About 65,000 light pulsesused to determine the mean
time response of the PMTs. The second approach uses ragdadttracks from collision
data. It uses approximately 100,000 collected track to tcoaisthe distribution of single
channelAt,, which is fitted to extract the global time offset.

The reconstruction of the Cherenkov angle is made with a mauxi likelihood method
that uses the spatial (polar and azimuth angles of the peatjpicotons by the charged track)
and temporal At,) measured informations. The reconstruction routine ciilyegrovides
a likelihood value for each of the five stable particle types,(r,K ,p) if the track passes
through the active volume of the DIRC. These likelihoodscaieulated by maximizing the
likelihood value of the entire event while testing differéypothesis for each track.

In the left plot of Fig. 4.14 the number of detected photaNs.[ produced inete™ —
utu~ events is shown. It goes from 20, at normal incidence, to G&rge polar angles.
This variation is reproduced by Monte-Carlo simulatiorep(esented by the red curve in
the figure). The number of Cherenkov photons varies with #iblpngth of the track in the
silica bars. It is smallest at perpendicular incidence atdénter, and increases towards the
ends of the bars. The peak at perpendicular incidence isiegal as photons produced in
bothz > 0 andz < 0 directions are detected.

The resolution on the Cherenkov angle is given by:.c = (0c,y/v/Npe) ® Ttrace,
whereo , is the single photon Cherenkov angle resolution, and thetaeahterno,, ... is
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Figure 4.15:n the left: K — 7 separation (ino units) of the DIRC as a function of the track
momentum; and in the right: efficiency and misidentificagwobability of the selection
of charged kaons as a function of track momentum, both obdafrom a data sample of
D** — D°(— K—7n")r" decays.

the uncertainty in the track parameters. The track Cherendésolution foru™p~ events

is shown in right hand plot of Fig. 4.14. The width of the fitt€aussian distribution is

2.5 mrad compared with the design goal2 mrad. The K /7 separation can be inferred
from the measured single track resolutimmmomentum inu™ .~ events, and the difference
between expected and measured Cherenkov angles of chaoyedamd kaons. The left
hand plot of Fig. 4.15 show th& — 7 separation as a function of momentum obtained from
a data sample ab** — D°(— K~ n")r" decays. The expected separation between kaons
and pions a8 GeV /cis aboutd.20. The efficiency for correctly identifying a charged kaon
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that traverses the radiator bar, and the probability to giprentify a pion as a kaon as a
function of momentum is obtained from a data sampl®of — D°(— K—7")n* decays
(cf. right plot of Fig. 4.15). The average kaon efficiency gndn misidentification are
96.2 + 0.2 and2.1 4+ 0.1, respectively.

Contribution to the subdetector maintenance as DIRC commisioner

During the period between January and July 2007, | was meaiflibe DIRC maintenance
crew, working as commissioner. My responsabilities werentmitor the correct behavior

of the detector componentse. PMTs array, Front-End and data transmission electronics,
the cooling system, the SOB water system and the gas systarmglhis 6-month period

no major problems occurred, only routine repairs were peréal, replacing malfunctioning
electric components and unplugging noisy PMTs.

4.2.5 The Electromagnetic Calorimeter EMC)
Physical requirements

The EMC [92] detects electromagnetic showers of partidias pass through it, measuring
their energy and angular position. This allows the deteatfqphotons fromr® andr decays
as well as from electromagnetic processes. It is used taifgetectrons and to differentiate
e from 7 (e/m separation) through the measuremenkEgp (whereF is the energy deposited
on the calorimeter ang is the momentum measured by the tracking system). Electron
identification is important for neutraB-meson flavor taggingia leptonic decays, for the
reconstruction of vector mesons likgv), and to study semi-leptonic and rare decay#£3of
and D mesons, and leptons.

The EMC detects particles with an excellent efficiency inergprange betweett) MeV
and9 GeV. The upper bound is set by the need to measure QED proceksesdir —
ete () andete” — 4+, which are used for calibration and luminosity measuresent
The lower bound is set by the need for highly efficient recasion of B-meson decays
containingr® andn.

Design

The EMC consists of a cylindrical barrel and a conical fovandcap. It has full coverage
in azimuth and froml15.8° to 141.8° in polar angle (cf. Fig. 4.16). The barrel (endcap)
contains 5760 (820) crystals arranged in 48 (8) rings withiti2ntical crystals each, adding
up a total of 6580 crystals. In each crystal, a high energstree initiates a shower by first
emitting bremsstrahlung photons which in turn convert iato" e~ pair, the newe™ (e7)
thenselves emit photons and sort of chain reaction deval@shower. This process gives
an exponential increase in the shower particles. The shstwps when the photon energy
goes below the pair production threshold. The crystals atbnly as a total-absorption
scintillating medium, but also as a light guide funnelinghli to the photodiodes that are
mounted in the rear surface of the crystals, from which ttegggnof the particle is estimated.
The thallium-doped Csl crystals properties meet BaB4aR needs: the high light yield~
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Figure 4.16:A longitudinal cross-section of the EMC (dimensions areuin). Only half of
the detector is shown, which is symmetric around#faxis. The figure show the arrange-
ment of the 56 crystals rings.

50000/ MeV) and small Moliére radius3(8 cm) allow for excellent energy and angular
resolution; the short radiation length§5 cm) allows for shower containment. The crystals
have a trapezoidal shape, their length increases #@them (16.1 radiation lengths) in the
backward ta32.4 ecm (17.6 radiation lengths) in the forward direction. This limitsthffect

of shower leakage from increasingly high energy partickthese characteristics permit
an efficient single crystal detection (closelt@% at low energy) with relatively compact
dimensions.

The EMC energy calibration is made in two steps. First, théected light in single
crystals is translated to the actual energy deposited. i$lpsrformed at low energies with
two devices, a radioactive photon source and a light pulgeite at at higher energies the
relation between polar angle and energyofrom Bhabha events is exploited. In the second
step, the energy deposited in a shower spreading over sadgsaent crystals is related to
the energy of incident photons or electrons. This corredsanade as a function of cluster
energy and angle. At low energies it is derived frofn— ~~ decays, and at higher energies
the correction is estimated from single photon Monte-Csiraulations.

Performance

The energy resolution of a homogeneous crystal calorincatebe described empirically in
terms of the sum of two terms added in quadraturg/E = (a/[E(GeV)]V*) @ b [83].
The energy dependent term,which is dominant at low energies, arises primarily frora th
fluctuation in photon statistics, but is also depends ontrepic noise and beam-generated
background. The constant term, which is dominant at high energies, arises from non-
uniformity in the light collection, leakage or absorptianthe material between and in front
the crystals, and uncertainties in the calibration. At lovergy it is directly measured with
the radioactive source, yieldingz/E = 5.0 + 0.8% at 6.13 MeV. At higher energies
the energy resolution is derived from Bhabha scatteringlding oz /E = 1.9 + 0.07%
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at7.5 GeV. The left plot of Fig 4.17 shows the energy resolution exgddrom several
processes as a function of energy. A fit to the energy depeedesults in

op _ (2322 030)% o g5 0.19)% (4.1)

E 1\/E(GeV)
Angular resolution is determined by the transverse crystal and the distance from the
IP. It can, as in the case of the energy resolution, be pasimed empirically as a sum of
an energy dependent and a constant termn= o, = (¢//E(GeV)) +d. The measurement
of the angular resolution is based on the analysisofind decays to two photons of
approximately equal energy. The result is presented inigine hand plot of Fig 4.17. A fit
to the data points results in

3.87+0.07
0p =0y = | ——= +(0.00£0.04)% | mrad . (4.2)
@
E(GeV)
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Figure 4.17:0On the left: the energy resolution for the EMC measured fantphs and
electrons from various processes. The solid curve is a fiiguan empirical formula (cf.
Eq. 4.1) and the shaded area denotes the RMS error of the fitth®nght: the angular
resolution on the EMC for photons fron? decays. The solid curve is also an empirical
formula (cf. Eq. 4.2).

In Fig. 4.18 is shown the two-photon invariant mass5iB events, the solid blue curve
being a fit to data. The reconstructet mass is measured to H85.1 MeV/c?, and the
width of 6.9 MeV /c* agrees with Monte-Carlo simulation. It has to be noted thatrt
mass resolution function is asymmetric, due to leakagedrettergy measurement.

Electrons are separated from charged hadrons primarilyh@masis of the shower en-
ergy, lateral shower moments (which describe the shapeeofafisociated cluster), and
track momentum. In addition, théF'/dx energy loss measured by the tracking system
and the DIRC Cherenkov angle are required to be consistehtami electron. The most
discriminant electron/hadron variable is the'p ratio. Fig. 4.19 shows the efficiency for
electron identification and pion misidentification as a tioit of the particle momentum
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(left) and polar angle (right). The electron efficiency isaveared using radiative Bhabhas
ete” — ete ete” events. The pion misidentification is measured from setectarged
pions fromK? — 777~ decays. The electron identification efficiencydis8% and the
probability of pion misidentification i8.3%.
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Figure 4.19:The electron identification efficiency and pion misiderdtfan probability as a
function of the particle momentum (left) and the polar ar(tg&) in the laboratory system.

4.2.6 The Superconducting Solenoid Magnet

For the measurement of charge and momentum of chargedlesytibe BABAR tracking
system is immersed in a magnetic field1o$ T (£0.2 mT), which is principally on the
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z-axis. This magnetic field is produced by a superconductodgn®id located around the
EMC. Its superconducting material iS@& Km cable composed of niobium-titanium (NbTi)
filaments incrusted in aluminium. The solenoid curredtid) A. Itis cooled to an operating
temperature of.5 K using liquid helium. It does not occupy a big radial spaceroheo to
not deteriorate the neutral hadrons and muons detectiohdyRR. The most important
design constraint was to minimize the disturbance of opmratf the PEP-1l beam elements.
In particular, its radial component must be unde5 T in order to not impact thé1 and
@1 magnets. The steel magnet segmented flux return is also asgatect the PEP-II
quadrupoles, to support the detector components on thdeinsnd to give them protection
against magnetic forces and from potential earthquakess sEtucture is also used to host
the outerBABAR subdetector, the IFR.

4.2.7 The Instrumented Flux Return (FR)
Physical requirements

The IFR [93] is designed to identify muons with high efficigramd good purity. Muons are
important for B-meson flavor taggingia semi-leptonic decays and for the reconstruction of
vector mesons likg/«. This is also important for the study of semi-leptonic arme idecays
involving leptons fromB and D mesons and leptons. The detector is also designed to detect
neutral hadrons (primarily<? and neutrons), allowing the study éf-mesons exclusive
decays, in particulaf’ P eigenstates.
Barrel

342 RPC
Modules

432 RPC
Modules
End Doors

3

»

8583A3

Figure 4.20:Schematic view of the IFR sections: Barrel, forward (FW) dadkward (BW)
end doors. The shape of the RPC modules and their dimensienscated.

Design

The IFR uses the steel flux return of the magnet, as a muonditgthadron absorber. Single
gap resistive plate chambers (RPCs) and limited strearhest(LSTs) detectors with two-
coordinate readout are installed in the gaps of the segmhsteel of the barrel and end doors
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flux return (cf. Fig. 4.20). The steel is segmented into 18yslancreasing in thickness from
2 cm to 10 cm with radius. There are 19 LST layers in the barrel and 18 RR@wi endcaps.
In addition, two layers of cylindrical RPCs are installedvibeen the EMC and the solenoid
coil to detect particles exiting the EMC.
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Figure 4.21:Cross section of a planar RPC used in the IFR.

The RPC (cf. Fig. 4.21) consists of two bakelite she2ts,m-thick separated by a gap
of 2 mm, connected to high voltage-(8 kV) and ground. The gap between the two sheets
is filled with a non-flammable gas mixture of argon, freon aswbutane®6.7% : 38.8% :
4.5%). This gas mixture has been chosen for their absorptiongpties in the UV, avoiding
the photons propagation.

The LST has similar but more performant behavior than the RRonsists of a silver
wire coated with plate ot00 ym in diameter, which is located at the center of a cell of
9 x 9mm? section. A plastic structure (profile) contains 8 such ¢elsich is coated with
a resistive layer of graphite. The profiles are inserted astit tubes filled with a non-
flammableCO, based gas.

The IFR covers a total active area of ab20®0 m?, with a total ofS806 RPC/LST mod-
ules, 57 in each of the 6 barrel sectors, 108 in each of thelfalfiend doors, and 32 in the
two cylindrical layers. The size and the shape of the modaitesmatched to the steel di-
mensions. The RPC/LST detect showers from ionizing padicia capacitive readout strips
made of aluminium and located at the end of the detectorssirlps are arranged to make
a bi-dimensional array in thez, ¢) coordinates for the barrel and in tle, y) for the end
doors. When a ionizing charged patrticle passes throughabgepmyoduces a spark, the hit
strips are used to measure the impact position. The muong beavier than electrons, the
bremsstrahlung is less effective as a mechanism of enesgy Bince they have relatively
long lifetimes and do not participate in nuclear interagsicthey are very penetrating parti-
cles. The steel flux return is then used as a muon filter. Fdraldwadrons the IFR is used as
a primitive calorimeter. The steel is used as an absorberathe hadrons interact producing
shower with charged particles that are then detected by B@sR.STs. The informations
obtained by the IFR are combined with those obtained by theraubdetectors.
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Figure 4.22:muon efficiency (left scale) and pion misidentification atabty (right scale)
as a function of laboratory track momentum (left plot) andap@angle (left plot) measured
mostly in the IFR.

Performance

The muon identification relies almost entirely on the IFRe tither subdetectors provide
complementary information. The charged particles, retooted by the tracking system,
are muon candidates if they meet the minimum ionizatioriglag criteria in the EMC. The
charged tracks reconstructed in the SVT and DCH are exttgmblto the IFR taking into
account non-uniformities in the magnetic field, multiplatsering and average energy loss.
The extrapolated tracks are associated with clusters inRRef the impact parameter is
consistent with the cluster position. The performancasthated in the plots of Fig. 4.22 has
been obtained from samples of muons freha~ — p*u~ete™ and pions from three-prong
T decays and<? — 77~ decays. A muon detection efficiency close)t¥; is achieved in
the momentum range af5 < p < 2.0 GeV /¢, with a fake rate of pions abodt— 8%.

The K¢ and other neutral hadrons interact in the steel of the IFRcande identified as
clusters that are not associated with a charged track. MoOatk simulations predict that
about65% of K? abovep > 1 GeV/c produce clusters in the cylindrical RPC, or a cluster
with hits in two or more planar RPC layers. The detection efficy and angular resolution
of the clusters foixY have been studied with" e~ — ¢(— K2K?)v events. The results are
a detection efficiency betweéf —40%, and angular resolutions aroué@imrad for K not
interacting with the EMC. When EMC information is also prded, the angular resolution
improves by a factor of 2.

4.2.8 The Trigger

The highBABAR luminosity implies that an important number of particles present in the
detector at each instant. The aim of the trigger is to rechysias events with high efficiency
and to reject a maximum number of background events. A randgger records control
event samples that are used for efficiency calculation ahdaten studies. InBABAR two
trigger levels are used:1 and L3.
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Figure 4.23: Schematic representation of an event from thetrigger in the detector in
transversal cut. The circles are hits in the DCH, the red esrthe reconstructed tracks,
the EMC crystals are colored according the deposited enargithe squares represents the
centroid location of the EMC clusters.

The L1 trigger is implemented in hardware. This system consista gfobal trigger
(GLT) that combines the input from several individual tregg linked to the DCH (DCT),
the EMC (EMT) and the IFR (IFT). These are continuously pagslata describing the
objects found by the subdetectors, which is then passe@tGLi. The GLT tries to match
them to any of the4 trigger lineswhich represent events of interest. If the timing of the
trigger signal coincides with a bunch crossing, the fastroband timing system (FCTS)
issues an accept signal. It is at this point that some claggasysics events, such as QED
processes that are used only for calibration, are scaled dmaking their acceptance less
likely. The trigger frequency of.1 is required to be less thah5 kHz for a luminosity of
~ 10**cm 2571,

The L3 trigger is implemented in software running in computingriar and uses the
information from all subdetectors. This trigger must reglbby ~ 10 the number of events
accepted by thé 1. Examples of rejected events are tracks not originatingn ftiloe IP or
inconsistent with a bunch crossing (machine backgrountig tfigger system have a total
efficiency 0f99.7% for BB events, and of the order 60% for 7+~ andu* .~ events. An
event display of thd.3 trigger system is shown in Fig. 4.23.

4.2.9 The Data Acquisition System (DAQ)

The BABAR data acquisition system refers to the overall architediysehich the detector, the
triggers and the computing structure operate. This is sahieally illustrated in Fig. 4.24.
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The Front-End electronics processes and digitizes thalsigioming from the detector and
passes the output to thel trigger. If an accept signal is issued by the FCTS, the event
Is passed to thé3 trigger. Finally, the event passes through the fast recoctsdn and is
recorded to disk, where it is written to the event store. Gheee, the events will be totally
reconstructed in a matter of days. The DAQ system also recthrel detector conditions
during data taking that will be used for the final reconsinrcof events and for Monte-
Carlo event production (to reproduce the running condgjah Sec. 5).

raw processed digital

analog digital event
signals signals data

Event Bld
BABAR FrontEnd VME Dataflow A Intermediate
N ) e = L3 Trigger
detector Electronics Crates g Event Store
Monitoring
tri - 1 Accept, clocks
\ lﬁtgf 1/ \zmd trigger data
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L1 Trigger Fast Control

Processor trigger and Timing
lines

Figure 4.24.Schematic diagram of thBaBAR data acquisition system.

4.2.10 Online Prompt Reconstruction (OPR)

The Online Prompt Reconstruction (OPR) is the bridge batviee online and the offline
systems. This system reads raw data recorded in disk. @Qumeiata computing farm it
selects physical events, performs complete reconstryabiotainsrolling calibrations col-
lects extensive monitoring data for quality assurance amigsvthe result to an event store.
The rolling calibration is the generation of reconstructealibration constants during nor-
mal events processing. For the event selection and recatisin two level filters are used:
Digifilter and BGFilter. The first one uses only the infornoatiobtained from..1 and L3.

Its principal purpose is to eliminate calibration eveniise Bhabha scattering. The events
passing this first level pass to a first reconstruction stabere pattern algorithms try to find
tracks in the DCH, clusters in the EMC and particle identifarais calculated. These events
are then classified, using the fast reconstruction infaonain subfilters mutually exclusive.
An event, at this level, is essentially a collection of traekd clusters in the EMC and IFR.
Those are then accessed by the reconstruction code of thestaiwaform candidates for a
given decay channel.
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Chapter 5

Data Sample, Reconstruction and
Selection

As discussed in the previous chapter, data is collected &D#HQ system and processed
by OPR, then recorded to disk in mutually exclusive subslteData is available for the
analyst for full reconstruction and selections. This ckapiescribes the data samples used
for the present analysis, the reconstruction algorithnaistae selection applied to them. The
techniques for flavor tagging and time-depend@it asymmetries measurements are also
described. The different event species: signal and vabagkgrounds, present in the data
samples are described. A classification of background coems is presented, and the
discriminant variables used to distinguish backgrounchfeagnal are introduced.

5.1 The Data Sample

5.1.1 TheOn-peakand Off-peakdata samples

The analysis is based on data takerBaB4r in the running period 1999-2006. The Run1-5
data sample is made 882.9 x 10° BB meson pairs, equivalent to an integrated luminosity
of 347.3 fb~! at theT'(4S) peak. In addition, the availabi$.6 fb~' of data, taken0 MeV
below theY'(45) resonance, are also used. The dataset is summarized inSTable

Sample L,,(fb™1) Ngp(105) Log(fb™h)

Run 1 20.72 22.43 2.65
Run 2 60.92 67.32 6.90
Run 3 32.28 35.70 2.47

Run 4 100.31 110.48 10.12
Run 5 133.02 146.93 14.47
Total 347.25 382.86 36.61

Table 5.1:Summary of the integrated on-resonance and off-resonaatze & “Run” is a
period of continuous data taking, lasting typically some t@onths.
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5.1.2 Monte Carlo Samples

Simulated data, or Monte-Carlo (MC), is essential for ustierding detection effecte.Q.
misreconstructed signal, reconstruction efficiencias) dvackgrounds and systematics that
affect the analysis procedure. In a first stage, physicstew@a generated with thg/t Gen
package [94], which provides an accurate representatiph@fiomena as mixing and inter-
ference (crucial for a faithful modeling @f P violation), and angular distributions of decay
products €.g. pseudoscalar-to-vector-vector). Although the vast nigjaf B decays are
generated witlievt Gen, genericB decays to hadronic final states and continuum events are
simulated with an interface toETSET [95]. Evt Gen generates charmless 3-body decays
using the isobar model with the same lineshapes and angslaibdtions as presented in
Secs. 2.4.3-2.4.6. The output of this first stage is a listaofigles with the corresponding
4-vectors and vertices for decay products.

In a second stage, the interaction of decay products witldétector as they propagate
(and possibly decay.g K2 — =n"n~) is simulated using #&ABAR customized software
based on th&EANT4 package [96]. Processes like rescattering and photon ptiodyand
a detailed account of energy loss and deposition by pasticldifferent parts of the detector
(e.g.silicon strips in SVT, gas and wires in DCH and crystal in EM(E3 simulated, which
requires a detailed modeling of detector geometry and mdig&ibution. Each of these in-
teractions (ohits) are used to simulate the data read out by the electroniggetrand DAQ
system. At this stagdnits from electronic noise and machine backgrounds charactgra
period of running are also taken into account. For this, egahts recorded with a random
trigger are aggregated to simulated events. In a last stiagsjmulated electronic output is
processed with the same versionBaBAR reconstruction software used for real data.

The MC samples used to characterize signal and backgroonddpaptimize the selec-
tion are the following:

e 6219k non-resonant (NRB® — K3r "7 events.

e 1321k B® — K277~ (custom Dalitz plot Mod€) events.
e 155k BY — pY(— nfn~)KY events.

e 155k BY — f,(980)(— nt7 ) K} events.

e 138k B — K*"(— K2n")n~ events.

e 3745k B® — af (— K2n")7~ events.

e 1641k B — D*p~ events.

e 1754k B — D*r~ events.

e 1664k B — D~ (KYr~)m " events.

e 1551k B — W(25)X events.

IFor details see Sec. 6.6.1.
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e 155k BT — K*F(K3nT)K**(K*n~) events.

e 170k B® — D~ (K*n~ 7 )n" events.

e 677k B® — x.1(J/U~y)KY events.

e 644k B — D*"(D°(K27r°) 7 )7~ events.

e 1478k B® — D*" (D (K= t)n") 7~ events.

e 212k B — DT (KJK™)r~ events.

e 21k BY — K}(1430)" (K7 )7~ events.

e 21k BY — W (25)K? events with¥ (25) — 1, ¥(2S) — J/Urr, or ¥(2S) — 7.

e 777k B® — n/(py) K2 events.

e 66.2 x 10% continuumu, dd, s5 events.

e 57.6 x 10° continuumce events.

e 471.6 x 10° genericB°B° events.

e 469.2 x 10° genericB* B~ events.

The neutral (charged) generi¢ MC is a cocktail of several final states fromme —
BB (the relative abundances of different decay channels keimed to the experimental

branching fractions [21, 28]). These MC samples are use®fbackground studies (see
Sec. 5.8), and corresponds to approximageltimes the size of the data sample.

5.2 Reconstruction

Event reconstruction proceeds in two stages. First, then@fRrompt Reconstruction soft-
ware finds tracks and calorimeter clusters from hits in théedxDd SVT, and crystals with
energy deposits in the EMC, respectively. Cherenkov pleémal energy loséE /dx infor-
mations are used to form particle identification selectbrshe second step, objects that are
not directly detected but that can be inferred from propsréind correlations of their decay
products, are reconstructed. Such objects are knovoompositesthe D- and B-mesons
being good examples. Combinations of tracks and neutrattbare used to form composite
"candidates”, allowing the vertexing of ti&mesons, and so th&t measurement. In this
section, the algorithms for tracking, calorimeter recanion, particle identification and
vertexing are briefly described. The definitions used forevent selection are introduced.
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5.2.1 Tracking algorithms

The charged tracks, following helicoidal trajectorieshe solenoid field, are described by
five parameterd,, zo, ¢, A andw (which were introduced in Sec. 4.2.3), that are fitted using
a Kalman filter algorithm [90]. The algorithm starts from tB€H hits found by thel.3
trigger to form a track, further hits are added if they areststent with the primary track.
Then a search is made for tracks that may not have originetedthe IP €.g. K9 that lived
enough to decay outside the SVT), or may not be energeticgintautraverse the whole
chamber. Finally, SVT hits are added to the DCH ones if coasis otherwise the SVT
hits are examined for low momentum SVT-only tracks. Reaoestd tracks are stored in
standard lists with different quality requirements.

In the present analysis, pion candidates are taken frontaheardGoodTr ackLoose
list, which consist of tracks withp, > 0.1 GeV/¢; p < 10.0 GeV /¢; a minimum of 12 hits
inthe DCH;d, < 1.5 em andzy < 10 cm.

5.2.2 Calorimeter algorithms

A typical electromagnetic shower spreads over severatadjarystals, forming a cluster of
energy deposits. This cluster may be due to more than onielpadnd hence present en-
ergy distributions with more than one maximum, each of theingpreferred as bump The
calorimeter reconstruction routines are intended to Beath bumps, extract their shapes
and estimate the energy of the passing particle. The ahgostarts by finding "seed” crys-
tals with an energy abovl) MeV. Clusters are build by adding surrounding crystals with
energies abové MeV, or from neighboring seeds with at leasMeV. Local bumps are
located by standard methods [92]. Given a bump, each crigssiVen a weightw; that
depends on its distance to the bump location, its depositedyg (&;) and Moliere radius.
This weight is then used to estimate the bump energy,as, = Zj w; E;, the sum running
over all the crystals in the cluster. Finally, a bump is agged with a charged particle if the
projected track to the inner face of the EMC is consistertt Wie bump location. Otherwise,
it is assumed to originate from a neutral particle.

5.2.3 Particle identification (PID)

The long-lived charged particles trackedBaBAR are: electrons, muons, pions, kaons and
protons. Their correct identification is crucial for the plog goals, and it is achieved by
exploiting the different interactions that those parsdhave with each subdetector. Informa-
tion from all subdetectors (SVT, DCH, DIRC, EMC and IFR) i€dgo construct a PDF that
represents the likelihood of a particle to belong to a giyeecges. In the case of electrons
and muons, this PDF is made from informations collected&BNC and IFR, respectively.
The proton production is limited iBABAR and is of no interest for the present analysis. The
likelihood for kaon and pion hypothesis is constructed agttoduct of PDFs from the SVT,
DCH and DIRC for the corresponding particle hypothesis. Titst two contribute with
dFE /dxz measurements, which are compared with the Bethe-Blochcteden. The DIRC
PDF is a binned likelihood obtained from MC, and uses the ramob Cherenkov photons
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and the angle of those photons with the track (Cherenkoveanglor a given hypothesis,
cuts on the likelihood are applied to generate mutuallywesiee categoriesver yLoose,
Loose, Ti ght andVer yTi ght for pions, andNot Pi on, Ver yLoose, Loose, Ti ght
andVer yTi ght for kaons. In the present analysis, pions in Lluose category are se-
lected, with an efficiency and kaon misidentification ratuad95% and5 — 15%, respec-
tively [97].

5.2.4 \Vertexing

Candidates for composite particles are first formed fromp@dlsible combinations of charged
and neutral particles matching the decay daughters. Inréeept analysisky candidates
are formed from all possible oppositely charged trackséretvent assumed to be pions, with
a invariant mass, after vertexing, with2d MeV /c? of the K mass [21]. This selection of
K? candidates is referred &s Def aul t list. B candidates are formed from &l can-
didates and two oppositely charged tracks. For e&ghor B candidate, its decay vertex
is calculated with a geometrical fit in which the daughters rquired to emerge from a
common vertex. This task is performed by theeeFi t t er package [98], which fits the
whole decay chain applying a Kalman filter. For thevertexing, constraints are applied to
reduce resolution effects, which have a high impact in Ralibt analyses, as resolution may
cause events to go outside the kinematical boundaries hispmat vertexing fit is performed
constraining the composite candidate to have the nominalmass, from which the DP co-
ordinates and the related event shape variables are daldukasecond vertexing fit is made
with no mass-constraint to calculate the discriminant kiagcal variables (cf. Sec. 5.6.1).

5.3 The flavor tagging

A key ingredient in the measurement of time-dependéfRtasymmetries is to determine
the flavor of one of the twd3 mesons, referred aB;,, (cf. Sec. 1.2.2). This is achieved
with the analysis of thé,,, decay products when it decays into a flavor-specific state. Fo
example, in the semileptonic dec®f — D*(*v, (B° — D**(~1,), the charge of the
lepton unambiguously identifies the decaying neuftaheson as &° or a B°. Also, the
subsequent decap*~ — D°(— K~ XT)x~ gives a soft pion and kaon in the final state
whose charges uniquely identify tg,, flavor. The purpose of the tagging algorithm is
to determine the flavor of th&,,, with the highest possible efficieney,, and the lowest
possible probability of assigning a wrong flavor t8,,,. These goals are crucial for time-
dependent analyses, where the statistical error on timperakent parameters (liken 23 and
Amy) is inversely proportional to the square-root of the "eiifextagging efficiency”,

o x 1/1/(Q), with Q = e14y(1 — 2w)?%. (5.1)

Theey,, is calculated with respect to the sample of events thatfgatie requirements of the
tag-side vertexing and that have at least one fully recootd candidate. Various mutually
exclusive tagging categories can be defined with their efgynandw. (see Sec. 5.3.1). The
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@ factor in this case i§) = > &7, (1 — 2w.)%. The effective tagging efficiency dABAR,
for the tagging protocol used in this analysis¢is= 30.5 £ 0.3%.

Other quantities, which are more convenient from the expenital point of view (see
Sec. 6.3.2, Eg. 6.15), can be defined as a functian.¢f.), which are the probabilities of
incorrectly identifying aB.., = B° as B° (or B.,, = B asB), for events in the tagging
categoryc. These quantities are defined as,

<wc> = %(wc + (’JC) ) A_wc =W — We

— 2w, , D.=1-20, (5.2)
(D +D)=1-(we+&:) , AD, =D, —D. = —2(w. — &),

whereAD, parameterizes a possible difference in performance oigitig procedure for
the two tags3° and B°.

5.3.1 TheBABAR flavor tagging algorithm

The tagging algorithm [99] is based on multivariate techiegthat combine several different
signatures to achieve optimal separation betwB&mand B° events. It starts by removing
all reconstructed charged tracks that belong to the fukkpmetructedB.pr candidate, the
rest being assigned tB,,. A set of loose criteria are applied to these in order to tejec
ghost tracks. To improve the vertex resolutidti} or A° candidates are used in place of
their daughters. The remaining candidates are used forragjeioal fit to a common vertex,
taking into account the beam energies, the beam spot positid the flight direction of the
other, fully reconstructed? candidate.

The B, flavor is determined from a combination of nine different sagnatures, such
as the properties of charged leptons, kaons and pions. Ebradahese signatures, prop-
erties such as charge, momentum and decay angles are usepuago a Neural Net-
work (NN), or "sub-tagget: Lept on, Kaon, sl ow pion, Kaon-slow pion,
maxi mum nonmentum fast-slow particles correl ati onandLanbda. To
illustrate the procedure, two of the more important suly¢ag are now describedept on
andKaon.

Lepton sub-tagger

Electrons and muons produced in direct semileptonic de@aigis a 5 = 10.4% [21]), or
primary leptons provide excellent tag information. The charge of an etattior muon)
from ab — ¢/~ v transition is directly associated to the flavor of th& meson: a positively
(negatively) charged lepton indicat®8 (5°). Leptons from cascade decays,secondary
leptons occurringviatheb — W~ ¢(— s¢*v) transition, carry tagging information as well:
their charge is opposite to that of the primary lepton. Tdaprimary from secondary
leptons, several discriminant variables are used: the Chembum of the tracky*, as sec-
ondary leptons are characterized by a softer momentumrspecthe cosine of the angle
between the missing momentum (which approximates thateohéutrino) and the lepton’s
momentum cos f,,iss, Since the directions of the primafy pair are expected to be anti-
correlated in the CM frame; finally, the energy containedhia hemisphere defined by the
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direction of the virtual/’=. For primary leptons, th& recoils against a quark and leads
to a virtually empty hemisphere. In contrast, for secondigpyons the: quark that emits the
W has recoiled from the decay of thavith an appreciable boost, and all its decay products
will be boosted in the same direction.

The flavor tagging algorithm uses three different sub-tegg&ploiting the presence of
a lepton in the final state:

e The electron sub-tagger, with tracks that satisfy\tee y Ti ght electron ID criteria.
e The muon sub-tagger, with tracks that satisfy Tngght muon ID criteria.

e Kinematical lepton sub-tagger, designed to recover thaany leptons that did not
pass the selection criteria for electrons and muons, thigetaachieve the tagging
based solely on kinematics.

Kaon sub-tagger

The kaon sub-tagger exploits the presence of charged kadhe decay of thé;,, meson.

The dominant source of charged kaons is from+ ¢ — s transition giving the cascade
decaysB’ — D(— K*X)X or B — D(— K~ X)X, where the charge of the kaon tags
the flavor of theB,,,. The high probability of producing a charged kaon in the gieuia

a B-meson {8 + 8% [21]) coupled with the much higher fraction ofght sign (coming
from theb — W-c¢(— s — K) transition) vs.wrong sign(decay products of th&/—,
eg.b - XW~(— és/d),c — 5§ — K*') kaons (.58 £+ 0.08 vs. 0.13 + 0.06 [100]) and

the good signal to background ratio, makes the kaon taggemibst powerful source of
tagging information. ThéV N uses as inputs the charges and likelihood of up to three kaon
candidates, the number &f2, and the transverse momentum squared of the charged tracks
on the tag sidep?(tot) = > p7. A high p?(tot) increases the likelihood that a charged kaon
was produced from & rather from a quark, and a non-zero number &E, likely created
inab — ¢ — s transition, makes it less likely that a charged kaon is akaan that tags the
Biag flavor.

The NN outputs of the nine sub-taggers are combined in a singlecalledTag04,
trained to assign the correct flavor i,,. The output ofTag04 is a signed probability,
where the magnitude represents the confidence of the estimaatd the sign the flavor of the
Biag meson VN > 0 = By,, = B%, andNN < 0 = B, = B°). The algorithm classifies
the event in seven disjoint categories according ta\dé output value, which are now listed
in increasing order of mistag probabilityept on, Kaonl , Kaonl | , Kaon- Pi on, Pi on,
O her andNot ag, where the last one is a category where no reliable taggfogiration is
provided ODNoTag = 0).- The name given to each category indicates the dominarsigsy
contributing to the flavor identification.

The algorithm is trained and checked using MC, and is vadidlain data using a large-
" By sample of fully reconstructed flavor-specific deca8,— D®) -7+, B — D&~ p*
and B° — D®~qaf. These decays are self-tagging, sinc®@—h* (D™*h7) is only
accessible from &° (B°). A fit to the At distribution (see Sec. 6.3.2, Eq. 6.15) allows the
extraction mistag probabilities (see Table 5.2).
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Category Etag(%0) Aeyq (%) w(%) Aw(%) Q%) AQ(%)
Lepton 8S69+0.07 | -00FX02] 31T£03 | —0T1F£06 | 7.66£0.12 | 0.04£0.41

Kaonl 1096 £0.08 | 02F£02 | 52+04 | —0.I£0.7] 878E£0.16 | 0.2T £0.50
KaonT T I723E£010| 0.1£03 | 154X04| —05E£06]| 8S26EX0.18 | 0.29F£0.54
Kaon-Pion | I3.78 £0.09 | —=03F£03 | 23505 | —1.8F£0.7 | 3.88£0.14 | 0.43£0.38
Pion 437009 | 0.7 £03 [ 329FX05| 5.1£0.7 | 1.67£0.10 | —1.08£0.26
O her 957X0.08 | 0.3£02 [4I8X06| 4609 | 026 £0.04 | —0.28£0.10
| Total [74.61 £0.12 [ —0.4£0.6 | [30.50£030 [ —04E£T1.0 ]

Table 5.2: Performance of the tagging algorithm on data. The results affit to a data
= €0 — €p0, Aw =

wpo —wpo and AQ = Qpo — Q o refer to differences betweds’ and B° tags in tagging
efficiency, mistag fraction and effective tagging efficienespectively.

sample of oveB0000 fully reconstructedB,,, decays. HereAe

5.4 At measurement

The difference betweeB decay timesAt = tcp — t444, IS determined from the measured
separatiom\z between the vertices of the reconstruct&g- meson and the flavor-tagging
Biag meson along the axis. The resolution oz is dominated by the uncertainty on the

position for theB,,, vertex.

54.1 Az Measurement

In the reconstruction of th&qp vertex, all daughter tracks are used. Daughter tracks from
K2 andD candidates are first fit to a separate vertex and the respiéiremt momentum and
position are used in the fit to thB.p vertex. The RMS resolution in for the Bop vertex
in MC simulation is abou65 pm for more tharf9% of the B candidates. The resolution is
about5% worse in data than in MC simulation.
The vertex of theB,,, decay is constructed from all tracks in the event except aughl-
ters of Bop. For fully reconstructed modes, as the one studied in th@sish an additional
constraint is provided by the calculatét],, production point and three-momentum. This
is determined from the knowledge of the three-momentum effatly reconstructed3p
candidate, its decay vertex and error matrix, and from thenkedge of the average posi-
tion of the interaction point and tHE(4.S) average boost (cf. Fig. 5.1). The average beam
spot position and the angle of the beam in the detector arategance per run, while the
beam energies are recorded more frequently for any charme at95 MeV. TheseB,,,
parameters are used as input to a geometrical fit to one siegkex, including all the other
tracks in the event except those used to reconstBdgt. In order to reduce bias and tails
due to long-lived particleds’? andA° candidates are used as input to the fit in place of their
daughters. In addition, tracks consistent with photon eiens § — e*e™) are excluded.
To reduce contributions from charm products, which tendi&s the determination of the
vertex position, the track with the largest vertek contribution (2 > 6) is removed, the
fit is redone until no track fails thg? requirement. In MC simulation the RMS of the core
and tail Gaussian components of the residialdistribution (measured minus trugz) is
190 pm. This residual distribution is fitted with the sum of threeuSsian distributions and
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it is found that the RMS of the narrowest Gaussian, whicha&@iost0% of the area, is about
100 pm. Only 1% of the area is in the widest Gaussian.

y A
Bec momentum
By, daughters
By, Vertex rec CAUD
.
Beam spot -
*
—— EE—— >
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Production point " ¥,

Byag momentum

e

&1 Bug tracks, Vos

Figure 5.1: Schematic view of the geometry in the plane for ar'(4S) — BB decay.
For fully reconstructed decay modes, the line of flight of ihg, can be estimated from
the (reverse) momentum vector and the vertex position abBthe and from the beam spot
position in thery plane and th@"(45) average boost. Note that the scale in thdirection
is substantially magnified compared to that of theéirection.

5.4.2 At Calculation

By far the dominant limitation on the accuracy with whih is determined from the mea-
sured decay length differencd,z, is the experimental resolution on thez: measurement.
The second limitation in th&¢ measurement comes from tlemeson momentum of about
340 MeV /cin theY'(45) CM frame. A correction is applied for this effect, and is désed
below. The impact on thé&¢ measurement of the spread in the two beam energies, which
results in a momentum spread with a Gaussian width of abdlitV /c, is negligible. Fi-
nally, a correction is applied for th# mrad angle between th&(45) boost direction (the
z axis in the following discution) and the axis of the symmaeifyhe detector, along which
the separation between the vertices is measured.

Neglecting theB momentum in th@ (45) frame, the relation betweeftz and At can
be written as

Az = BycAt, (5.3)

wherey is the?(45) boost factor, with average value ¢8y) = 0.56. The boost factor
is calculated directly from the beam energies, which areitomd every5 sec, with an
accuracy 0f).1%.

In the case of a fully reconstructég} p, its momentum direction is measured with good
precision, and is used to correct fBrmomentum in thé@"(45) frame. However, the cor-
rection depends on the sum of the> + t,,,, which can only be determined with very poor
resolution. The estimate.p + ti,, = 75 + |At| is used to correct for the measur8d p
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momentum direction and extra&tt from the following expression:

Az = ByyEpeAt + VB¢ pyEp cos 05 pe(Tp + |At)), (5.4)

whereb;.», 55 p andygp are the polar angle with respect to the beam direction, thecve
ity and the boost factor of th8qp in the T'(4S5) rest frame. The difference betweéxt
calculated with Eq.(5.3) and Eq.(5.4) is very becatsg = 1.002 and 3}, = 0.064. The
events-by-event difference ifi¢ calculated with the two methods has an RMS)@0 ps.
Eqg.(5.4) improves thé\t resolution by about%. In addition, it removes a correlation be-
tween the resolution ot and the true value oh¢. This correlation is due to the fact that
the RMS in the second term in Eq.(5.4) depends on the expEttalue of(tcp + tiy)?,
which in turn depends ofA¢|. Eq.(5.4) is used for alB decays to hadronic final states,
as in the present thesis, while Eq.(5.3) is used for senafepimodes since th8 direction
cannot be measured for these decays.

5.4.3 At resolution Model

The At resolution function is represented in termsipf= At — At by @ sum of three
Gaussian distributions (called the core, tail and outl@mnponents) with different means
and widths,

R(5t7 d) = (]' - ftail - fout)G (5157 SgoreUAta Sgoreo-At)
+ ftat G (5157 SfaﬂUAt, SfaﬂUAt) + fouG (5t, si’mt, Sgut) )

whereG(x, xy, o) is a Gaussian with biag and standard deviation For the core and tail
Gaussian, the measured eroqy; derived from the vertex fit for each event is used, allowing
us to separate scale factefs,, ands?,, to accommodate an overall underestimagex 1)
or overestimatesf < 1) of the errors for all events. The core and tail Gaussiamiligtons
are allowed to have a nonzero mean to account for residuathati@cay products included in
the By, vertex. In the resolution function, these mean offsetseated byo », to account for
an observed correlation between the mean ofjthdistribution ando»,; in MC simulation.
This correlation is due to the fact that, mdecays, the vertex error ellipse for thedecay
products is oriented with its major axis along thelight direction, leading to a correlation
between theD flight direction and the calculated uncertainty on the vepesition inz for
the B,,, candidate. In addition, the flight length of tihkin the » direction is correlated with
its flight direction. Therefore, the bias in the measukgg, position due to inclusion oD
decay products is correlated with theflight direction.

MC simulations confirm the expectation that the resolutianction is less biased for
events with a primary lepton tag than those with a kaon tagréfore, the mean of the core
Gaussian is allowed to be different for each tagging categdne common mean is used for
the tail component. The third Gaussian has a fixed widthief and no offseti(e. s, = 0
ands?,. = 8 psin EQ.(5.5)); it accounts for the fewer thafi, of events with incorrectly
reconstructed vertices.

Since theB,,, vertex position dominates th&t resolution, no significant difference is
expected between th&t resolution function of differenB decays to hadronic final states
without a D-meson. Hence, identical resolution functions are usechvelpplicable for all
modes. This assumption is supported by MC simulation.

(5.5)
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5.5 Event Kinematics and Shape

Three event species are distinguished in the data:
e Signal events3’ — Korn.

e Continuum background events, of the type=~ — ¢7 (¢ = u,d, s, c); this species
represents the dominant background.

e Background events coming from decays different from the signal.

This section describes the properties of the species nmattiabove. The goal is to
use all available information for discriminating signaltivrespect to backgrounds. The
discriminant variables used to exploit these propertieglascribed in Sec. 5.6.

55.1 Kinematics

One of the fundamental differences between signal and cuwatdrial background is the
kinematics of the underlying production. Th&4S) decays in two particles of the same
mass,B and B, imposing two constraints in the CM frame. If td&meson is correctly
reconstructed, the energy of its decay products has to ka tgalf the beam energy in the
7(45) rest frame, and its reconstructed mass has to be equal toftthegt 3-meson:

Erec = Ebeam/2 = \/5/27 (56)

Myee = MB.

These constraints allow us to discriminate signal agaiaskd¢pround events. For continuum,
a flat distribution forE,. andm,.. is expected in the whole dynamical range, excluding ac-
ceptance effects. Most of thie-background components are characterized by higher orlowe
multiplicity than signal, or by misidentification of a paté (theB° — D~ (— Kgnt)rx ™t
B-background component being an exception, see Sec. 5.8di@ details). In both cases
the reconstructed mass and energy are calculated with arréat number of decay prod-
ucts or with an incorrect mass hypothesis, with the effeat the distributions are shifted
with respect to that of the signal, and their shapes distoridnese differences are used to

construct the two main kinematical variables for the analfd. Sec. 5.6.1).

5.5.2 Event topology

Theete™ collisions do not produce onlg(45) events, but also hadronic backgrounid— —
qq (Whereq = u,d, s, ¢), and leptonic backgroune e~ — (¢ (v) (wherel = e, u, 7).
Table 4.2 summarizes properties and production rates ésetlevents. Each of these back-
grounds has its own characteristics, different from thaaigwvhich are used to discriminate
them from the signal. These differences are called evemeshia theet e~ CM frame (cf.
table 5.3).

Inanete™ — qq event, wherey = u, d, s, ¢, a small amount of the initial energy is
invested in rest masses of the quarks. Most of the availal#@egg is carried as kinematic
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Background component Shape
ete” — qq (whereq = u,d,s,c) Several hadrons

decay in two back-to-back jets
ete” — 1(4S) — BB Several hadrons

isotropic decay in the CM
ete” — (¢~ (wherel = e, u, 7) Two back-to-back

high momentum tracks
ete™ — yy Two back-to-back

high momentum photons

Table 5.3:Shape of the different kinds of events. The third row derfai@asimportant the
background component is for the present analysis.

energy, and both quarks fragment in two back-to-back jdtslét hand plot of Fig. 5.2).
This implies that the event will roughly follow @l + cos? ) distribution, whered is the
CM angle of one of the jet with respect to theaxis, as predicted by lowest order Feyn-
man QED diagram for ante~ — ff, wheref is a spini/2 fermion. In contrast, in an
ete” — T(4S) — BB event, the spin-1'(45) decaying into two spin-& mesons gives,
by conservation of angular momentunsja?® () angular distribution of thé? decays (in the
7(4S5) rest frame), wheréd is the angle between thB direction and the:-axis. Further-
more, theY (45) — BB reaction is barely allowed kinematically, and tRemesons have
low momentum in the CM frame~( 340 MeV /c), compared with that of their daughters
(~ 1 —2 GeV/c). This means that the decay products of fheneson will not follow its
flight direction due to the small boost. Finally, tilemeson being a pseudoscalar, no direc-
tion is preferred in its decay, and so the distribution ofrtHaughters will be approximately
spherical in th&*(45) CM frame (cf. right hand plot of Fig. 5.2).

Figure 5.2:Shape otte~ — ¢q (left) andete™ — 7°(4S5) — BB (right) events in the e~
CM frame. The solid blue lines represent the directions obnstructed particles forming
the B candidate, the dashed black lines represent the othergastin the event, denoted as
"rest of the event" (ROE).

Among the events produced by PEP-II (cf. table 5.3), theinaotm background is the
most difficult to reduce. A large amount can be reduced withp$e cuts, but it remains the
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dominant background component in the final sample, andstgidiination in a maxi- mum
likelihood fit (see chapter 6) is a crucial challenge of thalgsis. The variables defined to
exploit these event shape properties are generally ref¢oras "shape variables", and are
described in Sec. 5.6.2.

The rare leptonic events that contribute to the sample haaeacteristics very similar to
those of continuum background, and are then treated ashcomti events in this analysis.
The B-background events, having very similar shapes as thelsigmaonly discriminated
using the kinematical and DP variables.

5.6 Main discriminant Variables

In this section the general properties of the different egpecies contributing to the data
sample are exploited to define the discriminant variablégse€ variables will be used in two
ways:

e Cuts will be applied on these variables in order to enharesitinal in the data sample,

e Some of these variables will be used in the maximum likeldchfio

5.6.1 Kinematic Variables

In order to exploit the specifics @b decay kinematics, two variables are definady and
mpgs, Which are used in the maximum likelihood fit (cf. Chapter @wo criteria illus-
trate their discriminant power: they exploit in an optimaythe information contained in
Egs. (5.6); also, possible correlations among them and tvélother variables used in the
likelihood fit (a Neural NetworkAt¢ and the DP variables) are small.

The energy differenceAFE

The energy difference) £, can be expressed in a Lorentz-invariant form as

AE = (2qpq0 — 5)/2V/s, (5.7)
where/s = 2E; .. is the total energy of the"e~ system in the CM frame, ang; and
qo = (Fo, po) are the Lorentz vectors representing the momentum oBtbhandidate and of
theete™ systemyy = ¢.+ + ¢.-. In the CM frame A E takes the more familiar form

AE=E; —E ., (5.8)
hereF’; is the reconstructed energy of tBemeson. The\ E distribution receives a sizeable

contribution from the beam energy spread, but is generalipidated by detector energy
resolution (this being clearly the dominant term for mode®Iving neutral particles).
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The energy-substituted massn g

The second kinematical variable is the energy-substituiads,mzs. In the laboratory
frame,mgs can be determined from the measured three-momeptyiof the B candidate
without explicit knowledge of the masses of the decay prtsluc

mss = /(5/2+ b5 Do) /FR — (59)

In the CM frame p, = 0), this variable takes the familiar form

mgs = \/ Eggam o p*327 (510)

wherep?? is the CM momentum of thé&-meson, derived from the momenta of their decay
products, and thés-meson energy is substituted By . . As the B-mesons are almost at
rest in the CM frame, the resolution angs is dominated by the spread in the beam energy.

For signal eventsyzs yields the mass of th&-meson and shows a clean peak. For
continuum events, composed of light quarks, the only waya€hing theB rest mass is by
artificially associating random tracks. As a consequerasy; tistribution displays a slowly
varying shape, as expected from their combinatoric nature.

The idea behind\ £ is different and complementary to thatmfzs. Whereas the latter
Is by construction independent of the mass hypothesis fdn e&the tracks AE depends
strongly on them. If, for example, a kaon is misidentified gsam, its energy, and conse-
quently that of theB candidate, will be smaller than its true energy. The eves thill be
shifted towards negative values AfFS. In contrast, the distribution for signal events peaks
at zero as expected, makidglt especially helpful for discriminating frons-background
events.

In modes with no neutral particles in the final state, theltggm for the AE andmgg
variables arev 15 MeV and~ 3 MeV /c?, respectively. The parameterization used for their
distributions are described in Sec. 6.3.1. Plots of botrabées for signal and background
can be seen in Fig. 5.5.

5.6.2 Shape Variables and the neural network

In order to exploit the topological differences betweBi and continuum events several
variables can be defined. All of them use the same startiogrnrdtion (particle flight direc-
tion in theT (45) rest frame) and are therefore strongly correlated. A Maitate Analyzer
technique is adopted to define a single variable to be usexkfection and discrimination in
the maximum likelihood fit. A non-linear Neural Ne¥(V) [101] is used, that combines the
variables defined below.

cos(6p)

The cosine of the angle between the GMcandidate direction and theaxis. In the case
of perfect reconstruction, this variable followsia®0z = 1 — cos? 8 distribution for the
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signal. In contrast, for continuum background events,Bteandidate is formed by random
combination of tracks, which mean thats 05 will have random values, and hence a flat
distribution (out of acceptance effects).

cos(60r)

The cosine of the angle between tBecandidate thrust axis and theaxis. The thrust of a
collection of particles is defined as the directiofwith |¢| = 1), in which the sum7, of the
projections of the momenta of the particles is maximized:

T = Maxi{m} , (5.11)
Zi Di

where the index runs over all the particles in the collection. Givea $ipherical nature a8
decays, the thrust axis of the triiecandidate is essentially random. For continuum events
in contrast, which are strongly collimated, the above definiensures that the thrust axis
approximates the direction of the hadronic jets, even whenracks are selected artificially
to form aB candidate. In the case of perfect reconstruction, theiloigion of this variable
is expected to be uniform (- cos? 67) for signal (continuum background) events.

The monomialsL,,

Other variables can be defined to exploit the difference énatigular distributions of th8
candidate decay products for signal and continuum evenitge $he present analysis ex-
plores the whole allowed phase space of the three-body gieagignal-side angular infor-
mation cannot be used without biasing the data sample, bdath that the otheB behaves
statistically, but independently, in the same way can béoiga. The variables described
in the following are calculated excluding the sigralcandidate particles; the remaining
collection of particles is referred to as the rest-of-therg (ROE). Using tracks from the
ROE has the advantage of eliminating possible correlatiatisthe kinematical variables,
as the construction of these last ones uses onlythandidate particles, and so there is very
little common information: to first order, these correlasare assumed to be negligible (cf.
see Sec. 6.2). It should be noted that the intrinsic symnadtgontinuum events, due to
their jet-like structure, leads to correlations betweenvailues of their ROE and signal-side
guantities. Since the signal-side is used to calculate fAed@rdinates, it is then expected
a correlation between these and some discriminant vagafleis correlation is taken into
account in the construction of the continuum PDF (cf. seeagix A, Sec. A.2).

In order to exploit the angular correlations, a set of moradsmomentum-weighted
sums over the angles of the tracks in the ROE with respecetbélm axis are defined:

L, = Z pi X |cos(fp4)|" - (5.12)

1=roe

A calculation of the separation power of the monomials fgnai and background enables to
identify those with the largest separation power. As it istomary in charmless analyses in
BABAR, the present analysis uses the zeroth and the second oedgfgandL., as in [102].
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Figure 5.3:Top left: Distribution of the NN variable for truth-matchsinal (solid line), and
off-resonance data (dashed line). Top Right: Distributidthe transformed NN variable for
truth-matched signal (solid line), and off-resonance d@ashed line), which will be used
in the final maximum likelihood fit. Bottom: background réii@c versus signal efficiency,
obtained by different cuts on th€ N outputs (solid line). For comparison, the same curve
is shown for theV N trained for theBaBaR B° — (pr)° analysis [35], and applied to the
present data.

The variables just defined are used as inputs to a Neural Metwhich has the following
structure:

e number of input variablesy,,, = 4;

e number of output classes: 2 (signal and background);
e number of layers: 4 (input, output & 2 hidden layers);
e number of neurons per layeN, .., Nyar — 1, Nyar — 2, 2;
e number of training cycles: ca. 20000;

e size of the training samples: 27K signal truth-matchedn resonant MC events and
27K off-resonance data events.

2A definition of truth-matched will be given in Sec. 5.7.2
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The optimal signal/continuum discriminating power of tNeéV is chosen with a training
procedure, using independent subsets of signal MC andesifrance data as training and
validation samples.

The N N distributions for truth-matched signal, and off-resoreadata are shown in the
top left hand side plot of Fig. 5.3. The right hand plot of theng figure show the distribution,
for signal and background, of a transform®dv that will be used in the maximum likelihood
fit, which will be described later on (cf. see Eq.(5.13)). Hiecriminating power is shown
on Fig. 5.3, where the background rejection is plotted ajaignal efficiency for different
values of the cuts on th& N output. For comparison, the rejection-efficiency curvelse a
shown for theN N trained for theBABa&R B° — (pm)? analysis [35], and applied to the
present data.

5.7 Event Selection

After reconstruction, the data is subject to different etagf selection criteria. In a first
stage,B candidates are formed by requiringi&; candidate from théksDef aul t list
(cf. Sec. 5.2.4), and two oppositely charged tracks takem fEoodTr acksLoose (cf.
Sec. 5.2.1). All this is done before applying the followimgjuirements,

e mps > 5.2 GeV/c?,

e 499 < £ < 5.59 GeV (cf. Sec. 5.6.1),

¢ total energy of the event (in the CM framgy;.; < 20.0 GeV.
As a second step, some additional cuts are applied,

e The cosine of the angle between the momentum offfieandidate and the line that
connects its decay vertex with that of tBecandidate must satisfys « k9 > 0.999.

e The K lifetime significance is required to satis;ﬂ,/(g/aTK0 > 5.0, rejecting in this
S
way combinatorial background.

e TheK? candidate mass is constrained to be in the rdnge. .- —mgo| <15 MeV/c?,
wherem is the PDG [21] value of thé(g mass.

e Charged tracks are required to satisfy lid.oose requirements (cf. Sec. 5.2.3).

e Loose cuts are applied ofdit and its error,|At| < 20 ps andoa; < 2.5 ps, as is
standard inrBABAR time-dependent analyses.

e To further discriminate signal from continuum background requiredVN > —0.4.
This cut is not designed to suppress a maximum amount of bagkd; rather, as
the NN is one of the variables used in the maximum likelihood fit, ploepose of
this cut is to have a signal efficiency of approximat@dys, while removing roughly
70% of continuum background. The motivation is to reduce the sizthe dataset to
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a value that is compatible with the available CPU constsaipbth for the maximum
likelihood fit and MC simulations.

As the NN distributions show sharp peaks both for signal amdicuum background,
the empirical description of thé&/ N output shape is made simpler by means of a
transformation, defined so that it is confined witfinl] after selection,

arccos(NN + A) + B
B+C ’

whereA = 0.001, B = 0.98 andC' = 0.92. This transformedV N, with its distribu-
tion shown in the top right hand plot of Fig. 5.3, is used in m@imum likelihood
fit.

NN — 11— (5.13)

e Cuts on the kinematic variableszs and AE are applied to select three regions of
interest in thdmpgg, AFE) plane (cf. Fig. 5.4):

—— mgg SideBand

LIS, S N N N N AESIdeBand
0.3 —— Signal Region

TTTTTTT

0.2

0.1

AE(GeV)

-0.1

-0.2

5.2 521 522 523 524 525 526 527 528 529
me(Gevic?)

-0.3

Figure 5.4: (mgg, AE) plane, showing signal region (blue box),zs (red box) andAE
(green boxes) sidebands. The box histogram is non-resdi@nfThe signal concentrates
predominantly in the signal box.

1. the signal region, where the signal eveBts— K2nt7~ are expected to be, is
defined as5.272 < mpg < 5.286 GeV/c? and65 < AE < 65 MeV,

2. thempgs sideband5.2 < mps < 5.26 GeV/c? and—0.1 < AE < 0.1 GeV,
3. theAE sideband|AE| > 0.1 GeV.

The last two regions are used to characterize the continustnibditions (see Sec. 6.3.4).

¢ Additional vetoes are applied to reduce misidentificatibime charged particles: both
tracks are required to fail thB ght electron, kaon and proton PID requirement, and
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at least one track must fail thB ght muon PID requirement. Muon and protons
vetoes have a negligible effect is this analysis, and halelmen kept because they
are standard cuts in charmless analysd3ABAR.

The distributions ofngg, AE, Mo, andK? lifetime significance for truth-matched and
misreconstructed Self Cross Feed (see definition latenasigvents, and onpeak sideband
events are shown in Figs. 5.5 and 5.6.
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Figure 5.5:Distributions ofm g (left) andA E (right) for truth matched signal events (black
solid histogram), SCF events (black dashed) and onpeakaitkevents (blue histogram).
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Figure 5.6:Distributions omeg (left) and K2 lifetime significance (right) for truth matched
signal events (black solid histogram), SCF events (blackdd) and onpeak sideband events
(blue histogram).

The summary of selection efficiencies for each cut is giveable 5.4, together with
the total selection efficiency. Values are given for norenesit MC and for several resonant
modes entering the Dalitz model (cf. Sec. 6.8). Differenoesveen efficiencies for the
different modes are significant. They are mainly due to theeddence of efficiency over the
Dalitz Plot, and also to different rates of misreconstrdaeents (see Fig. 6.7). It has been
checked that efficiency in a given DP point is independenhefMC used.
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Cut NR B - K2fy B’ - K3p° B’ — K*Tx~ Offpeak
Reconstruction 0.400 0.417 0.423 0.411 —
5.272 GeV< mps < 5.286 GeV  0.904 0.903 0.857 0.822 0.183
—65 MeV< AF < 65 MeV 0.922 0.910 0.872 0.874 0.221
Imcg — m§§G| < 15 MeV 0.983 0.986 0.984 0.975 0.680
TiQ /07 g > 20 0.936 0.955 0.950 0.922 0.376
cos ey < 0.999 0.991 0.996 0.996 0.986 0.955
|At] < 20ps andoa; < 2.5psS 0.955 0.950 0.945 0.953 0.898
Kaon PID veto 0.956 0.963 0.964 0.953 0.614
Electron PID veto 0.964 0.955 0.953 0.961 0.913
Muon PID veto 1.000 0.999 1.000 0.999 1.000
Proton PID veto 1.000 1.000 1.000 1.000 1.000
NN > —0.4andNN < 0.999 0.899 0.898 0.895 0.896 0.293
Total 0.2412 0.252 0.229 0.205 —
+0.0002 +0.001 +0.001 +0.001

Table 5.4: Summary of selection efficiency for TM+SCF evemtifferent signal MC sam-
ples. The efficiencies quoted are relative efficiencies. Tdtal efficiency is the product of
the relative ones.

5.7.1 Multiple candidates

When an event has several) (candidates that pass the selection criteria, one of them is
chosen arbitrarily. The index of the selected event is theareder of the Time Stamp of
the events divided by. This approach avoids any bias, while being fully reprodleci In

the signal MC samples, the multiplicity varies betwedeltf% in the center of the DP, up to
several percent in the(770) KY and K*(892) "7~ bands. Depending on the mode;- 5%

of the multiple candidate events have more than two caredafig. 5.7 shows the event
multiplicities for different MC samples and off-peak data.
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Figure 5.7:Number of candidates per event passing the full selectidrow8 are B° —
fo(980)K Y, B® — p0(770)K$, BY — K**(892)7T, non-resonant MC and the continuum-
background components, represented in different colodsliae-styles.
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5.7.2 Misreconstructed signal and migration over theD P

Misreconstructed signal events, also called Self Crossl F8EF), also present in the se-
lected the data sample. A simulated signal event is clagsafietruth matched (TM) if the
two pions and thex? are matched with the right particles at the generator leieaddi-
tion to this, it is required that the mothers of the matchedegator level particles be the
expected ones, according to each specific signal MC modesidiilal events that fail the
truth matching criterion are classified as SCF. Fig. 5.8 shmwaomparison between TM and
SCF events in the non-resonant MC faf;s andAE. Fig. 5.9 shows the migration over the
square DP for TM and SCF events. On the horizontal (vertepah of these plots is shown
the difference between true and reconstructed value ofith@’) variable,m;, ., — m.

rec.

(0, — .. )- The fraction of misreconstructed events per tagginggmateand MC mode

is detailed in Table 5.5. The average fractions have beawlead using the branching
fractions measured in [41].

Details about the parameterization of SCF events in the maxi likelihood fit are de-
scribed in Sec. 6.3.2.
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Figure 5.8:mgs (top) andAE (bottom) distributions for TM (left) and SCF (right) events
in NR MC.
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Tag. Cat. NR foK? p°K$ K*m K*r average

Lepton 0.0072 0.0216 0.0462 0.0458 0.0137 0.0249
Kaonl 0.0095 0.0305 0.0618 0.0514 0.0206 0.0323
Kaon2 0.0111 0.0371 0.0799 0.0642 0.0245 0.0398
KaonPion 0.0110 0.0372 0.0827 0.0694 0.0213 0.0395
Pion 0.0111 0.0356 0.0800 0.0598 0.0223 0.0374
Other 0.0118 0.0425 0.0934 0.0692 0.0281 0.0447
NoTag 0.0124 0.0425 0.0835 0.0660 0.0317 0.0450
Total 0.0110 0.0368 0.0778 0.0623 0.0245 0.0391

Table 5.5: Fraction of misreconstructed events per tagging categorg MIC mode. The
average fractions have been calculated using the brandnaagions measured in [41].

5.8

B-background

An additional sources of background come from otBatecays that can be misidentified as
signal events. Several kinds Bfbackground can be distinguished:

e B decays having the same multiplicity as signal events. Rgtorthis category the
B — D~ (— Kgr~)r", B® — J/¥(— ITI7)KY), andB® — ¥(25)(— [TI7)K2)
modes. The long-living mod8° — D~ (— K3x~)x" has exactly the same final
state as the studied decay mode. It is treated as part éf-theckground since it does
not interfere with strongly decaying charmless resonanEes the charmonium res-
onances (/¥ and ¥ (25)), the two leptons (typically muons) in the final state have
been misidentified as pions. These backgrounds could iiptenbe simply elimi-
nated from the sample, by applying narrow vetoes on the Dpléne. On the other
hand, these events are useful to determine some paramesigaal likelihood vari-
ables (such asizg, AF) directly from the fit, and so are kept in the sample.

e B decays having lower multiplicity than signal. In this cagee or more particles of
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the (ROE) are wrongly considered as coming from theandidate. In general, these
background events do not peak simultaneously both g andAE.

e B decays having higher multiplicity than signal. In this cas@e or more particles of
the final state are wrongly considered as coming from theofesie event (ROE). As
in the previous case, these events are not distributed agkingecomponent both in
mgs andAL.

In order to characterize the list of channels generafihackgrounds in the present
analysis, the reconstruction and selection algorithme Heeen applied to the neutral and
charged generic MC samples! B° and B+ B~. The procedure followed is described below.

5.8.1 Neutral B background

In a first stage, the signal modes are vetoed from the newdrarg sample, and the largest
contributions of background are identified, which show pegktructures over the DP. These
modes are:

e B > D n" (D™ — Kor),

o BY — J/UKY (J)V — I+,

o B =0 K$(n — p*v),

o BY — U(25)KY (U(25) — i~ andl(25) — X).

Each of these contributions is treated individually in the fn a second step, the 970
remaining reconstructed events in the neutral generic laarp examined, after a second
veto on the modes above. The resulting breakdown of the\sogvevents according to the
B daughters is given in Table 5.6. Both sides of each evBriand B decays, have been
taken into account. These remaining events still show aépeaking structures on the DP,
mainly in theD band. The left hand plot of Fig. 5.10 ShOW§+Kg around theD mass for
the neutral generi& background component. In this plot, the two most prominesatimng
structures B° — D*7~ andB° — D**x~) have been isolated.

The most frequent modes from Table 5.6 have been examinelettk avhich exact
decays have been reconstructed. It has been found that d tee modes, in particular the
semileptonic modes with* were, to a negligible number of exceptions, reconstructég o
when in the other side of the same event there was anothemksowrce ofB background.
The frequent presence of these modes in Table 5.6 is exglaatiker by their large cross
section than by the sensitivity to the present analysis.r&fbee these modes are treated
exclusively.

Modes with similar properties (similar peaking structuxeiothe DP, and similai s
and A FE shapes) are treated in a semi-inclusive way, grouping tméoncategories. These
modes are detailed in Table 5.7, with the expected numbeaadf ene of them in the data
sample. The categories are detailed in the rightmost colartire same table, where modes
with the same category number are grouped together. Modekdkie been used in the study
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Frequency Decay Mode (+ C.C)

212 DT r
47 D*tg~
36 DTK~
30 Dtp~
24 D*tu~w,
18 D*te v,
17 DYy,
13 D*tD;
12 KJKO
10 D*t*D*~K$
10 Kyu—pt
8 Dtay
7 Ky TK-

7 Dt D*~

7 Dte v,

6 D" p”_
6 D** K~ D*0

6 Dtr~ vy, utD*
5 aim

Table 5.6:Most frequent modes reconstructed in the vetoed neutrargelMC sample. The
B® — D=7 events do not include the decBy — K2r~ that has been added exclusively
to the DP model.

of B background, and have not been included in the semi-exelddDFs are detailed in the
bottom of Table 5.7 without mention of the category.

To avoid uncontrolled overlap between the channels, thebeusnin the Table 5.7 and
are based on a sample where only one side of an event is a kioawngesof B background.
The right hand plot of Fig. 5.10 illustrates the rationaldibd this strategy, by showing
the pollution from other modes in the Dalitz Plot 87 — X,BY — D*fnx— D*t —
D+, DY — X + C.C. mode without "other side filtering". Contributions of deaapdes
from the otherB in the event, likeJ// VK2 and B® — D~ (K3=~ )=t are seen, which have
been already treated exclusively.

The remaining events from modes that have not been treathgsesely or semi-exclusively
(< 300), do not show any peaking structures on the Dalitz plot, asvathin left hand plot of
Fig. 5.11. These events are taken as a neutral generic camipiorthe fit.

5.8.2 ChargedB background

A similar study has been applied to the charged generic safaptept for the step of vetoing
the signal model). The most frequently reconstructed madedetailed in Table 5.8. In this
sample, no obvious peaking structures are present, as shawght hand plot of Fig. 5.11
and therefore the whole sample is used as a charged genemmmoent in the fit.
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Figure 5.10:Left: m, . xo around theD mass for the neutral generic B background com-
ponent. The two most dominant peaking structures have lsedsted. The marked peak
around 1.95 GeV (red O) represents3’ — D**r~. The wider peak around.8 GeV
(blue X) represent®8® — D*7~. Right: Square DP o3° — X,B% — D*f(— D%(—

X + C.C.)m")m~ mode. The black/gray entries represent events with/witkoown B
background contribution in the other side. Events wheredter side decay channel is
B — D~ (K2r~ )= are marked by . Contribution fromJ/¥ K} is also clearly seen (ver-
tical cluster of events fom’ ~ 0.42, marked by black dots). This illustrates the pollution
from other modes when no "other side filtering" is applied.
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Figure 5.11:Left: Square DP of the neutral generic sample vetoed fromaigvents and
from all the modes treated exclusively. Right: Square DP@fcharged generic sample.

5.8.3 Summary onB background

In summary, theB-background is separated into 10 categories. There are Xtslasive
modes that includeB® — D~ (— K2n )nt, B® — J/¥(— (T(7)K3, B® — ¥(25)K}
(with ¥(2S) — ¢4~ , J/¥rm or xv), B® — n/(— py)K% andB° — af (— Kdr)r~
modes. There are three semi-inclusive categories, whdsatide is summarized in ta-
ble 5.7. Finally, there are two inclusive categories reféras neutral and charged generic.
The fractions of events per tagging category for s@hrmackgrounds are detailed in table 5.9.
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Mode Eff. BF Expected Cat.
Yield in
data sample

BY — X, BY — D*t(— D%(— X)nt)r~ + C.C. 4.20E-05 1.77E-03 27.80 1
B? — X, B0 — D**(— D*(— X)n%)n~ + C.C. 5.33E-05 8.01E-04 15.98 1
BY - X,BY — Dtn~, Dt — X + C.C. 3.17E-03 2.76E-03  3271.78 2
B - D~ (— K )K* 5.18E-02 2.08E-06 40.28 2
BY — Dt (— K'K)n~ + C.C. 1.23E-02 8.17E-06 37.74 2
B - D~ (= Ktr 7 )nt 7.67E-05 2.62E-04 7.54 2
B’ — D~ (— K% )utv,BY - X + C.C. 8.93E-05 2.16E-04 7.21 2
B — X, BY — Dt(— X)p~ + C.C. 9.71E-06 7.50E-03 27.25 3
BY - X,B% — D*(— K% t)p~ + C.C. 3.31E-04 1.10E-04 13.66 3
B° — X,B0 — D*(— KYK*+)p~ + C.C. 1.11E-04 2.22E-05 0.92 3
B° — X, B0 — D*t(— D(— X)p~)n° + C.C. 1.16E-06 2.09E-03 0.91 3
B° — X, B9 — D*t(— D%— X)r)p~ + C.C. 1.94E-07 4.60E-03 0.33 3
afn 4.88E-04 3.97E-05 7.25 4
B — X, B — D**(— DY(D° — K—nt)xt)n~ + C.C. 7.06E-04 6.71E-05 17.74
B® - D* n~,D* — DO(— K207~ + C.C. 7.92E-04 2.01E-05 5.98
BY — D*t7—, D*t — DH(— Klr +)7r +C.C. 1.35E-03 1.18E-05 5.96
B — D* p~, D** — D(— Kt nt + C.C. 2.25E-05 5.25E-05 0.44
B® — X, B0 — D*t(— D(— K_7T+)7T)p_ +C.C. 4.95E-06 1.75E-04 0.32
BY — D*tp=, D*t — Dt (— K%H)n? + C.C. 2.33E-05 3.07E-05 0.27
X K3 1.69E-05 2.90E-06 0.02
B’ - D K*(D~ —7n 7w )@ — X +C.C. 4.25E-05 2.61E-07 0.00
BY — D**(— D*(— K9 H)n®)u~7, + C.C. <1
BO—>D*+(—>D0(—>KO N )=, + C.C. <1
BO — D**(— Dt (— K9r%)n)evz + C.C. <1

— D** (= D= Kin"m)ev, + C.C. <1

Table 5.7:Exclusive neutraBB background modes. Modes from each category are taken as

a single PDF, as a weighted sum of the individual contribagioModes without a category
number are grouped in a neutral generic category. Branchiagtions are taken from the

PDG [21] and, when available, from HFAG [28].
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Table 5.8:Most frequent modes reconstructed in the geng&ricMC sample.

Tag. Cat. D7+ J/WK2 n' K% neu.gen ch.gen¥(25)K?
Lepton 0.0889 0.0914 0.0831 0.0622 0.0349  0.0912
Kaonl 0.1031 0.1030 0.0954 0.0895 0.0699  0.0965
Kaon2 0.1671 0.1680 0.1636 0.1662 0.1755  0.1830
KaonPion 0.1386 0.1403 0.1390 0.1399  0.1525  0.1433
Pion 0.1484 0.1459 0.1533 0.1584  0.1541 0.1485
Other 0.1025 0.0990 0.1090 0.1178 0.1183  0.0924
NoTag 0.2513 0.2524 0.2565 0.2659  0.2947  0.2450

Table 5.9:Fraction of events per tagging category for some B backgisun



Chapter 6

The Maximum Likelihood Fit

This chapter describes the likelihood function used to it Y — Kqn ™7~ final data
sample. First, the treatment of the discriminamts;, AF and NN) and dynamical £t
and Dalitz plot) variables are described. Then a validadiothe likelihood function, based
on MC studies, is presented. These studies will set thesstati approach for extracting
confidence intervals on the physical parameters. Finaynbminal signal Dalitz plot model
is introduced.

6.1 The likelihood function

The selected on-resonance data sample consists of sigmdinwum-background ané-
background components, separated by the flavor and catefjtirg tag side. The variables
mes, AFE, NN output, and DP discriminate signal from background. TXtemeasure-
ment allows to determine mixing-inducétP-violation, and provides additional continuum-
background rejection. The amplitude analysis allows ugsxto the relative phases among
different intermediate resonances. The signal likelih@the sum of a correctly recon-
structed (TM) component and a misreconstructed (SCF) caemdo The fit strategy is to
determine as many continuum shape and asymmetry pararastpossible simultaneously
with the signal parameters. This strategy reduces sysiegfégcts from the description of
the dominant background piece. The probability denBityfor a single event in tagging
categoryc is the sum of the probability densities (PDF) of all compdsen

Pe = 5y (= Feor) Pl ms + fecrPlsscr.]
(& 1 ¢
+ ai’ (1 + qtag,iAqq,tag) qq,i
Bt i
class . 1 . class . .
+ Z fB+J'§ (1 + Qtag,z‘ABttag,j) PB*#’J' - Z fBOjPBO’ij ’ ©-
Jj=1 =

where,
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is the fraction of signal events that are tagged in category

sig
fécr is the fraction of misreconstructed signal events (SCFagying category,
averaged over the DP;

Ge—Tn; ANdPE, gcr; are the products of PDFs of the discriminating variablesliuse
in tagging category, for TM and SCF events, respectively;

J47 1s the faction of continuum events tagged in category

(iag,i 1S the tag flavor of the event; namely,, ; = 1 for B’-tag (in other words, &°
in the signal side when the taggifj., decays) and.,; = —1 for B°-tag;

Ayqag 1S @ tag asymmetry, parameterizing a possible charge asysnmeontinuum
events;

P Is the continuum PDF for tagging categary

Np+; (Npo;) is the number of expected events in the charged (neutradlated back-
ground clasg;

fh+ ( fg,oj) is the fraction of charged (neutrab-related background events of clgss
that are tagged in category

Ap+ 1ag,; describes the tag asymmetry in chardgedackground of clasg this parame-
trizes an eventual charge asymmetry. Note that the tagyetwrrelation is absorbed
in the tag flavor-dependent PDF of the DP (see later);

B ij is the B*-background PDF for tagging categarand clasg;

50 4 1S the B°-background PDF for tagging categergind clasg; the time-dependent
PDF is non-trivial as neutraB-background can exhibit direct and mixing-induced
CPV (see later);

The PDFsP; are the product of the PDFs of the five discriminating vagalfn s,
AFE, NN, DP andAt) =y, k = 1,...,5 (except for the continuurW N and DP variables,
for which a non-negligible correlation is taken into accoumthe likelihood function, see
appendix A):

Piioy = 1] Py (@) - (62)
k
Finally, the extended likelihood over all tagging categsris given by
5 — N¢
c=1[e" II7: (6.3)
c=1 7
where is the number of events expected in category
NBT NB°

class class

N°=N&+ Ny + > Npej+ > N, (6.4)
i=1 j=1
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where N, is the total number o8’ — K¢r 7~ signal events in the data sampl€;; is
the number of continuum events that are tagged in categaW/ " (N5 ) is the number

of charged (neutral3-related background classes considered. Including thsadows for
the direct fitting of event yields rather than fractions.

The expression in Eg. 6.1 implies that all correlations agnlikelihood variables have
been neglected. This statement was tested\by m g, At, and NN on non-resonant sig-
nal MC and onmgg sideband in data. The results for signal and backgroundrenersin
Tab. 6.1 and 6.2 respectively. All correlations are smatlegt that for the signah ;s and
AE. The~ 10% negative correlation a known feature and previous analy@es shown that
the effect of neglecting it is small for yield estimationglanP-violation asymmetries mea-
surements. This induces a systematic uncertainty whictakiated using fully-simulated

signal events (cf. Sec. 6.6). Additional care is requiredlie Dalitz model (see Sec. 6.2).

mgs 100 -9.6 -0.1 -0.0

AFE - 100 0.3 0.0
NN - - 100 0.3
At - - - 100

Table 6.1: Correlation matrix amongngs, AE, NN, and At in a sample of signal MC
B — K37~ non-resonant decays. Values are quoted in percentage.

mgs 100 -0.01 -1.06 -0.79

AFE - 100 -0.04 -4.06
NN - - 100 -0.37
At . - . 100

Table 6.2:Correlation matrix amongngs, AE, NN, and At in a sample of background
events fromn g sideband. Values are quoted in percentage.

6.2 Correlation of fit variables with Dalitz Plot, tag and
tagging category

Since the Dalitz plot itself is used in the maximum likelikdiit as a two-dimensional PDF,
it is important to take care of the dependence of the pregedhniables all over the Dalitz
plane. In order to do that, the mean and RMS of the distributiceach variable in different
bins of the DP are compared. Figures 6.1-6.5 show the camespg plots for non-resonant
signal (TM and SCF, cf. Sec. 5.7.2) ofgs, AFE, At, oo, and theNN. As mentioned
before, the SCF events are clustered mostly at the cornéng afP.
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For themgg variable (cf. Fig. 6.1), the TM and SCF events show a readgnatdiform
distribution of their mean and RMS values over the DP, withmalé peak-to-peak spread
compared with the mean RMS value. For thé variable (cf. Fig. 6.2), the TM shows a
complicated correlation with the DP, but the peak-to-pgakad is small compared with the
mean RMS value. The same can be concluded for the SCF contpohlea At variable
(cf. Fig. 6.3) for the TM events also shows a rather uniforstribution. For SCF events,
the peak-to-peak spread is of the same order as the RMS vhisieprrelation ofA¢ with
the DP is neglected as SCF represents only a small fractidmedbtal signal. The A, (cf.
Fig. 6.4) also shows a complicated correlation with the DiPhere the peak-to-peak spread
is small compared with the mean RMS value. Finally, } & variable (cf. Fig. 6.5) show
a flat distribution over the DP both for TM and SCF events. Imswary, the correlations of
these variables with the DP for signal is assumed to be smalilgh, and are neglected in
the likelihood; a systematic uncertainty will be assignedhis assumption, and it will be
evaluated using fully-simulated signal events (cf. Seg).6.

For continuum background, the same test is performed oraifplata, where the only
variable that shows a visible dependence on the Dalitz pltité NN, as is illustrated in
Fig. 6.6. This figure also shows the profile of the).;;;, in the Square Dalitz plane; this
variable is defined as the smallest of the three invariansesgsescaled in th@, 1) range,
wherel (0) represents the center (edges) of the Dalitz plot. The geevalue of VN for
offpeak events as function dfp,;;, variable is also shown. It is clearly seen that there is a
non-negligible correlation betwee¥iN and the Dalitz plot.

6.3 Parameterization of distributions

The probability density functions of signal andbackgrounds are obtained from fully simu-
lated MC samples. Whenever possible, these PDFs are degasing parametric functions.
For qq the overall strategy is to determine as many continuum backgl related distribu-
tions as possible, simultaneously with signal from the fthifinal data sample. In contrast,
it remains impractical to determine the continuum DP disiion in the same fashion. In
light of this, the continuum DP PDF is determined from the eaip data sidebands (cf.
Sec 5.7) and off-peak data.

6.3.1 AFE,mggand NN parameterizations

The parameterizations used for the kinematical variableglae N N output for the compo-
nents sin the likelihood function are briefly described he3pecific details of the parame-
terizations can be found in Appendix A.

The mgg distribution of TM signal events is described with a bifusgh Crystal Ball
function, which is a combination of bifurcated Gaussianction with a power law tail (cf.
Eq.(A.1)). The mean and two widths of this function are deiaed by the fit. A non-
parametric function is used to describe the SCF signal coemio TheAFE distribution
of TM events is described with a double Gaussian functionsrétionstructed events are
described by a non-parametric function. Beth.s and AE PDFs are described by non-
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Figure 6.1: Dependence of mean (top) and RMS (bottom) value: g§ distributions in
different bins of the DP, for TM (left) and SCF (right) NR sadjevents. The SCF events
are mostly clustered at the corners of the DP. The peak-tdgpread are small compared
to the mean RMS value of the distributions. TMMean ~ 0.2 MeV/c?, ARMS ~
0.14 MeV /c?, compared tRMS = 2.5 MeV /c2. SCF:AMean ~ 2.0 MeV /¢, ARMS ~
1.4 MeV /c?, compared t(RMS = 3.7 MeV /2.

parametric functions for alB background classes. Exceptions to this areithe PDFs for
B® — D=7t andB° — J/¢ K2 components, and the F PDF for B — D~ =", which are
the same as the corresponding distributions of TM signaitsv@ hem g5 andA E PDFs for
continuum events are parameterized with an ARGUS shap¢idar{d 03] and a first-order
polynomial, respectively, with parameters determinedhayfit.

Non-parametric functions are used to empirically desctit@edistributions of theV N
output found in the MC simulation for TM and SCF signal eveatsd for B background
events. For TM signal events, different PDFs are used peiriggategory to account for
differences observed in the shapes. The contindiw distribution is parameterized by a
third-order polynomial that is constrained to take posithalues in the range populated by
the data. The coefficients of the polynomial are determinethb fit. Continuum events
exhibit a correlation between the DP coordinate and theesb&fhe event that is exploited
inthe NN. To correct for residual effects, a linear dependence gbtthgnomial coefficients
on the distance of the DP coordinate from the kinematic batied of the DP is introduced.
The parameters describing this dependence are determyribd bt.

Other issues concerning the individual PDFs in Eq. (6.1)dseussed in the follow-
ing sections. The most important modeling for this analisithat of the DP from which
the module and phase of complex amplitudes of resonancegetgemined. The detailed
parameterization is described separately below.
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Figure 6.2:Dependence of mean (top) and RMS (bottom) valu& fdistributions in dif-
ferent bins of the DP, for TM (left) and SCF (right) NR signaépts. The SCF events are
mostly clustered at the corners of the DP. The peak-to-pgiad are small compared to the
mean RMS value of the distributions. TMMean ~ 4.0 MeV, ARMS ~ 4.0 MeV, com-
pared toRMS = 21 MeV. SCF:AMean ~ 20.0 MeV, ARMS ~ 12.0 MeV, compared to
RMS = 36 MeV.

6.3.2 Time and Dalitz Plot PDFs

The connection of time and DP dependence leads to rathdved/®DFs, both conceptu-
ally and technically. It has been implemented in a dedicatetti-dimensionalRooFi t
package [104], inserted into a customized class cdfiedi KsTool s. The DP andAt
connection is discussed below for the signal and backgraeomdoonents. The different
lineshapes used for describing the components enteringighal DP model are discussed
in Sec. 2.4.3. The description of the signal DP model is gine®ec. 6.8.

DP-dependent selection efficiency and SCF fraction

Dalitz plot PDFs and DP-averaged quantities, like nornadilm or SCF fractions, require
the knowledge of the DP-dependent relative selection effiic = =(m/’, §’). This quantity
which is independent of decay dynamics, is obtained fronh lsigitistics MC simulation,
as shown in Fig. 6.7. Note that the selection efficiency isamairge asymmetrig,e. the
selection efficiency map has to be symmetric with respeét to 0.5. The Square Dalitz
plane is then folded &' = 0.5 in order to increase the available statistics in the salacti
efficiency calculation. One observes a rather flat efficienar the main DP. The efficiency
drops close to the extreme corners of the DP, which is wheoephaticles are back-to-back,
while the third is (almost) at rest, and acceptance is nacgstow due to the minimunmp
requirements for the charged patrticles.
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Figure 6.3:Dependence of mean (top) and RMS (bottom) valuktdaistributions in differ-
ent bins of the DP, for TM (left) and SCF (right) NR signal égeiThe SCF events are mostly
clustered at the corners of the DP. For the TM the peak-toksgaead are small compared
to the mean RMS value of the distributiodsd ean ~ 0.2 ps, ARMS ~ 0.4 ps, compared
to RMS = 2.6 ps. This is not the case for the SCBERMean ~ 1.6 ps, ARMS ~ 1.8 ps,
compared tRMS = 2.6 ps, but this component represents only a small fraction of itpeas
events.

Moreover, the DP term in the likelihood component for TM ar@Fsignal (cf. Eq. 6.1)
must be expanded to account for a DP-dependent SCF fragfien= fscr(m/,0'). Again,
the DP-dependent SCF fraction does not depend on the denaynilys. For an evenifwith
Square DP coordinatés:;, 0!), the TM and SCF PDFs are written as

| AT (AL)]?
Pig-rmi =¢€; (1 — i) |detJ;| ————+, 6.5
g—TM, € ( fSCE)‘ e | <|NTM|2> ( )
|AE(AL)]?
Psif i — &4 idtii, 6.6
g—SCF, € fSCR | € J‘ <|NSCF|2> ( )
wheree; = e(ml,0)) and fscr; = fscr(m},6}). The normalization constan{$Nry|?)

and{|Nscr|?) is the phase space integration, that has to take into actioe:tP-dependent
efficiencies and SCF fractions

[Now|* = ) A"AT (e (1= foor) [det ]| FFy) (6.7)
[Nscr|” = D AA™ (e fscr [detJ| FuFy) (6.8)

K,0

and similarly for| Ny |? and| Nscr|?. The indicess, o run over all resonances of the signal
model. The expectation values occurring in Eqgs. (6.7, 6:8)naodel-dependent and are
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Figure 6.4:Dependence of mean (top) and RMS (bottom) valug oflistributions in differ-
ent bins of the DP, for TM (left) and SCF (right) NR signal egeifhe SCF events are mostly
clustered at the corners of the DP. The peak-to-peak spreadraall compared to the mean
RMS value of the distributions. TMSMean ~ 0.12 ps, ARMS ~ 0.05 ps, compared to
RMS = 0.8 ps. SCF:AMean ~ 0.2 ps, ARMS ~ 0.2 ps, compared tRRMS = 0.9 ps.

computed with high statistics MC integration over the squaP:

1 — fSCF \detJ\ F F* dm’de’

) 6.9
fo fO |d€tJ| FHF: dm’'do’ ( )

(e (1= fscr) |detJ| FLF;) = Jo Jo = (

and similarly for(c |det.J| F,F}r), where all quantities in the integrands are DP-dependent.
Note that the integral (6.9) depends on the lineshapes &sson the components in the
signal model. If parameters on those lineshapes are detedfiiom a fit to data, the deter-
mination of Eq. (6.9) would have to be iterative.

DP-averaged SCF fraction

Equation (6.1) invokes the phase space-averaged SCFofgcti,.. As for the PDF normal-
ization, this is a decay dynamics-dependent quantityesins obtained from an integral of
the decay amplitude-squared over the Dalitz plot

[ Jo € fscr |detJi| |A®(AL)|? dm'de’
Iy Jo e |det J; AR (AL 2 dmedg

It is computed iteratively, though the remaining systematcertainty after one iteration

step is usually sufficiently small. The SCF fractions areedatned separately for each

tagging category from (interfering) MC simulation, weigtitby the branching fractions of
the contributing signal modes (cf. Table 5.5).

(6.10)

fSCF =
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Figure 6.5: Dependence of mean (top) and RMS (bottom) valué/ &f distributions in
different bins of the DP, for TM (left) and SCF (right) NR sadjevents. The SCF events
are mostly clustered at the corners of the DP. For the TM peageak spread are small
compared to the mean RMS value of the distributiohd7ean ~ 0.13, ARMS ~ 0.03,
compared t&RMS = 0.36. Thisis not the case for the SCEMean ~ 0.2, ARMS ~ 0.18,
compared tARMS = 0.39, but this component is onky 2% of the signal events.

TM resolution

The most narrow resonance that is known to contributeBhe— K277~ Dalitz plot
is fo(980)%. The intrinsic width of the dominanf,(980) resonance expressed in standard
deviations of a double Gaussian fit function gives approkahya

Ucore(FfO(QSO)) ~ 0.5 Pf0(980) ~ 20 MGV/02 s (611)
Utail(Ffo(QSO)) ~ 2.0 Pfo(980) ~ 80 MeV/02 . (612)

This value can be compared to the mass resolution for TM sWen8 MeV /c? in RMS).
Even the worst tail-Gaussian resolution is narrower tharctire width of the double Gaus-
sian fit to thef,(980) lineshape. Therefore, resolution effects in the TM model raot
accounted for. A systematical uncertainty stemming froglexting resolutions, and other
reconstruction-related effects, is evaluated using frdlyonstructed samples of simulated
signal events (cf. Sec. 6.6).

IActually the most narrow resonance in the signal DP model @éc. 6.8) is they. with a width of
10 MeV /c?, ~ 5 times smaller than that 9 (980). This resonance almost does not overlap with the others
because it is too narrow and isolated in the DP. As a conseguéme effect in neglecting TM DP migration
for this component is expected to yield a negligible effatany case a systematic uncertainty is assigned to
this effect.
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Figure 6.6:Left: Profile of theAp.;:, variable in the (square) DP; this variable is defined
as the smallest of the three invariant masses, rescaledeifi0th ) range. Right: Average
value of Neural Network, for offpeak continuum events, amatfon of theAp.,;;, variable.

A significant correlation betweeN N and the DP is seen.
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Figure 6.7:Selection efficiency for TM (left) and SCF (right) eventsteNbat the selection
efficiency is not charge asymmetric, i.e. the selection@fioy map has to be symmetric with
respect to?’ = 0.5. The Square Dalitz plane is then foldeddat= 0.5 in order to increase
the available statistics in the selection efficiency catioh.

SCF resolution

Misreconstructed events are concentrated in the corndreddalitz plot and have a mass
resolution that dramatically varies across the DP. In @sttio TM, resolution effects cannot
be ignored for SCF events (cf. Figs. 5.9). In order to accéamthese resolution effects, a
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2 x 2-dimensional convolution functioRscr (m.,, 0., m;, 8;) is introduced,

ryYry

RSCF(m:“7 87/"7 m;7 0;) ) (613)
which represents the probability to reconstruct at the dioate (!, ¢’.) an event that has
the true coordinatén;, 0;). It obeys the unitarity condition

1 1
/ / Recr(ml 0L m! 0 dm'df. = 1. ¥ (m.0) € SDP . (6.14)
0 0

The Rscr function is obtained from MC simulation and implemented ésua-dimensional
smoothed histogram, computed once and cached during aotistr of the PDF. Fig. 6.8
shows the resolution function of TM (left) and SCF (right) favo arbitrary generated values
of the Square DP coordinatés; = 0.10, 6, = 0.25) and(m; = 0.72,6; = 0.04).
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Figure 6.8:Resolution for TM (left) and SCF (right) events for two chrogenerated values
in the Square DP, indicated by the open stars (see text fondheerical values).

Signal parameterization of At and Dalitz Plot

The reference distribution for the physical Dalitz ploffi@éncy and resolution corrections
have been discussed in the previous sections) is obtaiosdthe signal model described in
Sec. 2.4.2. It depends on the underlying resonance steuatd is connected with¢ via
the matrix element (6.5,6.6), which serves as PDF.

Since the PDF deals with measured quantities, the physcatldependent matrix ele-
ment is extended to include mistag probabilities and comalivith theAt resolutionR .
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For an event with tag-flavay,,, true At’ and measuredt, this leads to:

—|A| /750 A D¢ |.A|2 _ |Z|2
2 _ € _ c /
JA(AL oa)|” = yr 1+ Grag—5 Gtag (D) 7\.4\2 AR cos(AmgAt")
2Im [71.4*} ‘ /
+ Qtag<D>07‘A‘2 Ny sin(AmgAt')
& 7zsig(At, - At) UAt) ) (615)

where(D)c andA D¢ are the tagging-category-specific average and differefiteedagging
dilutions defined in Eq.(5.2) with the (tagging categoryelggent) mistag rates’ andw* for

B° and B° tags, respectively. In the last formula, and in the follogyithe D P dependence

of amplitudes is implicit:A = A(DP). As mentioned previously, it has been assumed that
C'P violation in mixing can be neglectedy(p| ~ 1), and the amplitude parameterization
uses a convention where the phase from B¥&° mixing is absorbed into th&® decay
amplitude =2 A — A.

The resolution model that incorporates the finite verterltggon has been described in
Sec. 5.4.3. The biases and relevant scale factors were radasia so-calledReco sam-
ple [105], which is a set of fully reconstructétidecay events with a high signal/background
ratio. They are given together with values obtained for canspn purposes from MC sim-
ulation. The core biases depend on the tagging categomt indicated in Eq. (5.5)). These
parameters are fixed in the fit. A list of their values is givel\ppendix C.

6.3.3 B background parameterization

The DP- andA¢-dependent PDFs factorize for the chargetbackground modes, but not for
the neutralB-background due t@° B° mixing.

Charged B-background

The chargeds-background contribution to the likelihood (6.1) invokke parameted g+ 1.,
multiplied by the tag flavory,, of the event. In the presence of significant tag-“charge”
correlation (denoting an effective tag-versus-Dalitzrdomate correlation), it parameterizes
possible direct CPV in these events. To parameterizes gh&harge” correlation, a distinct
square DP PDF for each reconstructeflavor tag is used, while a tag-averaged PDF is used
for untagged events. The DP-dependent PDF (from which the tiependence factorizes)
reads

§+7ij(DPz’> = (1 + Qtag,iAB+,tag,j> (1 - WC) §+j(DPia %ag,i)

+ (1 - Qtag,iAB+,tag,j> wc §+j (DPZ7 _Qtag,i> (616)
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wherew® are the tagging-category-specific mistag probabilitifndd in Egs. (5.2). The
BReco values [106] for charged3 decays are used, while tagging efficiencies are ob-
tained from MC. The PDF.‘PEW(DP, +¢..,) are obtained from MC simulation requiring
the trueB flavor. Smoothed Keys histograms are used as parametenZafi Appendix A,
Sec. A.3).

Since the tag-“charge” correlation is implemented in the BIBF, theAt PDF for B+
background clasg is simply given by the exponential decay rate

Ppiii(At) = e AT @ Ry (At — At,oa) (6.17)

whererT; is an effective lifetime, with a value very closetg+. The resolution functiorR
is similar to the one used for the signal (see (Eq. 5.5)). Besavhere secondary vertices
occur,e.g, in D decays, the effective lifetime and/or resolution can beificantly altered.

Neutral B-background

The NeutralB background in Eq. (6.1) is parameterized using tag-deperiRieFs. Neutral
B backgrounds are classified in three categories. Concemifigeigenstates, correlation
between the tag and the Dalitz coordinate are of detectorisgruction origin and expected
to be small. Non©' P eigenstates may exhibit tag-“charge” correlation. Moegploth types
of decays can have direct and mixing-induced CPV. The thadscof neutralB decays
involves charged kaons and hence does not exhibit mixidgaeed CPV, but instead exhibits
a strong tag-“charge” correlation, because it consist8-fivor eigenstates.

Since neutralB mesons oscillate, a treatment as for chargebdackground, using ef-
fective lifetimes as part of the resolution model, is notgloke. Therefore, mode-specific
resolution parameters are applied. The following combidedind DP PDF for an event
with tag ¢, is built:

ef‘At/‘/Tj

47,

J

fgo,ij(Ati, oati, DPi) = (14 aepj Goag) - (|ABO,j|2 + |ZBO,j|2) :

C

ADj . ' )
x |1+ Grag ™5 + Grag(D5) (Sj + AS;) sin(AmgAt;)

Aoy * = [Apoy|?

— (DY) [ C: + =
Qt g< ]> ( J |ABO7]'|2+ ‘ABOJ“Q

AC’j) cos(AmgAt)
:| & Rsig(At; — Ati, UAt,i) s (618)

where the(D5) and AD$ are the tag dilutions in categoryand B-background clasg (cf.

Eq. (5.2)). They are obtained from MC simulatian, ; is the overall tag asymmetry fds-
background clasg. Usually “charge” asymmetry and “charge”-dependent ngximduced
CPV are introduced into the PDF model. The paramefgrsS; and AS; in class; are
unknown in general. When this is the case they are set to mdfeinominal model. They
are varied in an allowed range for systematic studies. Tiaatgn is different for the tag-
"charge” correlation parametéxC;. For most of the modes, tag-charge correlation in the
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Dalitz plot can be reliably taken from MC simulation, via theefficient in front of the
AC;, where the amplitude moduli-squared are simply the nomzedlDP distributions in
B and B° decays. The values af,,, C, AC, S andAS, used for each class of neuttal
background in the nominal fit are summarized in Table 6.3oM8rquoted in the table refer
to shifts in the parameter used to evaluate the systemégicteiThe DP PDFs are obtained
from smoothed histograms of MC-simulated events.

Note that the physical parameters in the time-dependentd®#H#iluted by the (mostly)
incomplete reconstruction d#-background events.

Qcp C AC S AS

D—rnt 0+ 0.04 0 1. 0 0

J/ YK 0+ 0.03 0 0 0.697 4+ 0.041 0

n K3 040.13 0 0 0.43 £0.17 0
Neutral Generic 0+0.6 0+1. 0+0.6 0+0.6 0+0.6

P(2S)KY 0+ 0.07 0 0 0.8893 £ 0.119 0

a{“w* —0.07 £0.07 —-0.10+£0.17 0.26 £0.17 0.37 £0.22 —0.14 £ 0.22

B-Bkg. Cat. 1 0£0.1 0 I 0 0

B-Bkg. Cat. 2 0£0.04 0 I 0 0

B-Bkg. Cat. 3 0+0.12 0 1 0 0

Table 6.3:Values ofa.,, C, AC, S and AS, used for each class of neutr&l background
in the nominal fit. Quoted errors refer to the shift of the paeter used to evaluate the
systematic effect.

Figures in Appendix A.3 show all bi-dimensional DP PDFs usedhe charged and neutral
B-background components.

6.3.4 Continuum parameterization
The Dalitz Plot

The Dalitz plot treatment continuum events is similar to dine used for chargeB back-
ground (6.16), with mistag probabilities set to zero. Intigatar, DP and\¢ PDFs factorize.
The continuum contribution to the likelihood (6.1) invokbe parameted ; .., Multiplied
by the tag flavory,, of the event. It parameterizes a possible direct CPV in teesats and
is determined by the fit. A tag-averaged PDF for all tagginggaries is used. This PDF is
symmetrized with respect t (as in the case of the selection signal efficiency, see Fig. 6.
so that the CPV information is only contained in thg; .., parameter.

The square DP PDF for continuum events is obtained fromesftnance data using
signal region (SR) and grandgs andA E sidebands (cf. Sec. 5.7). To increase the available
statistics, sideband on-resonance events are also intl&adsce this empirical shape is non-
parametric, its precise shape can not be determined froffit toehe final data sample, and
so the validity of the sideband extrapolation has to be desfhis introduces systematic
uncertainties, which will be accounted for in Sec. 7.3. Tipgsse DP is broken into regions
and smoothed using different smoothing parameters for esgibn, as there are peaking
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structures of different widths (i.e. peaks in thg K* bands due to real’s and K*s).
Fig. 6.9 shows the DP PDF used for the continuum.

A RooPlot of "Reconstructed time"
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Figure 6.9:Left: Continuum DP PDF, symmetrized with respect'te= 0.5. Right: Fit to
the continuumAt to the off-resonance data.

The At PDF

The continuumAt¢ PDF is parameterized as the sum of three Gaussian distnitsutvith
common mean (which has the unit of time), two relative fi@autsi, and three distinct widths
(without units) that scale thAt¢ event-by-event errot s, Yielding six free parameters:

Pq@i(At’ UAt) = <1 - ftaﬂ - fOUt> -G (At7 H, ScoreUAt>
+ frail - G (AL, 1, Stai1OA¢)
+ fOUt -G (Atu 22 SoutUAt) . (619)

The model is motivated by the observation [107] thatMteaverage is independent of;,
and that theAt RMS depends linearly oa,;. The fit of At to the off-resonance data is
given in the right hand plot of Fig. 6.9.

6.4 Validation of fit performance with toy studies

The extraction of physical parameters is tested in simidily means of toy pseudo-experi-
ments. A "toy" experiment is a data sample produced with pkiied Monte Carlo genera-
tion, whose output are random data samples with the likeih@riables, following the PDF
defined in Eq. 6.1. A validation study of the likelihood fuioct can be performed, either as
a function of the fitted isobar parameters, or in terms of tinectlC' P asymmetries, phase
differences and branching fractions. Two different setiesfs have been undertaken:

e High-statistics, signal-only toy experiments, which allone to disentangle intrinsic
features of the model from statistical effects.
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e More realistic toys, with Continuum and B-background comgrats, and a signal DP
model including the components from which uncontroversigihal were observed in
Q2B analysesf(980) K3, p°(770) K2, K**(892)7F and(Kn) =T 2).

The randomization method

For all these toy experiments, toy datasets are generatbditeed with various models.
Initial values of the amplitude parameters are randomizfdrk the fit in the following
way:

e For moduli, the randomization uses a flat distribution withil - 2.0 times the gener-
ated module.

e For phases, the randomization uses a flat distribution imtieeval (—, 7).

6.4.1 Signal-only high statistics toys

As a first study, a simple model, made only of one resonana®risidered. Other compo-
nents are then added one by one. Toy data sets are generagdhesvalues of physical
parameters described in Table 6.4. Fig. 2.3 shows thelaisish over the DP for a signal
model with the components enumerated in Table 6.4, illtingaheir location and interfer-
ence. After translating the Q2B quantities into moduli ahdges of the isobar amplitudes,
the generation of the dataset is performed. As the nornahlikelihood function depends
only on ratios of isobar amplitudes, ongor ¢; has to be fixed in the fit. The choice of a
particular fixed component is a convention that has no physmnsequence. This property
has been checked with toys : values of fitted Q2B parameteisdependent of convention.
In the following thec(B® — f,(980)KY) isobar amplitude is fixed to be real, with modulus
4.

One resonance model

Several independent toy data sampleg0930) K3 decays, with 4K signal events each, are
generated. For each sample, th& (f,(980)K3) parameter is fitted. In the absence of
other resonances to interfere with, mirror solutions canb®odisentangled from the true
solution. This is shown in Fig. 6.10, where the output valtie®,(fo(980)K?) is given

as a function of the generation value. For each generatee vdie fit can converge on two
distinct points, with approximately the same probabilitys happens because the likelihood
function has two equivalent minima in these values. Thislmarseen in Fig. 6.11, which
shows the distribution of fitted values for tBg.;;(fo(980)K%) parameter, for a single toy
data sample fitted several times with random initial valuethe isobar amplitudes. There
are two equivalents peaks located at the generated value)(@hd at the mirror solution
(red), the distribution of-log(L) at minimum showing only one peak, indicating that the
likelihood function has two equivalent minima. There is axpbete degeneracy in this case.

2The notation of theéB* — K*7F 7+ [34] andB° — K*71F70 [40] papers is followed here.
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Nominal Values

C(fo(980)K?2) -0.05
S(f0(980)KY) -0.75
207 (fo(980)K2) 49.0
BF(f0(980)K0) 0.16
C(p*(T70)KY) +0.05
S(p (770)K§) +0.65
2Beff( (770) 09) 41.0

BF(p°(T70)K?2) 0.10
Acp(K*%(892)7T) -0.10
A¢(K*H(892)m~, K*~(892)7) 0.0
BF(K**(892)nF) 0.27
Acp(K*(1430)nT) 0.0
Ap(K*T(1430)7~, K*~(1430)7™T) 0.0
BF(K**(1430)77) 0.48
(P"(T70) KT, Jo(980)KT) 40.0

Table 6.4:Nominal values of physical parameters for the generatiothefdata sets for the
toy studies. Phases are in degrees.
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Figure 6.10: Scan in the paramete2l.;;(fo(980)K2) for the one resonance model
(f0(980)K?2). This is a scan with 20 values within (-180, 180) degreese ftrizontal
and vertical axis show the generated and fitted values, ctsady.

Two resonance model

The p°(770) K intermediate state is added to the Dalitz model used in teeiqus sec-
tion. There are then two resonances in the model. A similaM@ study is performed, on
several independent samples contairtirig< events each. In these fits, three additional pa-
rameters can be determinetfi. ;¢ (p°(770) K2), Ag(fo(980), p°(770)), andC(p°(770) KY).

Fig. 6.12 shows three different scan2¢% (o (980) K2), for three different, arbitrary val-
ues of Ag(f,(980), p°(770)). In this case, the mirror solution is disfavored, as the faslo
converge more often on the true solution. This feature ihéirillustrated by performing
randomized fits to a single dataset, whose results are showigi 6.13. The left hand
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Figure 6.11: Distributions of NLL (negative log likelihood,—log(L)) (left) and
20.11(f0(980)K2) (right) at minima for randomized fits to one data set for the oeso-
nance model with th¢,(980) K2 intermediate state. In the right hand plot the peak in blue
is the angle corresponding to the generated value (42 deyje®d in red peak corresponds
to the degenerated mirror solution (138 degrees).

plot shows the distribution of-log(£) at minimum. In this case there are two peaks very
well separated by 4100 units of likelihood (this big diffiece stems from the high statis-
tics, and absence of backgrounds, in the toy sample use&).of8he fits converge to the
global minimum of—log(L£) (in blue), at a value corresponding to the generated value of
20.11(f0(980)K2). The remaining 22% of the fits converge to the local minimuméd), at

a value corresponding to the now non-degenerated mirratisnl The interference pattern
between different intermediate states helps in raisingl#generacy of the solution.

Scans inAG( £5(980), p°(770)) andCy, gs0) o are shown in Fig. 6.14. For these param-
eters, a single solution for the fitted value is found for laél scan values. In the case of the
C'o(080) 9 SCaN, the distribution tends to be narrower in the regionsecto the limits of this
parameters, aS's, 9s0) g is bound to lie in thé—1, 1) interval.

Four resonance model

As a further step with respect to the previous section Ah&(892)rT intermediate state to
the Dalitz model is now added. This time, 10K events are gaadrfor each toy data sam-
ple are generated. In this case, there are eight parameti@réor, the additional ones being
Ap(K*£(892)nF) andAcp(K*(892)r—, K*~(892)7 ™). Fig. 6.15 shows the scans for sev-
eral of the unknown parameters. Fap(f,(980), p°(770)), no mirror solution is found. On
the other hand25.¢(fo(980)K3), A¢(fo(980), K**(892)) and A¢(fo(980), K*(892))
parameters are affected by mirror solutions, identifiedeallmaxima of the likelihood func-
tion. Comparing the output of this test to the result of thevpyus section, one concludes
that the additional intermediate state in the Dalitz moa#ps in reducing the degeneracy
of the mirror solutions. As an additional test on the impéddhnoluding the K*+(892)x ¥,
randomized fits to the same data set are performed, as shéwg i 16. The left plot shows
the distribution of—log(L£) at minimum. Two well defined peaks, separated by 2800 units
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Figure 6.12:Scan for 20 values in the range 180, 180) in the paramete2/3. ;¢ ( fo(980) K3)
for the two intermediate state modé} (980) andp°(770)). The horizontal and vertical axis
show the generated and fitted values, respectively. The(ueip), (upper right) and (lower
left) plots are the scans for values ofé( f,(980), p°(770)) of 40, -120 and -40 degrees,
respectively.

of likelihood, are observed. The fit converges to the globilimmum —log(L) in 82% of
the cases (shown in blue in the plot). This minimum corredgdn the generated value of
20.11(f0(980)K2). The remaining 18% of the fits converged to the local minimimred).

The conclusion that stems from this last study is that theigion of the K **(892)7F
intermediate state helps, but not as significantly aptkr0) K2, in raising the degeneracy
on the23.¢ parameter forf,(980) K2. This is not unexpected, as the interference region of
the £,(980) K¢ with the p°(770) KJ is larger compared with that of thi€**(892)7F, which
occurs only at the corners of the Dalitz Plot (cf. Fig. 2.3).

In principle, a further test could have been performed, rgithe (K 7);*7F S-wave to
the Dalitz model in order to check for further degeneractesice the interference pattern
of this component is similar to that @f**(892)7 T, it is expected that its addition provides
further improvement, by decreasing the percentage of fitgarging to the mirror solution.
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Figure 6.13:Distributions of—log(L) (shifted to zero) (left) ands.( fo(980)K3) (right)

at minimum for randomized fits to one data set for the modé¢}(@R0) K2 and p°(770) K2
intermediate states. In these plots peaks of the same coterspond mutually. In the right
hand plot in blue peak corresponds to the generated valuedéfffees) and the red peak
corresponds to the now non-degenerated mirror solutio® d&grees).

Figure 6.14:Scan for 20 values in the range (-180, 180) fos( f,(980), p°(770)) (left) and

in the range (-1,1) fot”}, (right) for the two resonances modg} (980) K andp®(770) K'2).
The horizontal and vertical axis show the generated valu the difference between the
fitted and generated values, respectively.

6.4.2 Realistic toys with signal, continuum and B backgroud compo-
nents

As a second step, more realistic toys are generated, imgudintinuum and B-background
components. Each toy was generated using the expectedoyietlde data sample: 2200
signal events, 14200 continuum background, 5470 neBttahckground events, split into 5
classes{/v K2, ¢¥(2S)KY, D, n’ K% and Neutral Generic) and 280 charged events treated
as a single class (charged generic). The number of eventppeies are generated at ran-
dom, following a Poisson distribution, and event distribaos with respect to the fit variables
are generated with the PDFs of the corresponding component.
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Figure 6.15: Scan for 20 values in the range (-180, 180) 8., /(fo(980)K3) (up-

per left), Ao (fo(980), K**(892)) (upper right), A¢(fo(980), K*(892)) (lower left) and
A¢(f0(980), p°(770)) (lower right) for the four intermediate states modg}(©80)K?2,

P2 (770) K2 and K**(892)77). For the 283.5;(fo(980)K2), Ag(fo(980), K*(892)) and

Ap(f0(980), K*~(892)) the horizontal and vertical axes represent the generatedl fith

ted values, respectively. For the scanAm(f,(980), p°(770)), the horizontal and vertical
axes represent the generated and fitted minus generateds/aispectively.

For the signal, the model contains six intermediate statgg(980) K3, p°(770)K2,
K*¥(892)r* and (Kn);Tr* S-wave. The signal fit parameters are : a global signal yield
and all relative modules and phases of isobar amplitudes.g€heration values for the iso-
bar amplitudes are obtained from the values of physicalpatars on Tab. 6.4. Continuum
background yield is fitted simultaneously with the signa&lgi Charmless and charmed B-
background yields are fixed at expectation values (whicleeakiated using world averages
for the branching fractions, and efficiencies from MC). Tlhenplete list of fit parameters
used in this fit configuration is detailed in Table 6.5.

Local minima solutions have been observed in several pusvigalitz analysis. This
feature can be illustrated iB® — Kg¢r* 7~ analysis, by means of fits to a full toy dataset,
generated with a signal model as described in the last pgshgMWhen Maximum Likeli-
hood fits with randomized starting values are performedaetifn of the fits end up con-
verging to solutions (local minima) with larger values-@bg(L), as shown in the likelihood
distributions shown in Fig. 6.17.
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Parameter Description Value
Ngortn— Number ofB — K2r "7~ events 2200
Nyg(tagKaonl) Continuum events in tagging Kaonl 801
Nyg(tagK aon?2) Continuum events in tagging Kaon2 2133
Nyg(tagKaonPion) | Continuum events in tagging KaonPion 1780
Ngyg(tagLepton) Continuum events in tagging Lepton 47
Nyg(tagOther) Continuum events in tagging Other 1620
Nyg(tagPion) Continuum events in tagging Pion 2032
Nyg(Notag) Continuum events in Notag 5787
Continuum Total Number of continuum events 14200
Npgm Number B Background events 5750
ABo_ £,(980) K? Magnitude of the amplitude d8” — f,(980) K} 1.0 (fixed)
DB £, (980) K2 phase of the amplitude d° — £,(980) K3 0.0 (fixed)
Apo_ 1 (0s0) K2 Magnitude of the amplitude @&° — f0(980) K2 1.051
OB _ 1, (980)K° phase of the amplitude @& — f0(980) K2 -49
Apo_po(770) K2 Magnitude of the amplitude d8® — p0(770) K3 0.092
DB p0(770) K phase of the amplitude d&° — p0(770) K2 -40
Ago_, orroyke Magnitude of the amplitude a8’ — pO(770) K 0.087
DB p0(770) K2 phase of the amplitude & — pO(770) K -81
Apo_ K+ (392)+ 7 Magnitude of the amplitude a8 — K*(892)F 7~ 0.158
D Bo—s K+ (892)+ m phase of the amplitude d3° — K*(892)* 7~ -40
flﬁo%(*(ggzhT+ Magnitude of the amplitude @B’ - K*(892)~ 7t 0.175
DB K+ (302)-r+ phase of the amplitude @&’ — K*(892)T 7~ -40
Apo_ o+ (1430)+ 7~ Magnitude of the amplitude d8° — K°*(1430) 7~ 5.964
D Bo— K0+ (1430)+ 7 phase of the amplitude d3° — K% (1430)*7~ -57
ABO_ Kor (1430)- m+ Magnitude of the amplitude &8° — K%*(1430)~ 7+ 5.964
OB Kor (1430) -+ phase of the amplitude @° — K% (1430) T 7~ -68

Table 6.5:Parameters and their input values that are used in the togemEents. Parameters
are free to vary in the fit unless statéxed. In total, there are 26 floating parameters in the
fit.
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Figure 6.16:Distributions of—log(L) (left) and20.;,(fo(980)K2) (right) at minimum for
randomized fits to one data set for the modefgH80) K2, p°(770) K2 and K**(892)r
intermediate states. In these plots peaks of the same coterspond mutually. In the right
hand plot the peak in blue corresponds to the generated dRieegrees) and the red peak
corresponds to the now non-degenerate mirror solution &@ees).
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Figure 6.17Distributions of—log (L) at minimum for randomized fits to one data set gener-
ated with the signal model described in the text, and ContimandB-background compo-
nents.

Three minima of the likelihood function can be observétl’ of the fits converged to
the global minimum (in blue), but 18% (in red) and 11% (in greef the fits converged
to other local minima. The global minimum is separated frowm dthers two by.0 units
of likelihood, and the local minima are separated from eabtleroby a half of unit. Thus,
several randomized fits to data need to be performed, to maketise global minimum is
properly identified. The distributions for several paraengtare shown in the Fig. 6.18 and
Fig. 6.19. A color code indicates the different solutioagy. entries in blue correspond
to fits that converged in the global minimum. The entries Wwedach narrow likelihood
peak yield identical results. Fitted parameters usuaiydyvery similar values in all three
solutions, the differences are much smaller than the stati®rrors; the exceptions are the
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values of phases, for which the mirror solutions can lie f@ayafrom each other. In other
words, while event rates.¢€. fit fractions) and direct CP asymmetries, are well conséain
by the likelihood fit, the sensitivity to interference patteis lessi.e. several different isobar
configurations can provide an equivalent description cé.dat
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Figure 6.18: Distributions of 23.;/(fo(980)K?) (upper left), 26.;,(0°(770)K2) (upper
right), C'(fo(980)KY) (middle left), C'(p°(770)KY) (middle right), S(f,(980)KY) (lower
left) and S (p°(770) K2) (lower right) at minimum for randomized fits to one data setage
ated with the signal model described in the text, and Contimand B background compo-
nents.
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(lower left) andA¢(K**(892)n—, K*~(892)7™) (lower right) at minimum for randomized
fits to one data set generated with the signal model descriibie text, and Continuum and
B background components.

6.5 Likelihood vs.23.¢(fo(980)K2) Scans

A total degeneracy on phase differences occurs when thalsigodel contains only one
intermediate state.e. in the complete absence of interference. Information stem@rnom
interference patterns helps resolve the degeneracieegendracies, as illustrated by scan-
ning the24.;;(f0(980) K2) parameter on toy datasets. For this study, datasets widvetit
values of the weak mixing phase for thfg(980) K3 are generated; the relative phases of
the f,(980) K¢ amplitude with respect to the amplitudes of the other resces are also
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generated at different values. For each independent dathsdikelihood as a function of
some isobar parametgy (or set of isobar parameteps) is scanned the following way: 1)
the parametep, is set to a fixed value; 2) the toy dataset is fitted severalgimi¢h the
fitting algorithm starting from random initial values of tisobar parameters; 3) the lowest
likelihood value obtained in these fits is selected; 4) thacess is reiterated for different
sequential values of the parameter. The output of this sequencg is. p,, on "likelihood
scan” curve.

As always, one amplitude (both module and phase) has to b ifixine fit. If thec,
isobar amplitude is taken as the reference, with its phasserhto be zero, then thgo)
observable is just obtained as (minus) the phase of its @Rigated isobar amplitude,.

The likelihood scan as a function of th¢o) phase is obtained by re-fitting the same dataset
using different fixed values of the, phase. The same procedure can be used to scan the
directC P-violation paramete€’. Choosing:, as reference, and fixing its modulusdgathe

C'(o) observable is a function ¢f, | only (cf. Eg. 2.45). Then, in order to sétto a specific
valueC,.;, the|¢,| parameter has to be fixed to the value

1 —Cla 1/2
7| = . 2
|| =a ( 1 Cval) (6.20)

Using these same relations, a two-dimensional scan ofkkBhood as a function of (o)
and C (o) can be performed, by simultaneously fixing the module ands@lud the|c, |
parameter at several consecutive values.

6.5.1 High statistics, signal-only likelihood scans

In the case of two minima, the likelihood should look like #evelope of two multi-Gaussian
likelihoods centered at the corresponding minima. Theraéshape will depend on, both
the difference in likelihood values at each minimum, andwidth of each Gaussian. For
example, if the difference in likelihoods in both minima isry large, and the Gaussians are
very wide, the secondary minimum may not be visible on the;stacontrast, if the two
minima have similar likelihood values, and the Gaussiarsnarrow, it should be easy to
resolve them.

In presence of backgrounds, the errors of the physical peteasiare larger, the Gaussian
around each minimum appears wider. Therefore, backgrocawapotentially alter the po-
tential to resolve local minima. A study using high statistsignal only toy datasets is used
to illustrate this feature. For these toys, generated withelvents each, the signal model is
made of only two components, thig(980) K2 and thep®(770) K2, as previous studies have
shown that the interference pattern of these two compompeotsdes the dominant informa-
tion on the23.;(f0(980) K3) scan. In the case of two components, the discrimination powe
between the correct and the mirror solutions depends onalues of two parameters: the
value of the mixing phase itself, and the relative phase va#ipect to the other resonance
as well. On the one hand, it depends on the mixing angle: ittmeect solution i25, the
distance to its mirror solution gets smallerzs— 7 /2. On the other hand, it depends also
on the phase differencAg¢(f,(980), p°(770)), because the value of this phase determines
the interference pattern of these two components over thiez[péot.
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Figure 6.20: Likelihood Scans ir2j3.;¢(fo(980)K3). Each plot is made with a sin-
gle toy dataset, generated with¢(f,(980), p°(770)) = 40° and different values of
20.11(f0(980)K2), namely15°, 30°, 45°, 60°, 75° and 90°, counting from left to right and
from top to bottom.

In Fig. 6.20, scans for one fixed value of the phase differénggf,(980), p°(770)) and
different generation values of the mixing angl& ;( fo(980) K'2) are shown. It can be seen
that the position of the two minima depends on the generatiure of24. ;;( fo(980) K2):
they get closer a8, ;(fo(980) K3) approache80°, in which case they coincide. In sim-
ilar spirit, Fig. 6.21 shows scans for one generation vafugo,( f,(980)KY) and differ-
ent generation values @¢(f,(980), p°(770)). These plots show that the positions of the
two minima are fixed, but the difference in likelihood unifstiee two minima depends on
A¢(f5(980), p°(770)). The conclusion of this study is that the ability of resotyithe two
minima is a multivariate function of the values for the ispphases.
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Figure 6.21: Likelihood Scans irej.;(fo(980)K3). Each plot is made with a sin-
gle toy dataset, generated with3.;;(fo(980)K2) = 46° and different values of
Ad(fo(980)p°(770), namelyo?, 30°, 60°, and90°, counting from left to right and from top
to bottom.

6.6 Studies using fully simulated MC samples

A useful validation consists in generating datasets withgonents of signal, continuum and
B-background from different independent sources, merdiegittogether and fitting them
to check if the results obtained by the analysis tool are @iible with the generated values.
Such studies are called "embedded fits". This study is peatiy relevant when fully simu-
lated MC events are used as signal, because effects likeseaotion and misreconstructed
events are under control.

6.6.1 Dalitz plot model for embedded fits

The signal component in the embedded fits is a DP model MC saggrterated using
Evt Gen. The sample has321 K generated events, with the following resonances and line-
shapes (C.C. means charge conjugated):

e B° — f3(980)K?2 and C.C (Flatté lineshape)
e B° — p°(770)K? and C.C (RBW lineshape)
e BY — K*(892)7" and C.C. (RBW lineshape)

Generated values for phases and physical parameters amneasized in Table 6.6. The
generated phases for the different resonances are alesegped graphically on Figure 6.22



6.6 Studies using fully simulated MC samples 172

(note that the moduli of amplitudes in the figure do not cqroesl to the values in the actual
sample).

Parameter Generated
Value
Phases
A(fo(980)K2) 0.0
A( f0(980)K%) —37.2
A(p°(T70)K3) 134.7
A(p°(T70)K3) 78.0
A(K*(892)r™) —36.1
A(K*T(892)7 ™) —80.9
Physical parameters
C( f0(980)K02) 0.0
S(fo(980)K3) —0.61
20es1(fo(980)KC§) 37.2
BF( f0(980)KS) 38.2%
C(p (770)}(02) 0.0
S(p°(7T70)KJ) 0.84
2ﬁeff( <770) 09) 56.7
F(pO(770)K7Y) 26.4%
ACP(K*i(sgz)ﬁ) 0.0
A¢(K*+(892) , K~ (892)71) 44.7
(K*i(892)ﬁ) 33.3%
Ap(p°(7T70)K2) —134.7
(K*+(892) ) 36.1

Table 6.6:Generated values for phases and physical parameters in BxenDdel. Phases
are given in degrees.

Figure 6.22:Phases of different amplitudes in the DP MC. Thamplitudes are represented
with a half arrow-head. Dark solid arrows stand fg(980) K2, dark dotted arrows for
p°(770) K and gray dotted arrows fok*(892)7. Moduli of amplitudes in the figure do not

correspond to the values in the sample.
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6.6.2 Embedded fits

The event sample of signal MC described above has beenrgplR00 datasets. The average
number of events in each sample is 2200. Those signal sullssnvpre embedded into
datasets made of continuum, neutral generic and chargedligewents that were generated
with the simplified toy simulation. The average number ofreses 14200, 114 and 280 for
continuum, neutral generic and charged generic evenfgecasely. These numbers roughly
correspond to the expectation yields in the data samplen E@&cged dataset has been fitted
20 times with random initial values; the numbers reportddweorrespond to the best fit
result to each data set.

Distributions of the Q2B parameters are shown in Figs. 6r&28@24. All the distribu-
tions show a Gaussian-like shape, and they are centered getterated value, except for
the f,(980) K2 and K*(892) fit fractions. For these last two distributions, the meamueal
deviates byl.2% from the generated one. This difference will be assigned sgematic
uncertainty on the fit fractions (cf. Sec. 7.3.1).

Pulls for yields are shown in the Figs. 6.25 and 6.26. The mra&re of the signal yield
pull (bottom right hand plot in Fig. 6.26) shows a bias~0f).28¢, corresponding te- 14
events. Also, the width of the pull is slightly narrow.§). Both effects are addressed as
systematical errors (cf. Sec. 7.3.1). For the other parmrmei significant bias is observed.
It can be concluded from this study on embedded sampleshditting tool is reasonably
unbiased.

6.7 Extraction of confidence intervals on the physical pa-
rameters

6.7.1 The statistical likelihood scans

In the extended maximum likelihood fit, the total yield Bf — K37~ events, and
the magnitude and phase for each intermediate state, &ldiextracted from the fit. A
further step is needed to translate the complex isobar &ndpk into information on physics
quantities. The relevant physical parameters are phafgatites, inclusive and exclusive
directC' P asymmetries, fit fractions and branching ratios (cf. Set92. These parameters
are functions of the fit parameters; their functional deewe can be highly non trivial.
Two approaches will be used to estimate the mean values eorg eut of the fit results: the
Parabolic Likelihood approach, which assumes a parabehawor around a minimum of
the (negative logarithmic) likelihood function; and the m@ccurate method of likelihood
scans, which does not make any assumptions at all.

e The Parabolic Likelihood (PL) Method: in this method, it is assumed that the (neg-
ative log) likelihood function can be approximated to a hypaeaboloid near a given
minimum. LetX; (i = 1, ..., Ng) be the Ny, parameters allowed to vary in the fit.
Then, the likelihood function can be approximated by,

~2log(L) = Y (XZ- . Xif“) c;! (Xj - Xjf“) (6.21)

[
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Figure 6.23:Distributions of fitted Q2B parameters on embedded samlég, (980) K3)

(top left), BF(f,(980)K?2) (top

right), C'(p°

(770)K7?) (middle left), BEF ("

(770)K72) (mid-

dle right), Acp(K*(892)7) (bottom left), BF(K*(892)w) (bottom right). The red marks
indicate the generated values.

WhereXif " are the fitted values an@ is the fit covariance matrix. Writing this ap-
proximation, in order to obtain the likelihood scan2logL(F')) of a given observable
which is a function of the fit parametefs(X;) (e.g. a directC' P asymmetry), this
hyperparaboloid is just projected in the directionfofX;). By construction, the PL
method takes into account the linear correlations amongférpeters, and propagates
them into the physical quantity one is interested in.

As discussed in Sec. 6.4, the likelihood function is exp@dte have several local
minima. In general, the empirical observation shows thatesof C P asymmetries
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and fit fractions tend to be very similar among local minimmagantrast to isobar phase
differences, that can show larger differences. For the éoparameters, it is thus safer
to apply an approximate method, which is referred as theRielepe method. The
procedure goes as follows:

1. Having identified the: local minima (solutions) of the likelihood function, ob-
tained from randomized fits to data;2logL;(F') is built for each minimum.

2. Using theN N L,;, value, the NLL value of the global minimum, they?
2(NLL; — NLL,;,) is added to each-2logL;(F").

¢,min
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3. Then, the function
—2Alog(L)(F) = Min {—2logL;(F) + AX; min } - (6.22)

which can be seen as the envelope ofallogL;(F') curves, is taken as the total
statistical scan. The confidence level (CL) is defined as

CL(F) = Prob(—2Alog(L)(F), 1) ;

thel — o (2 — o) intervals are inferred from the' values for whichC'L = 32%
(5%).
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Figure 6.26:Yields distributions for Embedded fits. Yields for contmiNoTag category
(top left), Neutral Generic (top right), Charged Generiof{tom left) and signal (bottom
right). The blue line is a Gaussian fit.

While this approach does not take into account the non-pécatehavior of the like-
lihood function, and so the nonlinear correlations betwiberfit parameters, the PL-
envelope method provides an acceptable technique fongéttic and2 — o intervals.
Tests have shown that the PL-envelope method reproducesothplete likelihood
scan (see later) when the relevant component is unconsialerhe PL-envelope will
be used for setting confidence intervals on dir€¢t asymmetries, fit fractions and
some of the phase differencesd. ¢(yc(0)K3)).

As an illustration, an example is produced using a realisyiaataset, generated and
fitted with a 6-resonance modef;(980), p°(770), K**(892) and (Kn)3*. Initial
generation values, and fitted results on this particularetqyeriment are shown on
Table 6.7, and Fig. 6.27 shows the correlation matrix oleiinom the fit. Note that
the strongest correlations occur between the phases.

Figs. 6.28 and 6.29 show th# F') (and the CL) likelihood scans using the PL method
for some physical parameterS,(C, F'F, Acp and phase differences) using only one
minimum (2 = 1) of the likelihood function.

e Complete likelihood scanswhen the parabolic approximation can not be used safely,
a more correct, CPU-consuming, method will be used. Thiceors in particular
the phase differences and some bi-dimensional likelih@aas (see Sec. 6.8 for an
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Parameter Name

Generation Value

Initial Value in Fit

Fitikes

A- kOst - 1430-p 5.964 2.416 (5.4949 £+ 0.553)
A- kst - 892-p 0.158 0.110 (0.14844 + 0.0158)
A-rho-770-z 0.092 0.030 (0.095087 + 0.0148)
Ab-f 0-980-z 1.051 1.131 (0.84986 + 0.162)
Ab- kOst - 1430-m 5.964 8.585 (5.4481 £+ 0.538)
Ab- kst - 892-m 0.175 0.049 (0.14215 + 0.0148)
Ab-rho-770-z 0.087 0.102 (0.074304 + 0.0132)
DESI ope —0.141 —0.141 (—0.200 =+ 0.342)
DESq 0.000 0.000 (0.099998 + 0.104)
cont Pi Nb- Kaonl 1562 1562 (1585.6 +41.7)
cont Pi Nb- Kaon2 3921 3921 (3825.5 +64.2)
cont Pi Nb- KaonPi on 3525 3525 (3671.6 + 62.6)
cont Pi Nb- Lept on 64 64 (57.111 £9.68)
cont Pi Nb- NoTag 11165 11165 (11385 + 109)
cont Pi Nb- O her 3113 3113 (3077.5 £ 57.2)
cont Pi Nb- Pi on 3942 3942 (3901.7 +64.6)
phA- kOst - 1430- p —57 80 (—84.085 + 21.3)
phA- kst - 892- p —40 48 (—56.187 =+ 20.8)
phA-rho-770-z —40 147 (—46.08 £+ 18.7)
phAb- f 0- 980- z —49 —90 (—45.657 + 16.8)
phAb- kOst - 1430-m  —68 95 (7.77 £33.1)
phAb- kst - 892- m —40 28 (45.075 + 32.4)
phAb- r ho- 770- z —81 —166 (—93.295 + 23.6¢)
si gPi Nb 2200 2200 (2232.1 + 65.8)

Table 6.7:Initial generation values, and fit results for a specific Tog Experiment.

account of the nominal DP signal model), namely:
— One-dimensional likelihood scans,

~20074(fo(980)K9) = arg [c(B® — fo(980)K3)c™(BY — fo(980) KY)
—28,75(P°(T70)K9) = arg [e(B° — p°(T70)K)c*(BY — p°(770)KY)
—AP(K*(892)7) = arg [¢(B® — K*(892)r~)c*(B® — K*(892)7™)]
—A¢<<Kw>ow> = arg [e(B® — (Km);"r~)e"(BY — (Kr)j )]
Ap(f7(980) K, p(T70)K5) = arg [e(B® — fo(980) Kg)c*(B® — p°(770) K)]
—A¢(p(770)Kg, K*(892)7) = arg [e(B® — p*(T70)K%)c*(B® — K*+(892)77)]
—Acbg p(TT0)KY, (Km)ym) = arg [e(B® — p°(TT0)KQ)c* (B° — (Km)yn~)]

—A¢(K*(892)7, (Km)jm) = arg [c¢(B° — K*T(892)7™)c*(B® — (Km)j 7))
(6.23)

— Two-dimensional likelihood scans,
_256ff(f0(980)K2') VS C(fo(ggo)Kg') (6.24)

~28.45(p°(TT0)KY) vs C(p*(770)K9)
which are an important goal of this study. This also concénedit fractions of com-

ponents with low significance.

Instead of assuming a parabolic shape of 8sheL close to its minimum, the data is
refitted under the constraint that the physical parameteéetustudy is fixed (it is also
possible to fix several parameters), but allowing all oteebar parameters to be free
in the fit. Doing that iteratively, theVL L (in fact x> = 2(NLL — NLLyesst)) IS
scanned. An example 5. (fo(980)K?) is given in Sec. 6.5. Due to local minima,
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Figure 6.27:Correlation matrix for the 6-resonance Toy MC fit from Tablé.6

in general randomized fits have to be performed on each sdaa whthe physical
parameter under study, which makes this technique veryyhea€PU-computing
time, in particular for bi-dimensional scans.

For each exclusive channed.¢. f,(980)K?2), the C' P-violation (CPV) information

is contained in the¢(c), C(o)) parameters, zero CPV being located at the points
(0°,0) and (180°,0). A two-dimensional likelihood scan in these two parameiers
built using their relations with the fitted isobar amplitsdsee Egs. 2.44 and 2.45,
and the comments in Sec. 6.5). Th&o),C(0)) plane can be transformed to the
(S(0),C(0)) using Eq. 2.46. In doing this transformation part of the infation is
lost, but a constraint in CPV is easier to set because thenelysone CP conserving
point, (0,0). Such 2D scans are made for thg€980) K% andp°(770) K& components,
and are presented in the next Chapter as one of the physuttsresthis thesis.

6.7.2 Convolution with systematic uncertainties

Section 7.3 summarizes the estimation of systematic wioé&gs. Depending on the rele-
vant parameters, systematic errors are presented in tws: igdyvhen considered indepen-
dent, systematic errors are added in quadrature. 2) As @msgit covariance matrix, which
Is constructed from shifts in the fit parameters (moduluasgh or real-imaginary of isobar
amplitudes), all independent systematic matrices areaieéd. This information has to be
combined with the statistical likelihood scans.

For the inclusive and exclusive dire€CtP asymmetries, fit fractions and branching frac-
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Figure 6.28: Likelihoods (Solid Green) and Confidence Level (Dashed)Bifighysical
parameters extracted from the Toy MC fit in Table 6.7. The esiare constructed with
the PL method.C(f,(980)K3) (top left), 20.,,(f0(980)K2) (top right), F'F(f,(980)K?2)
(bottom left) andF F(p°(770)K2) (bottom right). The solid line (dashed) red box is the
intervals at32% (5%) of CL.

tions, the systematic effects are added in quadrature tasyrametric errors obtained from
the statistical likelihood scans. This approach is redslyreafe for these parameters, since
local minima solutions are almost degenerated. For phdtratices, a more elaborate
method is performed, taking into account that values dgfgnificantly among local min-
ima. In this case the statistical likelihood is convoluteithwhe systematic error, which is
assumed to be Gaussian, taking care of the likelihood fongteriodicity of360°.

For the bi-dimensional(c) — C (o) likelihood scans, the simple convolution of the like-
lihood function with a 2D Gaussian assumes a Gaussian sgtesrror inC(o). This
approach, being only valid near the minimum, fails when apphing the physical bound-
aries ofC (o). In this case a different method has to be performed, whidessribed below.

When fixing thec, = |c,|exp(id,) isobar amplitude in the fit, the(c) andC(o) param-
eters depend only ofy. The systematic effects are nearly Gaussian (taking irdowat the
correlations) in theRe(¢é, ), Zm(¢é,)) plane, as there is no physical boundary. This plane
can be transformed to the(c), C(o)) plane by the relations

1/2

Re(er) = ool (F6g) " cos(ds = 0(0)).
1/2

Im(er) = ool (1554)  sin(ds — 6(0)).

(6.25)
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Figure 6.29: Likelihoods (Solid Green) and Confidence Level (Dashed)Bifighysical
parameters extracted from the Toy MC fit in Table 6.7. The esiiare constructed with
the PL method Aqp(K**(892)n¥) (top left), Ap(K*(892)r—, K*~(892)7™) (top right),
FF(K**(892)7T) (lower left) and Ag(f(980), p°(770)) (bottom right). The solid line
(dashed) red box is the intervals 1% (5%) of CL.

The convoluted likelihood can be then written as,

+m +1
L (stat-+syst) (@, C):/ Listat) (¢, C")G(Re(E,), Im(c,))|det J|d¢'dC’,  (6.26)
— 1

T —

whereG(Re(¢é,), Im(¢,)) is the systematic Gaussian distribution in tfe(¢, ), Zm(é,))
plane, andlet.J is the Jacobian of the transformation (6.25). This convotualready takes
into account the periodicity of the likelihood function dfo), and the fact tha€’(c) does
not extend outside the physical region.

6.8 The Nominal Signal Model

Thenominal modeparameterizes the total signal amplitude as the isobar $wglat con-
tributions. The signal yield is dominated by the followingneponents:

o B — p'(770)Ks (0°(770) — w7 ), with an amplitude described with a Gounaris-
Sakurai lineshape;
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o BY — f(980)Ks (fo(980) — =*7~), with an amplitude described with a Flatté
lineshape;

e BY — K*(892)Tn~ (K*(892)" — Kgr™), uses a Relativistic Breit-Wigner for the
lineshape;

e B — (Km){Tn™ (Km)yt — Ksnt), corresponding to thé&'n S-wave contribu-
tion. It is described with the LASS lineshape, with the dyi@ahconstrains de-
scribed previously (cf. Sec. 2.4.4). The notation used Al — K7 nt [23]
andB° — K*x~ 7 [40] papers is used here as well.

For these four components, there are previous Q2B measntemmat have shown uncon-
troversial signal yields (see Sec. 2.2).
Apart from these dominant four contributions, data favacdtision of other components:

¢ A significant signal was spotted with a dedicated quasitwdy analysis performed
on the center of the DP; in consequence a non-resonant tenm fhhase space, is
added to the signal model (see Appendix B, Sec. B.2, and €hépFig. 7.10).

e Both BABAR and Belle Dalitz analyses @* — K77 " [24, 23], and the time- and
tag-integrated Dalitz analysis @ — Kqn™7~ [42] report a signal excess in the
m.r ~ 1.2—1.5 GeV range. This signal is taken into account using a two-compbne
model, with a tensof,(1270) component, plus the so-callgd (1300) component. In
this analysis, a mass/width likelihood scan for scalartaeand tensor resonances,
favored also such a two-component model (see Appendix B,EB8%L

e Finally, x.(0) is also included (as in [23, 24, 42]).

The present signal model is the same as the one used BaBye BT — Ktn 7t [23]
analysis, as this mode has a higher signal to backgroural saitiis more sensitive to small
components. This also accounts for an effort of the collatian to standarize thBaBAR
charmless Dalitz analyses.

A large set of additional components has been tested. Noadauad to be significant
when fitting the data with these components, and they arefdrernot included in the nom-
inal signal model. Nevertheless, they are considered #®regtimation of the systematic
uncertainty assigned to the signal model. These additi@sahances are:

K*£(1410)

K*£(1680)

K3*(1430)

o p(1450)

p(1700)

® X2
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A twofold process is performed to evaluate a systematica¢tainty. In the first place,
data is fitted with each of these components added one-byedtte nominal model. The
fitted value for the isobar fraction and the change in NLL ageduto estimate whether this
additional component is significant or not (cf. Appendix B)e outcome being positive for
the f>(1270), fx(1300) andx.(0) resonances, these ones being included in the signal model,
and negative for all others, these last ones treated assysts (see Sec. 7.3.7).



Chapter 7

Results

The selection procedure described in Sec. 5.7 retainslaf@2525 events from the on-peak
data sample. Thé&-meson candidate in each event is mass constrained to ehsitirthe
measurement falls within the Dalitz plot boundary (cf. S2€.4). The resulting standard
and square Dalitz plots are shown in Fig. 7.1. The densityvehts is more spread out
in the square Dalitz plot (cf. Sec. 2.4.7). The narrow baratsespond taB° — DFr*,
B — J/UK? andB® — ¥(25) K} B-background events (cf. Sec. 5.8).
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Figure 7.1:The standard (left) and square (right) Dalitz plots of théested data sample of
22525 events. The narrow bands correspondto— DFr*, B® — J/UKY and B —
W (2S5)K? B-background events.

This final data sample is assumed to consist of signal, aamtmbackground and 10
classes of B-backgrounds. An unbinned maximum likelihobasfperformed, using the
likelihood function described in Chapter 6. A total of 12 Ige (total signal, 4 classes of
B-backgrounds and 7 continuum backgrounds per taggingagtg plus 30 relative moduli
and phases of isobar amplitudes (cf. Sec. 6.8) result franfithAll isobar amplitudes are
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measured relative ta B — f,(980)K3) which is arbitrarily fixed to be real, with module
4. The fact that the results do not depend on this arbitraryeation has been checked. In
addition, 34 other parameters (referred as shape parah#tat describe the PDFs used in
the likelihood function are left free in the fit. A list of pareeters kept fixed in the fit is given
in appendix C.

When the fit is repeated starting from input parameter valaedomly chosen, conver-
gence towards two solutions (local minima) is observed. yTdi#fer by ANLL = 0.16
in likelihood units. These global and local minima solutions are referred astisal |
and solution I, respectively. Figure 7.2 shows the intéesiA(B° — K2r"7~)> and
|A(B® — K%rt77)|? in the B® and B® square Dalitz plots, respectively, constructed with
the fitted isobar parameters from these two solutions. Ttezference patterns are similar
for both solutions, and for botB° and B° Dalitz plots.
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Figure 7.2:ntensitieg A(B° — K t7~)|*> and|A(B° — Kgrt7~)|? in the B® (left plot)
and B (right plot) square Dalitz plots, respectively, constregttwith the fit results on the
isobar parameters from solution | (top plots) and solutidrfdottom plots). The intensity
scale is in arbitrary units.

The fitted yields and shape parameters are shown in Tabld el are similar in both
solutions. In Table 7.2 is shown the list of isobar paranses#iowed to vary in the fit.
The values of Q2B observables are collected in Table 7.3. hasQ2B observables are
functions of isobar parameters, the errors quoted are thgagation using the covariance

ANLL(i) = NLL(i) — NLL(min), where NLL(i) is the NLL value for the solution = 1,2, and
NLL(min) is NLL value at the global minimum.
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matrices obtained from the minimization routivenui t (cf. Fig. 7.3). Inspection of fit
results on the isobar parameters show that most moduli barsamplitudes, and thus for
Acp and fit fractions, have similar values in both solutions; lbe tontrary, some isobar
phase differences are significantly different. The strehgerrelations are among isobar
parameters. For both solutions, tenui t correlation matrices for fitted isobar parameters
are given in Fig. 7.3. The matrices show similar patternga®ypstudies (cf. Sec. 6.7), with
the largest correlations among phases.

Parameter Name Fit Result Sol-I Fit Result Sol-1I
ANLL 0.0 0.16

N(B® — K3nTn) 2182 & 64 2182 & 64
N(B° — DTn7) 3361 + 60 3362 + 60
N(B® — J/TK?) 1804 + 44 1803 £ 43

N( B® — ' K9) 46 £+ 16 44 4+ 16
N(B® — ¥ (25)K?) 142 +13 142 +13

N( cont - Lept on) 46 +8.9 47+ 9

N( cont - Kaonl ) 800 + 31 800 £ 31
N(cont - Kaonl |') 2127 £ 49 2127 £ 49
N( cont - KaonPi on) 1775 £ 45 1775 £ 45

N( cont - Pi on) 2048 + 48 2048 + 48
N(cont - &t her) 1614 42 1614 £+ 42
N( cont - NoTag) 5829 + 80 5829 + 80
feore(AE) Signal 0.63£0.14 0.63£0.14
teore(AE) Si gnal —1.3£0.7 MeV —1.3 £ 0.6 Mev
ocore(AE) Si gnal 17.1 £ 1.4 MeV 17.1 &£ 1.3 Mev
pait(AE) Si gnal —7.342.9 MeV —7.4+ 3.0 Mev
oit(AE) Signal 31.2 4+ 4.6 MeV 31.4 + 4.6 Mev
Sl ope(AE) Conti nuum —8.51 £5.77 —8.49 +5.77

uw(mes) Signal
or(mes) Si gnal
O'R(mEs) Si gnal

5.2788 4 0.0001 GeV/c?
2.24 £ 0.06 MeV/c?
2.73 £ 0.07 MeV/c?

5.2788 4 0.0001 Gev/c?
2.24 4 0.06 Mev/c?
2.73 4 0.07 Mev/c?

Argus Sl ope(mgs) Continuum —0.3£0.2 —-04£0.2
a1(NN) Continuum 1.9£0.1 1.9£0.1
az(NN) Conti nuum 3.2+0.4 3.2+0.4
az(NN) Conti nuum -1.1+0.1 —1.1£0.1
as(NN) Continuum —0.47 +£0.05 —0.48 £ 0.05
Heommon (At) Conti nuum 0.018 £ 0.007 ps 0.018 £ 0.007 ps
ocore(At) Continuum 1.14 £ 0.02 ps 1.14 4 0.02 ps
frast(At) Conti nuum 0.16 £+ 0.02 0.16 £+ 0.02
owaat(At) Continuum 2.8 4+0.2 ps 2.8 4 0.2 ps
Soutiier(At) Conti nuum 0.030 £ 0.004 0.030 £ 0.004
Ooutlier(At) Conti nuum 10.7 £ 0.9 ps 10.7 £ 0.8 ps

Table 7.1:Nominal fit results for the event yields, shape parameterd,/a/V . L for solu-
tions I and Il. The errors shown are statistical only.

Although errors quoted in Table 7.3 do not include systemnaicertainties, some quali-
tative statements about the fit results can be stated:

¢ Significance of the dominant componentsThe dominant components of the signal
model, f,(980) K3, p°(770) K2, K**(892)7T and theKr S-wave, yield fit fractions
significantly different from zero. This is in agreement witevious Q2B and Dalitz
plot analyses (cf. Sec. 2.2). Their presence on data is mvidehe mass spectra
(cf. next section, Sec. 7.1.2). For the non-resonant coeathe fit finds an isobar
fraction that seems very significant considering only tla¢istical error, but it suffers
from large systematic uncertainties (cf. Sec. 7.3.7).
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Results

Isobar Amplitude [A] Sol-I o[deg] Sol-I [A] Sol-l ¢[deg] Sol-l
A(fo(980)K) 4.0 0.0 4.0 0.0
A(fo(980)K2) 3.7+04 —73.9+19.6 32406 —112.3 +20.9
A(p(TT0)K2) 0.10 £ 0.02 35.6 + 14.9 0.09 + 0.02 66.7 + 18.3
A(p(TT0)K2) 0.11 4 0.02 15.3 +20.0 0.10 £ 0.03 —0.1418.2

A(NR) 26F05 353+ 16.4 T9F0.7 56.7 £ 23.6
A(NR) 2.7+0.6 36.1+18.3 3.1+0.6 —45.2417.8

A(K*(892)7~) 0.154 £0.016 —138.7+25.7 0.14540.017 —107.0 & 24.1

A(K*(892)7T) 0.125+0.015 163.14+23.0 0.119+0.015  76.4 4 23.0
A((Km)5tm) 6.9+0.6 —151.7 £ 19.7 6.5+ 0.6 —122.5+20.3
A((Kr)s~nt) 7.6+0.6 136.2 +19.8 7.3+0.7 52.6 & 20.3

A(fx(1300)K3)  1.4140.23 43.2+22.0 1.40 £0.28 85.9 +24.8

A(fx(1300)K2)  1.2440.27 31.6 & 23.0 1.0240.33  —67.9+22.1

A(f2(1270)K3)  0.014 £ 0.002 5.8 4+ 19.2 0.01240.003  23.9+22.7

A(f(1270)K%)  0.011 £0.003 —24.0428.0 0.0114+0.003 —83.3+24.3

A(xc0K2) 0.33+0.15 61.4+44.5 0.28 £0.16 51.9+ 38.4
A(x0KS) 0.44 £ 0.09 15.1 4 30.0 0.43+0.08  —58.5427.9

Table 7.2:Nominal fit results for the resonant isobar amplitudes fdusons | and Il. The
errors shown are statistical only.

e Statistical significance of small components For the subdominant components,
Ix(1300) K2, fo(1270)K?2 and x.(0)K?2, the fit finds small isobar fractions. The
significance of all these components is quantified usinglikélihood scans, and is
presented in Sec. 7.2.4.

e (C'P-violation in B® — f,(980)KY decays Although directC P-violation for this
submode seems not to be significant, the measurement®f jtphase is significantly
different from zero, which implies mixing-induced P-violation for this submode.
However thisj.;; is compatible with the value from— ccs decays.

e (C'P-violation in B® — p°(770)K? decays In contrast with theB® — £,(980) K2
decays, in this submode both direct and mixing-inducétviolation seem not to be
significant.

e Direct C'P-violation in B® — K**(892)7F decays The central value of the di-
rect C P asymmetry for the submod&**+(892)7T is roughly similar both solutions,
pointing to an (statistical only) exclusion 6fP conservation at the 20 level.

The quantification of these statements will be better jestiin Sec. 7.2, where the correct
statistical treatment of local minima solutions is propedken into account (cf. Sec. 6.7)
and the systematic uncertainties are included (cf. Se@)6.7

7.1 Goodness of Fit and Likelihood Projections

To check the validity of the fits and study the results, 367data samples, corresponding
to independent pseudo-experiments with as many events the ifinal data sample, and
generated using the isobar parameters of solution-1, weteel fivith random initial values.
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Parameter Value Sol-1 Value Sol-Tl
C(f0(980)K3) 0.08 £0.19 0.23 +£0.19
Bess(fo(980)K2) 37.0+9.8 56.2 +10.4
FF(fo(980)K2) 13.8+1° 13.57173
C(p°(T70)K3) —0.054+0.26 —0.14+0.26
Besr (PP (TTO)KD) 10.2 £ 8.9 33.4+10.4
FFE(p°(T70)K2) 8.6114 8.5%1%
Acp(K*(892)T) —0.21 £ 0.10 —0.1975-10
Ap(K*(892)r) 58.3 + 32.7 176.6 + 28.8
FF(K*(892)r) 11.0712 10.971°2
Acp((Km)§m) 0.09 £+ 0.07 0.127008
A¢((Km)gm) 7224246  —175.1£22.6
FF(Kr)ir) 45.2 4+ 2.3 46.1 +2.4
C(f2(1270)K3) 0.2875-% 0.09 £ 0.46
A(f2(1270) K3) 29.8 + 35.8 107.2 +33.3
FF(f2(1270)K2) 2.310:8 2.310:2
C(fx(1300)K2) 0.1370:32 0.3070%
#(fx(1300)K3) 11.5 £ 30.3 153.8 £ 27.5
FF(fx(1300)K2) 3.6159 3.5409
C(NR) 0.01+0.25 —0.4570 3%
#(NR) 0.8+ 17.5 102.0 +26.5
FF(NR) 11.5 +2.0 12.6 +2.0
Cxc(0)K3) —0.29707) —0.41757
d(x(0)KY) 46.3 +44.7 110.4 £ 46.6
FF(x:.(0)K2) 104703 0.99%0:370
FFro; 97.2717 98.3712
Alnel —0.01 4 0.05 0.01 4+ 0.05
Ap(fP(980)K 3, p(TT0)K2) —35.6+ 149  —66.7+18.3
Ap(p(TT0)K§, K*(892)m)  174.34+28.0  186.3+29.8
Ap(p(TTO)KS, (Kn)jm) — —172.8422.6 —170.8+26.8
Ap(K*(892)m, (Km)im) 13.0 & 10.9 15.5 4 10.2

Table 7.3:Nominal fit results for the Q2B parameters for solutions | #nWfalues are quoted
at thelo level. As the Q2B parameters are functions of the isobar ,aheserrors quoted
are the propagation using the covariance matrices obtaifnrech M nui t . Phases are in
degrees and”F's in %.

Fig. 7.4 shows that the fit on data exhibits an NLL well withire trange spanned by the
distribution on toy data samples.

It is well known that the test described above, is a necedsairyot sufficient condi-
tion for ensuring the goodness of unbinned maximum likadhdts. Thus, the quality of
the fitted likelihood function to reproduce the data has tddsted with a more extensive
approach. For this, the likelihood function is projectenig several directions, and the pro-
jection is compared with the distribution obtained on datais test can be further extended,
by exploring the projections in regions where signal or lgaoknd dominates. Signal- or
background-enhanced regions are selected by means dtélibdiod ratio variabler

R — LTM
= )
‘CTM + ‘CSCF + CContinuum + LB—background

(7.1)

where the likelihood function of an eventis split between all components (or groups of
components): signal and backgrounds. In the space of addslervariablesR approaches
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Figure 7.3:Fit on data correlation matrices between isobar parameferssolutions | (top)
and Il (bottom) obtained frorM nui t .
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Figure 7.4:Distribution of theNLL — N LL .., for 367 toy fits on samples generated with
the PDF parameters of solution-I obtained from the fit to d@ke zero point corresponds to
the NLL fitted on data).

1 in signal-dominated regions, and zero in background-dated regions. Cuts on this
variable can be used to select subsamples with specificldmpiackground levels. The
distribution of R in data, overlaid with the projection along tievariable of the fitted likeli-
hood function, is plotted with linear (logarithmic) vericand logarithmic (linear) horizontal
scales on Fig. 7.5.

7.1.1 Discriminant Variables

The distributions fompgs, AE and NN are shown in Fig. 7.6, for different cut values on
the likelihood ratioR (in each case, the plotted variable is excluded from the coatjon of
R) corresponding to increasing levels of signal purity. We#ated in the caption, a veto is
applied on theDr and.J/¥ K2 B backgrounds, by excluding the bands wiith5 GeV /c? <
Mmgos < 1.9 GeV/c* and3.08 GeV/c? < mg+,— < 3.12 GeV/c?, respectively. These
figures illustrate the agreement between the PDFs used telrtt@discriminant variables,
and their distributions in the data.

7.1.2 Dalitz Spectra

The dynamical isobar model used to describe the signallalision along the Dalitz plot can
be validated using the same approach. Figs. 7.7-7.10 srmw}{rlgﬂ andm.+,- invariant
mass spectra.

Similar interference patterns occur on thq(gﬁ and MO likelihood projections.
Thus by folding the SDP with respect to the, _ variable at?’ . _ = 0.5, and defining
a symmetrizedn KOs the symmetrised projections carry essentially the sarfioenmation,
while multiplying the statistics by a factor of 2.

For each meson pair, the full kinematic range is shown (gb. plots of Fig. 7.7). The
D* mass peak is prominent in the symmetrizeg . spectrum, as are th&/¥ and¥(25)
peaks in then+,- spectrum. The description of these narrow structures ifDddez plot
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Figure 7.5:Distribution of the likelihood rationk (cf. Eq.(7.1)) for all events (blue points).
Superimposed is an MC sample of pseudoexperiments (toysjaged with solution | of

the fitted parameters. For the toy distribution is shown thenalated subdistributions of
different signal and background components. Logarithnmd &near scales are used to
enhance background (top plot) and the signal (bottom pldttae inset on the top plot). The
various components are shaded as follows: Continuum (d&Hkjackgrounds (grey), SCF
(light gray) and TM (white). The SCF is not visible as it isy2# of the signal component.
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Figure 7.6: From left to right: mgs, AE and NN distributions. In all plots a veto on
the Dm and J/ ¥ KY components is applied. From top to bottom are shown diftesigmal
enhanced samples by removing events Witk cut. The PDF of the considered variable
is not included in the definition ak. In the top plots naR cut is applied, for plots below,
consecutive cuts oR are applied in order to hav&/s,. /(Nsign. + Neont.) ~ 25%, 50%, 75%
respectively. Below each bin are shown the residuals, nbzewdhin error units, the dotted
and red lines are thés and20 deviations. In each plot a box showing the signal purity, the
signal, B background and continuum efficiencies respdgtive

is illustrated with a zoom on the invariant masses. W@ invariant mass projection in
the region ofDr is shown in the inset of the top plot of Fig. 7.7. It could barded that the
likelihood function used to describe this narrow comporss@ms to slightly underestimate
the Dr yield; but on the one hand the statistical significance of theagreement is not
dramatics; and more importantly, even if it was the cass,gimall imperfection would have
essentially no effect on the results presented in Sec. .Ryarelated fit parameters have
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negligible correlations with the signal components. Alse shown a zoom on the, +,-
invariant mass in the region of th& VK% and ¥(25) K9 bands (insets in bottom plot of
Fig. 7.7).
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Figure 7.7: SymmetriomKo (top) andm,+,- (bottom) distributions for all events. The
symmetrlcho is defined by folding the SDP with respect tothe _ variable atd’ , _ =

0.5. Inset in the top plot shows the* mass region in. MeV/c? bins. Insets in the bottom
plot show the//¥ and ¥ (25) mass regions in MeV /c? and2 MeV /c? bins, respectively.

The m,+,- spectrum is also shown for a zoom in the.:,- < 1.8 GeV/c? region,
separately for negative and positive values of the cosifidseohelicity anglecos(6,+,-)
(cf. Fig. 7.8). The plots use different cuts on the likelidaatio R, corresponding to in-
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creasing levels of signal purity. The peaks correspondirthe f,(980) K2 and p°(770) K2
signal components are evident in the spectrum. A signalssxamundn,., ~ 1.3 GeV/c?

is also visible. As mentioned before in Sec. 6.8, this sigaio reported by previous
B — Krr analyses, is described in this isobar model as a coherenpsyi(1270) K%
and fx (1300) K components.

Similarly, Fig. 7.9 shows theu . projection for a zoom on theyxo, < 1.8 GeV/c? re-
gion, separately for negative and positive values of thencsf the helicity angleos(ngﬂ).
Peaks corresponding to th&*(892)rF and K'w S-wave( K 7); 7T components are clearly
visible. The interference pattern between the scalar antbv&™ is evident from the op-
posite sign of the forward-backward helicity asymmetriebty and above the peak of the
K*(892). This effect is seen both in the symmetrized and in the ilddlialngﬂ spectra,
because the measured phase differences are similar in &selk.c

Furthermore, projections on thiep,;;;, variable are shown. This variable is defined as
the smallest of the three invariant masses. The center gedfthe DP corresponds to high
(low) values of this variable. Fig. 7.10 shows zooms on tlgeeednd the center of the Dalitz
plot for different cuts on the likelihood ratio. The left lthplots of this figure illustrate the
signal density at the center of the DP, which is describetiengobar model by means of a
flat non-resonant component over the entire phase spacee pha&s are in agreement with
the sPlot [31] analysis performed in the center of the DP,@edented in Appendix B (cf.
Sec. B.2). This analysis showed evidence for the presersigrudl and B background events
that populate the center of the DP, albeith with a limitecdisination between these two
B species. The likelihood projections in the center of thedgRee with this conclusion. A
systematic uncertainty on the the non-resonant fit fraci@ssigned to take into account he
limited signal to B background discrimination in the cerdéthe DP (cf. Sec. 7.3.7).

7.1.3 Time-dependent Asymmetries

The quality of a time-dependent analysis relies cruciatia@areful modeling of thAt dis-
tributions. TheB? — K¢rt7~ sample contains two useful control subsamples for this pur-
pose. The time-dependefit’-violating asymmetries foB? — D*7F andB® — J/U K}
decays are well known, and it is straightforward to seleehévthat belong mostly to these
B-background species, by means of a simple cut on the Ddbtzgbong the bands they
populate. Fig. 7.11 shows the distributions/of for tagged events in th®r and.J/ ¥ K
bands. The top (middle) plots of the figure show events in ifie B),, meson is assigned

a B° (B°) tag, and the bottom plot show the (raw) time-depend&Rtasymmetry. The left
hand plot shows thé\t distribution for events in thér band, and the right hand plot is
for events in the// UK band. It can be seen that the distributions are well destiiye
the model, and that the time-dependéit asymmetries follow the expected pattern: a null
asymmetry forDr, and the classical sinusoidal shape fgrfv K. In the time-dependent
CP asymmetry plot for the//¥ K2, the horizontal dotted lines correspond to the peak-
to-peak amplitude of the sinusoidal distribution using ¥derld Average value oSJ/q,Kg
(0.660 + 0.036 + 0.012 [28]), diluted by the factor corresponding to the preseiatysis (cf.
Sec. 5.3). The& parameters for these two components have been let free fiih. thbe value
obtained forJ/ ¥ KY is Sypury = (0.690 £0.077) (error statistical only), in agreement with
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Figure 7.8:m,+,- distribution, zooming in the;(980) K2 and p°(770) K2 signal region,

for positive (left) and negative (right) cosinus of the biéi angle ¢os(0,+.-)). A veto in

the D7 band has been applied. The plots from top to bottom are maittediferent signal

enhancement samples by removing events ®ith cut. TheAt and D P PDFs have been
excluded from thé? definition. R cuts are made with the same criteria as in Fig. 7.6.
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Figure 7.9:Symmetrizedn o, distribution, zooming in thé(**(892)7T and K= S-wave
(K)s*xT signal region for positive (left) and negative (right) coss of the helicity angle
(cos(fkqr)). Avetoin the// ¥ KY and ¥(2S) K2 bands has been applied. The plots from
top to bottom are made with different signal enhancemenpszsiby removing events with
R < cut. TheAt and D P PDFs have been excluded from tRalefinition. R cuts are made
with the same criteria as in Fig. 7.6.
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Figure 7.10:Ap.;t, distribution. The plot in the left (right) hand side show thistribution

for Apai, < 1.9 GeV/c*(> 1.9 GeV/c?), corresponding to the edges (center) of the DP.
A veto in theJ/ W K? band has been applied. The plots from top to bottom are matfe wi
different signal enhancement samples by removing evettisivk cut. TheAt and DP
PDFs have been excluded from tRadefinition. R cuts are made with the same criteria as
in Fig. 7.6.
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its World Average value.

B° Tags/(0.8 ps)
B° Tags/(0.8 ps)

N
@
k=

B Tags/(0.8 ps)
HH‘HH‘HH‘HH‘HH‘HH‘HH
B Tags/(0.8 ps)

=
o
S

Asymmetry/(0.8 ps)
o
o N
H—
-
i+
+
Lt
Asymmetry/(0.8 ps)

0
At(ps)

0
At(ps)

Figure 7.11: At distributions for events in whicf,,, = B, By = B° and the derived
At-dependent asymmetry for tagged events indhe(left) and.J/ ¥ K¢ (right) bands. Each
plot contains three subplots in which are shown the evergged for whichB,,, = B°
(top), By = BY (middle) and the derivedit-dependent asymmetry (bottom). The blue do-
tted lines in the/ /¥ K2 time-dependend P asymmetry corresponds to théQ.S(J/ ¥ K?2)|
values, where&) is the corresponding dilution factor for the tagging catege taken into
account and in the hypothesis ol @0% pure J/¥ K2 sample.

Concerning the time-dependent CP-asymmetries of the ¢éssroomponents of the iso-
bar signal model, thAt distributions and\¢-dependent asymmetries for tffig980) K2 and
p°(770) K¢ bands, defined as

o f0(980)K?2:0.88GeV/c* < my+,— < 1.1 GeV/c?,
o PU(TT0)K3: 0.6 GeV/c* < my+,- < 0.88 GeV/c?,

are shown in Figs. 7.12—7.13 for all tagged events and féeréifit cut values ork. For
events in thef(980) K3 band (cf. Fig. 7.12) and n& cut, the time-dependeiit P asym-
metry can hardly be seen, as it is strongly diluted by baakaggo For increasingly tighter
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cuts on theR variable, the asymmetry becomes visible. It illustratesrtbn-vanishing time-
dependenf’ P-violation for thef,(980) K% component obtained in the fif: = —0.96+0.09
andS = —0.90 4+ 0.13 (statistical uncertainty only) measured for solutionsd éinrespec-
tively. The significance of this result properly taking irstocount the multiple solutions and
systematic uncertainties is presented in Sec. 7.2.1. Fatg\n thep’(770) K2 band (cf.
Fig. 7.13) no significant’ P-violation asymmetry is seen.
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Figure 7.12: At distributions for events in whict,,, = B°, B.,, = B° and the derived
At-dependent asymmetry for tagged events int{€80) K2 band. TheDr events have
been vetoed. Each plot contains three subplots in which laosve the events for which
Biag = B° (top), B, = B° (middle) and the derivecht-dependent asymmetry (bottom).
The plots from top to bottom and left to right are made witliedént signal enhancement
samples by removing events with< cut. TheAt and D P PDFs have been excluded from
the R definition. R cuts are made with the same criteria as in Fig. 7.6.
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Figure 7.13: At distributions for events in whict,,, = B°, B.,, = B° and the derived
At-dependent asymmetry for tagged events ingi{&70) K2 band. TheDr events have
been vetoed. Each plot contains three subplots in which laosve the events for which

Biag = B° (top), B, = B° (middle) and the derivec\t-dependent asymmetry (bottom).
The plots from top to bottom and left to right are made witliedént signal enhancement
samples by removing events with< cut. TheAt and D P PDFs have been excluded from

the R definition. R cuts are made with the same criteria as in Fig. 7.6.
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7.2 Results on Physical Parameters

Results on the physical parameters using the techniquesiloed in Sec. 6.7.1 are pre-
sented here. The convolution with the systematic effectstie framework described in
Sec. 6.7.2. The estimation of the systematic uncertainiikbe presented in a later section
(cf. Sec. 7.3).

7.2.1 Measurement okin 2(5.¢) in penguin dominated modes

The measurement of the time-dependéfft-violation in the penguin dominated modes
f0(980) K% andp®(770) K§ is presented as a bi-dimensional likelihood scan in( &%, C')
plane. These scans are shown in Fig. 7.14. The top plots steostdtistical only scans. The
bottom plots are confidence level contours, after the bietisional convolution with the
covariance matrix of systematic uncertainties (cf. Set.2§.
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S
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S R AR AR R
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2'39..“0(980)KZ)

Figure 7.14: (203, C) bi-dimensional likelihood scans for thé (980)K?2 (left) and
p°(770) K¢ (right) components. The top plots show the statisticalrdikklihood scan. The
plots at the bottom show the confidence level contours, aftevolution with the system-
atic uncertainties. The shaded areas represent tl@ough5c contours, respectively. The
regions in white have-2/og(L) > 30.

The plots on the left hand side of the figure show the bi-diriveres scan for the, (980) K5
resonant state. For this component €& conserving points,0°, 0) and(180°,0), are ex-
cluded at the3.80 and 3.50 level, respectively. This quantifies the results illustchbn
the likelihood projection studies presented in Sec. 7.Wi3gre the time-dependentP-
violation for events in thef,(980) K% band was visible for signal-enhanced samples. As
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explained in Sec. 2.3, the comparison with the time-depatdé’-violation parameters in
b — ccs modes, is a probe for New Physics. There is a twofold ambjigaithe values of
time-dependent asymmetries obtained ir ccs modes{42.1°,0) and(137.9°,0) [28], and
both are consistent with the present measurement at2beand1.1o level, respectively. No
evidence of physics beyond the SM is found for this companent

The (28,5, C') plane can be transformed to the more familidrC') plane. The corre-
sponding bi-dimensional contours are shown on the left gf Fil5. As the interference
information is exploited in Dalitz plot analysis, direcicass to the phases is possible. Then,
information is lost when passing to thi&, C') plane, but the”' P conservation antl — ccs
values are each represented by only one paiat,(0,0) and (0.671,0) [28], respectively
(market by the red star and triangle in the plot). The phyisieglowed region is represented
within the dotted circle in the figure. Even though part ofitifermation is lost in this plane,
the measurement can not cover unphysical regions, whiahe®bthe advantages of Dalitz
plot analysesC'P conservation is excluded at tBeso level. The present measurement is
consistent with thé — ccs value at thel .10 level.

)

C(p(770)K

Clis T S T
1108060402 0 02 04 0608 1
s(f (980)K%)

qfl LRI
17 08-06-0402 -0 02 0.4 06 08 1
@70K?)

Figure 7.15:(S, C') confidence level contours for thig(980) K3 (left) andp®(770) K2 (right)
components, constructed out of {25, /¢, C') bi-dimensional likelihood scans. The shaded
areas represent dé through 50 contours, respectively. The physically allowed region is
represented within the dotted red circle, the regions inteshiave—2log(L) > 30. The red
star and triangle on the plots mark the location of the CP emwamg (0,0)) andb — ccs
((sin(26.25), 0)) values, respectively.

The bi-dimensional likelihood sca2.;;, C') for the p°(770) K& component is shown
on the right hand of Fig. 7.14. Even though & conserving point180°,0) is excluded
at 3.80 level, the measurement is consistent with the otter0) within 1. This is in
agreement with the Likelihood projection studies presgmeSec 7.1.3. The measurement
is consistent with thé — ccs values withinlo. The projection in thej. ¢ (p°(770) K3)
direction will be used as input in the phenomenological yialcombining theB — K*r
and B — pK systems (cf. Chapter 8). The confidence level contours irrdresformed
(S, C) plane are shown on the right hand side of Fig. 7.15. This miea®nt excludes
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neitherC P conservation nor the — cc¢s values.

7.2.2 The measurement of the CPS/GPSZ phase difference

The measurement of theg( K *m) CPS/GPSZ phase (cf. Sec. 3.2.2, Eg. 3.11 and Sec. 3.2.6)
for the K*(892) resonant state is presented as a one-dimensional likelgwam on the left of

Fig. 7.16. The blue curve represents the statistical okélihood scan, and the green curve
represents the convolution with the systematic uncereanThe present measurement does
not set a strong constraint in this phase, only(th&37.0, —5.0)° interval is excluded at the

20 level. This measurement is one of the experimental inputsiodd in this thesis used for
the phenomenological analysis of tBe— K*m modes presented in Chapter 8.
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Figure 7.16:Likelihood scans for thé\¢(K*(892)7) (left) and A¢((Km)im) (right) phase
differences. The plots show the statistical scans (dashesj,land the convolutions with the
systematic uncertainties (solid green). Two horizontardal lines at-2Alog(L) = 1 and
—2Alog(L) = 4 show the one and two standard deviation intervals, respelgti

The right hand side plot of Fig. 7.16 shows the measuremetiteo§imilar phase dif-
ference for thek'r S-wave,(K ). As for the K*(892), the measurement sets no strong
constraint on this phase, only the interyal132.0, 25.0)° is excluded at th&c level. The
theoretical interpretation of this phase difference is encontroversial than the one of the
K*(892) resonant state, and then will not be used for the phenomeicalcanalysis pre-
sented in Chapter 8.

7.2.3 Results on directC' P asymmetries

The (statistical-only) likelihood scans for the diré¢P asymmetries are shown in Fig. 7.17.
These plots display the likelihood curves for each solufaashed blue) and for the enve-
lope curve (solid blue) constructed with tlid.-envelope method (cf. Sec. 6.7.1). The
interval is defined as the range wher2Alog(L) < 1 (illustrated by a horizontal line). The
statistical error is added in quadrature with the systemnatcertainties (cf. Sec. 7.3.1).
Most directC' P-asymmetries are compatible with zero withisn. The exception is the
one for theK*(892)m mode (cf. second row left plot of Fig. 7.17), whete p (K*+(892)7F)
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asymmetry excludes the zero value at2hdevel (taking into account systematic uncertain-
ties). This result has non trivial consequences on the cainsbn the strong phase difference
between thd*~ and P*~ QCD amplitudes (cf. Eq. 3.3) of thB° — K**(892)rT decay
amplitude (cf. Chapter 8).

The measurement of the inclusive direéCP asymmetry is shown in the left plot of
Fig. 7.18. Itis consistent with th@ P conservation withirfo.

7.2.4 Fit fractions and significance of small components

The (statistical-only) likelihood scans for the isobarcfrans of the dominant components,
fo(980) K2, p°(770) K2, K*(892)7 and(K);, are shown in Figs. 7.19. These plots display
the likelihood curves for each solution (dashed blue) amndre envelop curve (solid blue).
They can be constructed using tié.-envelop method, as the significance of these com-
ponents is well established from previous analyses. Tbhimterval is defined as the range
where—2Alog(L) < 1 (illustrated by a horizontal line). In Sec. 7.3.1 the statéd error is
added in quadrature with the systematic uncertainties.

In Fig. 7.20 are shown the likelihood scans of the fit fracdidor the "small* compo-
nents:x.(0)K3, fx(1300)KY + f»(1270) K2, and non-resonant. To evaluate accurately the
statistical significance of these components, these scambtained with no approximation
in the likelihood function. The blue curve represents tlagistical-only scan, and the green
curve the convolution with the systematic uncertaintiesie Bignificance is estimated as
Prob(x?(0), 1), wherex?(0) is the value of the convoluted scan at zero fit fraction.

e The significance obtained for the.(0) component is3.8¢0 (cf. left hand plot of
Fig. 7.20). PreviouABAR and BelleB™ — K*™n~n™ Dalitz plot analyses [23, 24]
found significances abov&r but below5o for this component. The previous Belle
B — Kjr 7~ [42] Dalitz plot analysis found an upper limit that is in agneent
with the present result.

e The significance of the non-resonant component is estintatee4.60, in agreement
with the studies performed in the center of the DP (cf. Appe), and the likeli-
hood projections (cf. Fig. 7.10). The statistical-onlyrsfggance is highly suppressed
because it suffers of high systematic errors that come frooemainties on the signal
model 7.3.7.

e Finally, the significance for the componerfts(1300) K2 and f»(1270) K considered
separately are.9¢0 and2.40, respectively. As the signal excess at high: .- mass is
described as a coherent sum of these two components, thicsigeoe of the inclusive
fit fraction of these two components is calculated, givirgrgsultd.8c (cf. right hand
plot of Fig. 7.20), which justifies their coherent inclusion

All the subsmodes are strongly affected by systematic grtming the signal model uncer-
tainty the dominant one (cf. Sec. 7.3.7).
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Figure 7.17:Statistical likelihood scans, constructed with the PLetoge method, for the
C(f5(980)K?) (top left), C(p°(770)K2) (top right), Acp(K*(892)7T) (middle top left),
Acp((K);aT) (middle top right),C(fx(130)K3) (middle bottom left)C'( f,(1270)K9)
(middle bottom right),C(NR) (bottom left) andC(x(0)) (bottom right) directC P-
asymmetries. The likelihood scans curves for each solgtiashed blue) are used to build
the envelope curve (solid blue), from which tlestatistical error are derived. The vertical
scale stops at-2Alog(L) = 4 slightly above3.84 which is the95% confidence level. A
horizontal dashed line at2Alog(L) = 1 shows the one standard deviation interval.
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Figure 7.18:Statistical likelihood scans, constructed with the PLetop method, for the
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used to establish thir statistical error. The vertical scale stops-aRAlog(L) = 4 slightly
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Figure 7.19:Statistical likelihood scans, constructed with the PLedop method, for the
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FF((Kr);=r) (bottom right) fit fractions. The plots show the likelihoas curves for
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Figure 7.20:Statistical, and statistical convoluted with systemalileslihood scans, for the
FF(x.0K2) (top left), FF(NR) (top right) fit fractions, and the inclusive fit fraction ofeth
fx(1300) K% and f>(1270) KY) components (bottom). The plots show the statistical scans
(dashed blue), and the convolutions with the systematatsl(green). The cut at'F' = 0

of the green curve is used to calculate the significance ofdngponent.

Fig. 7.18 also shows the statistical likelihood scan forttital isobar fraction, which is
consistent withl.0 within 1o. This indicates that the average interference over the @B is
destructive as constructive.

7.2.5 Results on other phase differences

In this section are presented results on other phase diffesawhich are not the main target
of this analysis, but which become accessible with the ptedata. One of these phase
differences Ag(p°(770) K2, K*(892)7), is used as input in the phenomenological analysis
combining theB — K*m and B — pK systems. All the measurements are presented as
one-dimensional likelihood scans, the blue curves reptaggthe statistical scans, and the
green ones the convolution with the systematic uncertsnti

The measurement of th&e¢(p°(770) K3, K*(892)7) phase difference between the
c(p°(770)K2) ande( K*(892)7) isobar amplitudes is presented in the top left plot of Fig17.
The constraint set for this phase is not strong, only(th&12.0, 98.0)° interval is excluded
at the2co level. In the top right plot of the same figure is shown the meawment of the
Ap(p°(7T70) K2, (K7)im) phase difference between th@?(770) K2) andc((Kn)§) ) iso-
bar amplitudes, which is the equivalent of the previous phiasthe K S-wave. The inter-
val (—105.0,112.0)° is excluded at th@c level. No strong constraint is set in these phases
because they are extracted from the interference of wealdglapping components in the
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DP.

Other phase differences between components that haveysivenlap in the DP can be
accessed. The measurement of the phase difference betveeeit (892)7) andc((Km)§m)
isobar amplitudes is presented in the bottom left plot ofdame figure. In this case the
value of this parameters are very similar in solutions | dndn so a strong constraint can
be set, as is shown in the figure. Finally, the measuremeihieophase difference between
the c(f(980)K3) andc(p°(770) K2) isobar amplitudes is shown in the bottom right plot of
Fig. 7.21. Even though the value differs significantly bedwesolutions | and Il, the sta-
tistical errors on every solution is of the order-of18°, which translates into a relatively
significant constraint on the confidence interval for thiags
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Figure 7.21: Statistical, and statistical convoluted with systematiéglihood scans,
for the A¢(p°(770) K%, K*(892)7) (top left), Ad(p°(770)KS, (K7)im) (top right),
Ap(K*(892)m, (Km)ym) (bottom left), Ag(fo(980) K2, p°(770)K2) (bottom right) phase
differences. The plots show the statistical scans (dashee),band the convolutions
with the systematics (solid green). Two horizontal daslweeslat—2Alog(L) = 1 and
—2Alog(L) = 4 shows the one and two standard deviation intervals, respedgt

The mixing phases for the small componentgx (1300)K2), ¢(f2(1270)K?), ¢(NR)
and ¢(xc(0)), are shown here only for completeness. The statisticalitided scans for
them have been built with theL-envelop method, and have been directly convoluted with
the systematic uncertainties. In Fig. 7.22, the enveloghestatistical scans for solutions |
and Il (dashed blue), and the convolutions with the systeséolid green) is shown. The
plots show that all mixing induce@ P-violation are consistent with zero withim as the)®
and180° values are not excluded.
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Figure 7.22:Statistical, and statistical convoluted with systematikslihood scans (con-
structed with the PL-envelope method), for the'x (1300)K?2) (top left), ¢( fo(1270)KY)
(top right), (N R) (bottom left) ands(x(0)) (bottom right) phase differences. The plots
show the envelope of the statistical scans for solutiongll lafdashed blue), and the con-
volutions with the systematics (solid green). Two horiabaéished lines at-2Alog(L) = 1
and—2Alog(L) = 4 shows the one and two standard deviation intervals, respedyt

7.2.6 Summary on results

Tables 7.4 and 7.5 summarize the results on the Q2B parasrfeteall components in the
signal model. Table 7.4 show results on total and partialdittions, exclusive and inclusive
directC' P-asymmetries for solutions | and Il. Each result displaysmm@l value and three
errors: statistical, systematic and signal DP model erespectively. The evaluation of
the systematic uncertainties is described in Sec. 7.3. ©rsdme table are displayed the
significances of the .o K2, non-resonantfy (1300) K% and f,(1270) K& components. The
significance for the componenfs (1300) K¢ and f,(1270) K taken together is also given.
Table 7.5 reports théos and 20 intervals for the total and partial isobar fractions, and fo
the exclusive and inclusive dire€tP asymmetries. The fact that for some phases the total
intervals have to be expressed as the union of disconnettagal is due to the local minima
structure of the likelihood function.

7.2.7 Average signal efficiency and branching fractions

To compute the inclusive and partial branching fractiome signal model dependent average
efficiency(¢) over the DP is needed. This average efficiency is what woultbbeined if a
MC sample generated with the fit results is subject to recoaison and selection described
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Parameter Value Sol-1 Value Sol-II
C(fo(980)K2) 0.08 +0.19 £ 0.03 £ 0.04 0.23 4 0.19 £ 0.03 £ 0.04
Berr(fo(980)K3) 36.0+9.8+21+2.1 56.24+10.4 £2.14+2.1
S(fo(980)K2) —0.96 +0.09 £0.03 £ 0.02 —0.90 + 0.13 £ 0.03 & 0.02

Corr(S(fo(980)K2), C(fo(980)K2))

+19.7%

+12.5%

FF(fo(980)K2) 13.8715+0.840.6 13.571% £0.840.6
C(p°(TT0)K?) —0.05+£0.26 +£0.104+0.03 —0.14 +0.26 = 0.10 £ 0.03
Besr(p°(TT0)K2) 102+89+3.04+1.9 33.44+104+3.0+1.9
S(p°(770)K3) 0.35+0.31 +£0.06 £ 0.03  0.91 +0.13 + 0.06 + 0.03

Corr(S(p°(7T70)K2), C(p°(T70)K2))

—21.3%

—10.4%

FF(p°(T70)K3) 8.6717% £0.54+0.2 85713 +0.54+0.2
Acp(K*(892)T) —0.21 £0.10 £ 0.01 £0.02  —0.197979 +£0.01 £ 0.02
Ap(K*(892)7) 58.3 +32.7 £ 4.6 £8.1 176.6 +28.8 £ 4.6 £ 8.1
FF(K*(892)r) 11.0732 £0.6+0.8 10.9712 £ 0.6 £ 0.8
Acp((Km)gm) 0.09 4 0.07 £ 0.02 + 0.02 0.127307 +0.02 £ 0.02
Ap((Km)ym) 7224246 4.1 +4.4 —175.14+22.6 £ 4.1 + 4.4
FF(Kr)§m) 452423419409 461424419409
C(NR) 0.01 £0.25 £ 0.06 = 0.05 —0.457535 +0.06 + 0.05
#(NR) 08+17.5+38+75 102.0 £26.5 £ 3.8 +£7.5
FF(NR) 11.54+20+1.0+1.7 126 £20+1.0+1.7
N R significance 4.60 —
C(f=(1270)K3) 0.28709> +0.08 £ 0.07 0.09 & 0.46 £ 0.08 + 0.07
B(f2(1270)K2) 29.8 +35.8 £ 6.2 +10.4 107.2 4+ 33.3 £6.24+10.4
FF(f2(1270)K2) 23758 +0.240.7 23702 +0240.7
f2(1270) K2 significance 2.40 —
C(fx(1300)K3) 0.137533 4+ 0.04 + 0.09 0.30755% £ 0.04 £ 0.09
#(fx(1300)K9) 11.5+30.34+4.3+4.5 153.8 +£27.5 £ 4.3 +4.5
FF(fx(1300)K2) 3.6709+£0.34£0.9 35709 +0.3+0.9

fx (1300) K3 significance 2.90 —
Fx(1300) K2 U f2(1270) K2 significance 4.80 —

C(x.(0)K2) —0.2970-%% +0.03 + 0.05 —0.417032 +£0.03 £ 0.05
d(xc(0)K3) 463 +44.7+ 4.6 +8.3 110.4 + 46.6 + 4.6 + 8.3
FF(x.(0)K%) 1.047035 +£0.0440.11 0.997537 +0.04 +0.11
x-(0)K2 Stat. significance 3.80 —

FFro 97.27 17 £2.1 £ 1.15 983715 £21£1.15
Al —0.01 + 0.008 & 0.006 0.01 & 0.05 + 0.008 + 0.006

Ao(J°(980)KY. p(T70) K3)
AG(K*(892)7, (Km)om)
Ap(p(T70) K, (Km)gm)
A6 (p(T70) KD, K* (892)7)

—35.6£14.9+6.1+44
13.0+£10.9+4.6 £4.7
—172.8 £22.6 £10.1 £8.7
174.3 £28.0£8.7 £ 12.7

—66.7+183+£6.1+44
155 £10.2£4.6+4.7
—170.8 £26.8 £10.1 £8.7
—173.7£29.8 £8.7 £ 12.7

Table 7.4:Summary on fit results for the Q2B parameters (directly quiateterms of53, ;¢

for the f,(980) K3 and p°(770) K2 components), the inclusive dire€tP asymmetry and
total fit fraction for solutions | and Il. The results are gedtas a central value and three
errors: statistical, systematic and DP signal model unagnty, respectively. Also shown are
the stat+syst linear correlation betweé&n and S for the f,(980) K2 and p°(770) K% com-
ponents, and the significances of the non-resonn(t1300) K2, f2(1270) K2 andy.(0) K2
components, and of thg (1300) K2 and f,(1270) K2 components taken together. Phases
are in degrees and’F's in %.



7.2 Results on Physical Parameters

212

Parameter C. Val. 10 Coverage 20 Coverage
C(f0(980)K3) 0.08 (—0.11, 0.40) (—0.30,0.59)
Besr(fo(980)K2) 36.0 (27.1, 66.0) (18.1,75.8)
S(fo(980)K2) —0.95 (=1.0,-0.73) (=1.0,-0.49)
FF(fo(980)K3) 13.8 (11.98, 15.62) (9.91,17.44)
C(p°(7T70)K3) —0.05 (—0.39,0.23) (—0.66,0.49)
Bess(p°(TTO)K2) 10.2 (0.7,44.5) (—8.8,57.0)
S(p°(770)K3) 0.35 (0.02,1.0) (—0.35,1.0)
FF(p°(7T70)K$) 8.6 (7.29,10.09) (5.98, 11.59)
Acp (KT (892)T) —0.21 (—0.31, —0.10) (—0.42,0.00)
Ap(K*(892)r) 58.3 (—180.0, —158.1) U (27.2,94.3) | (—180.0,—127.0) U (—4.8,180.0)
U(147.4,180.0)
FF(K*(892)T) 11.0 (9.59, 12.56) (8.17,14.28)
Acp(Km)pm) 0.09 (0.02,0.19) (—0.05,0.27)
Ap((Km)gm) 72.2 (—180.0, —156.0) U (49.8,97.7) | (—180.0, —131.6) U (26.8,180.0)
U(152.0, 180.0)
FF((Km)ym) 45.2 (42.17, 48.85) (34.00, 52.02)
C(NR) 0.01 (—0.67,0.28) (—0.87,0.53)
#(NR) 0.8 (—=16.5,15.1) U (75.6,130.1) (—46.4,38.1) U (49.6, 155.4)
FF(NR) 11.5 (8.70,14.2) (5.92,16.87)
C(f2(1270)K3) 0.28 (—0.33,0.65) (—0.72,0.94)
A(f2(1270)K2) 29.8 (—2.1,141.0) (—40.2,176.0)
FF(f2(1270)K$) 2.3 (1.28, 3.45) (0.33,4.71)
C(fx(1300)K2) 0.13 (—0.24,0.64) (—0.59,0.91)
#(fx (1300)K¢) 11.5 (—15.1,40.4) U (136.2, 180.0) (—180.0, —150.2) U (—47.6, 71.8)
U(99.3, 180.0)
FF(fx(1300)K2) 3.6 (2.30,5.03) (1.08,6.53)
C(xc(0)K2) —0.29 (—0.80, 0.24) (—1.0,0.70)
H(xc(0)K3) 46.3 (8.2,158.9) (—180.0, —154.8) U (—40.2, 180.0)
FF(x:.(0)K%) 1.04 (0.69, 1.46) (0.39,1.92)
FFrot 97.2 (—0.06, 0.06) (—0.11,0.11)
A%g —0.01 (94.32,100.67) (91.74, 103.64)
AP(fP(980)K 3, p(TT0)K2) | —35.6 (—86.2,19.8) (—11.6, —4.1)
AP(K*(892), (Km)§m) 13.0 (0.4,27.3) (—12.4,40.0)
Ap(p(TTO)KS, (Km)§m) | —172.8 | (—180.,—140.2) U (159.5,180.0) | (—180.0, —105.2) U (114.5,180.0)
Ap(p(T70)KS, K*(892)w) | 174.3 | (—=180.,—151.5) U (141.8,180.0) | (—180.0, —112.0) U (100.1,180.0)

Table 7.5:Summary on fit results for the Q2B parameters (directly quiateterms ofs3, ;¢
for the f,(980) K% and p°(770) K% components), the inclusive dire€tP-asymmetry and
total fit fraction. On the table are shown the central value ¥@l.), 1o and 20 coverage
intervals, respectively. The fact that for some phasesdts# interval have to be expressed
as the union of disconnected intervals is due to the localmarstructure of the likelihood
function. Phases are in degrees afd's in %.

in Chapter 5. The efficiency at a given point of the DP is inchej@mt on the signal model, so
the non-resonant MC sample can be used (with x 10° events) to construct the efficiency
map (cf. Fig. 7.23). This map is defined as the probabilityemnstruct anywhefean event
with true SDP coordinategn’ . __,6 . _). This efficiency over the DP is then averaged
using the truth PDF over the Square DP constructed from thrediilts (cf. Fig. 7.2) to
obtain the signal model average efficiency. Using the PDFsédution | the efficiency is
(23.14 +0.02)% (the error is statistical only). The signal efficiency hasodbeen calculated
using the signal truth PDF obtained from solution Il. These values differ by0.05%,

2Note that this is different from the from the TM and SCF efficiencies in FigZ 6
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and this shift is accounted as a systematic uncertaintyurimsary, the value of the signal
efficiency is (after applying a correction due & reconstruction, Sec. 7.3.222.73 +
0.02 £ 0.61)%. Using this efficiency value, the signal yield, the fit fracts and the number
of B°BY pairs produced during the period 1999-2007, the inclusia @artial branching
fractions are calculated. The results are shown on TableThé errors are the statistical,
systematic and DP model uncertainties, respectively.

Figure 7.23:Signal efficiency function over the SDP constructed withitreresonant MC
sample.

Component B(B" — Mode)(x10°)

B° — f5(980)K°  6.9240.77 £ 0.46 & 0.32
BY — pO(770)K° 4317070 +0.29 +£0.12
BY — K*+(892)r~  5.5270% £0.35 £ 0.41
B — (Kn)itn™ 22.6771°55 4 1.20 4 0.56
BY — f,(1270)K°  1.157532 £ 0.11 £ 0.35
B° — fx(1300)K°  1.82702 +0.16 4+ 0.45

Non-resonant 577180 +0.53 £0.31
B° — x¢(0)K?° 0.52702% £+ 0.03 £ 0.06
K7~ total 50.15 & 1.47 + 1.60 = 0.73

Table 7.6:Summary on branching fractions results (in units6f°¢). The first quated error
is statistical, the second systematic and the third is theni2iel uncertainty. The results are
directly quoted in terms of th& in the final stat, taking into account f&#(K° — K9) =
0.5.

7.3 Systematics uncertainties

There are several sources of systematic uncertaintiespfitade analyses:

e fit biases coming from reconstruction-related effects, faooh the model used to de-
scribe the SCF,;
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e uncertainties on parameters kept fixed in the fit (such asetihlved in theAt
resolution model, the fractions of signal events belongmgach tagging category, or
thempgs andAFE distributions);

e statistical uncertainties on the bin contents of the histog used for the efficiency
map, SCF resolution and DP distributions of continuum &rblackground. All these
effects can be understood as an uncertainty on the shape obtresponding func-
tions;

e uncertainties on the expected number of background events;

e finally, there are the so-called DP model errors, which dris@ uncertainties in the
composition of the signal model along the the DP, and itsrpatarization.

The latter uncertainties are harder to asses as there istensgtical procedure to probe
the signal DP model. They are the dominant contributionbéadtal systematic uncertain-
ties.

7.3.1 Reconstruction and SCF model

Studies on the embedded fits (see Sec. 6.6) have shown thatsktsbare small for most
of the Q2B parameters of interest; the larger observed biases cotieerisobar fractions
and the total signal yield. These biases are accounted ®ystsmatic uncertainties due to
reconstruction and the SCF model. On the isobar fractidvesredlative systematic error is
1.2%. On the signal yield a systematic 0280 (~ 14 events out of 2200) is found. The
summary of these systematic uncertainties is reported ble Ta7.

Parameter systematic error| Parameter systematic error
FF(f,(980)K9)(%) 0.5 FF(p"(770)K9) (%) 0.3
FF(K*(892)m)(%) 0.4 FF((Km)im)(%) 1.8
FF(f,(1270)K%) (%) 0.09 FF(fx(1300)K%)(%) 0.14
FF(NR)(%) 0.5 FF(xc(0)K%)(%) 0.04

Total F'F'(%) 2.0 Signal yield 14.0

Table 7.7:Systematic uncertainties on the fit fractions and the sigieddl due to reconstruc-
tion and the SCF model.

7.3.2 Kg reconstruction and tracking efficiencies, PID and luminosty

Systematic effects coming frodt2 reconstruction and tracking efficiencies, PID and lumi-
nosity affect the signal efficiency, and so the inclusive padial branching fractions. The
effect on CPV parameters is negligible. StandBrBar procedures for the estimation of
these systematic uncertainties are followed.



215

Results

tracking efficiencies : a uniform systematic uncertainty over the DP is applied for
the reconstruction of charged tracks, taking% uncertainty per track on the signal
efficiency, as suggested by the Tracking Efficiency Task &@t08]. For the present
analysis with two charged pions, this gives a total 7% relative systematic uncer-
tainty.

K reconstruction : a correction and a systematic uncertainty are applied tsigmal
efficiency as suggested by the Tracking Efficiency Task Fr@8], due to the recon-
struction of aK2 with two charged tracks. This correction is a multiplicatiactor
that takes into account differences between data and MClaiion. The correction
applied over the DP average efficiency is0o982 + 0.004, giving an efficiency of
22.73%, with 0.9% of relative systematic uncertainty.

PID : Asin the case of tracking efficiency, a uniform systematierdlie DP is applied
for PID uncertainties, following the same procedure as 8].[A 1% uncertainty per
track and per selector is taken (as suggested by the Tra&lfiogency Task Force).
As there are two pions and one pion selectds gach), the total relative systematic
uncertainty i2.0%.

Differences on signal efficiency for sol | and sol Il:For the calculation of the in-

clusive and partial branching fractions, an average sigffigiency is calculated using
the signal truth DP PDF constructed out of the fit resultssHffiiciency is evaluated

using sol |, and the difference with respect to sololb(2%) is taken as a systematic
uncertainty.

Luminosity: As explained in Sec. 4.1.3, the absolute luminositB4®Ar is estimated
fromete™ — ete” andete” — ptpu~ processes, the uncertainty on this estimation
is aboutl.5% [83]. This uncertainty propagates into the estimation ef¢bunting of
BB mesons produced &aBAR, which affects the branching fractions (cf. Sec. 2.4.9,
Eq. 2.53). This counting has been estimated to havé% uncertainty [110], using
the ratio of hadronic tg." 1.~ production, which give&Vz5 = (382.86 + 4.21) x 10°.

Other systematics: Uncertainties due to vertexing and SVT misalignment areriak
from charmonium analyses [111]. These are less that% for the Q2B parameters
and have a negligible effect on the signal efficiency andlyiel

Table 7.8 shows the summary on signal efficiency systematics

7.3.3 Fixed parameters in the likelihood

Systematic errors coming from fixed parameters in the likeld function are evaluated by
varying independently each parameterbls, whereo refers to the World Average error on
the parameter, when available, or a conservative estimad@ wo measurement is available.
The dataset is fitted using both configurations, and the syate uncertainty is estimated as
the shift on the corresponding fit parameters. A list of akdiparameters, with the values
and errors used to evaluate systematics, is given on app€ndihe results of this study are
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Effect Error
tracking efficiencies 1.6%
K reconstruction 0.9%
PID 2.0%
Difference from soll to solll 0.002%
Total 2.7%

Table 7.8: Summary of signal efficiency systematics. The systematms guoted are
relative errors.

summarized in Tables 7.9, 7.10 and 7.11-7.12 for fit frasticirectC' P asymmetries and
phases and signal yield, respectively.

Parameter f0(980) p°(770) K*(892) (Kw)j f2(1270)  fx(1300) NR xc(0)  FPFro:
NNeutral Gen. 0.01 0.01 <0.0I <001 <o001 <0.0I <001 <001 <o001
NCharged Gen. 0.01 <0.01 0.02 <0.01 <0.01 <001 <001 <0.01 0.01
N+ - < 0.01 <0.01 <0.01 < 0.01 <0.01 < 0.01 <001 <001 <o0.01
1
NBBkg catl < 0.01 <0.01 <0.01 < 0.01 <0.01 <0.01 <001 <001 <o0.01
NBBkg cat? 0.03 0.03 0.04 <001 <o0.01 <001 <001 <o0.01 0.05
NBBkg cat3 <0.01 <o0.01 <0.01 <001 <o0.01 <0.01 <001 <0.01 <o0.01
SCF PDF pars. < 0.01 <0.01 < 0.01 < 0.01 <0.01 < 0.01 <001 <001 <o0.01
SCF fraction 0.02 0.02 0.02 <0.01 <o0.01 < 0.01 <0.01 <0.01 0.02
BBkg PDF pars. 0.05 0.13 0.05 <0.01 <0.01 < 0.01 <001 <0.01 0.14
D~ 7T Atresol. < 0.01 <0.01 < 0.01 < 0.01 <0.01 < 0.01 <001 <001 <o0.01
Sig. At resol. 0.02 0.01 < 0.01 < 0.01 <0.01 < 0.01 <001 <o0.01 0.03
Misstag <0.01 <o0.01 <0.01 <001 <001 <0.01 <001 <0.01 <o0.01
A Misstag 0.01 <0.01 < 0.01 < 0.01 <0.01 < 0.01 <001 <001 <o0.01
Tagging effic. <0.01 <o0.01 <0.01 <001 <o0.01 <0.01 <001 <0.01 <o0.01
Amg(Sig) <0.01 <o0.01 <0.01 <001 <o0.01 <001 <001 <0.01 0.02
7o (Sig.) <001 <0.01 <001 <001 <0.01 < 0.01 <0.01 <0.01 <0.01
Amq(BBKkg) < 0.01 <0.01 <0.01 < 0.01 <0.01 < 0.01 <001 <001 <o0.01
7o (BBkQ) < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 <001 <001 <o0.01
Subtotal 0.07 0.14 0.07 0.3 0.06 0.17 0.23 0.01 0.15

Table 7.9: Systematic errors orit fractions for f,(980), p°(770), K*(892), (K);,
f1(1270), fx(1300), NR andx.(0) intermediate states, and in the total isobar fraction due
to the uncertainty on the fixed parameters in the likelihaatction. The isobar fractions
uncertainties are irvs.

7.3.4 Tag-Side Interference Effects

It is usually assumed that the individual final states usedldwor tagging can be reached
either from aB° or B meson. This assumption is valid only for the lepton tags. him t
case of the non-leptonic tagging decays there is a posgibilimixing from suppressed
contributions to the tag-side final state, which gives placa systematic uncertainty.

One of the examples is the™ (— K~ n*71)n~ final state, which is usually associated
with B9 meson since the charge of the kaon has the same sign as thedlawé quark
(cf. Sec. 5.3). However, this final state can also be reactmd & B° meson through
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Parameter f0(980) p°(770) K*(892) (Km)§ fo(1270) fx(1300) NR  x.(0) AZ™
NNeutral Gen. <001 <00l <001 <00l <001 <00I <00l <001 <0.01
NCharged Gen. <001 <001 <001 <001 <0.01 <001 <001 <001 <0.01

Nt <001 <001 <00l <00l <00l <00l <001 <00l <001
NBBKg catl <001 <00l <00l <00l <00l <00l <00l <00l <001
NpBkg cat2 001 <00l <00l <00l <00l <00l <00l <00l <0.01
NBBkg cat3 <001 <001 <00l <00l <00l <00l <001 <00l <001
SCFPDFpars. <001 <001 <00l <00l <00l <00l <001 <00l <001
SCF fraction <001 <001 <00l <00l 00l <00l <00l <00l <001
BBkg PDF pars.  0.01 002 <001 002 0.05 0.02 004 002 <0.01
D 7t Atresol. <001 <001 <00l <00l <00l <00l <001 <00l <001
Sig.Atresol. <00l <00l <00l <00l 002 <00l <00l <00l <001
Misstag <001 <001 <00l <00l <00l <00l <00l <00l <O0.01
A Misstag <001 <00l <00l <00l <00l <00l <00l <00l <001
Tagging effic. =~ <001 <001 <00l <001 <00l <00l <00l <00l <0.01
Am,(Sig) <001 <001 <00l <00l <00l <00l <00l <00l <001
750 (Sig) <001 <00l <00l <00l <00l <00l <00l <00l <001
Am,(BBkg) <001 <00l <00l <00l <00l <00l <00l <00l <001
70 (BBKg) <00l <001 <00l <00l <00l <00l <001 <00l <001
Subtotal 0.01 0.02 0006 _ 0.02 0.05 0.03 004 002 001

Table 7.10:Systematic errors odirect C' P-asymmetriesfor f,(980), p°(770), K*(892),
(Km)g, f1(1270), fx(1300), NR andx.(0) intermediate states, and in the inclusive direct
C' P asymmetry due to the uncertainty on the fixed parameterihkélihood function.

Parameter 2Bes(fo)  2Bepr(0°)  AP(K'(892)) Ad((Km)y) o(f2) o(fx) ¢(NR) ¢(xc(0))
NNeutral Gen. <01 <01 <01 <01 <01 <0I <01 0.2
NCharged Gen. <01 <01 <01 <01 0.2 <01l <01 0.2
N+ <0.1 <01 <0.1 <0.1 <01 <01 <01 <01
1

NBBKg catl <01 <01 <01 <01 <01 <01 <01 0.1
NBBkg cat? <01 <0.1 0.3 0.3 1.2 0.1 0.4 0.2
NBBkg cat3 <01 <01 <01 <01 <01 0.1 <01 0.1
SCF PDF pars. <01 <01 <01 <01 <01l <01 <0.1 0.2
SCF fraction 0.3 0.2 0.2 <0.1 1.2 0.2 0.2 0.4
BBkg PDF pars. 0.4 2.6 1.2 15 0.8 1.2 1.9 2.2
D~ 7t At resol. <01 <0.1 <0.1 <0.1 0.1 <01 <01 0.2
Sig. At resol. 04 0.3 1.4 1.4 1.3 0.5 0.5 1.3
Misstag 0.1 0.1 <0.1 0.1 0.3 0.2 0.1 0.4
A Misstag <01 0.2 <0.1 <01 0.2 0.2 0.1 0.4
Tagging effic. <01 0.1 <01 <01 0.1 <01 <01 0.3
Amq(Sig.) 0.1 0.1 <02 <0.1 0.5 0.2 0.2 0.2
T0(Sig.) <0.1 <0.1 <0.1 <0.1 <01l <01 <01 <0.1
Amq(BBKg) <0.1 <0.1 <0.1 <0.1 <01l <01 <01 0.1
7o (BBKQ) <0.1 <0.1 <0.1 <0.1 <01l <01 <0.1 <0.1
Subtotal 0.7 2.6 1.9 2.0 2.4 14 2.0 2.7

Table 7.11: Systematic errors orphase differences2.;;(f0(980)), 205.;:(p"(770)),
AG(K*(892)), Ad((Km)5), d(f2(1270)), ¢(fx(1300)), $(NR) and ¢(x.(0)) due to the
uncertainty on the fixed parameters in the likelihood furctiThe phases uncertainties are
in degrees.

ab — cud decay. Its amplitude is CKM suppressed relative to the dantii® decay
amplitude (V. V.a/ Ve VoY | = 0.02) and has a relative weak phase difference.of

This uncertainty is estimated with a standard proceduriene-tlependent analyses. 500
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Parameter Ad(fo,p°) AP(K*(892), (Km)5) A¢(p°, (Km)y) Ap(p°, K*(892)) Signal Yield
NNeutral Gen. <01 <01 <01 <01 2.0
NCharged Gen. <0.1 <01 <0.1 <01 2.6
N+ _ <0.1 <01 <0.1 <01 <1.0
1
NBBkg catl <0.1 <0.1 <0.1 <0.1 <1.0
NBBkg cat2 <0.1 <0.1 0.1 <0.1 5.1
NBBKg cat3 <0.1 <01 <0.1 <01 1.1
SCF PDF pars. <0.1 <01 <0.1 <01 <1.0
SCF fraction 0.2 <01 0.2 0.2 5.7
BBkg PDF pars. 1.6 0.2 1.4 15 2.2
D~ n" At resol. <01 <01 <0.1 <0.1 <01
Sig. At resol. 0.1 <01 0.6 0.7 2.4
Misstag < 0.1 <01 0.1 0.1 <1.0
A Misstag <01 <01 <01 <01 <1.0
Tagging effic. <01 <01 <01 <01 5.6
Amg(Sig.) <0.1 <01 0.1 0.1 <1.0
Tpo (Sig.) <0.1 <0.1 <0.1 <0.1 1.6
Amq(BBkg) <01 <01 <0.1 <01 <1.0
7o (BBKg) <0.1 <0.1 <0.1 <0.1 <1.0
Subtotal 15 0.2 1.5 1.6 10.7

Table 7.12: Systematic errors omphase differencesA¢(fo, p°), Ap(K*(892), (K)F),
Ad(p°, (K7)E)), Ag(p°, K*(892) and in the Signal Yield due to the uncertainty on the fixed
parameters in the likelihood function. The phases uncetites are in degrees.

MC data samples are generated taking into account the degrderference, and then fitted
taking/not-taking the effect into account. The systemeiiiect is estimated as the mean bias
on the Q2B parameters, which are shown on Table 7.13.

Par. Shift | Par. Shift
C(£0(980)) < 0.01 | C(p°(770)) 0.06
FF(f0(980)) 0.04 | FF(p°(770)) 0.02
20 s 5 (f0(980)) 1.2 | 2B.55(p°(980)) 0.3
Acp(K™(892)) < 0.01 | Acp((Km)p) < 0.01
FF(K*(892)) 0.11 | FF((Kn)) 0.13
A¢p(K*(892)) 0.6 | A¢((Kn)p) 0.3
C(f=(1270)) 0.03" | C(fx(1300)) <0.01
FF(f2(1270)) 0.2 | FF(fx(1300)) 0.01
#(f2(1270)) 0.8 | #(fx(1300)) 1.9
C(NR) < 0.01 | C(xc(0) <0.01
FF(NR) 0.04 | FF(xc(0) < 0.01
(N R) 1.4 | ¢(xc(0)) 21
FFro 03 | ARg < 0.01
A¢(fo,p°) 3.8 | Ap(K"(892), (Km)) 4.4
Ag(p’, (K7)5)) 18 | Ag(p’, K*(892) 6.2

Table 7.13:Systematic errors on total fit fraction, inclusive dirgc” asymmetry and all
Q2B parameters due to the Tag-Side Interference effecteffbes on phases are in degrees
and those orF F's in %.
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7.3.5 Continuum PDF

While most of the PDF parameters for the continuum modelraeetb vary in the nominal fit,

the Dalitz plot PDF is uniquely determined as a two-dimenaimon-parametric map, built
using onpeak sidebands and offpeak data (cf. Sec. 6.3.4xdbr to build this continuum

DP PDF, the square DP is broken into regions, and smoothed usiferent smoothing

parameters for each region, to take into account the presdrdifferent peaking structures,
with different widths (i.e. peaks in the!, K* bands due to real’s andK*s).

A systematic uncertainty coming from the finite size of theagkes used to construct the
PDF is estimated. It is evaluated by splitting the continuumdd andss, and continuum
c¢ MC samples (cf. Sec. 5.1.2) into samples of the same sizesassed to build the PDF
(on-peak and off-peak). Events on the signal region andaialgs (cf. Sec. 5.7) are used to
construct the DP PDFs. A toy MC sample is generated only wigrstgnal (using the nom-
inal signal model and the isobar parameter values of s@ldfiand continuum-background
(with one of the constructed PDFs out of the MC continuum dejngomponents. The
samples are then fitted with all the continuum DP PDFs jussttanted. The systematic is
evaluated as the RMS of the distributions of the bias on timafiameters.

Since the empirical shape parameters of the DP continuuns RB#not determined si-
multaneously with the signal parameters by the fit, the ugliof the sidebands-to-signal
region extrapolation has to be tested. This introducessyaic uncertainties. PDFs cre-
ated with events from different regions of the sideband amai$ region of thgmpgs, AE)
plane, are used to build continuum MC samples. The signamdgP continuum PDF is
used to generate high statistic toy MC samples (again, oitlytiwe signal and continuum
components), which are then fitted using both the signabregnd sidebands PDFs. The
systematic is evaluated as the RMS of the distributions@bihs on the fit parameters.

A systematic uncertainty is evaluated on the stability & $imoothing procedure. To
qguantify this effect, a series of PDFs were produced witfetght smoothing parameters,
which are then used to refit the data. The observed shiftsifittparameters are taken as
systematics.

A charge symmetric PDF is used for the continuum DP for aljjiag categories, except
for the non-tagged events. An additional systematic effeevaluated by fitting data with
the symmetric/non-symmetric DP PDF to evaluate a shiften@2B parameters.

The mean biases on the fitted Q2B parameters from these asteafiects are shown
on Table 7.14.

7.3.6 B-background PDF

A systematic error is evaluated due to the DP B-backgroun&sPhich are 2D his-
tograms. The distributions of the peaking B-background poments have been modified
by shifting their central values by the experimental resolution in the reconstructed mass
(~ 8 MeV/c?). Their widths have been smeared by the same amount. Thensytits are
evaluated as the bias in the fit results with respect to thamadrfit configuration.

There is another source of systematic coming fromih& K3 AE PDF. The signal and
D7 B-background uses the same paramefi€ PDF. These fit functions are then able to
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Par. Subtotal | Par. Subtotal
C(£0(980)) 0.01 | C(p°(770)) <0.01
FF(£5(980)) 0.11 | FF(p°(770)) 0.04
20er1(f0(980)) 13 | 20e14(p%(980)) 1.7
ACP(K*(SQQ)) <0.01 Acp((Kﬂ')(*)) 0.01
FF(K*(892)) 021 | FF((Kn)g) 0.07
Ap(K*(892)) 2.7 Ad((Km)d) 2.1
C(f2(1270)) <0.01 | C(fx(1300)) 0.02
FF(f2(1270)) 0.03 | FF(fx(1300)) 0.12
¢(f2(1270)) 3.0 #(fx (1300)) 19
C(NR) 0.02 | C(xc(0)) 0.01
FF(NR) 0.22 | FF(xc(0)) 0.01
$(NR) 11 | 6(xc(0) 2.3
FFro: 0.10 | And <0.01
A6(fo, 1") 16 | Ap(K*(892), (Km);) L1
A¢(p° (Km)i)) 2.9 | Ag(p®, K™ (892) 3.9
Signal Yield 20.2

Table 7.14:Systematic errors on the Q2B parameters and signal yieldatlee uncertainty
on the continuum DP PDF. The errors on phases are in degredstarse onF' F's in %.

AE PDF (keys), Jpsiks
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Figure 7.24:Left: Comparison between data (blue points) akfl PDF (histogram) in the
J/ WK% band, a shift between the two is seen due the bias in the absmiergy scale. Right:
the nominal (black) and shifted (redy ¥ K2 AFE PDF used for systematic studies.

adapt their value to the absolute energy sdatethe mean value of thA ¥ PDF is free to
vary in the fit. However, the// U K uses a non-parametric PDF fArE, constructed from
MC. When the fit on data is performed, a shift betweendtie PDF and data is observed as
can be seen in the left hand plot of Fig. 7.24. A systemativatuated on this: thé £ PDF

is shifted by theA E bias, as shown in the right hand plot of Fig. 7.24, then datefited
and the bias in the fit results are taken as systematic. Thegien plots shown in Sec. 7.1
use the corrected/¥ K¢ AE PDF.

The results of all these systematics can be seen in Table Z.2and 7.17-7.18 for fit
fractions, directC P asymmetries and phases and the signal yield, respectively.
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Parameter f0(980) p°(770) K*(892) (Kw)§ f2(1270)  fx(1300) NR Xc(0)  FPFrot
Shift D r~ 0.05 0.05 0.01 0.02 0.02 < 0.01 0.05 <0.01 0.02
SmearD 1~ 0.03 0.07 0.01 0.02 <0.01 < 0.01 0.04 <0.01 0.04
Shift J /W K2 <001 <001 <001 <001 <o0.01 <001 <001 <001 <o0.01
SmearJ/ VK2 <001 <001 <o0.01 0.01 <0.01 <0.01 0.02 <0.01 <0.01
Shift U(29) K2 0.01 <0.01 0.03 0.09 <0.01 0.02 0.05 <0.01 0.07
Smear¥ (25)K 2 0.01 <0.01 0.01 0.06 <0.01 <0.01 0.05 <0.01 0.03
Shift ' K <0.01 0.02 <0.01 0.01 <0.01 <001 <0.01 <0.01 <0.01
Smean’ K2 < 0.02 0.03 < 0.01 0.01 <0.01 <001 <001 <001 <o0.01
Shifta =~ <001 <001 <0.01 0.01 <0.01 < 0.01 0.01 <0.01 <0.01
Smeara 7~ <001 <001 <001 <001 <o0.01 <001 <0.01 <0.01 <0.01
PDF,;,(AE) 0.03 0.01 <001 <001 <0.01 < 0.01 0.07 <0.01 0.02
Subtotal 0.07 0.09 0.03 0.12 0.02 0.02 0.12<0.01 0.08

Table 7.15: Systematic errors offit fractions for f,(980), p°(770), K*(892), (Kn);,
f1(1270), fx(1300), NR and x.(0) intermediate states, and in the total isobar fraction
due to the uncertainty on the B-background PDFs. The isala&tibns uncertainties are in

%.
Parameter f0(980) p°(770) K*(892) (Kw)§ fo(1270) fx(1300) NR  x.(0) AZg
Shift DT~ <0.01 0.02 <001 <0.01 0.01 <001 <001 <001 <0.01
SmearD* 7 <0.01 0.06 <001 <0.01 0.05 <001 <001 <001 <0.01
Shift J/ W K2 <001 <001 <001 <001 <0.01 <001 <001 <001 <0.01

SmearJ/ VK2 <001 <001 <001 <001 <o0.01 <001 <001 <0.01 <0.01
Shift U(29) K2 <0.01 <o0.01 <0.01 <001 <0.01 <0.01 <001 <0.01 <o0.01
Smear?(25)K% <001 <0.01 <001 <001 <0.01 < 0.01 <0.01 <001 <0.01

Smean K2 <0.01 <0.01 <001 <001 <0.01 <0.01 <001 <001 <0.01
Shifty K2 <001 <0.01 <001 <001 <0.01 <0.01 <001 <001 <0.01
Shiftaf 7~ <0.01 <0.01 <001 <001 <0.01 < 0.01 <001 <001 <o0.01
Smear] 7~ <001 <0.01 <001 <001 <001 <0.01 <001 <001 <0.01
PDF;/(AE) <001 <0.01 <001 <001 <0.01 < 0.01 <001 <001 <0.01
Subtotal 0.01 0.06 <0.0I <0.01 0.05 0.01 0.01 0.01 <0.01

Table 7.16:Systematic errors odirect C' P-asymmetriesfor f,(980), p°(770), K*(892),
(Km)§, f1(1270), fx(1300), NR and x.(0) intermediate states, and in the inclusiee’-
asymmetry due to the uncertainty on the B-background PDFs.

7.3.7 Signal Model Systematics

A systematic uncertainty is evaluated on the non-resonafaition. A significant signal
was spotted with a dedicated quasi-two-body analysis pedd on the center of the DP
using the sPlot technique (cf. Appendix B, Sec. B.2). A sigmeld of 175 4+ 29 events is
found, mainly attributed to a non-resonant component daurting to the signal model. This
signal yield is highly anticorrelated-85%) with a non-peaking B background yield. This
correlation is due to the low discrimination between thege $pecies. A systematic uncer-
tainty is assigned on the non-resonant fit fraction to addi@sthis effect. In a conservative
approach, it is estimated to 186% of the statistical uncertainty of the signal yield obtained
on the DP, which results oh6% systematic error on the fit fraction.

Isobar phases are the most interesting results from thigzDaalysis. For previous
amplitude analyses, the dominant source of systematicsesetphases came from model-



7.3 Systematics uncertainties 222

Parameter 2855 (fo) 2855 (p°)  AG(K*(892)) A¢((Km)y) ¢(f) o(fx) ¢(NR) ¢(xc(0))
Shift DTr~ <01 0.7 0.4 0.5 2.4 0.2 0.2 0.3
SmearD T~ 0.5 2.3 1.2 0.9 1.9 1.6 1.3 0.7
Shift J/ U K2 <01 <0.1 <01 <01 <01 <01 <01 0.2
SmearJ/ ¥ K3 <01 <01 <01 <01 <01 <0.1 0.1 0.3
Shift U(29) K2 0.4 0.4 0.7 0.7 <01 05 0.7 0.4
Smear¥ (25) K2 <01 <0.1 0.2 0.2 0.3 0.2 0.2 0.3
Shift ' K 0.2 <0.1 <0.1 <0.1 0.2 0.1 <0.1 0.1
Smear’ K2 0.1 <0.1 <01 <01 0.2 01 <01 0.2
Shiftaf 7~ <01 <0.1 <01 <01 01 <01 <01 0.1
Smeara] 7~ <0.1 0.1 <0.1 <0.1 02 <01 <01 0.1
PDF;/(AE) <0.1 <0.1 <0.1 <0.1 02 <01 <01 <0.1
Subtotal 0.7 2.4 1.4 13 31 17 15 1.0

Table 7.17: Systematic errors orphase differences2.;;(f0(980)), 206.;:(p°(770)),
AG(K*(892)), Ad((K)5), ¢(f2(1270)), 6(fx(1300)), $(NR) and ¢(x.(0)) due to the
uncertainty on the B-background PDFs. The phases unceigaiare in degrees.

Parameter Ad(fo,p°) AP(K*(892), (Km)y) Ad(p®,(Kn)§)) A¢(p°, K*(892) Signal Yield
Shift DT~ 0.8 0.2 1.1 0.9 1.4
SmearD 7~ 3.3 0.3 3.7 3.4 <1.0
Shift .J/ U K <01 <01 <01 <01 <10
SmearJ/\I/Kg <0.1 <0.1 <0.1 <0.1 <1.0
Shift U(25) K5 0.3 <0.1 0.3 0.2 2.1
Smear¥(25)K3 <01 <01 <0.2 0.2 1.1
Shift ' K¢ <0.1 <0.1 <0.1 <0.1 <1.0
Smean; K3 <0.1 <0.1 <0.1 <0.1 <1.0
Shiftan~ <0.1 <0.1 <0.1 <0.1 <10
Smearalﬂr_ <0.1 <0.1 0.1 0.2 <1.0
J/ AE PDF <0.1 <0.1 <0.1 <0.1 1.6
Subtotal 34 0.3 3.9 3.6 3.3

Table 7.18: Systematic errors ophase differencesAg¢(fo, p°), Ad(K*(892), (Kn)),
Ad(p°, (K7)E)), Ag(p°, K*(892) and in the Signal Yield due to the uncertainty on the B-
background PDFs. The phases uncertainties are in degrees.

related effects, like shifts in fit parameters when addemving components from the nom-
inal signal model. Estimating the uncertainties in this ugyery conservative, as it is clear
several of these effects are correlated and are often dcobleted.

A more detailed study of such effects has been performedheRahan checking for
shifts in fitted values when refitting data with differentrsadymodels, the present procedure
is based on a study performed on large samples of toy MC events

Systematic uncertainties from signal model can be semhnatsvo kinds: the ones that
come from the fixed parameters on the resonant states lipesigag. the p°(770) mass,
width and barrier radius); and the ones coming from the corapts included in the signal
model. The systematic effects from those sources will berde=d separately.
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Lineshape parameters

Using the same approach as in Sec. 7.3.3, systematics frechgarameters in the lineshape
functions are evaluated by changing them incoherently by, whereo refers to the World
Average error. As mentioned in Sec. 6.3.2, the approximaif;meglecting mass resolution
effects for the TM events of the,, component is not valid. For this reason its width is fixed
to 13 MeV/c? and data is then refitted. This value is the effective width BBW lineshape
after convolution with the experimental mass resolutiiieV /c? around theyo band).

The results are summarized in Tables 7.19-7.22 for isobetiéns, direcC P asymme-
tries and phases and signal yield, respectively.

Parameter f0(980) p°(770) K*(892) (Kw); f2(1270) fx(1300) NR Xc(0)  FFrot
f0(980) mass 0.32 0.20 0.01 0.28 0.03 0.12 0.45<0.01 0.19
f0(980) gP 0.47 0.18 0.03 0.07 0.03 0.19 0.23 <0.01 0.19
10(980) gK 0.06 0.02 < 0.01 0.10 0.02 0.02 0.46 <0.01 0.31
p0(770) mass < 0.01 0.01 < 0.01 <0.01 <0.01 < 0.01 0.01 <001 <0.01
p0(770) width < 0.01 0.01 < 0.01 <0.01 <0.01 < 0.01 0.02 <001 <0.01
p0(770) radius 0.02 0.04 <0.01 <0.01 <0.01 < 0.01 0.02 <001 <0.01
K™ (892) mass <0.01 0.01 <0.01 <001 <0.01 <0.01 0.02 <0.01 <0.01
K™ (892) width <0.01 <0.01 0.03 0.03 <0.01 <0.01 <0.01 <0.01 <0.01
K™(892) radius 0.02 0.01 0.06 0.03 <0.01 0.02 <0.01 <0.01 0.02
(Km)y mass 0.02 0.02 < 0.01 0.14 0.02 0.03 0.10 <0.01 0.03
(Km)§ width 0.02 0.01 0.02 0.07 0.02 <0.01 0.19 <0.01 0.17

f2(1270) mass < 0.01 0.01 <0.01 <0.01 0.01 < 0.01 0.02 <001 <o0.01
f2(1270) width <0.01 0.01 <001 <001 <0.01 <0.01 001 <001 <0.01

fx(1300) mass 0.11 0.14 0.03 0.09 0.10 0.48 0.12<0.01 0.23
fx (1300) width 0.36 0.04 0.03 0.15 0.03 0.11 0.30 < 0.01 0.18
xc(0) mass < 0.01 0.01 <001 <001 <0.01 < 0.01 0.02 <0.01 0.01
xc(0) width 0.03 0.01 0.01 0.03 0.01 0.01 0.12 0.06 0.06
Subtotal 0.69 0.31 0.13 0.39 0.16 0.28 0.86 0.06 0.55

Table 7.19:Systematic errors on thiit fractions for f,(980), p°(770), K*(892), (Kn);,
f1(1270), fx(1300), N R and x.(0) intermediate states, and in the total isobar fraction due
to the uncertainty on lineshapes fixed parameters. The rdodetions uncertainties are in
%.

Components in the Signal Model

The nominal signal model has been described in Sec. 6.8.r @teemediate modes, with
rates too small to be considered, may be present in signadligaioring them in the signal
DP model introduces a source of systematic error. A list efdhipplementary components
tested for systematics studies is given below,

o p°(1450),
e 0°(1700),
e fo(1710),

* xc(2),
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Parameter fo(980)  p°(770)  K*(892) (Km)§ f2(1270)  fx(1300) NR x.(0) AZE

f0(980) mass <0.01 0.03 <001 <0.01 0.02 0.01 0.05 <0.01 <o0.01
f0(980) gP < 0.01 0.01 <001 <001 <o0.01 <0.01 <001 <0.01 <o0.01
f0(980) gK < 0.01 0.01 <001 <001 <0.01 0.01 0.03 <0.01 <0.01
p°(770) mass <001 <0.01 <001 <001 <0.01 < 0.01 <0.01 <001 <0.01
p°(770) width <001 <0.01 <001 <001 <0.01 < 0.01 <0.01 <001 <0.01
0°(770) radius <0.01 <o0.01 <0.01 <001 <0.01 <0.01 <001 <001 <o0.01
K*(892)mass <001 <001 <001 <001 <0.01 <0.01 <001 <0.01 <O0.01
K™(892) width <001 <0.01 <001 <001 <0.01 < 0.01 <0.01 <001 <0.01
K*(892)radius < 0.01 <0.01 <001 <001 <0.01 < 0.01 <0.01 <001 <0.01
(Km), mass <001 <001 <001 <001 <o0.01 0.01 0.02 <0.01 <0.01
(Km)p width <0.01 <o0.01 <0.01 <001 <0.01 <0.01 <001 <001 <o0.01

f2(1270) mass  <0.01 <001 <0.01 <001 <0.01 <0.01 <001 <0.01 <o0.01
f2(1270) width <001 <0.01 <001 <001 <0.01 <0.01 <001 <001 <0.01
fx(1300) mass 0.01 0.02 <001 <0.01 0.03 0.02 0.02 <0.01 <0.01
fx(1300) width  <0.01 <001 <001 <001 <0.01 <0.01 0.01 <0.01 <0.01
xc(0) mass <0.01 <o0.01 <0.01 <001 <0.01 <0.01 <001 <001 <o0.01
xc(0) width <001 <0.01 <001 <001 <0.01 <0.01 <0.01 <0.01 <o0.01
Subtotal 0.02 0.04 <001 <0.01 0.04 0.03 0.01 0.02 <0.01

Table 7.20: Systematic errors on théirect C'P-asymmetries for f;(980), p°(770),
K*(892), (Km)§, f1(1270), fx(1300), NR and x.(0) intermediate states due to the un-
certainty on lineshapes fixed parameters.

Parameter 2Bers(Jo)  28esr(07)  AP(K7(892) A¢((Kmo) ¢(f2) o(fx) o(NR) o(xc(0)

f0o(980) mass 2.0 2.7 0.6 0.7 1.2 0.5 2.1 0.3
f0(980) gP 0.9 1.5 0.9 0.8 0.6 0.9 0.3 0.6
f0(980) gK 1.0 0.9 0.3 0.1 0.3 0.7 15 <0.1
p°(770) mass 0.3 0.2 <0.1 <0.1 <0.1 0.1 <0.1 <0.1
p°(770) width 0.4 0.2 0.2 0.1 0.1 02 <01 <01
p°(770) radius 0.5 0.4 0.2 0.2 05 <01 <01 0.2
K*(892) mass 0.4 0.1 0.2 0.1 <0.1 0.2 <0.1 0.1
K™ (892) width 0.2 0.2 0.1 0.1 0.1 0.1 <01 <0.1
K (892) radius 0.4 0.5 0.3 0.1 0.1 02 <01 0.1
(Km)s mass 0.6 0.5 17 15 11 03 <01 11
(Km)g width 0.4 0.4 0.7 0.7 0.7 04 <01 0.2
f2(1270) mass 0.4 0.2 0.2 0.1 0.1 0.2 0.1 0.1
f2(1270) width 0.4 0.2 0.1 0.1 0.6 0.2 0.1 0.1
fx(1300) mass 2.3 2.6 11 1.2 1.6 2.0 0.9 0.3
fx(1300) width 0.3 0.9 11 0.8 2.6 0.2 0.3 0.6
xc(0) mass 0.4 0.2 0.2 0.1 0.1 0.2 0.1 0.6
xc(0) width 0.6 0.3 0.3 <0.1 <0.1 0.3 <0.1 0.4
Subtotal 3.8 4.4 2.8 2.4 3.7 2.6 2.9 2.0

Table 7.21: Systematic errors on thphase differences2.(f0(980)), 205.;;(p°(770)),
AG(K*(892)), Ad((Km)p), ¢(f2(1270)), ¢(fx(1300)), (N R) and ¢(x.(0)) due to the
uncertainty on lineshapes fixed parameters. The phasestamtees are in degrees.

o K;*(1430),

o K*(1410),

e K*(1680).

This list is constructed from PDG [21] by looking at the namtroversial resonances
that can decay to* 7~ or 7+ K°.
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Parameter Ap(fo,p°) AP(K*(892), (Km)y) Ad(p’,(Kn)5)) A¢(p®, K*(892) Signal Yield
70(980) mass 0.8 0.1 5.7 1.4 138
f0(980) gP 1.2 <0.1 1.9 0.4 4.2
f0(980) gK 1.5 0.2 3.0 0.7 1.5
p°(770) mass <0.1 <01 0.3 0.4 <1.0
p°(770) width 0.2 <0.1 0.3 0.3 <1.0
p°(770) radius 0.2 <0.1 <01 <0.1 <1.0
K*(892) mass 0.2 0.4 0.3 0.5 <1.0
K*(892) width <0.1 0.2 0.4 0.6 <10
K*(892) radius 0.3 0.3 0.9 1.2 <10
(Km)5 mass 0.1 0.2 1.6 0.7 <1.0
(Km)s width <0.1 0.4 0.3 0.1 <1.0
f2(1270) mass <01 <01 0.5 0.5 <1.0
f2(1270) width 0.2 <0.1 0.2 0.2 <1.0
fx(1300) mass 0.4 <01 4.6 13 1.6
fx (1300) width 1.3 0.1 0.2 1.0 2.6
xc(0) mass <0.1 <0.1 0.3 0.4 <1.0
xc(0) width 0.3 <01 0.2 0.3 <1.0
Subtotal 2.6 0.7 8.5 3.0 5.8

Table 7.22:Systematic errors on thghase differencesAg¢( fo, p°), Ad(K*(892), (K7)),
Ad(p°, (K7)E)), Ag(p°, K*(892) and in the signal yield due to the uncertainty on line-
shapes fixed parameters. The phases uncertainties are iaeteg

In order to evaluate this systematic, two complementaryhous are performed.

e The first method proceeds in two steps: 1) data is fitted, bgikgdahe isobar parame-
ters of the Nominal Signal Model (NSM) components fixed, @Hiiting for the ones
for the supplementary components. This is implicitly assgnhat these supplemen-
tary components are small. The fits are made randomizingitie isobar parameters
values, and the best fit values are kept. 2) using the isolvamaders obtained from
the first step, one hundred high-statistics toy datasetgemerated with the NSM +
Supplementary components. These datasets are fitted irotwiggrations: using the
NSM with/without the supplementary components. The syaters are evaluated as
the mean shift in fit parameters between both fit configuratiobhis evaluation of
systematics is referred as t@&nerating with method.

e A complementary exercise consists of generating toy det@séh the same statistics
as the data sample), using the results from the NSM fit anddittiem with/without
the supplementary components. The purpose here is: if a@oempis not in data and
is included in the signal model, then the fitter will find a nzero value for its isobar
fraction (see appendix B, Sec. B.1), and the correlatioris ather components can
induce biases. One hundred signal-only toys with600 signal events are generated.
This evaluation of systematics is referred as@enerating without method.

Both methods for evaluating systematics are complemeatdrgugh not completely un-
correlated. A conservative combination is used, by sumnmdgpendently the estimations
from Generating with andGenerating without approaches.
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Generating with supplementary components

The results on the fit fractions of the supplementary comptenafter performing step 1 of
the Generating with method are shown on Table 7.23. Even if the significangg bf50),
p(1700), K*(1410) and K*(1680) is low, the central values for their fit fractions are consid-
erably large. It is therefore more realistic to use resutimffrom other analyses, when they
have better sensitivity to those small components. The eusrfor thep(1450), p(1700) are
taken fromB® — (pm)? analysis [35], in which they foundF'(p(1450))/FF(p(770)) =
13.0% and F F'(p(1700))/F F(p(770)) = 7.0% (statistical only error). Similarly, the num-
bers forK™(1410) and K*(1680) are obtained from th&* — K*tn 7t analysis [23]. They
found FF((K*(1680))/FF(K*(892)) = 15.6% and FF((K*(1410))/FF(K*(892)) =
2.7%. For the remaining components, the values obtained frorfitttedata are used. The
values used to perform step 2 of tBenerating with method are shown in Table 7.23. The
resulting shift on the fit parameters are the ones shown osett@nd column of Table 7.24.

Component Fit Fraction (From Fit) Fit Fraction (Used For Toy s) source
FF( (1450)) (I3.9 £ 12.)%F F(p(770)) (13.0 £ 4.0)%FF(p(770)) (pm)
p(1700)) (14.2 £ 11.6)%F F(p(770)) (7.0 £ 4.0)%F F(p(770)) (pm)

) %EFF(fo(980))  (Fitto Data)

Efo(1710)) (3.0 £ 11.2)%FF(f5(980))  (3.0+£11.2) (

FF(xc(2)) (1.5 £ 0.7)%FF(xc(0)) (1.5+0.1)%FF(xc(0))  (Fitto Data)
FF(K3(1430)) (4.1 + 1.5)%FF((Km)) (4.1+1.5)%FF((Kr);)  (Fitto Data)
FF(K*(1410))  (36.0 + 16.4)%F F(K*(892)) (2. 7)%FF(K*(892)) (K+r—nt)
FF(K*(1680)) (76.5 4 22.2)%FF(K*(892)) (15.6)%F F(K*(892)) (Ktr—xt)

Table 7.23:Values of fit fractions obtained from fit to data (second caiuand the ones
used for toy generation (third column) of the supplementamponents.

Generating without supplementary components

No significant bias on the fit parameters using this methodhserved; the RMS of the
distributions are taken as the systematic errors. Theteesam these method are shown on
third column of Table 7.24.

7.3.8 Total Systematics

The systematic effects have been presented mostly as shiftise Q2B parameters. For
the isobar parametefs (the module or the phase of a given isobar amplitude) a sydtem
covariance matriXx/*** is also evaluated for each systematic effect (cf. Sec. 6.7TBe
matrix element/;>*" is constructed from the isobar parameter shiftsas,

V;Jy'St = 0p;op;. (7.2)

The total systematic matrix is the simple sum of partial sysitic matrices. Table 7.25
shows the total systematic errors on the signal yields aad)®B parameters. Table 7.26
shows the total systematic error on the isobar parametersyistematic correlation matrix
is reported in Fig. 7.25.
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Par. Gen. with Gen. without  Subtotal
C(fo(980)) 0.04 0.02 0.04
FF(£5(980)) 0.50 0.27 0.6
28es1(f0(980)) 1.3 3.9 4.1
C(p°(770)) 0.02 0.02 0.03
FF(p°(770)) 0.20 0.11 0.23
2851 (p°(980)) 2.2 2.9 3.7
Acp(K*(892) 0.02 0.01 0.02
FF(K*(892)) 0.70 0.45 0.8
Ap(K*(892)) 3.9 7.1 8.1
Acr(Km)g) 0.02 0.01 0.02
FF((Kn)5) 0.30 0.80 0.90
AP((KT)§) 2.0 4.0 4.4
C(f2(1270)) 0.04 0.06 0.07
FF(f2(1270)) 0.40 0.57 0.69
#(f2(1270)) 6.9 7.7 10.4
C(fx (1300)) 0.05 0.07 0.09
FF(fx(1300)) 0.50 0.71 0.87
#(fx(1300)) 3.0 3.4 45
C(NR) 0.02 0.03 0.04
FF(NR) 0.20 0.57 0.60
#(NR) 7.1 1.5 7.5
C(xc(0) 0.03 0.04 0.05
FF(xc(0)) 0.05 0.07 0.09
d(xc(0)) 5.6 6.1 8.2
FFrot 0.99 0.58 .15
Alngl 0.004 0.004 0.006
A¢(fo, ) 37 2.4 4.4
AP(K*(892), (Km)§) 2.4 4.0 4.7
Ad(p°, (KT)5)) 7.3 4.7 8.7
Ag(p°, K*(892) 9.8 8.0 12.7
Signal Yield 31.7 — 31.7

Table 7.24:Systematic errors on total fit fraction, inclusive dir&ctP-asymmetry, all the
Q2B parameters and in the Signal Yield due to the signal modeértainty. Errors on
phases are in degrees adi's in %.

Parameter Total | Parameter Total
C(f0(980)) 0.05 | C(p°(770)) 0.10
FF(£5(980)) 1.03 | FF(p°(770)) 0.52
28es7(f0(980)) 5.9 | 26e;7(p°(980)) 7.0
Acp(K7(892)) 0.02 | Acp((Km)g) 0.03
FF(K*(892)) 1.00 | FF((Kn)p) 2.08
Ap(K*(892)) 9.3 | A¢((Km)j) 6.0
C(f=(1270)) 0.1 | C(fx(1300)) 0.10
FF(f2(1270)) 0.74 | FF(fx(1300)) 0.94
o(f2(1270)) 12.1 | o(fx(1300)) 6.2
C(NR) 0.08 | C(xc(0)) 0.06
FF(NR) 2.0 | FF(xc(0)) 0.11
$(NR) 84 | d(xc(0) 9.5
FFry 2.40 | AZm 0.01
A6 (fo. ") 75 | A¢(K*(892), (Km);) 6.6
Ag(p°, (Km)i)) 133 | Ag(p®, K*(892) 15.4
Signal Yield 421

Table 7.25: Total Systematic errors on the Q2B parameters and signad.yi&rrors on
phases are in degrees atF's in %.



7.4 Conclusion 228

Isobar Amplitude |c¢|  ¢[deg] |¢|  ¢|deg]

fo(980) K1 Fix Fix 018 538
p(770) K 001 80 001 115
K*+(892)7™ 002 186 002 19.7
(Kn)itm 06 157 0.7 148
non-r esonant 0.4 16.7 0.5 10.9
Fx(1300) K2 03 174 02 158
£2(1270) K9, 0.004 107 0.007 9.1
Yo KO 0.034 202 0048 19.1

Table 7.26:Total systematic error on isobar parameters.
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Figure 7.25:Total systematic correlation matrix on the isobar paramgte

7.4 Conclusion

Using an amplitude analysis technique ®f decays toK w7, inclusive and exclusive
branching frations and direct P-asymmetries have been measured; phase differences of
resonant states contributing to the Dalitz plot have beeasmred. Two solutions, with
equivalent goodness-of-fit figures of merit, were found. @&halysis has been intensively
tested in order to ensure its robustness. The total erroteeophase differences are dom-
inated by statistical uncertainties. The dominant syst&siare uncertainties on the iso-
bar model used to describe the signal intensity in the Dalidz. The main targets of this
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analysis are the measurements\df on the penguin dominated deca8 — f,(980) K2
and B® — p%(770)K?2, and the measurement of phase differences foptgr0) K9 and
K*%(892)7T resonant states. The constraints on phases for non-opartpgesonances are
statistically limited. The measurements on tA€770) K3 and K**(892)7F components can
be used to set non-trivial constraints in tfien) plane following the methods proposed in
Refs. [74, 75, 77, 112], as explained in Chapter 3.
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Results Interpretation



Chapter 8

Interpretation of experimental results of
the B — K*rm and B — pK Modes

This chapter presents the numerical results for the thieatetethods described in chapter 3.
First, a short description of tHefit approach is given, which is the statistical frameworkdise
to quote constraints on the different parameters (cf. S&g. B the next step th8 — K*x
system is considered (cf. Sec. 8.3). Constraints on theryaeasured observables and on
ratios of QCD amplitudes are set using the global CKM fit as»eraal input to fix the
CKM parameters. The CPS/GPSZ method is tested, using thentwavailable data, as an
independent constraint on tlig, 7) plane. In a second step tlie — pK system is consi-
dered (cf. Sec. 8.4). In spite of the lack of experimentakokmbles the possible constraints
on ratios of QCD amplitudes are studied. In a third step, tmhined K* 7 /pK system is
considered (cf. Sec. 8.5). Improved constraints on theailzdole observables and on ratios
of QCD amplitudes related to both — K*m andB — pK systems are set. The possible
improvements on the CKM constraints given a scenario ofrotiatl theoretical hypothesis
are also studied. Finally, an extrapolation exercise isertadest the potential for CKM
physics of K*7 + pK observables, considering the expected statistics at Lhh@lSaperB

in 2015.

8.1 TheRifit approach

The numerical results of the phenomenological analysisguied in this chapter uses the
frequentist method known &it, which takes into account at the same time the experinhenta
measurements as well as the theoretical uncertainties. difteeent elements of th&fit
method (metrology, hypothesis testing) are describedtailde references [113] and [114];
the elements needed for the following discussion are brikfcribed below.

The principal tool of therfit method is the likelihood functiof, which is constructed
as the product of two contributions:

L= £exp(xexp - xtheo) . £theo(yQCD) . (81)

The first term measures the agreement between the expesinmeasurements.,, and
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their theoretical functions,,., in the SM framework; the second term expresses the available
information on the theoretical parametgtg:p.
The treatment of the experimental likelihoBgl,, is standard, and is given by the product:

Nexp

‘Cexp(xexp - xtheo) - H ‘Cexp(i) 5 (82)
=1

where theN,,, individual components of the likelihood are the differemaidable measure-
ments; in the simplest case, these measurements are imdeEp&aussians,

. 1 1 Tex (Z> - xtheo(i>):|
Lop(t) = ———— —— P : 8.3
p(Z) \/%O-exp(i)exp |: 2 ( Uexp ( )
The theoretical componeut,,., of the likelihood function is given by the product:
Nqcp
Ltheo(yQCD) = H ﬁtheo(/f) ) (8.4)
k=1

where the individual componenty,,., (k) take into account the imperfect knowledge of the
theoretical parametetg,cp, for which no statistical uncertainty can be easily defindubse
parameters are usually hadronic parameters, obtainedtfreonetical calculations based on
approximations or hypothesis difficult to validate.

The Rfit method consists in assigning an interval to every themakparameteqcp,
defined in such a way that their likelihood functidh,., has a uniform value (equal to 1)
if the parameter is within this interval, and has a null vabugside. By construction, this
allowed interval is arbitrary; it does not come from an expental uncertainty, nor from
the statistical limitation in a numerical calculation, lixam the intuition of the theoretician.
TheRfit approach allows to establish a coherent treatment ofrteioéies of this kind: once
the theoretician provides the allowed intervals for theoth&cal parameters, the allowed
regions of the parameters that are pretended to be extradgtboe those in which the differ-
ent observables are consistent with the values of thesenpéees, and with the theoretical
parameters contained in their intervals.

8.2 Experimental Measurements

All measurements used in this analysis correspond to eesuHilable at the time of the
ICHEPO8 conference. World average values are used, whechldained from the "Heavy
Flavor Averaging Group" (HFAG) [28]. The Branching Fract® directC' P-asymmetries
and phases differences used for the phenomenologicalssmalg summarized in Table 8.1.
The definitions of these observables in terms of the decayitaugs are given in Secs. 3.2.2,
3.3.3and 3.4.2.

For the phases, several values are quoted when multiplesesd are found, as in the
analysis of theB® — KJr "7~ channel, presented in part Ill of this thesis. Thg? of the
local minima solutions with respect to the global one is gdot



Parameter BABAR Belle CLEO WA
B(K*tm™) 12.6777 £ 0.9 [40] 8.4+ 1.170[42] 167C + 2[115] 10.3 £ 1.1
B(K*070) 3.6 & 0.7 + 0.4 [40] 0.4719 4+ 0.1 [42] 0.0735+0-0 [115] 2.440.7
B(K*0rt) 10.8 + 0.6711 [23] 9.7+ 0.6155 [24] 76730 +1.6[115]  10.0+0.8
B(K*+r0) 6.9+ 2.0+ 1.3[116] - 71t £ 10[115]  6.9+23
Acp(K*tn™) —0.30 £ 0.11 £ 0.03 [118] - 0.26703370:00 [119]  —0.25 £ 0.11
Acp(K*070) —0.15 £ 0.12 + 0.02 [118] -~ - —0.15£0.12
Acp(K*0n) 0.032 + 0.0527919 [23] —0.032 4 0.05979:944 [117) - —0.02019:967
Acp(K*tn0) 0.04 & 0.29 £ 0.05 [116] -~ -~ 0.04 4 0.29
Ap(K*m) 58.3 + 32.7 + 9.3 (global min.) - - 58.3 +34.0
176.6 £+ 28.8 £ 9.3 (Ax? = 0.16) - - 176.6 & 30.3
H(K*OmY /K*T7™) —21.2 4+ 20.6 + 8.0 [118] — - —21.24+22.1
P(K* 00/ K* ) —5.2 +20.6 + 17.8 [118] — - —5.2427.2
B(K*p) 8.0773 £ 0.6 [40] 15.1753755 [121] 1675 + 3[115] 8.6777
B(Kp%) 4.9 4 0.8 + 0.9 [45] 6.1+ 1.0772 [42] < 39[122] 54798
B(K%) 8.0713 + 0.6 [120] -~ < 48 [125] 8.011%
B(K+p?) 3.56 4 0.4570-57 [23] 3.80 £ 0.47107 [24] 84739 +1.8[115]  3.81707%
Acp(Ktp™) 0.14 4 0.06 & 0.01 [118] 0.2275:321008 [121] —~ 0.15 4 0.06
Acp(K°p°) —0.02 £ 0.27 +0.10 [123] 0.034 5% £ 0.16 [124] -~ 0.01 £ 0.20
Acp(K%p") —0.12 £ 0.17 + 0.02 [120] -~ -~ —0.12£0.17
Acp(KtpP) 0.44 £ 0.10759 [116] 0.405 + 0.10110:638 [117] —~ 0.41975:051
2Bt (K°p°) 20.4 £ 19.6 & 7.1 (global min.) - - 20.4 £ 20.8
33.4 +20.8 + 7.1 (Ax? = 0.16) —~ —~ 33.4 4+ 22.0
d(K°pP/K*Tn—)  —174.3 £ 28.0 + 15.4 (global min.) - - —174.3+32.0
173.7 £29.8 £ 15.4 (Ax? = 0.16) - - 173.7 £ 33.5
P(K+p~ /K*Tn™) —21.2 +21.6 + 17.8 [118] -~ -~ —21.2 +28.0
P(K~pt/K*~7T) —42.4+20.6 + 8.0 [118] -~ - —42.4+22.1
P(K+p0 /K O0nt) 29.0 4+ 16.6 + 10.0 [23] - — 29.0 4+ 19.4
P(K—p/K*On™) —26.1 4 15.5 + 6.8 [23] — — —26.14+16.9

Table 8.1:Experimental results on Branching Fractions (in unitsl6f %), direct C P-asymmetries and phase differences (in degrees
used for the phenomenological analysis described in Cin&ot€he notation™ refers to the™*(892) resonant state. Phases without
reference were obtained in the experimental analysis dasdin Part Ill of this thesis.
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All Branching fractions and direat’ P-asymmetries are modeled as asymmetric Gaus-
sian measurements. When the experimental measuremeerhi{mesultiple solutions the
asymmetric errors take into account the presence of logahmai. This approach is relatively
safe when the values of these observables does not varyicigly from one solution to
the other (cf. table 7.3). In the case of phases, when malsiplutions are present the mea-
surement is described by the complete experimental liketinsee for instance the case of
A¢(K*m) in the left hand side plot of Fig. 7.16).

8.3 Isospin analysis of theB — K*m modes

The theoretical framework for the phenomenological anslgtthe B — K*7 system was
described in Sec. 3.2. Here the corresponding numericaltsesre presented. As explained
in Sec. 3.5, two scenarios are considered for the phenowgical analysis. In scenario 1,
the CKM parameters are fixed using external inputs (from thbal CKM fit), constraints

in the ratio of the hadronic parameters as well as on the usumned observables are set. The
discussion starts (Sec. 8.3.1) by studying the constrtiatscan be set on the unmeasured
phase differences®+*% and$©++9 (cf. Eq. 3.13). Then, the constraints on the ratio of
hadronic amplitudes are explored (Sec. 8.3.2). The camigtof the hadronic hypothesis
described in Sec. 3.2.7 with the current data is discussedlly; scenario 2 is considered,
where the hadronic hypothesis described in Sec. 3.2.7 igedpprhe CPS/GPSZ method,
as atool to extraatp, ), is studied.

8.3.1 Constraints on unmeasured experimental measuremesnt

The constraints on the magnitude of th&"++%| and|¢(*++9| phase differences are shown
in Fig. 8.1. The present method has no sensitivity to the sigihese phases, as the only
inputs for theB* — Kzt and B* — K**7% decay modes ar€ P-asymmetries and
Branching fractions. Théo coverage for these observables are given by:

OO e (0,+85°) (8.5)
|pOHH0| e (468°,4+107°) , (8.6)

at 32% CL, with the solutions centered at***0| = +58.0° and |¢*+*0| = 495.0°,
respectively.

8.3.2 Constraints on the ratio of QCD amplitudes

The results on the ratio of hadronic amplitudes are predesgparately for each of the two
solutions of the phases coming from tB8 — K277~ analysis ie. A¢(K*r)) and for

the corresponding envelopeg. the constraint obtained when using the complete likelihood
of the measured\¢(K*7) observable (cf. see left hand plot of Fig. 7.16). All the ttsu
are presented as bi-dimensional confidence level (C.Lfpowos in thearg. v.S.logio(mod.)
plane of the given QCD ratio.
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Figure 8.2:Constraint on the argument-magnitude plane for the QCDoré&ti — /7" ~. As
the tree amplitude is CKM suppressed with respect to the ypengmplitude, the mag-
nitude of this ratio is "normalized" by the correspondingicaof CKM matrix elements,
\VisVir / VusVe, |- A logarithmic scale is used on the horizontal axis. TheHleftd side and
middle plots show the results using the global and local manof theA¢(K*r) phase (cf.
Table 8.1), respectively. The right hand side plot showstreesponding envelope of the
two solutions. White regions are excluded with a less tiarC.L.

Fig. 8.2 shows the results for the"~ /7"~ ratio. As the tree amplitude is CKM sup-
pressed with respect to the penguin amplitude, the magnibfithis ratio is "normalized"
by the corresponding ratio of CKM matrix elements;;V;;/V,:V.,;|. The left hand and
middle plots show the results using the global and local ménof theA¢(K*r) phase (cf.
table 8.1), respectively. The one on the right hand side stibesenvelope of the first two.
White regions are excluded with a less tti&h C.L. For both constraints, positive values of
the strong phase difference betwdeh~ and7'*~ are excluded at 95% CL. This is due to
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the 20 significance of thedqp(K**7~) directC P asymmetry. The result using the global
minimum (cf. left hand side plot of Fig. 8.2) constraint thagnitude of this ratio to be at
high values. In contrast, the constraint using the locaimmimn (cf. middle plot of Fig. 8.2)
excludes them. The latters constraint is more in agreeméhttiae SM prediction, where
this ratio is predicted to be around one [126].
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Figure 8.3:Constraints on the argument-magnitude plane forfi&/7+~ (top), N°* /T~
(middle) andPZ"Y /T~ (bottom) QCD ratios. A logarithmic scale is used on the hamial
axis. The left hand side and middle plots show the resultgyubie global and local minima
of the A¢(K*m) phase (cf. Table 8.1), respectively. The right hand sid¢ ghows the
corresponding envelope of the two solutions. White regama®xcluded with a less thai
C.L.
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Fig. 8.3 shows the same constraints for T8/7+~, N°* /T~ and PEY /T*~ ratios
of QCD amplitudes. It is interesting to note that the constsaon the magnitude of all
these ratios have the same qualitative behavior than théooriee P™~ /7"~ normalized
ratio: constraints using the global minimal solution of the(/K*x) phase (cf. left hand
side plots of Fig. 8.3) tend to allow high values of the magmhét of the QCD ratios; in
contrast the constraints using the local minimum exclugg halues of the magnitude of
these parameters. The results using the local minimum are magreement with the SM,

where color suppressed@{’, PF") and OZI suppressed(™’) amplitudes are predicted to
be smaller thaff"*—, the color allowed tree amplitude [126].
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Figure 8.4:Constraint on the argument-magnitude plane for fig(K*r) = PV /T3,
QCD ratio, whereT;, = Tt~ + T2 (cf. Eq.(3.59)). A logarithmic scale is used on the
horizontal axis. White regions are excluded with a less tHarC.L. The magenta and brown

ellipses represents the allowed regions using the thexaegirrors for the "aggressive™" and
"conservative" scenarios (cf. Sec. 3.2.7).

More interesting is the result on &g (K*1) = PV /T3, ratio (cf. Eq.(3.59)), which
is shown in Fig. 8.4. The same pattern as before is followedhis QCD ratio: the cons-
traint obtained with the global minimum solution excludew lvalues, while the one using
the local minimum excludes high values. Fig. 8.4 shows tmstraint obtained by using the
complete experimental likelihood for the phases. Supessed on the figure is the region
allowed by the theoretical hypothesis described in Sec73rdagenta ellipse) taking the
theoretical errors from the GPSZ [75] authors. The data agimally consistent with this
hypothesis (the inconsistency is beyord2s). In contrast, theP®™ = 0 hypothesis is
more consistent with data. The plot also shows the allowgbneusing the conservative
theoretical error described in Sec. 3.2.7 (brown ellipgasgems that the GPSZ error has to
be increased by a factor of 5 to start being consistent wéltthrent data. This result has to

be taken with care, as the inconsistency is not very sigmnifiddore statistics are needed to
confirm these findings.
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In summary, the multiple solutions from the measuremertt@fN¢ (K * ) phase set dif-
ferent constraints on the ratios of QCD amplitudes. Thellogaimum solution sets more
standard constraints on these parameters as they exclgdesdélues for SM suppressed
amplitudes. The result on the”" /T5 , suggest that the data are marginally consistent with
the theoretical hypothesis described in Sec. 3.2.7, theretieal error suggested in [75] has
to be increased by a factor of 5 in order to reach agreemehtthetcurrent data.

8.3.3 Constraints on the p, n) plane

Figure 8.5: Constraints on the(p,7) obtained applying the CPS/GPSZ method (cf.
Sec. 3.2.6), using th&*" = 0 hypothesis. No theoretical uncertainties are taken into
account. The top left and right hand side plots show the caims using the global and
local minima for theA¢(K*r) observable. In the bottom plot is shown the correspond-
ing envelope. The global CKM fit with the latest measuremprasented in ICHEPOS is
superimposed for comparison. White regions are excludddadiess thar5% C.L.

The constraints on thg, 77) plane with the CPS/GPSZ (cf. Sec. 3.2.6) observables, and



239 Interpretation of experimental results of the B — K*m and B — pK Modes

using the hypothesis aP®" = 0 (R.s = 0 and no theoretical error, cf. Eq.(3.59)) are
shown in Fig. 8.5. The global CKM fit with the latest measuratagresented at ICHEPOS8
is superimposed for comparison. The hypothesi®6f = 0 is used in order to stress the
fact that under this hypothesis the constraint establisheh thea UT angle and not on

~. The top left and right hand side plots show the constraisisguthe global and local
minimum of theA¢(K*x) phase, respectively. Two solutionsdnare obtained for every
solution of theA¢(K*m) phase. As expected, the global minimum excludes the standar
CKM fit as it prefers high values of thB”" QCD amplitude. The bottom plot shows the
envelope of the constraints using the multiple solutiondgf K*7) phase, where the four
solutions for they angle are superimposed.

Figure 8.6: Constraints on the(p,7) obtained applying the CPS/GPSZ method (cf.
Sec. 3.2.6), using the hypothesidQf = 1.35%. In the left is shown the constraint without
theoretical uncertainties. In the right is shown the coasit assuming a conservative the-
oretical uncertainty oB0% on the R.; parameter. The constraints are already the envelope
of the multiple solutions for th&¢(K*7) observable. The global CKM fit with the latest
measurements presented in ICHEPOS8 is superimposed forartsop. White regions are
excluded with a less thai?s C.L.

Fig. 8.6 shows the constraint in tfig 77) plane using the hadronic hypothesis described
in Sec. 3.2.7. The left hand side plot shows the envelopeefrthltiple solutions for the
A¢(K*m) phase forR.s = 1.35% with no theoretical error. The hypothesis of non-zero
PEW has the effect of shifting the constraint framto ¢5/» (cf. Eq.(3.48)),i.e. the cons-
traints are not any more circles passing through the origin,circles passing through a
shifted point in the horizontal axis. The marginal consistewith the global CKM fit is due
to the theoretical hypothesis used. As shown in the pre\deuason, the data are marginally
consistent with this assumption about electroweak pemsguirhe effect of changing the
value of the theoretical parametBgs; from 0 to 1.35% has a significant effect on the, 1)
constraints. It seems that small changes in the theorétygaithesis can lead to significant
changes on the CKM constraints, meaning that the CPS/GP&7ohes totally dominated
by the theoretical uncertainties. This is more easily seethe right hand plot of Fig. 8.6,



8.4 Isospin analysis of theB — Kp system 240

which shows thép, 77) constraint assuming conservative theoretical errgii% uncertainty
on thery p parameter, see Sec. 3.2.7). The theoretical error strahigites the constraint,
the results can be made as consistent as desired with thel gi&M fit by choosing a
sufficiently high theoretical error.

The conclusion that the CPS/GPSZ method is totally domihiayethe theoretical uncer-
tainties can be understood as follows: the hadronic hygtthelates a tree amplitude to a
penguin amplitude. As the penguin amplitude is CKM enhargeal factor of~ 50, a small
theoretical error orR.¢ can be highly amplified.

8.4 Isospin analysis of theB — K p system

Due to the reduced number of experimental observables éoBth- K p system no cons-
traints on the p, i7) can be set. Still experimental bounds on some ratios of QCpliudes
can be constructed. This is the case©f /¢*~ ratio, which is shown in the left hand side
plot of Fig. 8.7. As forB — K*m, this ratio is scaled by the appropiate CKM factors.
Negative values of the phase of this ratio are excluded % C.L., because of the 2.50
significance of the3 — K*p~ directC' P asymmetry.
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Figure 8.7: Constraint on the argument-magnitude plane for the /7~ and pE" /t+~
QCD ratios. As the tree amplitude is CKM suppressed witheesto the penguin ampli-
tude, the magnitude of this ratio is "normalized" by the esponding ratio of CKM matrix
elements|V;,V,; /V,sV.5;|. Alogarithmic scale is used on the horizontal axis. Whitgars
are excluded with a less thdi¥% C.L.

Another example is the case of thg" /t*— QCD ratio, shown on the right hand side
plot of Fig. 8.7. High values of the magnitude of this ratie axcluded by the data. For the
remaining of QCD ratios no significant constraints can be set
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8.5 Isospin analysis of the combined3 — K*r and B —
pK modes

The combined analysi&™r/pK aims to use all the available experimental information with
a minimum set of theoretical hypothesis. As explained in. Set, the advantage of com-
bining theB — K*r andB — pK systems is based on availability of several experimental
observables (phase differences) extracted from the erentes of*r andpK resonances
contributing to the same Dalitz plot, with the inclusion aflp one additional parameter,
a phase difference relating both — K*m and B — pK systems. The combinations of
these two systems promises to improve the constraints oQ@2 and CKM parameters
given the redundant and independent experimental measateniNevertheless, at least one
theoretical hypothesis has to be made in order to brake Rpkaha constraint on CKM
parameters.

This last section follows the same approaches as fother K*7 system. In a first
stage, constraints on the unavailable experimental oakly as well as on the ratio of QCD
amplitudes are set. The current hypothesis being testetharenes from the CPS/GPSZ
methods, which have been proven in the previous section totaky dominated by theoret-
ical uncertainties. A different approach will be followeerh, by studying improvements on
the precision on the experimental observahjge as the both systems are combined. As this
observable can be translated into a constraintmon) when a theoretical hypothesis on the
QCD amplitudes is assumee.§. PX"" = 0 implies¢;» = «), these improvements on the
sensitivity ongs» will improve the constraint on thgp, 77) plane.

8.5.1 Constraints on unavailable experimental measuremés

Here the predictions on the unavailable observables cetatbothB — K*m andB — pK
systems are presented. These are all the phase differesro@sgcfrom theB* — Kgr 7
Dalitz plot: ¢(°++9 and¢(©*++9 which are only related to thB — K*7 system and pre-
viously discussed in Sec. 8.3&(K* 1", K°pT) andp(K*~7°K%p™) (cf. see Sec. 3.4.2),
which are measured from the interferencef0fr and pK resonances. The constraints on
these phase differences are shown in Fig. 8.8.

It is clearly seen that adding the extra information from toenbinedB — K*x and
B — pK systems raises the degeneracy in the constraint aplthe® and¢(©++% phases,
compared with the constraints obtained with the~ K*7 system alone (cf. Fig. 8.1). For
the (°+19 phase the positive solution is lightly preferred by datacdntrast, the positive
solution for thep©++9 is now excluded at the level ef 2. The corresponding coverage
for these two phases 38% C.L. are the following,

?@HO) € (=79° +80°) , (8.7)
PO e (21029, —60°) , (8.8)

with the central valuesi-52° and—84°, respectively.
The constraints on the(K*+7°, K%p%) and¢(K*~ 7" K%p~) phases also show two mi-
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Figure 8.8:Constraint on they++9 (top left), p(*++9) (top right), o( K*+7°, K%p") (bo-
ttom left) andy(K*~7°K°p~) (bottom right) unmeasured phases from fhie — K27+ 70
analysis (cf. EQ.(3.13) and Sec. 3.4.2). The dotted lin@s3atand 0.05 set the confidence
interval atlo and2o, respectively.

nima. The corresponding coverage for these two phas&yacC.L. are the following,

(K, K%p7)
(K" 7", K%")

(+111°, +290°) , (8.9)

€
€ (+124° +299°) , (8.10)
with the central values-259° and+175°, respectively. )

For all the phases, there is almost no exclusigiVac.L., except for the)©+%  which
excludes positive values at the2o level.

8.5.2 Constraints on the ratio of QCD amplitudes

The constraints on the ratio of QCD amplitudes for the— K*r system,Pt~ /T,
T2 )T+, Nt /Tt PEW )T+~ and R.s(K*), are shown in the left hand side plots of
Figs. 8.9 and 8.10. The constraints on the~ /T~ and T2’ /T~ QCD ratios do not
improve significantly because they are mostly determinethbyobservables related to the
B — K**77 and B — K*97° neutral decays. This is also the case for the(K*r)
parameter. In contrast, for th€°* /T~ and PE" /T™= QCD ratios some degeneracies
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are raised. The same pattern as with the—~ K*r system alone is followed, the global
minimum solution for the phases obtained from #¢ — K27 "7~ preferring high values
while the local minimum excludes them.
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Figure 8.9: Constraint on the argument-magnitude plane for the~ /T~ (top left),

T )T+ (middle left) andN°* /T~ (bottom left) QCD ratios of thé&s — K*m system,
andp™/t*~ (top right),t® /¢7— (middle right) andn’" /¢*~ (bottom right) QCD ratios of
the B — pK system. A logarithmic scale is used on the horizontal axisitéVegions are
excluded with a less thai?t C.L.

The additional information contained in the cross phaskesa® with the interference of
K*mandpK resonances can be used to set constraints on the ratio of @@hiades for the
B — pK systemp™ /tT=, % /t*=, nF /t7, pEV /tT— and Reg(pK), which are shown
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in the right hand side plots of Figs. 8.9 and 8.10. Degenesaan thep™ ™ /t*~ are raised,
and negative values of its phase are still are excludéd@tC.L. due to the significance
of the directC' P asymmetryAcp(B° — K*p~). Soft constraints are set on thHg /i,
n®* /t*— QCD ratios. The constraint on th&" /¢7— parameter improves, an upper limit of
IpEV /tt—] < 1.0 can be set at the level 66% C.L. No significant constraint is set for the
Rz (pK) QCD ratio. The same pattern as with tBe— K*r system is followed, the global
minimum solution for the phases obtained from thé — K377~ prefer hight values
while the local minimum excludes them.
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Figure 8.10:Constraint on the argument-magnitude plane for f&V /T~ (top left) and
Res (K*7) (bottom left) QCD ratios of thé& — K*m system, ang@Z" /¢7— (top right) and
R (pK) (bottom right) QCD ratios of thé? — pK system. A logarithmic scale is used on
the horizontal axis. White regions are excluded with a lees15% C.L.

In summary, the additional information carried by the olables relating thé& — K*nr
and B — pK systems helps to improve most of the QCD ratios. Some QCDsraglated
to B — K*rm improve because degeneracies are raised. Constraintstdog all the QCD
parameters related 8 — pK system, including the ones unconstrained by the obserwable
from B — pK alone.
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8.5.3 Constraints on thegps, observable

The main theoretical hypothesis used so far has been testedh# B — K*7 system
analysis. It was shown that the constraints on the CKM patermavere totally dominated
by the theoretical uncertainties, making the CPS/GPSZ odetimusable for all practical
purposes. This section studies thg,(K*m) and ¢3/,(pK) observables (cf. Eq.(3.48))
when combining thé3 — K*r andB — pK systems. Their explicit definition in terms of
measurable quantities is given below,

BY — K*+7=) 4+ /2A(B° — K*070)
B® — K~ p*) + V2A(B® — RO,;O))

i} BO _ K*fﬂ.Jr 4 \/§A BO N [_(*071.0
bop(K°m) = arg <]% ) ( >> @11
q

A(
A(
A(
N (8.12)

BY — K+p=) +2A(B° — K0p0)

b3s2(pK) = arg <]—)

Both are independent functions of the observables, and e constraints on thep, 77)
with additional theoretical inpug.g. P*"" = 0 — ¢35 = 0.
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Figure 8.11:Constraints on the;, (K *7) and¢s/,(pK) observables. At the top the cons-
traint on ¢/, (K*m) using the observables from tiie — K*7 system alone (left) and using
the combined{*7/pK system (right) are shown. At the bottom the constrainpgn(pK)
using the observables from the combirétr /p K system is shown. The dotted line$ a2
and0.05 set the confidence interval & and2o, respectively.
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The constraint o/, (K*m) when using only observables from tiie — K*7 system
is shown in the left hand side plot of Fig. 8.11. Two maxima banseen, which corres-
ponds to the multiple solutions on the phases fromARe— K27+ 7~ analysis. The width
around each maximum is 18°, the presence of multiple solutions reduces significahidy t
constraint. The constraint afy ,(K*7) when all the available observables of the combined
K*m/pK system is shown on the right hand side plot of Fig. 8.11. Adain maxima
are seen, shifted by 5° with respect to the previous case. More interesting is that t
width around each maxima reduceslf. The gain of~ 3° in precision in the extraction
of the ¢5/o(/*1) observable is obtained when including the observableshicombined
K*m/pK system. Given a theoretical hypothesis, this translates iimprovement on the
possible constraint that can be set on(iig)) plane. The measurement of the yet unavailable
phases will further improve the constraint.

No constraint on thes,(p/) observable can be set when considering khe- pK
alone due to the lack of experimental information. This isthe case when considering the
combinedK*r/pK system. A constraint can be set on this observable, as isrshothe
bottom plot of Fig. 8.11. Thes,,(pK ) observable can be fixed with information from the
interference of differenk*7 andpK resonances. With the current experimental inputs and
errors only a weak constraint is set.

Once atheoretical hypothesis has been fixed, the informatintained in botkys (K™ )
andes»(pK') observables can be combined to set an stronger constréime @KM parame-
ters. The combination is not so trivial as these obsevaléesxperimentally correlated, and
the details of their constraint on tiig, 77) plane depend on the theoretical hypothesis used.

8.5.4 Extrapolation to 2015

This section studies an extrapolation for integrated lwwsities expected for the Belle-
upgrade, SuperB, and/or LHCb projects, in order to estirttagefuture performances of
the analysis presented in this section. A totaldfb—! of data are expected for 2015 ob-
tained only by the SuperB project. The central values of #peBmental observables used
for this exercise are shown in Table. 8.2.

The inputs for this exercise are all the 27 possible experialebservables from the
combinedK*r/pK system. The central values of branching ratios and dit&etasym-
metries are taken from [127], where QCD factorization isuassd to calculate them. The
values of the phases are chosen such that the constraiet(ip, tf) is completely consistent
with the standard CKM fit. All the measurements are assumbd ttbominated by systematic
uncertainties2% and3% errors in braching fractions of charged and neutral moaesgerc-
tively, are used. In the same way; and3% are used for the errors on th&” asymmetries
for charged and neutral modes, respectively. Finaflyand8° error are used for the phases
obtained from charged and neutral modes, respectively. ekperimental errors assumed
are roughly equivalent to the current systematic errors.

Using the inputs described in table 842, is obtained with an error ob°. The con-
straint on thep, 7) plane is shown in Fig. 8.122.¢ = 1.35% is assumed, and no theoretical
uncertainties are taken into account. Under the hypotludésisry small theoretical uncer-
tainties, the constraints set on the CKM parameters are ettip with that of the global
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Parameter value Parameter value
B(K*Tr™) 913+£027 [ B(KTp7) 13.42 +0.40
B(K*07Y) 3.890+0.12 | B(K°") 7.53 +0.23
B(K*0r ) 8.90 £0.27 | B(K™") 10.27 £ 0.31
B(K**70) 525+0.16 | B(KTp°) 4.8140.15
Acp(K* ™) 0.476 £0.024 | Acp(KTp™) —0.314 4+ 0.016
Acp(K*07Y) —0.047 £ 0.021 | Acp(K°p%) 0.033 £ 0.016
Acp(K*mT) —0.002 4 0.024 | Acp(K%pT) —0.005 4 0.016
Acp(K*T7Y) 0.412 +0.021 | Acp(K*pY) —0.463 + 0.023
A¢(K*rr) 30.5 £+ 8.0 2B (K°p") 19.0 £ 8.0
(KO0 /K*Tn~)  —59.1 £8.0

H(KOrY  K*—n ) 4.8 +£8.0

P(K* Ot/ K*T70) 65.0 +5.0

(KOt JK*— =) 35.1+£5.0

H(KOpV JK*F717) —52.7+£80 |

d(K*p~ /K 77) 31.9+8.0 P(K—pt/K*~7T) 47.8 +£8.0
P(KTp0 ) K*OnT) —17.0£5.0 | ¢(K p°/K*n™) 16.4 £+ 5.0
P(K pT /K*70) 26.6 + 5.0 P(Kp~ /K*~7) —12.0 +5.0

Table 8.2:Experimental errors expected for 2015, and central valigesldor the prospective
studies of constraints in thig, 7) plane. Branching fractions are units ®6~° and phases
are in degrees.
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Figure 8.12:Extrapolation exercise on the possible constraints olgdian the(p, 77) plane

for and integrated luminosity afab~!, which is expected for 2015 with the SuperB project.
As theoretical input it is assumdgl.s = 1.35%, no theoretical uncertainties are taken into
account. The global CKM fit with the latest measurementsaotesl in ICHEPOS is super-
imposed for comparison. White regions are excluded wittsa flearns% C.L.
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CKM fit. The potential of this method for CKM physics will depe on the evolutions of the
usable theoretical frameworks and the relevant theotetigzertainties.

8.6 Summary

Using the global CKM fit results as an external inputs to fix@&M parameters, constraints
have been set on unavailable experimental observablesaihe oatios of QCD amplitudes

in the K*7 and thep K’ systems. When consideririgg — K*r alone, the constraints on the
QCD ratios related to that system are weak, mainly becaese #re multiple solutions for
the phases extracted from th# — K37+~ analysis presented in this thesis. Considering
B — pK alone, experimental bounds are set for a couple of QCD ratihs When con-
sidering the combine& ™7 /pK system, constraints on all QCD ratios improve due to the
additional experimental information contained in the ghdsferences related with interfer-
ences of*m andp K resonances.

The CPS/GPSZ (cf. Sec. 3.2.6) method has been revisitecatsdit The validity of this
external hypothesis is tested, both in terms of the straabfithe isospin relations, and by
using the available experimental measurements. It is shibatfor theB — K*r system,
the measurements do not favor the scenario of negligiblé ; besides, the current measure-
ments onk* 1 have a weak consistency with the proposed theoretical akiimof PPV, As
a result, the constraints on CKM parameters are dominatéldmyetical uncertainties.

Finally, a method that exploits the entire set of measurésmmtheX *m andp K systems
is developed. The potential of this combined analysis/ K p is estimated with the help a
prospective analysis, based on an extrapolation of thecuexperimental uncertainties. The
results allow to illustrate the physics potential of thesalgses in the context of the LHCb
experiment, the SuperB and Belle-upgrade projects, insstswith controlled theoretical
uncertainties.



Chapter 9

Conclusion

The results obtained in this thesis can be summarized iragbats:

e A complete data analysis work for the charmless deBdy— K277~ has been
performed with a time-dependent amplitude analysis. Megsants of inclusive and
exclusive branching fractions and direc’ asymmetries are performed. Moreover,
phase differences between resonant states are extracagaly for the f,(980) K2,

P2 (770) K9 and K**(892)7F resonant components.

e A phenomenological analysis using the available experiedleénformation on the
B — K*mandB — pK systems is performed, with the methods described in Chap-
ter 3.

9.1 Time-dependent amplitude analysis of the charmless
decay modeB’ — Klrrn~

The results of a time-dependent amplitude analysi3®of- K277~ decays, obtained from

a data sample af$3 x 10° BB decays, are presented. Event rates for signal, continudm an
B-backgrounds are measured. Furthermobepairs of relative phases and magnitudes for
the different resonances are measured, taking advantatpe afterference between them
in the Dalitz plot. From the measured isobar amplitudes dleviing Q2B parameters are
derived: exclusive branching fractions, dirécP asymmetries and phase differences of the
resonant decay modes. The main results are summarized:below

e Two solutions are found by the fit, with equivalent goodnek§t. The values of
the fit fractions and the direct P asymmetries are similar in both solutions; on the
contrary, some isobar phase differences are significarftBrent. This result comes
from a double ambiguity to resolve the interference patterthe Dalitz plot. The
results on the physical parameters are obtained by studlggngomplete likelihood
function around its two maxima, applying no approximatiomhe construction of the
confidence intervals on the measured parameters.
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e The measurement of thg.q, C') parameters in the,(980) K3 channel is in good
agreement with the values from golden modes. The measutexeindesC' P con-
servation with3.50 significance including systematic uncertainties. Thel teiaor is
dominated by statistical effects, and the dominant coutigin to systematic uncer-
tainties comes from the isobar model.

e For the p(770) K2 channel, the3.,; parameter is measured for the first time. The
(Ger, C') measurement is also in agreement with the golden modes.cdinigpatible
with C'P conservation withinlo. As for f,(980) K2, the total error is dominated
by statistical effects, and the dominant contribution tstegnatic uncertainties comes
from the isobar model.

e FortheK™**(892)7~ channel, the measurement of the dir€dt violation asymmetry
is Acp = —0.20 & 0.10 £ 0.02 4+ 0.01; the null value is excluded &v. The relative
phaseA¢(K*~(892)r™, K**(892)r~) between the decay amplitude andGt® con-
jugated amplitude is measured for the first time. The smaltlap of theK** (892) 7~
with other resonances limits the sensitivity to meashg¢ K~ (892) 7+, K*+(892)7~),
which only allows to exclude the interval132° : +25°] (at95% CL). Although the
measurement of\¢ (K™ (892)nt, K*(892)7~) is dominated by the statistics, the
separation between the maxima of the likelihood functidutes even more the cons-
traint obtained.

e The presence of a significant contribution to thier— spectrum, in the region around
my+-— ~ 1.5 GeV/c?, is established with & 8¢ significance. This signal is described
as the coherent sum of two contributions, fhel270) tensor and a unlisted resonance
fx(1300), which has been identified for the first timeih™ — K*t7n~ 7" decays [23,
24]. As in previous Dalitz analyses, the best fit is obtaineohg a scalar for the

Fx(1300).

All the measurements presented are consistent with preaoalyses, and are more pre-
cise than results from Q2B analyses. From the measured @ecpitudes and the signal
yield, the inclusive direcC P asymmetry and branching fraction are derived. The inclu-
sive directC'P asymmetry is consistent with zero and the inclusive brangffiaction is
consistent with previous results.

A preliminary version of this work has been presented, oralfehe BABAR collabora-
tion, at the Lepton-Photon conference in 2087 Xi v: 0708. 2097). The final version is
currently in internal review by the collaboration, and iamted to be submitted for publica-
tion in Physical Review D

9.2 Phenomenological Interpretation of theB — K*r and
B — Kpmodes

At first, this thesis aimed at producing an extension of th8/GPSZ method (cf. Sec. 3.2.6),
which claims to allow access to the anglef the CKM UT under the hypothesis of negligi-
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ble electroweak penguin®""). The plan was to maximize the use of available experimen-
tal information. However, this reasoning has also helped\wit certain conditions invoked
by the CPS/GPSZ methods. A correct method is developed wshiahrs that the constrained
UT angle under thé’*"' = 0 assumption is the angteof the CKM UT (noty). The validity

of this external hypothesis is tested, both in terms of thecsire of isospin relations, and by
using the available experimental measurements. It is shbatrfor theB — K*xm system,

the measurements do not favor the scenario of negligiblé ; besides, the current measure-
ments onK *7 have a weak compatibility with the available theoreticdineators of P*W,

As a result, the constraints on CKM parameters are domirgtéleoretical uncertainties.

Finally, a method that exploits the entire set of measurésmmthek ™ andp K systems
is developed. The potential of this combined analysisr/ K p is estimated with the help
a prospective analysis, based on an extrapolation of therduexperimental uncertainties.
The results allow to illustrate the physics potential ofsth@nalyses in the context of the
LHCb experiment, the SuperB and Belle-upgrade projects.

A preliminary version of this phenomenological work is meted in this thesis. The
final version is likely contain some extensions of the methond context more expanded
that only isospin symmetry. The final goal is to summit thigkvim publication inJournal
of High Energy Physics
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Appendix A

Probabllity density distributions of fit
variables

This appendix provides additional details on the paranestions used for the discrimi-
nant variables entering in the likelihood function. The BDér the signal (TM and SCF),
continuum andB background species are described.

A.1 Signal and Continuum background

A.1.1 The kinematic variables,mgs and AE
Signal

e mgg: The distribution of TM events is parameterized with a biaied Crystal Ball
functionbC B(m; mg, o, o, a, 1)),

exp (—(m —mo)?/(203)) | mo—aoL <m<mg (A1)

(n/a)™ exp (=a?/2)
((mo—m)/or+n/a—a)" )

{exp(—(m—mo)z/@a}%)) . m > my
bCB(m) = —

m < mg — ooy,

which is a combination of bifurcated Gaussian function veithower law tail. Vv is a
normalization parameter. The values foe= 1.9, n = 10.0 are used, and they, o,
ando i parameters are determined by the fit.

The SCF events are parameterized with a smooth histogramrka®Keys PDFs [128]
(cf. top right plot of Fig. A.1).

The top plots of Fig. A.1 show the parameterization used fdr([Eft) and SCF (right)
superimposed to the non-resonant MC sample.

e AE: The distribution of TM events is parameterized with a doubéissian, with all
five parameters determined by the fit to data.

SCF events are parameterized with a single Gaussian®@F m,, so), where the
mean and width parameters are determined from MC sampldgsaddom, = (1.7+
1.4) x 1072 GeV/c?, andsy = (1.0 £ 0.1) x 107! GeV/c?,
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Figure A.1:Distribution ofmgg for TM (top left) and SCF (top right) non-resonant MC and
Off Peak data (bottom). Superimposed are the PDFs used éantximum likelihood fit.

The top plots of Fig. A.2 shows the parameterization usedibfleft) and SCF (right)
superimposed to the non-resonant MC sample.

Continuum background

e mgs. The continuum PDF is parameterized with a two parametertiom&nown as
Argus(m; mo, ) [103], wherem, is a threshold parameter known as endpoint,

0 , M > my
1/2
n(1-(@)) Teme (- (8))  mem *

N is again a normalization parameter. Since the shape pagafeas been found to
be compatible within statistical error among all taggintggaries (includingNoTag),

a single average: ¢ > is used, determined by the fit to data, simultaneously wigh th
signal parameters. The kinematic endpaeintis fixed t05.2897 GeV /c?. The bottom
plot of Fig. A.1 shows a fit to the off-peak sample.

Argus(m) = N

e AE: The continuum PDF is parameterized with a second order paiyal. Again,
the same parameters are used for all tagging categoriestwbhgolynomial param-
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eters are obtained by the fit. The bottom plot of Fig. A.2 shavii to the off-peak

sample.
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Figure A.2:Distribution of AE for TM (top left) and SCF (top right) non-resonant MC and
Off Peak data (bottom). Superimposed are the PDFs usedéantximum likelihood fit.

A.2 The Neural Network

In view of the correlation between th€ N and the DP coordinates for continuum back-
ground (see Sec. 6.2), tié/N PDF for continuum does not factorize any more in the likeli-
hood function. This effect is taken into account by intradga Dalitz plot-dependence of
the NN variable for continuum.

Signal

Keys PDFs are used, distinguishing for tagging categoftgshe empirical MC shape of
TM and SCF events. Figs. A.3 and A.4 show the nonparametriys R®Fs used for the TM
(left plots) and the SCF (right plots) for the seven taggiatggories.
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Continuum background

To account for théV N continuum correlation with the DP, a function that variegwi p s,
(cf. Fig. 6.6) is used,

Pi(NN; Apaies, A, By, Bi, By) = (1 — NN)* (B,NN? + BiNN + By). (A.3)
The A and B coefficients are linear functions &y,

A = a1+ asApaiits,
By = co+ c1Apalitz,
By = a3+ c2Apaits,
By, = a3+ c3Apaiits,

(A.4)

where theu; andc; coefficients are obtained by the fit. Fig. A.5 shows the fit itssaf the
polynomial (Eq. A.3) for off-peak events, in different doimaonAp ..
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Figure A.3: NN signal PDFs for the TM (left) and SCF components (right) ialtept on
(top),Kaonl (middle top) Kaon2 (middle bottom) an&kaonPi on (bottom) tagging cate-
gories. The histograms are non-resonant MC and the curieeikeys PDF.



A.2 The Neural Network 258

Transformed nn PDF (histogram), Signal TM, Tag 5 Transformed nn PDF (histogram), Signal SCF, Tag 5
1? h_nn_tm_5 1? h_nn_scf_5
. |Entries 12583 [ |Entries 1379
L Mean 0.604 | |Mean 0.5708
0.8 LRMs 0.2429 0.8 [RMS 0.2455
0.6— 0.6—
04— 04—
0.2 0.2
P P A D E P B S P i b 07‘H\HHmuwuu\HumH‘\HH\HH\HH\?—“
0 01 0.2 03 04 05 06 07 08 09 1 0 01 0.2 03 04 05 06 07 08 09 1
Transformed nn PDF (histogram), Signal TM, Tag 6 Transformed nn PDF (histogram), Signal SCF, Tag 6 |
1— h_nn_tm_6 1—
L P L h_nn_scf_6
[ |Entries 8703 L Entries 1005
[ |Mean — 0.5947 L |Mean 05552
0.8 RMS 0.2417 0.8— [RMs 0.2455
0.6— 0.6—
04— 04—
0.2 0.2
Oiumm\mmm\mmm\mmummm—l‘ 07‘mmmumm\mmmmumumml‘
0 01 0.2 03 04 05 06 07 08 09 1 0 01 0.2 03 04 05 06 07 08 09 1
Transformed nn PDF (histogram), Signal TM, Tag 7 Transformed nn PDF (histogram), Signal SCF, Tag 7 |
1? h_nn_tm_7 1? h_nn_scf_7
L |Entries 21840 L Entries 2357
L |Mean 0.5933 L Mean 0.5586
0.8— LRMs 0.2358 08— LRMS 0.2445
0.6— 0.6—
04— 04—
0.2[F 0.2,
ol b b e LY 07‘H\HHmuwuu\HumH‘\HH\HH\HHM—‘H
0 01 0.2 .3 4 05 06 07 08 09 1 0 01 0.2 03 04 05 06 07 08 09 1

Figure A.4: NN signal PDFs for the TM (left) and SCF components (right) ia @ on
(top), & her (middle) andNoTag (bottom) tagging categories. The histograms are non-
resonant MC and the curve is the Keys PDF.
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Figure A.5:Fit of NN to the off-resonance data. The fit result is projected in fdifferent
domains oM\p.ii,, Spanning from the DP edges (top, left) to the DP center @mottright).
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A.3 PDFs for B Backgrounds

This section illustrates the PDFs used to describe therdiiféd3 background components
detailed in Section 5.8.

A31 B'— D (— Kdr)n*

As the B — D~ (— K2n )m" B-background component has the same final state as the
signal, it shares itsnps and AF PDFs. A Keys PDF is used for th& N; and a non-
parametric PDF is used is used for the DP. Fig. A.6 illusg#te shape of these four PDFs,
using exclusive MC samples @ — D~ (— K7 )7 " events.

A3.2 B J/U(— (HHKY

As themgg construction does not depend on the masses of particleg ifindl state, the
mpg distribution for theB® — J/¥(— ¢+¢*) K2 component is expected to be very similar
as that of signal, so this PDF is shared with the signal. AkePDF uses a non-parametric
Keys obtained from exclusive MC; its central value in MC whsted according to the fitted
value of AF for the signal. A Keys PDF is used for thé/V; and a non-parametric PDF
is used is used for the DP. Fig. A.7 illustrates the shapeeddliour PDFs, using exclusive
MC samples ofB° — J/¥(— (T¢T) K} events.

A.3.3 Other B backgrounds

For the remaining3 background classes, a Keys PDF is used to describerthgir A E and
NN PDFs. As discussed on Sec. 6.3.3, for the DP a non-paran®fficis used for allB
background components (cf. top plots on Fig. A.6—A.15).
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Figure A.6: PDFs used for the3’ — D~ (— K¢r~)n" B-background component. Square
DP (the top left and right plots ar&° and B° tags, respectively)n s (middle left) andAE
(middle right), andV N (bottom) PDFs.
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Figure A.8:PDFs used for ther0 — n K% B-background component. Square DP (the top
left and right plots areB® and B° tags, respectively)y s (middle left) andAE (middle
right), and NN (bottom) PDFs.
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Appendix B
Probing the Signal DP Model

Itis expected that the same intermediate resonant statiesathtribute to thd™ — Ktr— 7t
channel, will also be present in thi#’ — K27*7— model. As the charged mode is cleaner
experimentally (higher signal rates and lower backgroyntisisobar model can be used as
a probe for smaller resonant contributions.

For the B — KYx 7~ channel, Q2B analyses have established uncontrovergial si
nal yields for thef,(980) K3, p°(770) K9, K**(892)x and (K7);*x¥. components (cf.
Sec. 2.2). Thefy(980) K™, p°(770) K+, K*°(892)x" and (K n);’n™ are also present in the
BT — Ktz x" signal. In addition to these, the isobar model of the chamgede in-
cludes a non-resonant, andg0) K2 component. Furthermore, the signal aroung, ~
1.5 GeV/c? is described by using £(1270) K2, and a scalar denoted #ig(1300) K2.

Internal coherence in the treatment®f— K77 modes calls for the present analysis to
use the same signal DP model as fiie — K7~ 7" BABAR analysis [23]. This appendix
describes some consistency tests performed othe> K2n+7— data sample to validate
this approach.

B.1 Addition of other components to the minimal model

In principle, the isobar model should include all possibleeimediate states that may con-
tribute to the signal, but with finite available statisticgyothe most prominent components
are actually considered, and the less significant oneseaett as systematic effects on the
signal isobar model. A “minimal” signal model is then defiredcomposed off;(980) K¢,

P2 (T70) K%, K*+(892)nF and(K )5 r.

In theblind analysisapproach used iBABAR, the relevance of considering other interme-
diate states is studied, by means of "blind fits" to data. &sé¢hblind fits, only the changes
in likelihood valueAN LL, when fitting with/without one extra component, and the eorr
sponding fitted isobar fractiof'F for this extra component, are actually inspected. This
ANLL is defined as

ANLL = NLLI\/Iinimal - NLLExtra Comp. (Bl)

whereN L Lyinimar IS the NLL value at minimum with the Minimal Model, amdL Lgyxtra comp.
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is the NLL at minimum when an extra component is added. Thisitien is such that
AN LL is positive when the addition of an extra component imprakedit.

The criteria used to interpret these numbers are defined fognstudies, where toy
datasets are generated using the minimal model, then fiitedwthout a given extra com-
ponent, to evaluate the expected valuesXov .. and F'F' when a fake component is added
to the signal model. The configuration for generating thegelatasets is as follows,

e Signal Model (“minimal”):  fo(980)K2 (FF = 16%), p°(T70)K3 (FF = 10%),
K*(892)7 (FF = 27%) and K*(1430)7 (FF = 48%).

e Yields: 1700 signal, 19400 Continuum, 32@0r, 1700.J/¢ K%, 130¢(25)K?2 and
1300 Generic.
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Figure B.1:Results of including a fake component in the signal modetag#s have been
generated with the minimal model (see text), and fitted dhopa fake non-resonant (NR)
component. On the left: NLL VSF of the fake NR component. On the righizr VS F'F
value.

Left plot in Fig. B.1 shows the results obtained when fittinghwan extended model
where a uniform non-resonan¥ () component is added to the minimal signal model. In
the plot are shown the values of theV L L vs. the fittedF' F for the "fake" extra component.
Similar patterns arise when adding other components. Asisethe figure, this fake com-
ponent induces changes upAoV LL ~ 7 — 8 likelihood units, and the fitted ' can reach
values up to~ 5%. It is worth stressing that, by definition, the values-af are biased since
they are bound to be positive. Now, one observes that thefisgmces of the fitted "fake"
F'F do not appreciably exceed the 10 level (cf. right plot in Fig. B.1). The decision on
declaring a component not to be significant, is based on \ehéth addition to the signal
model in the blind fit to data follows the pattern illustraied=ig. B.1. If it is not the case,
the component is considered to have a potentially significantribution to the signal rate,
and should be considered for inclusion in the signal model.

Different components have been tested on blind fits to datlleB.1 shows the compo-
nents tested and the results. Clearly, the largest impresem NLL comes from adding
a non-resonant component to the fit. For the, mass spectrum, adding(1270)K?2,
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Component A(NLL) FF

F2(1270) K70 +195 | ~3.8%
fo(1370) K0 +31.1 | ~4.2%
0 (1450) K2 +35.2 | ~ 13.1%
fo(1500) K0 +11.0 | ~1.6%
A (1700) K0 +7.6 | ~2.9%

K3+ (1430)7 7 +13.7 | ~7.1%
K;*=(1680)7 +25.1 | ~7.7%
K;*=(1410)77F +18.3 | ~3.4%
NonResonant | +117.0 | ~ 23.6%

Table B.1:List of intermediate states tested.

fo(1370) K¢ or p"(1450) K§ components improve the fit quality by significant amounts. Fo
them o .- spectrum, adding the componeht$™ (1430)7 T, K**(1680)rT andK**(1410)7 ™
also improve the fit quality.

In each case, additional tests are to be performed to coneplieiimese elements of inter-
pretation.

B.2 Probing for a non-resonant component

The sPlot technique [31] in the center of the DP has been peef, in order to test for a
non-resonant (NR) component. A fit to the events in the ceritire DP is performed, using
only mgs andA E variables with the following configuration,

The DP center is defined a8+ g > 2.0 GeV/c? andm+,- > 2.0 GeV/c? (see left
hand plot of Fig. B.2).

TheJ/y K andy(2S) K2 have been cut by vetoing tBe7 < m+.- < 3.12GeV/c?
and3.67 < my+,- < 3.705 GeV/c? bands.

The fit assumes the sample is composed of three species! giypstly NR if this
component were present), continuum and B background.

No cut on theN N is made nor is theV N used in the fit, due to its correlation with
the DP for the continuum: when approaching the DP centecah&nuum/N N shape
becomes more and more twisted towards higher values, ieedifitrimination with
respect to signal decreases.

The signal PDF is the same as in the nominal fit, with its pataradixed. The same
holds for the continuum PDF, with the Argus parameter floakext the B background
a 2D Keys histogram is used, built from generic MC (see rigtmtchplot of Fig. B.2).

With just these two variables, using the nominal, tights and AE window (cf.
Sec. 5.7), the discrimination among species would be topdad the fit would obtain
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excessive correlations between signal and backgroundsyieThe window is thus
enlarged t&.25 < mpg < 5.288 GeV/c* and|AE| < 100 MeV; nevertheless, a high
anticorrelation of-85% between signal and B background remains.
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Figure B.2:0n the left: definition of the DP center used for the sPlot gtudn the right:
mps and A E' B-background PDF used for the fit to yields. The PDF is a 2D Kegwogram
constructed from generic MC. The red rectangle represér@sit;s and A E fit region.

The results on the fit to yields are shown in Fig. B.3 and ond&b2. The sPlots for the
NN variable are shown in Fig. B.4. Superimposed to the signadlcamtinuum sPlots are
the NV distributions for non-resonant MC and off-peak, respetyiwvhich are normalized
to the expected number of events in the center of the DP.

Inspection of Figs. B.3 suggests the presence of a signifiata of B events in the DP
center; the sPlots in Fig. B.4 suggest to interpret thesats\as signal events. With both
statements taken together, there is evidence for signélkeircénter of the DP. Such signal
can only originate from a non-resonant component. This @mapt is then added to the
signal DP model, the parameterization being the same asjn [2

Yield Fitted value
Signal 175 £ 29
Continuum 6036 & 185
B Generic 354 £ 175

Signal - B generic correlatioh —85%

Table B.2:Results for the fit to yields, performed in DP center usinyonts and AFE.

B.3 Probing the signal aroundm,, ~ 1.5 GeV/c?

Previous analyses [23, 24, 42] have observed prominendlsigtes in then,., mass spec-
trum located around- 1.5 GeV/c?. In the charged mode, this signal is described with
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Figure B.3:mpgg (left) and AE (right) projections for fit to yields in the DP center. Black
dots are data. The dashed blue, magenta and red curves amdtiteauum, continuum-+B-
background and signal PDFs, respectively. For tk& projection an additional cut imn g
have been applied to enhance the Signal/Background ratio.
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Figure B.4: N N sPlot in the DP center for continuum (upper left), Signalgepright) and
B-background (lower). The blue/red points in the continigiRtot are the offpeak in/out the
DP center. For the Signal the blue line is non-resonant MC.

two resonant components: thfg(1270) tensor, and a scalar denoted &s(1300). This
fx(1300) is modeled with a Relativistic Breit-Wigner lineshape,wfitted mass and width
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of (1449+13) MeV /c? and(129+25) MeV /c?, respectively. Data prefers a scafa(1300)
over vector and tensor. In the present analysis, this sgadss could be the source for the
large significance for the high-mass resonances testee inlitid fits.

To address this issue of signal excess inthe ™~ mass spectrum above tlig890), blind
fits to the onpeak data in a number of different configuratemesperformed. The now mini-
mal configuration includes now the non-resonant amplitddéle B.3 shows the changes in
likelihood and isobar fractions for fits including additadrfor replacement) resonances.

A(NLL) | BFfx(1300) | BF f,(1270) | BFp°(1450))

Minimal+ fx (1300)(scalar) 0 ~6.0%

Minimal+fx (1300)(vector) -20 ~ 7.6%

Minimal+ fx (1300)(tensor) -5 ~ 4.6%

Minimal+ fx (1300)(scalar)+>(1270) +17 ~3.2% ~ 2.3%

Minimal+fx (1300)(vector)+f2(1270) +10 ~ 8.1% ~ 1.6%
Minimal+ fx (1300)+p°(1450)) + f5(1270) +23 ~6.5% ~1.6% ~21%
p0(1450) + f5(1270) (no fx (1300)) 5 ~0.7% ~ 8.3%
fo(1500) instead offx (1300) -3 ~31%

fo(1500) + f5(1270) +11 ~5.0% ~ 1.8%

fo(1500) + f>(1270)+p°(1450) +16 ~31% ~ 1.4% ~ 8.4%

Table B.3:List of intermediate states being tested.

A few conclusions can be drawn from these results:

the data slightly prefers thg¢ (1300) (as in the charge®™ — K7~ 7" analyses) to
the f,(1500) (as in the three-kaoB™ — K+*K~ K+ andB? — KsK ™K~ analyses).

there is a further improvement in the fit with the inclusioraoff,(1270),

the improvement with the inclusion of#(1450) is less significant,

even including®(1450) and f>(1700) and excludingfx (1300), there is still significant
improvement by adding thgy (1300) alone,

e for the fx(1300), data slightly prefers the scalar over the vector or thediens

In addition to these studies in likelihood changes, twoefsional scans on the mass
and width of thefx(1300) component have been performed. For these scans, the signal
model contains botlf,(1270), and thefx(1300) (scalar) components. Fig. B.5 shows the
one-dimensional scan for the mass and the width. The best amalswidth values are found
to be~ 1450 MeV /c? and~ 80 MeV /c?, respectively, which are consistent with the Belle
B — K%ntm result [42] within2.20 level, statistical-only.

B.4 Probing themg,, spectrum above~ 1.5 GeV/c?

For them e+ spectrum, adding the componems™ (1430)7 T, K**(1680)7F and
K*i(lzﬂo)ﬁ also improve the fit quality significantly. The issue herdnathe significance
of these additions could be due to imperfections on the petenzation of thei = S-wave,
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Figure B.5:0ne-dimensional likelihood scans on tfig(1300) mass (left) and width (right),
where the signal model is composed of the minimal modelf:ti270), and thefx (1300)
(scalar) component.

and/or to correlations with the:., spectrum and the non-resonant component. Since the
isobar model for the charged mode did not include any additingﬂi resonance, the
same approach is followed in this analysis. A further, a grosti, justification is provided

by the good agreement of the isobar model with data, in thegtions of theanWi spectra
(see Sec. 7.1.2).

B.5 Summary

As the tests performed on data suggest, a non-resonant oemipis added to the signal
model to describe signal events in the center of the DP. Alsof,(1270) and the scalar
fx(1300), are used to describe the signal excess seen on therhighmas spectrum. In
addition, thex.(0)K3 is also included, as in thBaBaR B — K'x 7" analysis [23].
When including these last components to the signal modeketiHood change of- 45
NLL units is found. The nominal signal model includes thessonances. As a last check,
additional components are added to the nominal signal maelby-one; the results are
shown on Table B.4. None of these components appears to tiécagt, with maybe the
expection of the@’(1450). As described in Sec.7.3, this last one is an important itmriion

in the evaluation of signal model systematics.

Component| A(NLL) | BF(%)
fo(TIOKY | +25 | 1.0+£0.7
P450)KY | +140 | 7.2£17
PLA7T00)KY | +1.6 | 05+04
K*(1680) +6.7 | 26+10
Xe(2) 0.3 [0.02£0.02

Table B.4:List of additional intermediate states tested with the n@ahsignal model.



Appendix C

List of Fixed Parameters in the Nominal

Fit

The list of fixed parameters in the nominal fit can be seen iT#ides C.1, C.2 and C.3 (the
lineshape parameters have been already described in tige€Raand given on Tables 2.3

and 2.4).
Parameter Value
Neutral Generic Yield 114 £6
Charged Generic Yield 282 4+ 10
af 7~ Yield 7.3+0.7
BBkg Category 1 Yield 43.8+2.5
BBkg Category 2 Yield 281420
BBkg Category 2 Yield 34.5+4.6
DTr= Acp Parameter 0.0£0.04
J/q/)K% C Parameter 0.0 £0.03
J/YKZ S Parameter 0.668 + 0.026
n K% C Parameter —0.0940.06
S Parameter 0.61 +£0.07
Neutral Generlc C Parameter 0.0+0.6
Neutral Generic S Parameter 0.0+ 0.6
Neutral GenericA-p Parameter 0.0+0.6
Neutral GeneridAC' Parameter 0.0+ 0.6
Neutral Generid\ S Parameter 0.0+0.6
P (2S5) K% C Parameter 0.14 £ 0.09
( S)K ¢ S Parameter 0.95£0.13
a1 T C Parameter —-0.1+0.17
al 7~ S Parameter 0.37£0.22
af 7= Acp Parameter —0.07 £0.07
af©= AC Parameter 0.26 +0.17
aj 7~ AS Parameter —0.14 +0.22
BBkg Category 14 p Parameter 0.0+0.1
BBkg Category 24 p Parameter 0.0 £0.04
BBkg Category 34 p Parameter 0.0£0.12

Charged Generic Charge Asymmetry 0.0 + 0.6

Table C.1:List of fixed parameters in the fit. The errors are World Averagor on param-
eter, when available, or a conservative estimate when nieamnt is available.
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Parameter Value
SCF fraction cat. Lepton 24+£1.10)%
SCF fraction cat. Kaonl (4.0 +£1.0)%
SCF fraction cat. Kaon2 (4.0 £1.0)%
SCF fraction cat. Pion (4.6 £1.2)%
SCF fraction cat. Kaon1Pion 3.7+ 1.1)%
SCF fraction cat. Other 4.7+ 1.5)%
SCF fraction cat. NoTag (4.6 £0.9)%
signal B life time 7 1.537 & 0.008
signal BY oscillation frequencyAm 0.502 £ 0.004
Neutral BBkgB? life time 7 1.537 + 0.008

Neutral BBkgB® oscillation frequencyAm  0.502 + 0.004
CombRgmeanlAFE SCF parameter)  0.0002 + 0.0140
CombRgwidthl AE SCF parameter) 0.10 +£0.02

tagging efficiency cat. Lepton (8.7+£0.1)%

tagging efficiency cat. Kaonl (11.0 £ 0.1)%
tagging efficiency cat. Kaon2 (17.2 £0.1)%
tagging efficiency cat. Pion (14.3 £0.1)%
tagging efficiency cat. KaonPion (13.8 £0.1)%
tagging efficiency cat. Other (9.6 +0.1)%
w|Lepton] 0.028 £ 0.004
w[Kaonl] 0.056 £ 0.005
w|Kaon?2)] 0.150 + 0.005
w|Pion] 0.326 + 0.006
w[KaonPion] 0.231 £ 0.006
w[Other] 0.418 £ 0.008
Awl|Lepton)] —0.0002 £ 0.008
Aw|Kaonl] —0.008 £ 0.009
Aw[Kaon?2] —0.002 £ 0.008
Aw[Pion] 0.06 £0.01
Aw[KaonPion] —0.029 + 0.01
Aw[Other] 0.054 £+ 0.012

Table C.2:List of fixed parameters in the fit. The errors are World Averagor on param-
eter, when available, or a conservative estimate when measant is available.
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Parameter Value
feore SiIgnalAt resolution 0.895 £+ 0.001
st .. cat. Lepton signal At resolution —0.07 £ 0.05
Seore Cat. Kaonl signal At resolution —0.14 £ 0.04
soore Cat. Kaon?2 signal At resolution —0.21 £0.04
Seore Cat. Pion signalAt resolution —0.21 £ 0.04
core cat. Kaon Pion signalAt resolution  —0.18 + 0.04
core cat. Other signalAt resolution —0.17£0.04
8 e cat NoTag signal At resolution —0.21 £ 0.03
s%,r. SignalAt resolution 1.104 £ 0.004
Sf&)azl signal At resolution —1.264 £ 0.005
o, SignalAt resolution 3.0£0.1
%ut signal At resolution 0.
s¢ .. signalAt resolution 0.005 £ 0.008
feore BBKgQ At resolution 0.730 £0.017

cat. Lepton BBkg At resolution 0.15+0.07
cat. Kaonl BBkg At resolution 0.11 £0.07

COTG

COT@

Qore cat. Kaon2 BBkg At resolution ~ —0.11 4 0.05
st .. cat. Pion BBKkg At resolution —0.18 £ 0.05
core cat. KaonPion BBkg At resolution  —0.15 +0.05
Cm cat. Other BBkg At resolution —0.13 £ 0.06
2 e cat NoTag BBkg At resolution —0.11 £ 0.04
core BBkg At resolution 1.08 £ 0.04
szz BBkg At resolution —0.6 £0.1

¢..1 BBKkg At resolution 3.0

%ut BBkg At resolution 0.0

s¢.. BBkg At resolution 8.0

Table C.3:List of fixed parameters in the fit. The errors are World Averagor on param-
eter, when available, or a conservative estimate when nieasnt is available.
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Abstract

A time-dependent amplitude analysis®f — K277~ decays is performed to extract
the CP violation parameters ¢§(980) K% and p°(770) K%, and direct CP asymmetries of
K*(892)*7T. The results are obtained from a data samplé3e$ + 3) x 10° BB decays,
collected with theBABAR detector at the PEP-II asymmetric-energy B factory at SLAG
solutions are found, with equivalent goodness-of-fit nsedincluding systematic and Dalitz
plot model uncertainties, the combined confidence intdforatalues ofs.¢ in B° decays to
fo(980) K2 is 18° < f.q < 76° (at95% C.L.); CP conservation if° decays tof,(980) K%
is excluded aB.50, including systematics. FaB° decays top°(770) K2, the combined
confidence interval is-9° < (g < 57° (at 95% C.L.). In decays toK*(892)*rT the
measured direct CP asymmetry parametedds = —0.20 + 0.10 £ 0.01 4+ 0.02. The
measured phase difference between the decay amplitudgfs-ef K*(892)*7~ andB° —
K*(892) 7+ excludes thé—132° : +25°] interval (at95% C.L.). Branching fractions and
CP asymmetries are measured for all significant intermedestonant modes.

The measurements @f(770) K2 and K**(892)xT are used as inputs to a phenomeno-
logical analysis ofB — K*r andB — pK decays based solely ¢fi/(2) isospin symme-
try. Adding external information on the CKM matrix, constits on the hadronic parameter
space are set. F@& — K*r, the preferred intervals for color-allowed electroweakgugns
are marginally compatible with theoretical expectatiofke constraints on CKM parame-
ters are dominated by theoretical uncertainties. A praspestudy, based on the expected
increase in precision from measurements at LHCb, and atefytiograms such as Super-B
or Belle-upgrade, illustrates the physics potential of &pproach.
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Résumeé

Une analyse en amplitudes dépendantes du temps des désiiotggB’ — Korn—
est effectuée afin de mesurer les parametres de violatiorPdée€ modeg,(980) K et
p°(770) K2, ainsi que I'asymétrie directe de CP pduf(892)*x¥. Les résultats sont obtenus
a partid d’'un échantillon dé383 + 3) x 10° pairesB B, enregistrées par le détecteBaBAR
auprés du collisionneur asymétrique PEPII au SLAC. Deuxtgmis sont trouvées, avec des
figures de mérite équivalentes sur la qualité de I'ajusteéntemincluant les incertitudes sys-
tématiques et provenant du modele de Dalitz utilisé, livae de confiance combiné sur
Beg dans le mode(980) K2 est18° < [ < 76° (295% C.L.) ; la conservation de CP dans
ce mode est exclued) écarts standard. Pour le mod¥770) K?, I'intervalle de confiance
combiné est est9° < Bz < 57° (295% C.L.). Pour le modes*(892)*7 T, le parametre
d’asymétrie directe de CP edtp = —0.20+0.10+0.01+0.02. La mesure de la phase rela-
tive entre les amplitudes de désintégratigh— K*(892)T7~ et B® — K*(892) 7' exclut
I'intervalle [—132° : +25°] (295% C.L.). Les rapports d’embranchement et les asymétries
directes de CP sont mesurées pour tous les modes résonantsédiaires significatifs.

Les mesures obtenues dans les mqd€sr0) K2 et K**(892)nF sont utilisées comme
parametres d’entrée dans une analyse phénoménologiquiésiesegrationds — K*r et
B — pK, basée uniqguement sur la symétrie d’isospii(2). L'ajout d’'informations ex-
térieures sur la matrice CKM permet de poser des contragueespace des parametres
hadroniques. PouB — K*, les intervalles obtenus sur les pingouins électrofaibkes
sont que marginalement en accord avec les attentes thésridpes contraintes sur la ma-
trice CKM sont dominées par des incertitudes d’origine tlggee. Une étude de prospec-
tive, utilisant les améliorations attendues sur les masdesces modes a LHCDb, ou dans
les programmes futurs tels que Super-B ou Belle-upgradegied’illustrer le potentiel de
physique de cette approche.
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BABAR

violation de CP
matrice CKM



