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THAT'S PLENTY. BY THE TIME WE ADO AN INTRODUCTION, A FEW ILLUSTRATIONS, ANÓ A CONCLUSION, IT WILL LOOK LIKE A GRADUATE THESIS.



FOR EXAMPLE, SCIENTISTS THINK SPACE IS FULL of MISTERIOUS, INVISIBLE MASS. SO WHAT DO THEY CALI IT? "DARK MATER" DUHH!
I TEL WOU, THEEES A FORTUNE TO BE MADE


## Introduction

In spite of over fifty years of theoretical and experimental studies, low-energy nuclear structure remains an open and difficult problem. While extensive progress has been made, for instance concerning the understanding of the shell structure, or the impact of nucleon superfluidity on low-energy properties, an accurate and universal description of nuclei from first principles is still beyond reach because of the specificities of the nuclear quantum many-body problem.

First of all, and in opposition to systems governed by quantum electrodynamics (QED), the strong nucleon-nucleon interaction cannot be derived yet from a gauge theory of interacting quarks and gluons, that is quantum chromodynamics (QCD) describing the intrinsic stucture of hadrons and their interaction. The inter-nucleon interaction can only be effectively modelized in the low-energy domain, in terms of a very complicated structure [1; 2]. Nucleons are assigned to both spin and isospin $\operatorname{SU}(2)$ doublets, i.e. 4 -component fermions interacting in various configurations stemming from general invariances of the problem, e.g. spin-orbit, tensor, quadratic spin-orbit... couplings. As an example, Fig. 1 displays in coordinate space the state-of-the-art two-nucleon (NN) Argonne V18 [3] potential in the four two-body spin/isospin channels. Beyond its complex structure, the NN force presents bound (deuteron np in the coupled ${ }^{3} \mathrm{~S}_{1}-{ }^{-3} \mathrm{D}_{1}$ channels) and virtual (di-neutron nn in the ${ }^{1} \mathrm{~S}_{0}$ channel) states. The associated large scattering lengths, together with the short-range repulsion between nucleons closer than their classical hard sphere radii makes the nuclear many-body problem highly non-perturbative. Finally, a treatment of three-body (NNN) interactions in a theory of point-like nucleons is unavoidable, as has been quantitatively confirmed by modern calculations such as (i) differential nucleon-deuteron cross-sections [4-6], (ii) the under-estimation of the triton and light nuclei binding energies [7], (iii) the Tjon line [8], (iv) the violation of the Koltun sum rule [9], (v) the non-saturation of symmetric nuclear matter [10-15], or more generally the Coester line problem [16-18].


Figure 1: Coordinate space matrix elements of the bare NN force Argonne V18 provided in the four spin/isospin channels and separated in various components: central $\mathbb{I}$, centrifugal $\overrightarrow{\mathbf{L}}^{2}$, tensor $\mathrm{S}_{12}$, spin-orbit $(\overrightarrow{\mathbf{L}} \cdot \overrightarrow{\mathbf{S}})$ and quadratic spin-orbit $(\overrightarrow{\mathbf{L}} \cdot \overrightarrow{\mathbf{S}})^{2}$.

At the same time, most nuclei (i.e. nuclei with masses typically between 40 and 350 ) are by essence intermediates between few- and many-body systems, as pictured in Fig. 2. That is (i) ab initio techniques that describe the interacting system in terms of basic two- and three-body vacuum forces find rapidly their theoretical and computational limits, while at the same time (ii) finite-size effects play a significant part, which prevents any statistical treatment. Furthermore, a unified view of low-energy nuclear structure implies a coherent description of (i) small- and large-amplitude collective motions, (ii) closed and open systems, that is a description of the structure-reaction interface (fission, fusion, nucleon emission at the drip-line...), and (iii) stable and exotic systems, e.g. systems with large isospin asymmetry, for which peculiar behaviors are already experimentally observed (see below). Finally, pairing correlations are essential to describe low-energy bulk properties of nuclei, but their explicit treatment complexifies the formulation of the many-body problem.


Figure 2: Pictorial view of a nucleus, as an intermediate between pure few-body and many-body systems.

The treatment of the nuclear many-body problem aims at a description of ground (masses, radii, deformation and multipolar moments...) and excited (single-particle, vibrational, shape and spin isomers, high-spin and super-deformed rotational bands...) state properties over the whole nuclear chart, both for the $\sim 3100$ already observed nuclei [19] and the thousands which are still to be discovered. Fig. 3 presents the diversity of low-energy properties that one aims to describe. In that respect, a cross-fertilization between theoretical and experimental studies is more topical than ever, with the apparition of (i) new generations of radioactive ion beam (RIB) facilities producing very short-lived weakly-bound systems with acceptable yields, and (ii) high-precision detectors which allow precise measurements in low statistics and high noise-to-signal ratios.

Existing and upcoming facilities [20; 21] (see Fig. 4), based either on in-flight fragmentation [22; 23] (FAIR (GSI) [24], RIBF (RIKEN) [25], EURISOL [26], A1200 (NSCL) [27]...) or reaccelerated beams [28] (ARENAS3 (Louvain-La-Neuve) [29], ISAC (TRIUMF) [30], REXISOLDE (CERN) [31], SPIRAL/SPIRAL2 (GANIL) [32], HRIBF (ORNL) [33]...) can/will explore further the nuclear chart towards the limits of stability against nucleon emission, the so-called nucleon drip-lines. For instance, the study of the terra incognita in the neutron-rich region may allow a better comprehension of the astrophysical nucleosynthesis of about half of the nuclei heavier than iron, i.e. through the r-process, which is one of the "Eleven science questions for the next century", as ranked by the American National Research Council [34]. The proximity of the Fermi energy to the particle continuum for large isospin asymmetry gives rise to new phenomena, such as the opening or quenching of magic numbers [35], or the formation of neutron halos, that is systems with anomalously large extensions due to the presence of weakly bound neutrons [36;37]. While the latter phenomenon is observed in several light nuclei such as ${ }^{11} \mathrm{Be}[38 ; 39]$ or ${ }^{11} \mathrm{Li}[40 ; 41]$, and theoretically well understood, extrapolations towards


Figure 3: Low-energy static and dynamical nuclear properties to be obtained within a coherent theoretical framework.


Figure 4: Worldwide existing and upcoming radiactive nuclear beam facilities.
higher masses remain beyond experimental reach, and only based on approximate/misleading theoretical predictions. The problem of a quantitative and model-independent characterization of the formation of nuclear halos [42; 43] will constitute the first part of this dissertation. The proposed method will allow the identification of shortcomings of existing methods and the lack of predictive power of empirical nuclear forces under extreme conditions.

In addition to studying exotic nuclei, experiments close to the valley of stability still provide critical information. For instance, precise mass measurements using Penning traps [44; 45] or Schottky spectrometry [46] refine and extend mass difference formulæ, leading to a better understanding of pairing correlations. At the same time, the study of Wigner energy [47], that is a surstability for $N=Z$ elements, might give leads concerning the importance of $T=0$ proton-neutron pairing. One may also, among other topics of interest, mention recent experiments concerning rotational or vibrational bands [48], shape coexistence [49; 50], fission properties of actinides [51], collective modes [52], or the quest for superheavy elements and a potential island of stability beyond the $Z=82$ magic number [53].


Figure 5: The chart of nuclides. Stable nuclei are represented in black with traditional magic numbers in green, while experimentally known nuclei are delimited by the red curve. Theoretically predicted nuclei by energy density functional calculations in the terra incognita are also represented. The domains of application of standard nuclear structure methods can be found in the upper part of this chart.

While bulk properties of nuclei can be roughly explained using macroscopic approaches such as the liquid drop model (LDM) [54; 55], microscopic techniques are the tool of choice for a coherent description of all static and dynamical nuclear properties, while keeping as much as possible a connection with the initial vacuum two- and three-body interactions at the same time. However, because the numerical complexity of the nuclear problem increases exponentially with the number of nucleons, necessary approximations lead to models that gradually lose the connection with bare forces as one goes from few- to many-body systems by (i) restricting the Hilbert space in which nucleons evolve, (ii) approximating the treatment of correlations, and/or (iii) using phenomeno-
logical corrections or full approximations based on empirical assumptions and experimental data. This is illustrated by Fig. 7. For three- or four-nucleon systems, essentially exact solutions of the Faddeev or Yakubowski equations can be found using realistic forces [56-58]. Likewise, in the case of very light nuclei ( $A \lesssim 12$ ) Green function Monte-Carlo (GFMC) calculations [59-61] can describe the fully correlated few-body problem starting from realistic two- and three-body forces, using the exact evolution operator, but are restricted to local potentials and face already huge numerical challenges for ${ }^{12} \mathrm{C}$. Other ab initio methods allow the treatment of nuclei up to $A \approx 16$ using vacuum NN and NNN forces, e.g. (i) the stochastic variational method (SVM) based on an expansion of the true many-body wave function in gaussian wave packets [62-64], or (ii) the no-core shell model (NSCM) [65-68] which projects the interacting problem on a given model space defined through a harmonic oscillator basis. Coupled-cluster (CC) theory [69-73], which constructs the correlated state from a product state using a cluster expansion, truncated to $B$-body operators (typ. $B \sim 1-4$ ), renders possible calculations up to $A \approx 50$ around magic shells. Note that all these methods, while giving essentially exact results, still use a truncation of some sort while preserving an explicit connection with vacuum nuclear forces. To go to heavier systems, an approximate treatment of both the interacting problem and the interaction is needed. For instance, the configuration interaction (CI) model [74; 75], or shell model (SM), constructs a model space within which valence nucleons interact through an effective interaction. Even though the latter is usually obtained as a microscopic $G$-matrix, certain combinations of its matrix elements (monopolar terms...) are partly refitted on experimental data within a given model space (sd, pf...). Proceeding this way, spectroscopic properties within the considered model space are described with an excellent accuracy [74; 76]. Finally, the theoretical tool of choice for the microscopic description of all medium- and heavy-mass nuclei is the Energy Density Functional (EDF) method [77], often referred to as "self-consistent mean-field method". Based on relativistic or non-relativistic frameworks, it allows a unified description of nuclei over the whole nuclear chart. However, state-of-the-art calculations are based on empirical energy functionals (Skyrme, Gogny) adjusted on exprimental data, which raises the question of (i) the connection with underlying vacuum NN and NNN forces, and (ii) the predictive power of extrapolated EDF results in the terra incognita, as illustrated in Fig. 6. A detailed presentation of the EDF method, of its successes and limitations, is given later on as this formalism is used throughout the present dissertation.


Figure 6: Halo parameters $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ (see PART I) for drip-line chromium isotopes computed for different Skyrme EDFs. Large discrepancies between all of these empirical models are seen for the drip-line position and halo parameters.

Thus, the connection between the effective interaction used in approximate many-body calculations and the vacuum NN (and NNN, NNNN...) force is not always explicit. Still, several high-precision models for those potentials are available. Based on an operatorial expansion [3], a meson exchange model [78; 79], or a simple parametrization [80], NN models constitute phenomenological anzätze that are adjusted such that high-precision nucleon-nucleon scattering data are reproduced with an almost perfect precision $\left(\chi^{2} / N_{\text {dof }} \approx 1\right)$. The recent development of chiral effective field theory ( $\chi$-EFT) has made possible the connection between the low-energy nucleon-nucleon force and QCD, whose relevant high-energy effects are extracted through fitted contact terms [81-84]. The hierarchy between two-, three-, four-... nucleon forces is also naturally explained within the context of $\chi$-EFT. QCD lattice calculations are now ongoing and will soon explicitly constrain the low-energy coupling constants that appear in $\chi$-EFT [85; 86]. While chiral forces are not at the level of precision of state-of-the-art phenomenological models yet, they represent an essential step towards a unified description of nuclear interactions.

The main topic of the present dissertation constitutes an attempt towards an explicit and quantitative connection between high-precision NN and NNN models and EDFs used for the description of heavy nuclei, as illustrated by Fig. 7. Indeed, empirical models used in EDF calculations are crude, and limitations come from (i) their (too) simple analytical expressions, and/or (ii) their adjustement procedure. This connection is now possible thanks to the new paradigm set by low-momentum vacuum interactions coming from the application of the renormalization group. Such soft-core vacuum low-energy potentials are constructed from hard-core models [87], under the constraint of preserving low-energy physical observables such as scattering phase shifts and bound states. As these potentials are by essence soft and perturbative, they allow a treatment of the nuclear system in the framework of manybody perturbation theory (MBPT) [88; 89], which is applied on a daily basis to QED [90; 91], condensed matter [92], atomic or molecular [93-97] systems. For the first time, EDF calculations of medium- and heavy-mass nuclei with explicit connections to underlying nuclear forces can thus be envisioned. Nevertheless, MBPT calculations of self-bound superfluid heavy nuclei in terms of complex resonant interactions, even restricted to second order, constitute a theoretical challenge.

This dissertation is organized as follows. The bases of the EDF formalism and its specificities are recalled in CHAP. 1. In particular, a presentation of existing phenomenological models will highlight their lack of connection with vacuum nuclear potentials. To illustrate extreme behaviors that can be tackled with EDF methods, e.g. at large isospin asymmetry, the formation of medium-mass nuclear halos is investigated in PART I using a brand-new analysis method. Such a method provides a coherent framework for a quantitative characterization of halo systems and is used to perfom a detailed analysis of the impact that EDF ingredients may have on predictions of their appearance. In the second half of the document, the construction of non-empirical effective vertices for EDF calculations is initiated. Firstly, PART II presents the necessary grounds for such an approach, that is a detailed study of the properties of vacuum nuclear forces followed by a discussion concerning the inclusion of in-medium effects. In particular, standard benchmarks for NN and NNN models such as the scattering phase shifts, the nuclear matter equation of state, deuteron properties or Weinberg eigenvalues, are presented, before initiating the construction of the new non-empirical effective vertex $V_{\text {BDRS }}$ at different levels of (many-body) complexity. In PART III, the analytical expression of this new milestone is given and justified, before the adjustment procedure using artificial intelligence methods is presented. The optimization process is then carried on under different approximations, leading to high-precision analytical representations of low-momentum in-medium vertices that can be used for EDF calculations. Properties of such non-empirical in-medium vertices are characterized through calculations of infinite nuclear matter.


Figure 7: Schematic representation of the main objective of the present work. While $\chi$-EFT allows for the first time an explicit connection between QCD and high-precision NN/NNN forces, state-of-the-art effective functionals used for EDF calculations are at this point empirical expressions adjusted on experimental data and carry very little information from underlying vacuum NN and NNN interactions. The use of low-momentum interactions based on the renormalization group provides the opportunity to realize an explicit and quantitative connection.

## Conventions and notations

The principal acronyms and notations used throughout this manuscript are summarized below. In particular, standard definitions (common variable changes, usual operators...) are explicited here.

## Acronyms

| BEC | Bose-Einstein condensate |
| :--- | :--- |
| BCS | Bardeen-Cooper-Schrieffer |
| CI/SM | configuration interaction / shell model |
| $\chi$-PT | chiral perturbation theory |
| c.o.m. | center-of-mass |
| DDDI | density-dependent delta interaction |
| DFT | density functional theory |
| DME | density matrix expansion |
| (SR/MR-)EDF | (single-reference/multi-reference) energy density functional |
| $(\chi-)$ EFT | (chiral) effective field theory |
| GA | genetic algorithm |
| GCM | generator coordinate method |
| GFMC | Green function Monte-Carlo |
| HF(B) | Hartree-Fock(-Bogoliubov) |
| (T)HO | (transformed) harmonic oscillator (basis) |
| IPGA | island-parallel genetic algorithm |
| INM/SNM | infinite/symmetric nuclear matter |
| MBPT | many-body perturbation theory |
| NCSM | no-core shell model |
| NN/NNN | two-nucleon/three-nucleon (interaction) |
| Nn LO | next-to-next-to-... leading order (in $\chi$-PT) |
| PNM | pure neutron matter |
| PNR | particle number restoration |
| REG/REN-X | regularized/renormalized density-dependent pairing functional |
| RIB/RNB | radioactive ion beam/radioactive nuclear beam |
| RG | renormalization group |
| r.m.s. | root-mean-square (radius) |
| $(\mathrm{Q}) R P A$ | (quasi-)random phase approximation |


| SA | simplex algorithm |
| :--- | :--- |
| $V_{\text {low } k}$ | low-momentum bare NN force |
| WS | Woods-Saxon |

## Relative coordinates

From initial nucleon positions $\vec{r}_{1234}$, it is common to use the standard variable change leading to center-of-mass and relative coordinates as following:

$$
\left[\begin{array} { r l r l } 
{ \vec { r } } & { = \vec { r } _ { 2 } - \vec { r } _ { 1 } } & { \vec { R } } & { = \frac { 1 } { 2 } ( \vec { r } _ { 1 } + \vec { r } _ { 2 } ) }  \tag{1}\\
{ \vec { r } ^ { \prime } } & { = \vec { r } _ { 4 } - \vec { r } _ { 3 } } & { \vec { R } ^ { \prime } } & { = \frac { 1 } { 2 } ( \vec { r } _ { 3 } + \vec { r } _ { 4 } ) }
\end{array} \Leftrightarrow \left[\begin{array}{rl}
\vec{r}_{1} & =\vec{R}-\frac{r}{2} \\
\vec{r}_{3} & =\vec{R}_{2}=\frac{\vec{r}^{\prime}}{2}
\end{array}\right.\right.
$$

Likewise, in momentum space

$$
\begin{align*}
& {\left[\begin{array}{rl}
\vec{K}=\vec{k}_{1}+\vec{k}_{2} & \vec{k}=\frac{1}{2}\left(\vec{k}_{1}-\vec{k}_{2}\right) \\
\vec{K}^{\prime} & =\vec{k}_{3}+\vec{k}_{4} \\
\vec{k}^{\prime}=\frac{1}{2}\left(\vec{k}_{3}-\vec{k}_{4}\right)
\end{array}\right.}
\end{align*} \Leftrightarrow\left[\begin{array}{ll}
\vec{k}_{1}=+\vec{k}+\frac{\vec{K}}{2} & \vec{k}_{2}=-k+\frac{\vec{K}}{2}  \tag{2a}\\
\vec{k}_{3}=+\vec{k}^{\prime}+\frac{\vec{K}^{\prime}}{2} & \vec{k}_{4}=-k^{\prime}+\frac{\vec{K}^{\prime}}{2} \tag{2b}
\end{array}\right.
$$

## Operators, product states and wave functions

| $\hat{a}_{i}^{\dagger} / \hat{a}_{i}$ | Particle creation/annihilation operator in an arbitrary configurati |
| :---: | :---: |
| $\varphi_{i}(\vec{r} \sigma q)$ | Single-particle wave function in an arbitrary basis |
| $\hat{a}_{\vec{r} \sigma q}^{\dagger} / \hat{a}_{\vec{r} \sigma q}$ | Particle creation/annihilation operator in position $\otimes$ spin $\otimes$ isospin $\hat{a}_{i}^{\dagger}=\sum_{\sigma q} \int d \vec{r} \varphi_{i}(\vec{r} \sigma q) \hat{a}_{\vec{r} \sigma q}^{\dagger}$ |
| $\psi_{i}(\vec{r} \sigma q)$ | Single-particle wave function in the HF basis |
| $\hat{c}^{\dagger} / \hat{c}$ | Particle creation/annihilation operator in the canonical basis |
| $\phi_{i}(\vec{r} \sigma q)$ | Single-particle wave function in the canonical basis |
| $\hat{\beta}^{\dagger} / \hat{\beta}$ | Particle creation/annihilation operator in the quasiparticle basis |
| $\mathcal{U}_{\mu}(\vec{r} \sigma q) / \mathcal{V}_{\mu}(\vec{r} \sigma q)$ | Quasiparticle spinors |
| $\|1: i, 2: j\rangle$ | Normalized non-antisymmetrized two-particle product state |
| $\|i j\rangle$ | Normalized antisymmetrized two-particle product state $\|i j\rangle=\hat{a}_{i}^{\dagger} \hat{a}_{j}^{\dagger}\|0\rangle=\frac{\|1: i, 2: j\rangle-\|1: j, 2: i\rangle}{\sqrt{2}}$ |
| $P_{\vec{r} / \sigma / \tau}$ | Position/spin/isospin-flip operator $\begin{aligned} & P_{\vec{r}}\left\|1: \vec{r} \sigma q, 2: \vec{r}^{\prime} \sigma^{\prime} q^{\prime}\right\rangle=\left\|1: \vec{r}^{\prime} \sigma q, 2: \vec{r} \sigma^{\prime} q^{\prime}\right\rangle \\ & P_{\sigma}\left\|1: \vec{r} \sigma q, 2: \vec{r}^{\prime} \sigma^{\prime} q^{\prime}\right\rangle=\left\|1: \vec{r} \sigma^{\prime} q, 2: \vec{r}^{\prime} \sigma q^{\prime}\right\rangle \\ & P_{\tau}\left\|1: \vec{r} \sigma q, 2: \vec{r}^{\prime} \sigma^{\prime} q^{\prime}\right\rangle=\left\|1: \vec{r} \sigma q^{\prime}, 2: \vec{r}^{\prime} \sigma^{\prime} q\right\rangle \end{aligned}$ |
| $P_{12}$ | Two-particle exchange operator $\begin{aligned} & P_{12}=P_{\vec{r}} P_{\sigma} P_{\tau} \\ & P_{12}\|1: i, 2: j\rangle=\|1: j, 2: i\rangle \end{aligned}$ |


| $\mathcal{A}_{12}$ | Two-particle antisymmetrization operator |
| :--- | :--- |

$$
\mathcal{A}_{12}=\mathbb{I}-P_{12}
$$

Three-particle antisymmetrization operator

$$
\mathcal{A}_{123}=\left(\mathbb{I}+P_{23} P_{12}+P_{31} P_{12}\right)\left(\mathbb{I}-P_{12}\right)
$$

$\Pi_{S / T / S_{z} / T_{z}}$
Projector on a specific two-body spin/isospin state

$$
\begin{aligned}
& \prod_{S}=\left[\frac{1+(-1)^{1-S} P_{\sigma}}{2}\right] \\
& \prod_{S_{z}}=\left[\left(1-S_{z}^{2}\right)+\frac{1}{2} S_{z} S_{z}+\left(\frac{3}{2} S_{z}^{2}-1\right) S_{z}^{2}\right]
\end{aligned}
$$

## Labeling of single-particle states

| $l=0$ | $x \longrightarrow$ | $\mathrm{S}_{1 / 2}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $l=1$ | $\bigcirc$ | $\mathrm{p}_{1 / 2}$ | ------- | P 3/2 |
| $l=2$ | $\Delta \quad \Delta$ | $\mathrm{d}_{3 / 2}$ | A----- | $\left\|\left\|\left\|\left\|\left\|\left\|\left\|\mid d_{5 / 2}\right.\right.\right.\right.\right.\right.\right.$ |
| $l=3$ | $\stackrel{\rightharpoonup}{ }$ | $\mathrm{f}_{5 / 2}$ | ------* | $\mathbf{f}_{7 / 2}$ |
| $l=4$ | $\nabla \square$ | $\mathrm{g}_{7 / 2}$ | F-----V | g 9/2 |
| $l=5$ | - | $h_{9 / 2}$ | - | $\mathrm{h}_{11 / 2}$ |
| $l=6$ | $\square \square^{\square}$ | $\mathrm{i}_{11 / 2}$ | -■ | \||||||i3/2 |
|  |  |  | ----- $\varepsilon_{F}$ |  |

Figure 8: Conventions used in all the figures for the labeling of individual states and of the chemical potential.

## Short notations

$\bar{f}(r)$ Radial part of an arbitrary function $f(\vec{r})$
$[L] \quad$ Degeneracy $[L]=2 L+1$
$L^{ \pm} \quad$ Shortcut for $L \pm 1$

## Dirac notations for two-body matrix elements

To keep track of all angular momenta, the following short notations will be used in place of Dirac ones for a given operator $O$, where $\Upsilon$ denotes all other dependencies beyond the relative momenta $\vec{k}$ and $\vec{k}^{\prime}$

$$
\begin{align*}
\left\langle k(L S) J S_{z} T T_{z}\right| O(\Upsilon)\left|k^{\prime}\left(L^{\prime} S\right) J S_{z} T T_{z}\right\rangle & \equiv\langle k| O_{L L^{\prime}}^{J S S_{z} T T_{z}}(\Upsilon)\left|k^{\prime}\right\rangle \equiv O_{L L^{\prime}}^{J S T}\left(k, k^{\prime} ; \Upsilon\right),  \tag{3a}\\
\langle k(L S) J T| O(\Upsilon)\left|k^{\prime}\left(L^{\prime} S\right) J T\right\rangle & \equiv\langle k| O_{L L^{\prime}}^{J S T}(\Upsilon)\left|k^{\prime}\right\rangle \equiv O_{L L^{\prime}}^{J S T}\left(k, k^{\prime} ; \Upsilon\right),  \tag{3b}\\
O_{L L}^{L S T}\left(k, k^{\prime} ; \Upsilon\right) & \equiv O_{L}^{J S T}\left(k, k^{\prime} ; \Upsilon\right) . \tag{3c}
\end{align*}
$$

## Chapter 1

## Energy density functional formalism


#### Abstract

This chapter briefly presents the formalism used for calculations of finite mediumand heavy-mass nuclei, that is the self-consistent energy density functional (EDF) framework, in particular in its single-reference (SR) Hartree-Fock-Bogoliubov (HFB) realization. Full sets of equations relative to several situations of interest (systems breaking time-reversal invariance, $\tilde{\rho}$ and $\kappa$ representations, restriction to spherical systems) can be found in Appendix B, and only the main results are presented in the present chapter. The two major families of energy functionals employed in non-relativistic calculations, i.e. Skyrme or Gogny functionals, are presented, alongside with specific points which will be important later on, e.g. the treatment of ultraviolet divergences for quasi-local pairing functionals. It will eventually be shown that the combination of a (too) simple fitting procedure and a naive regularization of the pairing problem leads to spurious phase transitions in weakly bound nuclei.
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### 1.1 Single- and multi-reference formulations

For a $N$-body system interacting in the presence of two-, three-... body forces $v^{\mathrm{NN}, \mathrm{NNN}, \ldots}$, the total Hamiltonian reads

$$
\begin{equation*}
H^{N}=\sum_{i=1}^{N} t_{i}+\sum_{\substack{i, j=1 \\ i<j}}^{N} v^{\mathrm{NN}}\left(r_{i j}\right)+\sum_{\substack{i, j, k=1 \\ i<j, i<k}}^{N} v^{\mathrm{NNN}}\left(r_{i j}, r_{i k}\right)+\ldots \tag{1.1}
\end{equation*}
$$

where $\vec{r}_{i j}=\vec{r}_{j}-\vec{r}_{i}$ and $t_{i}$ is the free kinetic operator. As soon as the number of particles exceeds a few units and/or the structure of the interactions becomes complicated, exact solutions of the $N$-body problem become very difficult to find. This is the case for most many-body electronic, molecular or nuclear systems, which require to design consistent approximation schemes.

### 1.1.1 Density functional theory

Density functional theory (DFT) is one of the most popular and successful ab initio approaches to the structure of quantum many-body electronic systems (atoms, molecules, solids...). The basic concept is that ground-state observables of a many-body system can be represented by a functional of the ground-state density $\rho(\vec{r})$ [98-102]. The two building blocks of DFT are

- the Hohenberg-Kohn theorem [103], which states the existence of a functional $F[\rho]$ such that the energy of a system of $N$ particles in a one-body external potential $u(\vec{r})$ can be written as

$$
\begin{equation*}
E_{u}[\rho]=F[\rho]+\int \mathrm{d} \vec{r} u(\vec{r}) \rho(\vec{r}), \tag{1.2}
\end{equation*}
$$

where $F[\rho]$ only depends on the Hamiltonian of the interacting system, thus is independent of the external potential $u$, while it might depend on the particle number $N$. The groundstate density $\rho_{0}(\vec{r})$ and energy $E_{0}=E_{u}\left[\rho_{0}\right]$ are then obtained by minimizing $E_{u}[\rho]$ with respect to a variation of the density $\rho(\vec{r})$ under the constraints that $\rho$ is positive and $\int \mathrm{d} \vec{r} \rho(\vec{r})=N$.

- the Kohn-Sham implementation [104; 105], which asserts that for any interacting system, there exists a unique local single-particle potential $u_{K S}(\vec{r})$ such that the ground-state
density of the interacting system equals the ground-state density of the auxiliary noninteracting system in the external potential $u_{K S}(\vec{r})$, that is

$$
\begin{equation*}
\rho(\vec{r})=\rho_{K S}(\vec{r})=\sum_{i=1}^{N} \sum_{\sigma}\left|\phi_{i}(\vec{r} \sigma)\right|^{2}, \tag{1.3}
\end{equation*}
$$

expressed using the lowest $N$ single-particle orbitals $\phi_{i}(\vec{r})$ solutions of the one-body Kohn-Sham equation

$$
\begin{equation*}
\left[-\frac{\nabla^{2}}{2 m}+u_{K S}(\vec{r})\right] \phi_{i}(\vec{r})=\epsilon_{i} \phi_{i}(\vec{r}) \tag{1.4}
\end{equation*}
$$

In the Kohn-Sham scheme, $F$ is split into

$$
\begin{equation*}
F[\rho] \equiv T[\rho]+U[\rho]+E_{x c}[\rho] \tag{1.5}
\end{equation*}
$$

where (i) $T[\rho]$ is the universal (kinetic) energy functional of the non-interacting system, (ii) $U[\rho]$ is the Hartree functional depending on the two-body interaction potential $v^{\mathrm{NN}}\left(\vec{r}_{i}, \vec{r}_{j}\right)$, and (iii) $E_{x c}[\rho]$ is the so-called exchange-correlation functional, including the Fock term and all remaining many-body correlations. When $E_{x c}[\rho]$ is neglected, the Kohn-Sham equations reduce to the standard self-consistent Hartree ones. Additionally, the Kohn-Sham potential is given through the condition that ground-state energies of the interacting and non-interacting problem $\left(U[\rho]=E_{x c}[\rho]=0\right)$ are met for the same density $\rho(\vec{r})$, i.e.

$$
\begin{equation*}
u_{K S}(\vec{r}) \equiv u(\vec{r})+\frac{\partial E_{x c}[\rho]}{\partial \rho(\vec{r})}(\vec{r}) . \tag{1.6}
\end{equation*}
$$

While the Kohn-Sham potential is local/multiplicative, the exchange-correlation functional might be largely non-local. The main difficulty for DFT practitioners lies in the fact that no prescription is given to construct $F$, i.e. the universal exchange-correlation part $E_{x c}$. Several levels of realization exist to construct

$$
\begin{equation*}
E_{x c}^{x}[\rho] \equiv \int \mathrm{d} \vec{r} \mathcal{E}_{x c}(\vec{r}) \tag{1.7}
\end{equation*}
$$

and they correspond to adding more complex dependencies in the functional $\mathcal{E}_{x c}$. The standard classification separates, from the most simple to the most involved level of description [106] :

1. the local density approximation (LDA), where $\mathcal{E}_{x c}$ only depends on the local density $\rho(\vec{r})$ and is matched onto the energy per unit volume of the corresponding infinite homogenous system,
2. the generalized gradient approximation (GGA), where additional specific dependencies on the gradient $\nabla \rho(\vec{r})$ are added to $\mathcal{E}_{x c}$,
3. the meta-GGA, which introduces as an additional degree of freedom the kinetic energy density of occupied Kohn-Sham orbitals

$$
\begin{equation*}
\tau(\vec{r})=\sum_{i=1}^{N} \sum_{\sigma}\left|\nabla \phi_{i}(\vec{r} \sigma)\right|^{2} \tag{1.8}
\end{equation*}
$$

4. the hyper-GGA, which takes also into account dependencies of $\mathcal{E}_{x c}$ on single-particle energies $\epsilon_{i}$ and occupations $\rho_{i}$,
5. the last ladder, called generalized random phase approximation (RPA), which involves unoccupied Kohn-Sham orbitals, and can be seen as the ultimate goal in terms of global accuracy.

### 1.1.2 Energy density functional method for the nuclear problem

In nuclear physics, DFT-like approaches have been used for the past twenty years with great success [77], but have usually been formulated in terms of wave-function-/effective Hamiltonianbased methods. Recently, a shift towards a more general functional theory has been intitiated, leading to the notion of energy density functional (EDF) methods, although a comprehensive connection between nuclear EDF and DFT methods, if it exists, is far from being achieved yet. Important theoretical efforts are currently dedicated to understanding such a connection, if any, especially as far as symmetries are concerned. Such a connection is complexified by the fact that, while the nuclear EDF method strongly relies on the concept of symmetry breaking and restoration (see below), the standard Hohenberg-Kohn theorem is a symmetry-conserving approach.

An important duty of the EDF method is to take into account specific aspects of the nuclear many-body problem, that is (i) the fact that a nucleus is self bound, (ii) the presence of the isospin degree of freedom alongside with the spin one, and (iii) the necessity to account for pairing correlations from the outset. Indeed, pairing correlations are not only known for a long time to play a significant role in finite nuclei, e.g. they explain the observed odd-even mass staggering [107-109] or the increase of the moment of inertia as a function of spin, but they are also important for nuclear astrophysics [110]. Indeed, neutrino cooling mechanisms are driven by nucleonic superfluidity in the interior of neutron stars [111-114], in such a way that pairing has a major effect on the thermal evolution of a star right after its creation (suppression of the neutron emission process [115]). In that respect, nucleon-nucleon superfluidity, which occurs with gaps of the order of a few MeVs [116], is of very interest. The treatment of pairing correlations has been formulated within the DFT framework [117], although that corresponds to a system coupled to a particle reservoir. This is relevant for an isolated nucleus.

The essence of the nuclear EDF formalism is a two-step approach where the concept of symmetry breaking plays an essential role: (a) the single-reference (SR) formulation that incorporates static collective correlations associated with symmetry-breaking modes, beyond bulk correlations that are incorporated into the functional itself, and (b) the multi-reference (MR) formulation that further includes correlations associated with quantum collective fluctuations of the order parameters $q \equiv|q| e^{i \varphi}$ associated with all symmetries broken at the SR-EDF level ${ }^{(1)}$, as schematically exemplified in Fig. 1.1. Doing so, one incorporates fluctuations of (i) the phase $\varphi$, i.e. large-amplitude fluctuations with no restoring force that recover the invariants of the problem as in the case of angular momentum restoration (AMR) or particle number restoration (PNR), and of (ii) the magnitude $|q|$, i.e. large-amplitude motions handled by the symmetry-restored generator coordinate method (GCM). At the SR-EDF level, the basic fields the energy is functional of (see below) break symmetries of the exact energy in such a way that the latter is a scalar, e.g. the SR-EDF energy is degenerated relative to $\varphi^{(2)}$. Order parameters associated with standard broken symmetries at the SR-EDF level can be found in TAB. \{1.1\}.

To summarize, SR-EDF is the best approximation of the interacting problem that incorporates static correlations, whereas the full solution is only obtained after the MR-EDF step. This indicates that a comparison of current EDF approaches to DFT is only meaningful at the MR-EDF level. Note that, given that there is no obvious separation of scales regarding excitation

[^1]energies associated with all different categories of correlations in the system, this empirical two-step approach is not a priori free from double countings. Indeed correlations mentioned above, i.e. (i) bulk correlations resummed into the EDF, (ii) static correlations brought in via symmetry breaking at the SR-EDF level, and (iii) dynamical correlations brought about by MR-EDF calculations, are not necessarily non-orthogonal.


Figure 1.1: Illustration of the two-step EDF method. The multi-reference level corresponds to including fluctuations on the magnitude $|q|$ and phase $\varphi$ of the order parameter associated with the symmetries that are broken at the SR-EDF level.

|  | Symmetry Group |  | Order parameter |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Label | Casimir | "Phase" | "Magnitude" |
| PNR | $U(1)$ | Particle number $\hat{N}$ | Gauge angle $\varphi$ | $\|\kappa\|$ |
| AMR | $S O(3)$ | Angular momentum $\hat{J}^{2}$ | Euler angles $(\alpha, \beta, \gamma)$ | $\left\langle r^{\lambda} Y_{\lambda}^{\mu}\right\rangle(\lambda>1)$ |
| COMR | $T(3)$ | Linear momentum $\hat{P}$ | c.o.m. coordinates $\left(R_{x}, R_{y}, R_{z}\right)$ | $\left\langle r^{\lambda}\right\rangle(\lambda>1)$ |

Table 1.1: Symmetries that are broken at the SR-EDF level and restored at the MREDF level plus associated order parameters and Casimir invariants defining the irreducible representations of the symmetry group. The magnitude of the order parameter is defined as (i) the norm of the pairing tensor $\kappa$ for PNR, (ii) multipoles of the density with $\lambda>1$ for AMR, and (iii) radial moments of the density for center-of-mass (c.o.m.) restoration (COMR).

Multi-reference calculations allow the incorporation of dynamical correlations into the ground state, but also to study spectroscopic properties of nuclei. Different realizations are then possible, such as the quasiparticle random phase approximation (QRPA) which can be seen as a harmonic
limit of a complete MR-EDF framework [118; 119].
Let us now make explicit the nuclear EDF. At the SR-EDF level, which will be the scope of the present work, the $U(1)$ gauge symmetry breaking is explicitly included by considering the most general ${ }^{(3)}$ energy functional for the ground state $\mathcal{E}\left[\rho^{q}, \kappa^{q}, \kappa^{q *}\right]$ that depends on the one-body density $\rho$ and pairing tensor $\kappa$ defined for isospin $q$ as

$$
\begin{equation*}
\rho_{\nu \mu}^{q} \equiv\langle\Phi| \hat{a}_{\mu}^{\dagger} \hat{a}_{\nu}|\Phi\rangle, \quad \kappa_{\nu \mu}^{q} \equiv\langle\Phi| \hat{a}_{\mu} \hat{a}_{\nu}|\Phi\rangle \tag{1.9}
\end{equation*}
$$

where $\left\{\hat{a} / \hat{a}^{\dagger}\right\}$ are standard particle creation and annihilation operators, and $|\Phi\rangle$ is an auxiliary reference state to be specified. In the present approach, fermions always carry a good isospin $q$. That is, the nuclear EDF is not only a functional of the local one-body density $\rho(\vec{r})$ but depends a priori on the full density matrix $\rho$ and pairing tensor $\kappa$. At the SR-level, $|\Phi\rangle$ is usually taken as a product state. As in the DFT case, $\mathcal{E}$ splits into the uncorrelated kinetic energy and the remaining correlation energy. Using anticommutation properties for the set $\left\{\hat{a} / \hat{a}^{\dagger}\right\}$, only half of the matrix elements of $\rho$ and $\kappa$ are shown to be linearly independent. Indeed

$$
\begin{equation*}
\rho_{i j}^{q *}=\rho_{j i}^{q}, \quad \kappa_{i j}^{q}=-\kappa_{j i}^{q}, \quad \kappa_{i j}^{q *}=-\kappa_{j i}^{q *} . \tag{1.10}
\end{equation*}
$$

One can thus choose the irreducible set of independent variables

$$
\begin{equation*}
\left.\left\{\left\{\rho_{i j}^{q}, \rho_{i j}^{q *}, \kappa_{i j}^{q}, \kappa_{i j}^{q *}\right\}, j<i\right\},\left\{\rho_{i i}^{q}\right\}, \forall i\right\} . \tag{1.11}
\end{equation*}
$$

In the same spirit as in DFT, the nuclear SR-EDF method will rely on a minimization principle, that is one will here evaluate the variation of $\mathcal{E}\left[\rho, \kappa, \kappa^{*}\right]$ with respect to the set of independent variables defined above to obtain

$$
\begin{align*}
\delta \mathcal{E} & =\sum_{q} \sum_{j<i}\left(\frac{\delta \mathcal{E}}{\delta \rho_{i j}^{q}} \delta \rho_{i j}^{q}+\frac{\delta \mathcal{E}}{\delta \rho_{i j}^{q *}} \delta \rho_{i j}^{q *}+\frac{\delta \mathcal{E}}{\delta \kappa_{i j}^{q}} \delta \kappa_{i j}^{q}+\frac{\delta \mathcal{E}}{\delta \kappa_{i j}^{q *}} \delta \kappa_{i j}^{q *}\right)+\sum_{q} \sum_{i} \frac{\delta \mathcal{E}}{\delta \rho_{i i}^{q}} \delta \rho_{i i}^{q} \\
& \equiv \frac{1}{2} \sum_{q} \sum_{i j}\left(h_{j i}^{q} \delta \rho_{i j}^{q}+h_{j i}^{q *} \delta \rho_{i j}^{q *}-\Delta_{j i}^{q *} \delta \kappa_{i j}^{q}-\Delta_{j i}^{q} \delta \kappa_{i j}^{q *}\right) \\
& =\frac{1}{2} \operatorname{Tr}\left\{h \delta \rho+h^{*} \delta \rho^{*}-\Delta^{*} \delta \kappa-\Delta \delta \kappa\right\} \tag{1.12}
\end{align*}
$$

where we have introduced, for $j \leq i$, the hermitian one-body field $h$ and the skew symmetric pairing field $\Delta$ as

$$
\begin{array}{rlr}
h_{j i}^{q} \equiv \frac{\delta \mathcal{E}}{\delta \rho_{i j}^{q}}=h_{i j}^{q *}, & \Delta_{i j}^{q} \equiv \frac{\delta \mathcal{E}}{\delta \kappa_{i j}^{q *}}=-\Delta_{j i}^{q} \\
h_{j i}^{q *} \equiv \frac{\delta \mathcal{E}}{\delta \rho_{i j}^{q *}}=h_{i j}^{q}, & \Delta_{i j}^{q *} \equiv \frac{\delta \mathcal{E}}{\delta \kappa_{i j}^{q}}=-\Delta_{j i}^{q *} \tag{1.13b}
\end{array}
$$

In the nuclear EDF method, the minimization of $\mathcal{E}\left[\rho, \kappa, \kappa^{*}\right]$ is not related to the Rayleigh-Ritz variational principle as (i) the ground-state energy is not computed as the average value of the nuclear Hamiltonian in a trial state, and (ii) there is no such thing as a Hohenberg-Kohn theorem that underlines such a minimization. That is, depending on the content of $\mathcal{E}$, one could find an energy that is below the actual ground-state eigenenergy.

There is a second so-called $\tilde{\rho}$, or "Russian", representation for the SR-EDF, where the pairing tensor is replaced by the pair density matrix

$$
\begin{equation*}
\tilde{\rho}\left(\vec{r} \sigma q, \vec{r}^{\prime} \sigma^{\prime} q^{\prime}\right) \equiv-2 \sigma^{\prime} \kappa\left(\vec{r} \sigma q, \vec{r}^{\prime}-\sigma^{\prime} q^{\prime}\right) \tag{1.14}
\end{equation*}
$$

[^2]There are subtleties regarding the relationship between $\kappa$ and $\tilde{\rho}$ representations, in particular when writing the self-consistent equations in coordinate space. Of course, these representations are fully equivalent, but one or the other may present advantages under certain circumstances. The pair density matrix is particularly suited for quasi-local pairing functionals, in particular when the corresponding effective pairing vertex is limited to the spin-singlet/isospin-triplet channel (cf Sec. 1.3.1.3). When the system is invariant under the time-reversal symmetry, the pair density $\tilde{\rho}$ becomes hermitian which leads to further simplifications. While the $\kappa$ representation will be used for most of the following derivations, intermediate results will also be expressed in the $\tilde{\rho}$ representation. When necessary, superscripts $[\tilde{\rho} / \kappa]$ will distinct the two conventions.

The following derivations will be applied to the case of time-reversal invariant systems. A complete set of derivations including time-reversal symmetry-breaking states can be found in Appendix B.

### 1.2 Hartree-Fock-Bogoliubov realization

We now define a practical application of the SR-EDF by specifying the form of the auxiliary state $|\Phi\rangle$ from which the density matrices $\rho$ and $\kappa$ are constructed.

### 1.2.1 Symmetries of single-particle states

Single-nucleon spinors $\left\{\varphi_{\mu}\right\}$ have good isospin projections and are represented by

$$
\begin{equation*}
\langle\vec{r} \mid \mu\rangle \equiv \varphi_{\mu}(\vec{r} q)=\binom{\langle\vec{r} \sigma=+1 / 2 q \mid \mu\rangle}{\langle\vec{r} \sigma=-1 / 2 q \mid \mu\rangle}=\binom{\varphi_{\mu}(\vec{r}+1 / 2 q)}{\varphi_{\mu}(\vec{r}-1 / 2 q)} . \tag{1.15}
\end{equation*}
$$

Symmetries and associated quantum numbers $\mu$ used to designate single-particle states depend on the situation and cannot be given once and for all (see SEc. 1.2.8). As it will be seen later, the introduction of pairing correlations requires at least the existence of one good quantum number (beyond isospin) to split the basis into two halves that are coupled by the special part of the Bogoliubov transformation. Because it is general enough to cover most of the situations of interest, the $z$-signature $\zeta$ will be used as the transformation that provides this quantum number [120]. Signature transformations correspond to rotations by an angle $\pi$ around the reference axes, i.e.

$$
\begin{equation*}
\hat{R}_{j}=e^{i \pi \hat{J}_{j}}=e^{i \pi \hat{L}_{j}} e^{i \pi \hat{S}_{j}}=i e^{i \pi \hat{L}_{j}} \hat{\sigma}_{j} \quad \text { for } j=x, y, z \tag{1.16}
\end{equation*}
$$

for spin $1 / 2$ particles, where $\hat{\sigma}_{j}$ are the Pauli spin-matrices. One finds that $\hat{R}_{i}^{2}=-1$, that is single-particle eigenstates of $\hat{R}_{z}$ have eigenvalues $i \zeta_{\mu}= \pm i$ (thus $\zeta_{\mu}= \pm 1$ ). As said above, the basis will be split into two halves according to the $z$-signature quantum number and pairing is assumed to take place between states of opposite signature. They will be characterized by the notation ( $\mu, \hat{\nu}$ ), where the negative signature state is not specified.

For the present discussion, it is also relevant to introduce the time-reversal operator $\hat{\mathcal{T}}=e^{i \pi \hat{S}_{y}} \hat{K}$, where $\hat{K}$ is an operator which associates to a wave function its complex conjugate and $\hat{S}_{y}$ is the spin-projection operator of the $N$-body system on the $y$ axis. For single-nucleon spinors the time-reversal operator reduces to $i \hat{\sigma}_{y} \hat{K}$. For time-reversal invariant systems, i.e. $\hat{\mathcal{T}}|\Phi\rangle=|\Phi\rangle$, all single-particle bases of interest are closed under the action of $\hat{\mathcal{T}}$. Thus, one can always find a state $\varphi_{\tilde{\mu}}(\vec{r} \sigma q)$ in the basis fulfilling

$$
\begin{equation*}
\varphi_{\bar{\mu}}(\vec{r} \sigma q) \equiv(\hat{\mathcal{T}} \varphi)_{\mu}(\vec{r} \sigma q) \equiv \eta_{\mu} \varphi_{\tilde{\mu}}(\vec{r} \sigma q) \tag{1.17}
\end{equation*}
$$

where $\eta_{\tilde{\mu}}=-\eta_{\mu}$ and $\left|\eta_{\mu}\right|=1$ (this quantum number can be taken real), with the additional result that $\varphi_{\tilde{\mu}}$ has an opposite signature to $\varphi_{\mu}$. In such a basis, matrix elements of the time-reversal operator read as $\mathcal{T}_{\mu \hat{\nu}} \equiv\langle\mu \mid \mathcal{T} \hat{\nu}\rangle=\eta_{\hat{\nu}} \delta_{\tilde{\mu} \hat{\nu}}$.

A subtlety is that, for a given pair $(\mu, \tilde{\mu})$, the quantum number $\zeta_{\mu}$ originally used to separate the basis into two halves coupled by the Bogoliubov transformation is not necessarily the same as the (real) phase $\eta_{\mu}$, i.e. $\eta_{\mu} \zeta_{\mu}= \pm 1$ depending on the quantum number $\mu$. For time-reversal systems, it might thus be useful, as we will do, to reorder each pair of conjugated states $(\mu, \tilde{\mu})$ according to $\eta_{\mu}$ and not $\zeta_{\mu}$ as done in general.

### 1.2.2 Generalized density matrix

In the Hartree-Fock-Bogoliubov (HFB) realization of the SR-EDF formalism [121-123], the density matrices $\rho$ and $\kappa$ are provided by a reference state $|\Phi\rangle$ built as an independent quasiparticle state, that is a vacuum for a set of quasiparticle operators $\left\{\hat{\beta} / \hat{\beta}^{\dagger}\right\}$ defined as linear combinations of $\left\{\hat{a} / \hat{a}^{\dagger}\right\}$ :

$$
\binom{\hat{\beta}^{q}}{\hat{\beta}^{q \dagger}} \equiv W^{q[\kappa]^{\dagger}}\binom{\hat{a}^{q}}{\hat{a}^{q \dagger}} \equiv\left(\begin{array}{cc}
\mathcal{U}^{q[\kappa]^{\dagger}} & \mathcal{V}^{q[\kappa]^{\dagger}}  \tag{1.18}\\
\mathcal{V}^{q[\kappa]^{\mathrm{T}}} & \mathcal{U}^{q[\kappa]^{\mathrm{T}}}
\end{array}\right)\binom{\hat{a}^{q}}{\hat{a}^{q \dagger}} .
$$

One has then

$$
\begin{equation*}
\forall \nu, q, \quad \hat{\beta}_{\nu}^{q}|\Phi\rangle \equiv 0, \quad|\Phi\rangle \equiv \prod_{q} \prod_{\nu[q]} \hat{\beta}_{\nu}^{q}|0\rangle \tag{1.19}
\end{equation*}
$$

Since the many-body auxiliary HFB state is an independent-quasiparticle state, the normal density matrix $\rho$ does not contain enough information to characterize $|\Phi\rangle$. The generalized one-body density matrix which does so is defined in the traditional representation as

$$
\mathcal{R} \equiv\left(\begin{array}{cc}
\rho & \kappa  \tag{1.20}\\
-\kappa^{*} & 1-\rho^{*}
\end{array}\right)=\left(\begin{array}{cc}
\langle\Phi| \hat{a}^{\dagger} \hat{a}|\Phi\rangle & \langle\Phi| \hat{a} \hat{a}|\Phi\rangle \\
\langle\Phi| \hat{a}^{\dagger} \hat{a}^{\dagger}|\Phi\rangle & \langle\Phi| \hat{a} \hat{a}^{\dagger}|\Phi\rangle
\end{array}\right)
$$

and is idempotent since $|\Phi\rangle$ is an independent quasiparticle state, that is $\mathcal{R}^{2}=\mathcal{R}$. This leads to relations between $\rho$ and $\kappa$ of the form

$$
\begin{align*}
\rho \cdot \rho-\kappa \cdot \kappa^{*} & =\rho, & \rho \cdot \kappa-\kappa \cdot \rho^{*} & =0  \tag{1.21a}\\
\kappa^{*} \cdot \rho-\rho^{*} \cdot \kappa^{*} & =0, & \rho^{*} \cdot \rho^{*}-\kappa^{*} \cdot \kappa & =\rho^{*} \tag{1.21b}
\end{align*}
$$

### 1.2.3 Hartree-Fock-Bogoliubov equations

Equations of motion for single-particle states and Bogoliubov amplitudes are determined selfconsistently from the variation of the total energy under the constraints

$$
\begin{align*}
\operatorname{Tr}\left\{\rho^{q}\right\}=\operatorname{Tr}\left\{\rho^{q *}\right\}=\left\langle\hat{N}_{q}\right\rangle=\left\langle\hat{N}_{q}^{\dagger}\right\rangle & =N_{q}  \tag{1.22a}\\
\mathcal{R}^{q 2}-\mathcal{R}^{q} & =0 \tag{1.22~b}
\end{align*}
$$

which are to be met by adjusting Lagrange parameters $\lambda^{q}$ and $\Lambda^{q}$ accordingly. The second constraint (EQ. (1.22b)) makes the many-body state to remain a quasiparticle vacuum with even number parity whereas the first one (EQ. (1.22a)) fixes the average particle number to the actual number of particles. This is the minimum set of constraints. The minimization reads then

$$
\begin{equation*}
\delta\left(\mathcal{E}\left[\rho, \kappa, \kappa^{*}\right]-\frac{1}{2} \sum_{q} \lambda^{q}\left(\operatorname{Tr}\left\{\rho^{q}\right\}+\operatorname{Tr}\left\{\rho^{q *}\right\}\right)-\sum_{q} \operatorname{Tr}\left\{\Lambda^{q}\left(\mathcal{R}^{q 2}-\mathcal{R}^{q}\right)\right\}\right)=0 \tag{1.23}
\end{equation*}
$$

The variation is expressed through a variation of the matrix elements of $\mathcal{R}^{q}$, which can be written as

$$
\delta \mathcal{R}_{k l}^{q}=\left(\begin{array}{cc}
\delta \rho_{k l}^{q} & \delta \kappa_{k l}^{q}  \tag{1.24}\\
-\delta \kappa_{k l}^{q *} & -\delta \rho_{k l}^{q *}
\end{array}\right) .
$$

Introducing the generalized HFB matrix $\mathcal{H}^{q}$, in analogy to $\mathcal{R}^{q}$, as

$$
\mathcal{H}^{q} \equiv\left(\begin{array}{cc}
h^{q} & \Delta^{q}  \tag{1.25}\\
-\Delta^{q *} & -h^{q *}
\end{array}\right),
$$

the variation of the energy given by EQ. (1.12) can be rewritten as

$$
\begin{equation*}
\delta \mathcal{E}=\sum_{i j q} \mathcal{H}_{i j}^{q} \delta \mathcal{R}_{j i}^{q}=\operatorname{Tr}\{\mathcal{H} \delta \mathcal{R}\} . \tag{1.26}
\end{equation*}
$$

Taking into account the variation of the constraints, the variational equation finally reads

$$
\begin{equation*}
\operatorname{Tr}\left\{\left(\mathcal{H}^{\prime q}-\mathcal{R}^{q} \Lambda^{q}-\Lambda^{q} \mathcal{R}^{q}+\Lambda^{q}\right) \delta \mathcal{R}^{q}\right\}=0 \tag{1.27}
\end{equation*}
$$

where

$$
\mathcal{H}^{\prime q} \equiv\left(\begin{array}{cc}
h^{q}-\lambda^{q} & \Delta^{q}  \tag{1.28}\\
-\Delta^{q *} & -\left(h^{q *}-\lambda^{q}\right)
\end{array}\right)
$$

Eliminating the Lagrange parameters $\Lambda^{q}$ yields to

$$
\begin{equation*}
0=\left[\mathcal{H}^{\prime q}, \mathcal{R}^{q}\right], \tag{1.29}
\end{equation*}
$$

that is, the solution of the minimization problem is a basis which diagonalizes simultaneously $\mathcal{H}^{\prime q}$ and $\mathcal{R}^{q}$. Finally, Eq. (1.29) can be transformed into the HFB eigenvalue problem which, in the $\kappa$ representation, takes the form

$$
\left(\begin{array}{cc}
h^{q}-\lambda^{q} & \Delta^{q}  \tag{1.30}\\
-\Delta^{q *} & -h^{q *}+\lambda^{q}
\end{array}\right)\binom{\mathcal{U}^{q[\kappa]}}{\mathcal{V}^{q[\kappa]}}_{\mu}=E_{\mu}^{q}\binom{\mathcal{U}^{q[\kappa]}}{\mathcal{V}^{q[\kappa]}}_{\mu}
$$

where $\left(\mathcal{U}_{\mu}^{q}, \mathcal{V}_{\mu}^{q}\right)$ are the upper and lower components of the quasiparticle eigenstate $\mu$ expanded in the single-particle basis of interest one starts from, whereas $E_{\mu}^{q}$ denotes the corresponding quasiparticle energy. Quasiparticle energies $E_{\mu}^{q}$ are the eigenvalues of the generalized HFB matrix $\mathcal{H}^{\prime q}$, and the associated (column) matrices $\mathcal{U}_{\mu}^{q}$ and $\mathcal{V}_{\mu}^{q}$ define the corresponding quasiparticle states. If the single-particle basis has a dimension $M$, the previous diagonalization leads to $2 M$ eigenvalues/eigenvectors. These eigenstates are separated into two groups with opposite eigenvalues $\left\{E_{\mu}^{q}:\left(\mathcal{U}_{\mu}^{q}, \mathcal{V}_{\mu}^{q}\right)\right\}$ and $\left\{-E_{\mu}^{q}:\left(\mathcal{V}_{\mu}^{q *}, \mathcal{U}_{\mu}^{q *}\right)\right\}$. Usually one only selects quasiparticle with positive energies, while different conventions are possible. It can be shown that the system is bound if $\lambda^{q}<0$, and that the quasiparticle spectrum (i) is continuous if the chemical potential $\lambda^{q}$ is positive, and (ii) is partly continuous for $\left|E_{\mu}^{q}\right|>-\lambda^{q}$ and partly discrete for $\left|E_{\mu}^{q}\right|<-\lambda^{q}$ when $\lambda^{q} \leq 0$. Such properties are illustred in Fig. 1.2. The proper selection of only one half of the HFB wave functions allows to construct localized one-body and pairing densities, although some individual quasiparticle wave functions belong to the continuum [124]. When the Fermi level tends to zero, the quasiparticle spectrum becomes more continuous which indicates the presence of a strong coupling with the continuum induced by pairing correlations.

The normal density matrix and pairing tensor can be expressed in terms of the amplitudes of all quasiparticle states with positive energy $E_{\mu}^{q}$ as

$$
\begin{equation*}
\rho^{q}=\mathcal{V}^{q[k]^{*}} \mathcal{V}^{q[k]}{ }^{\mathrm{T}}, \quad \kappa^{q}=\mathcal{V}^{q[k]^{*}} \mathcal{U}^{q[k]^{\mathrm{T}}}=-\mathcal{U}^{q[k]} \mathcal{V}^{q[k]]^{\dagger}} . \tag{1.31}
\end{equation*}
$$



Figure 1.2: Construction of the HFB quasiparticle spectrum from the HF one:
a) Single-particle spectrum $\epsilon_{\mu}^{q}$ : discrete bound states in black and energy continuum in red. Continuum resonances are represented with their width on top of the continuum background.
b) Corresponding positive quasiparticle spectrum, i.e. $E_{\mu}^{q}=\left|\epsilon_{\mu}^{q}-\lambda^{q}\right|$.
c) Corresponding quasiparticle spectrum in doubled basis, $\pm\left|\epsilon_{\mu}^{q}-\lambda^{q}\right|$
d) Corresponding quasiparticle spectrum in doubled basis including pairing correlations. Resonances coming from deeply-bound single-particle states have now a finite width because of their coupling to the energy continuum.

### 1.2.4 Coordinate space

Starting from the HFB equations in an arbitrary configuration basis (Eq. (1.30)), one can obtain their expression in coordinate $\otimes$ spin $\otimes$ isospin space

- for the $\kappa$ representation as

$$
\int \mathrm{d} \vec{r}^{\prime} \sum_{\sigma^{\prime}}\left(\begin{array}{cc}
h^{\prime q}\left(\vec{r} \sigma, \vec{r}^{\prime} \sigma^{\prime}\right) & \Delta^{q}\left(\vec{r} \sigma, \vec{r}^{\prime} \sigma^{\prime}\right)  \tag{1.32}\\
-\Delta^{q *}\left(\vec{r} \sigma, \vec{r}^{\prime} \sigma^{\prime}\right) & -h^{\prime q *}\left(\vec{r} \sigma, \vec{r}^{\prime} \sigma^{\prime}\right)
\end{array}\right)\left[\begin{array}{c}
\mathcal{U}_{\mu}^{q[\kappa]}\left(\vec{r}^{\prime} \sigma^{\prime} q\right) \\
\mathcal{V}_{\mu}^{q[k]}\left(\vec{r}^{\prime} \sigma^{\prime} q\right)
\end{array}\right]=E_{\mu}^{q}\left[\begin{array}{c}
\mathcal{U}_{\mu}^{q[k]}(\vec{r} \sigma q) \\
\mathcal{V}_{\mu}^{q[\kappa]}(\vec{r} \sigma q)
\end{array}\right],
$$

where

$$
\begin{equation*}
h^{\prime q}\left(\vec{r} \sigma, \vec{r}^{\prime} \sigma^{\prime}\right) \equiv h^{q}\left(\vec{r} \sigma, \vec{r}^{\prime} \sigma^{\prime}\right)-\lambda^{q} \delta_{\sigma \sigma^{\prime}} \delta\left(\vec{r}-\vec{r}^{\prime}\right) . \tag{1.33}
\end{equation*}
$$

- for the $\tilde{\rho}$ representation as

$$
\int \mathrm{d} \vec{r}^{\prime} \sum_{\sigma^{\prime}}\left(\begin{array}{cc}
h^{\prime q}\left(\vec{r} \sigma, \vec{r}^{\prime} \sigma^{\prime}\right) & \tilde{h}^{q}\left(\vec{r} \sigma, \vec{r}^{\prime} \sigma^{\prime}\right)  \tag{1.34}\\
\tilde{h}^{q}\left(\vec{r} \sigma, \vec{r}^{\prime} \sigma^{\prime}\right) & -h^{\prime q}\left(\vec{r} \sigma, \vec{r}^{\prime} \sigma^{\prime}\right)
\end{array}\right)\left[\begin{array}{c}
\mathcal{U}_{\mu}^{q[\tilde{\rho}]}\left(\vec{r}^{\prime} \sigma^{\prime} q\right) \\
\mathcal{V}_{\mu}^{q[\tilde{\rho}]}\left(\vec{r}^{\prime} \sigma^{\prime} q\right)
\end{array}\right]=E_{\mu}^{q}\left[\begin{array}{c}
\mathcal{U}_{\mu}^{q[\tilde{\rho}]}(\vec{r} \sigma q) \\
\mathcal{V}_{\mu}^{q[\tilde{\rho}]}(\vec{r} \sigma q)
\end{array}\right],
$$

where the pair field $\tilde{h}^{q}$ is defined through

$$
\begin{equation*}
\tilde{h}_{i j}^{q} \equiv \frac{\delta \mathcal{E}}{\delta \tilde{\rho}_{i j}^{q *}} . \tag{1.35}
\end{equation*}
$$

### 1.2.5 Bases of interest

The transformation matrix $W^{q}$ from EQ. (1.18) may be decomposed into a set of three consecutive transformations using the Bloch-Messiah-Zumino theorem [125-127] as

$$
W^{q \dagger}=\left(\begin{array}{cc}
C^{q \dagger} & 0  \tag{1.36}\\
0 & C^{q \mathrm{~T}}
\end{array}\right)\left(\begin{array}{cc}
\overline{\mathcal{U}}^{q \dagger} & \overline{\mathcal{V}}^{q \dagger} \\
\overline{\mathcal{V}}^{q \mathrm{~T}} & \overline{\mathcal{U}}^{q \mathrm{~T}}
\end{array}\right)\left(\begin{array}{cc}
D^{q \dagger} & 0 \\
0 & D^{q \mathrm{~T}}
\end{array}\right),
$$

where $D^{q}$ and $C^{q}$ are unitary, and $\overline{\mathcal{U}}^{q}$ and $\overline{\mathcal{V}}^{q}$, which define the special Bogolyubov transformation

$$
\binom{\hat{\alpha}^{q}}{\hat{\alpha}^{q \dagger}}=\left(\begin{array}{cc}
\overline{\mathcal{U}}^{q \dagger} & \overline{\mathcal{V}}^{q \dagger}  \tag{1.37}\\
\overline{\mathcal{V}}^{q \mathrm{~T}} & \overline{\mathcal{U}}^{q \mathrm{~T}}
\end{array}\right)\binom{\hat{c}^{q}}{\hat{c}^{q \dagger}}=\left(\begin{array}{cc}
\overline{\mathcal{U}}^{q \dagger} & \overline{\mathcal{V}}^{q \dagger} \\
\overline{\mathcal{V}}^{q \mathrm{~T}} & \overline{\mathcal{U}}^{q \mathrm{~T}}
\end{array}\right)\left(\begin{array}{cc}
D^{q \dagger} & 0 \\
0 & D^{q \mathrm{~T}}
\end{array}\right)\binom{\hat{a}^{q}}{\hat{a}^{q \dagger}},
$$

are respectively diagonal and canonical (see SEC. 1.2.5.1). This transformation leads, from the so-called canonical basis $\left\{\hat{c} / \hat{c}^{\dagger}\right\}$, to a set of quasiparticle states $\left\{\hat{\alpha} / \hat{\alpha}^{\dagger}\right\}$ which diagonalizes the generalized density matrix $\mathcal{R}^{q}$ with eigenvalues of $1(0)$ for occupied (unoccupied) quasiparticle states. In general, this basis will not yet diagonalize the HFB Hamiltonian $\mathcal{H}^{\prime q}$. The decomposition of the matrix $W^{q}$ establishes several bases of interest that we now characterize.

### 1.2.5.1 Canonical basis

The unitary transformation $D^{q}$ among single-particle states leads from the original basis $\left\{\hat{a} / \hat{a}^{\dagger}\right\}$ to the canonical basis $\left\{\hat{c} / \hat{c}^{\dagger}\right\}$ [122; 128]. The latter diagonalizes the one-body density matrix according to the transformation

$$
\begin{equation*}
\rho_{\nu \mu}^{q}=\left(D^{q} \rho^{q} D^{q \dagger}\right)_{\nu \mu}=\rho_{\mu \mu}^{q} \delta_{\nu \mu}, \tag{1.38}
\end{equation*}
$$

and puts the pairing tensor in its canonical form $\kappa_{\mu \tilde{\nu}}^{q}=\kappa_{\mu \tilde{\mu}}^{q} \delta_{\nu \mu}$. The canonical basis is the name given to the natural basis in the context of HFB calculations. This basis has the important
property that all the states $\phi_{\mu}$ constituting it are localized in coordinate space, although they are defined as linear combinations of original single-particle wave functions which might partly belong to a continuum [124]. That makes it an adequate representation for the HFB solutions and densities [129; 130]. If the canonical basis is ordered in such a way that pairs of conjugated states $(\mu, \tilde{\mu})$ come next to each other, the special Bogoliubov transformation matrices $\left(\overline{\mathcal{U}}^{q}, \overline{\mathcal{V}}^{q}\right)$ become $2 \times 2$ block diagonal, with blocks having the structure

$$
\begin{align*}
& \overline{\mathcal{U}}^{q[\kappa]} \equiv\left(\begin{array}{cc}
u_{\mu}^{q} & 0 \\
0 & u_{\tilde{\mu}}^{q}
\end{array}\right)=u_{\mu}^{q}\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right),  \tag{1.39a}\\
& \overline{\mathcal{V}}^{q[\kappa]} \equiv\left(\begin{array}{cc}
0 & \eta_{\mu} v_{\mu}^{q} \\
\eta_{\tilde{\mu}} v_{\mu}^{q} & 0
\end{array}\right)=\eta_{\mu} v_{\mu}^{q}\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right), \tag{1.39b}
\end{align*}
$$

where $u_{\mu}^{q}$ and $v_{\mu}^{q}$ are real coefficients. Explicit expressions of $\left(u_{\mu}^{q}, v_{\mu}^{q}\right)$ can be obtained by using the fact that the minimization principle amounts to canceling vacuum-to-two-quasiparticle diagrams (see Sec. 6.3)
$\mathcal{H}^{q 20}=\overline{\mathcal{U}}^{q[k]^{\dagger}}\left(h^{q}-\lambda^{q}\right) \overline{\mathcal{V}}^{q[k]]^{*}}-\overline{\mathcal{V}}^{q[k]^{\dagger}}\left(h^{q \mathrm{~T}}-\lambda^{q}\right) \overline{\mathcal{U}}^{q[k]^{*}}+\overline{\mathcal{U}}^{q[k]^{\dagger}} \Delta^{q} \overline{\mathcal{U}}^{q[k]^{*}}-\overline{\mathcal{V}}^{q[k]}{ }^{\dagger} \Delta^{q *} \overline{\mathcal{V}}^{q[k]^{*}}=0$.
For a specific matrix element in the canonical basis, the previous identity leads to the well-known BCS-like expressions

$$
\left[\begin{array}{c}
u_{\mu}^{q 2}  \tag{1.41}\\
v_{\mu}^{q 2}
\end{array}\right]=\frac{1}{2}\left(1 \pm \frac{h_{\mu \mu}^{q}-\lambda^{q}}{\sqrt{\left[h_{\mu \mu}^{q}-\lambda^{q}\right]^{2}+\Delta_{\mu \tilde{\mu}}^{q 2}}}\right),
$$

which leaves the sign of $v_{\mu}^{q}$ undecided. Usually one takes $u^{q}>0$, while the sign of $v^{q}$ is fixed such that the pairing gap is positive for an attractive pairing interaction. As a result, the one-body density matrix and the pairing tensor read

$$
\begin{equation*}
\rho_{\mu \mu}^{q}=\rho_{\tilde{\mu} \tilde{\mu}}^{q}=v_{\mu}^{q}, \quad \kappa_{\mu \tilde{\mu}}^{q}=-\kappa_{\tilde{\mu} \mu}^{q}=u_{\mu}^{q} v_{\mu}^{q} . \tag{1.42}
\end{equation*}
$$

In the Russian representation, $\tilde{\rho}^{q}$ becomes diagonal in the canonical basis for time-reversal invariant systems, that is

$$
\begin{equation*}
\tilde{\rho}^{q}\left(\vec{r}, \vec{r}^{\prime}\right)=\sum_{\mu} \phi_{\mu}^{\dagger}\left(\vec{r}^{\prime} q\right) \phi_{\mu}(\vec{r} q) u_{\mu}^{q} v_{\mu}^{q} \tag{1.43}
\end{equation*}
$$

where $\phi_{\mu}$ denotes a canonical basis wave function. The amplitudes of the special Bogoliubov transformation written in the $\tilde{\rho}$ representation take the form

$$
\overline{\mathcal{U}}^{q[\tilde{p}]}=u_{\mu}^{q}\left(\begin{array}{ll}
1 & 0  \tag{1.44}\\
0 & 1
\end{array}\right), \quad \overline{\mathcal{V}}^{q[\tilde{p}]}=v_{\mu}^{q}\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) .
$$

Even though the HFB realization of the SR-EDF method is not an independent quasiparticle theory, it is convenient to use the canonical basis for analysis purposes as it provides the best approximate single-particle picture and allows one to define individual "energies" and "pairing gaps" through

$$
\begin{equation*}
e_{i} \equiv h_{i i}, \quad \quad \Delta_{i} \equiv\left|\Delta_{i \tilde{\imath}}\right| \tag{1.45}
\end{equation*}
$$

### 1.2.5.2 HFB quasiparticle basis

The unitary transformation $C^{q}$ among quasiparticle states

$$
\binom{\hat{\beta}^{q}}{\hat{\beta}^{q \dagger}}=\left(\begin{array}{cc}
C^{q \dagger} & 0  \tag{1.46}\\
0 & C^{q \mathrm{~T}}
\end{array}\right)\binom{\hat{\alpha}^{q}}{\hat{\alpha}^{q \dagger}}
$$

leads to a final set of quasiparticle states which solve the HFB equation $\left[\mathcal{R}^{q}, \mathcal{H}^{\prime q}\right]=0$, and therefore diagonalise $\mathcal{R}^{q}$ and the HFB matrix $\mathcal{H}^{\prime q}$ at the same time. Equivalently as in the canonical basis, quasiparticle occupations can be defined as

$$
\begin{equation*}
N_{\nu}^{q} \equiv \sum_{k}\left|\mathcal{V}_{\nu k}^{q}\right|^{2} \tag{1.47}
\end{equation*}
$$

However, those occupations are not eigenvalues of the density matrix $\rho^{q}$.

### 1.2.6 Bardeen-Cooper-Schrieffer approximation

The Bardeen-Cooper-Schrieffer (BCS) approximation corresponds to a particular Bogoliubov transformation where the unitary transformation $C^{q}$ is trivial $\left(C^{q}=\mathbb{I}\right)$, that is when the quasiparticle basis $\left\{\hat{\alpha} / \hat{\alpha}^{\dagger}\right\}$ already diagonalizes the generalized HFB matrix $\mathcal{H}^{\prime q}$. In this case, only matrix elements $\Delta_{\mu \tilde{\mu}}^{q}$ of the pairing field are non-zero in the basis $\left\{\hat{c} / \hat{c}^{\dagger}\right\}$. The HFB transformation takes then the form

$$
\begin{equation*}
\hat{\beta}_{\mu}^{q \dagger}=\sum_{j} \sum_{k} D_{j k}^{q} \overline{\mathcal{U}}_{k \mu}^{q} \hat{a}_{j}^{q \dagger}+D_{j k}^{q *} \overline{\mathcal{V}}_{k \mu}^{q} \hat{a}_{j}^{q}=\sum_{j} D_{j \mu}^{q} u_{\mu}^{q} \hat{a}_{j}^{q \dagger}+D_{j \tilde{\mu}}^{q} * v_{\tilde{\mu}}^{q} \hat{a}_{j}^{q} \tag{1.48}
\end{equation*}
$$

which allows to rewrite the BCS ground state as

$$
\begin{equation*}
\left|\Phi^{\mathrm{BCS}}\right\rangle=\prod_{q} \prod_{\mu>0}\left(u_{\mu}^{q}+v_{\tilde{\mu}}^{q} \hat{c}_{\mu}^{q \dagger} \hat{c}_{\tilde{\mu}}^{q \dagger}\right)|0\rangle=\prod_{q} \prod_{\mu>0}\left(u_{\mu}^{q}+v_{\mu}^{q} \hat{c}_{\mu}^{q \dagger} \hat{c}_{\bar{\mu}}^{q \dagger}\right)|0\rangle . \tag{1.49}
\end{equation*}
$$

The BCS approximation amounts then to only considering pairing correlations between timereversed states $\mu / \bar{\mu}$. One can observe that when $C^{q}$ is non-trivial the full HFB state takes a similar expression in the canonical basis, i.e.

$$
\begin{equation*}
\left|\Phi^{\mathrm{HFB}}\right\rangle=\prod_{q} \prod_{\mu>0}\left(u_{\mu}^{q}+v_{\mu}^{q} \hat{c}_{\mu}^{q} \dagger \hat{c}_{\bar{\mu}}^{q} \dagger\right)|0\rangle \tag{1.50}
\end{equation*}
$$

but in this case the canonical basis is not assimilated to the HF one that contains continuum states.
Another definition for the BCS approximation consists of taking a local and constant pairing field in coordinate space [124], that is

$$
\begin{equation*}
\tilde{h}^{q \mathrm{BCS}}\left(\vec{r} \sigma, \vec{r}^{\prime} \sigma^{\prime}\right) \equiv \tilde{h}^{q \mathrm{BCS}} \delta\left(\vec{r}-\vec{r}^{\prime}\right) \delta_{\sigma \sigma^{\prime}} \tag{1.51}
\end{equation*}
$$

Quasiparticle wave functions become then, in the $\tilde{\rho}$ representation, proportional to canonical basis wave functions, i.e.

$$
\begin{equation*}
\mathcal{U}_{\mu}^{q[\tilde{\rho}]}(\vec{r} \sigma q)=u_{\mu}^{q} \phi_{\mu}(\vec{r} \sigma q), \quad \mathcal{V}_{\mu}^{q[\tilde{\rho}]}(\vec{r} \sigma q)=v_{\mu}^{q} \phi_{\mu}(\vec{r} \sigma q) \tag{1.52}
\end{equation*}
$$

As a consequence, canonical wave functions in the BCS approximation are localized for $e_{\mu}^{q}<0$ and non-localized for $e_{\mu}^{q}>0$, in opposition to the HFB formalism. BCS densities are thus in general non-localized and the nucleus is surrounded by an unphysical nucleon gas [124] caused by the coupling to the continuum due to the monopolar pairing interaction. This phenomenon is not important for nuclei in the valley of stability, where it can be numerically kept under control. However for exotic nuclei the BCS theory breaks down, as loosely bound nuclei are strongly coupled to the single-particle continuum.

### 1.2.7 Hartree-Fock realization

In the Hartree-Fock (HF) realization of the SR-EDF method, the reference state $|\Phi\rangle$ is a Slater determinant. This corresponds to eliminating all dependencies of the EDF on the anomalous density and thus the explicit treatment of pairing correlations. However, it is important to stress that, at least in principle, this does not mean that the effect of superfluidity could not be accounted for in such a realization of the EDF method. It would however certainly require to design very complex energy functionals $\mathcal{E}[\rho]$. Anomalous contractions of $\left\{\hat{a} \hat{a} / \hat{a}^{\dagger} \hat{a}^{\dagger}\right\}$ pairs, thus the pairing tensor, are therefore zero, and so is the pairing gap $\Delta^{q}$. According to Eq. (1.41), occupations in the canonical basis become

$$
\begin{array}{ll}
{\left[\begin{array}{c}
u_{\mu}^{q 2} \\
v_{\mu}^{q 2}
\end{array}\right]=\left[\begin{array}{l}
0 \\
1
\end{array}\right]} & \epsilon_{\mu}^{q}<\lambda^{q} \\
{\left[\begin{array}{c}
u_{\mu}^{q 2} \\
v_{\mu}^{q 2}
\end{array}\right]=\left[\begin{array}{l}
1 \\
0
\end{array}\right]} & \epsilon_{\mu}^{q}>\lambda^{q}, \tag{1.53b}
\end{array}
$$

that is, the quasiparticle basis is defined as (i) $\hat{\beta}_{\mu}^{q}=\hat{a}_{\mu}^{q \dagger}$ for a hole state, and (ii) $\hat{\beta}_{\mu}^{q}=\hat{a}_{\mu}^{q}$ for a particle state. In addition, the HFB equations reduce to $\left[h^{\prime q}, \rho^{q}\right]=0$. That is, there exists a set of single-particle states that solves the one-body equation

$$
\begin{equation*}
h^{q} \phi_{i}^{q}=\epsilon_{i}^{q} \phi_{i}^{q}, \tag{1.54}
\end{equation*}
$$

but also diagonalizes the one-body density $\rho^{q}$. The HF, canonical and quasiparticle bases coincide. Note that there is a difference between the HF realization and the zero pairing limit of the HFB realization of the SR-EDF formalism, since the latter allows the existence of at most one $(j+1)$-degenerated set of single-particle states $\epsilon_{\mu_{0}}^{q}=\lambda^{q}$ such that [131]

$$
\begin{equation*}
u_{\mu_{0}}^{q 2}=v_{\mu_{0}}^{q 2}=\frac{1}{2 j+1} \tag{1.55}
\end{equation*}
$$

### 1.2.8 Spontaneous symmetry breaking and single-particle basis

Spontaneous symmetry breaking lies at the core of the EDF formalism as it allows the inclusion, within a SR formalism, of crucial static collective correlations by optimizing the one-body fields self-consistently [132; 133]. That is, SR-EDF constitutes the optimal approximation of the dynamics of a system with a single auxiliary product state. MR-EDF calculations restore, in a second step, all symmetries that are spontaneously broken at the SR-EDF level. Spontaneous symmetry breaking can relate to time-reversal symmetry, symmetries associated with the shape of the nucleus or the particle number. For instance, a static closed-shell nucleus is well described in spherical symmetry, while open-shell nuclei spontaneously break rotational invariance, thus inducing a deformation of the single-particle field $h$. A nucleus whose ground state is spontaneously deformed at the SR-EDF level will present rotational collective excitations, which can be obtained through a MR configuration mixing. At the same time, quantum numbers of single-particle states $\varphi_{\mu}$ will reflect the symmetries that are either imposed or broken.

At the most general level for parity-conserving systems ${ }^{(4)}$, single-particle states are characterized by $\mu \equiv[n, \pi, \zeta, q]$ where (i) $n$ is the principal quantum number, (ii) $\pi= \pm 1$ is the parity,

[^3](iii) $\zeta$ is the $z$-signature, and (iv) $q= \pm \frac{1}{2}$ is the isospin projection. For time-reversal invariance, degenerated states $\mu / \tilde{\mu}$ have opposite signatures, and are defined by convention as
\[

$$
\begin{equation*}
\mu \equiv[n, \pi,+1, q] \quad \tilde{\mu} \equiv[n, \pi,-1, q] . \tag{1.56}
\end{equation*}
$$

\]

For nuclei restricted to an axial symmetry along the $z$ axis, and for which parity is conserved, single-particle states are expressed as linear combinations of states with angular momentum $\ell$ of same parity. The $z$-signature relates in this case to the projection of the orbital momentum $m_{\ell}$ and $\operatorname{spin} \sigma$ on the $z$-axis according to

| $\zeta_{\mu}$ | $m_{\ell}$ | $\sigma$ |
| :---: | :---: | :---: |
| +1 | even | $+1 / 2$ |
| +1 | odd | $-1 / 2$ |
| -1 | even | $-1 / 2$ |
| -1 | odd | $+1 / 2$ |

and single-particle states can be labeled by $\mu \equiv[n, \pi, m, q]$, where $m=m_{\ell}+\sigma$ is the projection of the total angular momentum on the $z$ axis.

For spherical symmetry, different phase conventions are possible to define single-particle states. The spinors are written here as

$$
\begin{equation*}
\langle\vec{r} \mid \mu\rangle=\varphi_{\mu}(\vec{r} q)=\frac{u_{n \ell j}(r q)}{r} \sum_{m_{\ell} \sigma} Y_{\ell}^{m_{\ell}}(\hat{r})\left\langle\left.\ell m_{\ell} \frac{1}{2} \sigma \right\rvert\, j m\right\rangle|\sigma\rangle \equiv \frac{u_{n \ell j}(r q)}{r} \Omega_{\ell j m}(\hat{r}), \tag{1.57}
\end{equation*}
$$

where $\mu \equiv[n, \ell, j, m, q]$. The $\Omega_{j \ell m}(\hat{r})$ are spherical spinors that couple the angular part of the wave function to spinors associated with spin $1 / 2$. The quantum numbers of a spinor are given by (i) the principal quantum number $n$, (ii) the total angular momentum $j$ (iii) the projection of the angular momentum $m$ along the $z$ axis, (iv) the value of the orbital angular momentum $\ell$, and (v) the isospin $q$. For a given $j$, only $\ell=j \pm \frac{1}{2}$ are possible values. The total spin quantum number $s$ is a good quantum number but is the same $\left(s=\frac{1}{2}\right)$ for all nucleons. The spin projection is not a good quantum number since single-particle states mix $\sigma= \pm \frac{1}{2}$. For states defined by EQ. (1.57), parity and $z$-signature are given by $\pi_{\mu}=(-1)^{\ell}$ and $\zeta_{\mu}=-i^{2 m+1}=(-1)^{m-\frac{1}{2}}$, respectively. In a time-independent calculation, a system that sustains a self-consistent spherical symmetry is necessarily time-reversal invariant. In these conditions, one finds $\tilde{\mu} \equiv[n, \ell, j,-m, q]$ and $\eta_{\mu} \equiv(-1)^{\ell-j-m}=(-1)^{\ell-j-\frac{1}{2}} \zeta_{\mu}$.

The quantum number $\zeta_{\mu}$ is the one used to differentiate the two halves of the basis ( $\zeta_{\mu}>0$ and $\zeta_{\mu}<0$ ). The real number $\eta_{\mu}$ is the phase connecting a state with its time-reversed partner of opposite signature when the system is time-reversal invariant. Here are typical values of $\eta_{\mu}$ and $\zeta_{\mu}$ for a selection of spherical shells

| $p_{3 / 2}$ | $j=3 / 2$ | $\ell=1$ |  | $d_{3 / 2}$ | $j=3 / 2$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\ell=2$ |  |  |  |  |  |
| $m$ | $\zeta_{\mu}$ | $\eta_{\mu}$ | - | $m$ | $\zeta_{\mu}$ |$\eta_{\mu}$.

which shows that $\eta_{\mu}$ has opposite signs for states belonging to the two different halves of the basis and that it is never equal to $\zeta_{\mu}$.

### 1.2.9 Constrained HFB calculations

In addition to constraints on proton and neutron numbers and the idempotence of $\mathcal{R}^{q}$ in the minimization process, additional constraints on the average value of an operator $\hat{Q}$ can be enforced at the level of EQ. (1.23), through the addition of an extra term $-\lambda_{Q}\langle\Phi| \hat{Q}|\Phi\rangle$ with an associated Lagrange multiplier $\lambda_{Q}$. The latter is fixed such that the expectation of $\hat{Q}$ in the state $|\Phi\rangle$ corresponds to a given value $q$. A minimum of SR-EDF corresponding to a non-zero value $q_{0}$ of $\langle\Phi| \hat{Q}|\Phi\rangle$ in an unconstrained calculation will be the signature of a spontaneously broken symmetry associated with the collective variable $q$. On the other hand, constrained calculations repeated for a range of values $q \neq q_{0}$ provide energy surfaces that probe the response of the $N$-body system with respect to the breaking of the broken symmetry in the direction of $q$.

The most common constraints relate to the geometrical shape of the many-body system [122], through the use of multipolar moments of the one-body density, e.g. by considering axial quadrupolar $\hat{Q}_{20}$ (associated with a deformation parameter $\beta_{2}$ ), octupolar $\hat{Q}_{30}\left(\beta_{3}\right)$ and hexadecapolar $\hat{Q}_{40}\left(\beta_{4}\right)$ operators, or the triaxial quadrupolar moment $\hat{Q}_{22} \ldots$ This is the starting point of calculations of fission properties of heavy elements [134; 135], or MR-EDF calculations of collective excitations, using technique such as the GCM or the five-dimension collective Bohr Hamiltonian [136]. Other constraints can be envisioned, such as on the radial moments $\left\langle\hat{r}^{m}\right\rangle$ of the one-body density for the calculation of breathing modes.

### 1.3 Existing empirical models

An accepted way to write the nuclear $\operatorname{EDF} \mathcal{E}\left[\rho, \kappa, \kappa^{*}\right]$ is to make explicit its minimal bilinear form in $\rho$ and $\kappa$, constrained by the fundamental symmetries of the problem, under the form

$$
\begin{array}{rlrr}
\mathcal{E}\left[\rho, \kappa, \kappa^{*}\right] & \equiv & \mathcal{E}_{\text {kin }}[\rho]+ & \mathcal{E}_{\mathrm{ph}}\left[\rho, \kappa, \kappa^{*}\right]+ \\
& =\quad \sum_{i j, q} t_{i j}^{q} \rho_{j i}^{q}+ & \frac{1}{2} \sum_{i j k l, q q^{\prime}} \bar{v}_{i k j l}^{\rho \rho} \rho_{j i}^{q} \rho_{l k}^{q^{\prime}}+ & \frac{1}{4} \sum_{i j k l, q} \overline{\mathcal{E}}_{\mathrm{pp}}^{\kappa \kappa}\left[\rho, \kappa, \kappa^{*}\right], \tag{1.58b}
\end{array},
$$

or equivalently

$$
\begin{equation*}
\mathcal{E}\left[\rho, \tilde{\rho}, \tilde{\rho}^{*}\right]=\quad \sum_{i j, q} t_{i j}^{q} \rho_{j i}^{q}+\quad \frac{1}{2} \sum_{i j k l, q q^{\prime}} \bar{v}_{i k j l}^{\rho \rho} \rho_{j i}^{q} \rho_{l k}^{q^{\prime}}+\quad \frac{1}{4} \sum_{i j k l, q} \bar{v}_{i k j l}^{\tilde{\rho} \tilde{\rho}} \tilde{\rho}_{i k}^{q} * \tilde{\rho}_{j l}^{q}, \tag{1.58c}
\end{equation*}
$$

where $t_{i j}^{q}$ denote the matrix elements of the one-body kinetic operator whereas $\bar{v}^{\rho \rho}$ and $\bar{v}^{\kappa \kappa / \tilde{\rho} \tilde{\rho}}$ are possibly antisymmetrized vertices and contain further dependencies on $\rho$ and $\kappa$. The latter constitutes the main difference between the EDF method and a true Hamiltonian-based
mean-field theory. Another difference stems from the fact that $\bar{v}^{\rho \rho}$ and $\bar{v}^{\kappa \kappa / \tilde{\rho} \tilde{\rho}}$ are a priori different, and must not be seen as interactions in the real sense. Of course, they are in principle related to the underlying vacuum NN/NNN forces, but in the absence of an ab initio derivation (see SEC. 8.1), this link remains entirely implicit. Existing functionals are such that $\bar{v}^{\rho \rho}$ and $\bar{v}^{\kappa \kappa / \tilde{\rho} \tilde{\rho}}$ may only depend on the local scalar/isoscalar part of $\rho$. One may note that $\bar{v}^{\rho \rho}$ is not necessarily antisymmetrized. On the other hand, since the pairing tensor $\kappa$ is skew symmetric, only the antisymmetric part of $\bar{v}^{\kappa \kappa}$ is probed. There is no coupling between nucleons of different isospin from $\bar{v}^{\kappa \kappa / \tilde{\rho} \tilde{\rho}}$, corresponding to the fact that pairing correlations are assumed here to be block-diagonal in $q$.

Starting from such an EDF, the particle-hole and particle-particle fields can be constructed through Eq. (1.58b) with the chosen independent set of variables for $\rho^{q}$ and $\kappa^{q}$ from EQ. (1.11), and read

$$
\begin{align*}
h_{i j}^{q}=t_{i j}^{q} & +\frac{1}{2} \sum_{k l, q^{\prime}}\left(\bar{v}_{j l i k}^{\rho \rho}+\bar{v}_{l j k i}^{\rho \rho}\right) \rho_{k l}^{q^{\prime}} \\
& +\frac{1}{2} \sum_{k l m n, q^{\prime} q^{\prime \prime}} \frac{\partial \bar{v}_{n l m k}^{\rho \rho}}{\partial \rho_{i j}^{q}} \rho_{m n}^{q^{\prime}} \rho_{k l}^{q^{\prime \prime}}+\frac{1}{4} \sum_{k l m n, q^{\prime}} \frac{\partial \bar{v}_{n l m k}^{\kappa \kappa}}{\partial \rho_{i j}^{q}} \kappa_{m n}^{q^{\prime} *} \kappa_{k l}^{q^{\prime}},  \tag{1.59a}\\
\Delta_{i j}^{q}= & \frac{1}{2} \sum_{k l} \bar{v}_{i j k l}^{\kappa \kappa} \kappa_{k l}^{q}+\frac{1}{2} \sum_{k l m n, q^{\prime} q^{\prime \prime}} \frac{\partial \bar{v}_{n l m k}^{\rho \rho}}{\partial \kappa_{i j}^{q *}} \rho_{m n}^{q^{\prime}} \rho_{k l}^{q^{\prime \prime}} \tag{1.59b}
\end{align*}
$$

The so-called particle-hole and particle-particle channels interactions $v^{p h / p p}$ can then be defined through

$$
\begin{align*}
h_{i j}^{q} & \equiv \sum_{k l, q^{\prime}} \bar{v}_{i k j l}^{p h} \rho_{l k}^{q^{\prime}}  \tag{1.60a}\\
\Delta_{i j}^{q} & \equiv \sum_{k l} \bar{v}_{i k j l}^{p p} \kappa_{l k}^{q} \tag{1.60b}
\end{align*}
$$

Two remarks are to be made at this point. Firstly, having $v^{p h}=v^{\rho \rho}$ and $v^{p p}=v^{\kappa \kappa}$ is only possible in the very particular case where $v^{\rho \rho}$ and $v^{\kappa \kappa}$ are independent on $\rho^{q}$ and $\kappa^{q}$. In general, the separation of the EDF into a particle-hole and a particle-particle part, as it is done in EQ. (1.58b), is a usual but misleading stretch of words, as it is only at the level of the fields that such a definition of channels can be done unambiguously. Both definitions will match if $v^{\rho \rho}$ only depends on $\rho$ and $v^{\kappa \kappa}$ only depends on $\kappa$.

For non-relativistic EDF calculations, two families of energy functionals $\mathcal{E}$ will be considered, i.e. the Gogny and the Skyrme ones. Both of these models have a restricted number of free parameters, typically between 10 and 15 , that are to be adjusted. They share an empirical nature, that is (i) their expressions are postulated and there is almost no connection with the underlying NN (+NNN...) forces, and (ii) free parameters are adjusted on a selected set of experimental data. This raises the question of their extrapolability towards the limits of stability as it will exemplified in the case of nuclear halos (see Part I). Thus, practitioners have to define a set of observables on which the free parameters of the nuclear EDFs are fitted. So far, most standard procedures consist of using a minimal set of observables containing [77]

- binding energies and charge radii of doubly-magic nuclei, e.g. ${ }^{40,48} \mathrm{Ca},{ }^{56} \mathrm{Ni},{ }^{90} \mathrm{Zr},{ }^{100} \mathrm{Sn}$, ${ }^{208} \mathrm{~Pb}$...
- the equation of state of pure neutron matter,
- basic properties of symmetric nuclear matter: saturation density $\rho_{\text {sat }}$ and energy per particle $E / A$, bulk compressibility $K_{\infty}$, isoscalar effective mass $\left(m^{*} / m\right)_{s}$, Thomas-Reiche-Kuhn enhancement factor $\kappa_{v} \ldots$

Skyrme or Gogny EDFs provide (i) similar good descriptions of bulk properties of nuclei with mass $A \gtrsim 40$, i.e. an overall reproduction of known experimental ground-state masses with a residual at the MeV level [137-140], and (ii) the possibility to make extrapolations for very exotic nuclei beyond the reach of state-of-the-art radioactive isotopes facilities. Obviously, when finer details of low-energy nuclear structure are taken into account, the specificities of the Skyrme and Gogny approaches become more explicit.

### 1.3.1 Skyrme energy density functionals

In the Skyrme-EDF model [141; 142], the energy density functional $\mathcal{E}$ is given as the sum of kinetic, Skyrme, pairing, Coulomb and center-of-mass correction terms, i.e.

$$
\begin{equation*}
\mathcal{E}\left[\rho, \kappa, \kappa^{*}\right]=\mathcal{E}_{\text {kin. }}[\rho]+\mathcal{E}_{\text {Skyrme }}[\rho]+\mathcal{E}_{\text {pair. }}\left[\rho, \kappa, \kappa^{*}\right]+\mathcal{E}_{\text {Coul. }}[\rho]+\mathcal{E}_{\text {c.o.m. }}[\rho] \tag{1.61}
\end{equation*}
$$

Except for the center-of-mass correction, $\mathcal{E}$ is quasi-local and is expressed as the single integral in coordinate space of a local energy density. The latter is motivated by the short range of the (bare) nuclear interaction compared to the scale over which the density matrix varies. In an ab initio approach, yet to be implemented on a quantitative level, such a quasi-local EDF can be generated through the Density Matrix Expansion (DME) formalism [143-145]. Expressions for $\mathcal{E}_{\text {kin. }}, \mathcal{E}_{\text {Coul. }}$, and $\mathcal{E}_{\text {c.o.m. }}$ can be found in the litterature $[146 ; 147]$. The Coulomb interaction is computed exactly for the direct term, while the exchange part is ususally treated at the Slater approximation [148].

### 1.3.1.1 Particle-hole functional

The Skyrme functional [77;141;149-152] approximates the "particle-hole" part $\mathcal{E}_{\text {ph }}$ of the EDF in a coordinate space basis. The latter can be connected with the configuration space representation of EQ. (1.58a) by extracting the appropriate matrix elements $\bar{v}_{i j k l}^{\rho \rho}$ and $\bar{v}_{i j k l}^{\kappa \kappa}$ [153-155]. The Skyrme EDF resembles meta-GGA functionals in a DFT context as it uses explicit dependencies on several local densities and currents, including spin-orbit densities. This is crucial to treat properly finite nuclei. The functional is the most general bilinear combination of all local densities, built from the density matrix up to second order derivatives, in such a way that $\mathcal{E}$ remains invariant under the transformations associated with all symmetries of the nuclear Hamiltonian, i.e. parity, time-reversal, rotation, translation, gauge and isospin transformations [156]. The

Skyrme functional reads

$$
\begin{align*}
\mathcal{E}_{\mathrm{ph}}[\rho]= & \mathcal{E}_{\text {Skyrme }}[\rho] \\
= & \sum_{q} \int \mathrm{~d} \vec{r} A^{\rho \rho} \rho^{q} \rho^{q}+A^{\rho \Delta \rho} \rho^{q} \Delta \rho^{q}+A^{\rho \tau}\left(\rho^{q} \tau^{q}-\vec{j}^{q} \cdot \vec{j}^{q}\right) \\
& +A^{s s} \vec{s}^{q} \cdot \vec{s}^{q}+A^{s \Delta s} \vec{s}^{q} \cdot \Delta \vec{s}^{q}+A^{\rho \nabla J}\left(\rho^{q} \vec{\nabla} \cdot \vec{J}^{q}+\vec{j}^{q} \cdot \vec{\nabla} \times \vec{s}^{q}\right) \\
& +A^{\nabla s \nabla s}\left(\nabla \cdot \vec{s}^{q}\right)\left(\nabla \cdot \vec{s}^{q}\right)+A^{J J}\left(\sum_{\mu \nu} J_{\mu \nu}^{q} J_{q, \mu \nu}^{q}-\vec{s}^{q} q \cdot \vec{T}^{q} q\right) \\
& +A^{J \bar{J}}\left[\left(\sum_{\mu} J_{\mu \mu}^{q}\right)\left(\sum_{\mu} J_{\mu \mu}^{q}\right)+\sum_{\mu \nu} J_{\mu \nu}^{q} J_{\nu \mu}^{q}-2 \vec{s}^{q} \cdot \vec{F}^{q}\right] \\
+ & \sum_{q \neq q^{\prime}} \int \mathrm{d} \vec{r} B^{\rho \rho} \rho^{q} \rho^{q^{\prime}}+B^{\rho \Delta \rho} \rho^{q} \Delta \rho^{q^{\prime}}+B^{\rho \tau}\left(\rho^{q} \tau^{q^{\prime}}-\vec{j}^{q} \cdot \vec{j} q^{\prime}\right) \\
& +B^{s s} \vec{s}^{q} \cdot \vec{s}^{q^{\prime}}+B^{s \Delta s} \vec{s}^{q} \cdot \Delta \vec{s}^{q^{\prime}}+B^{\rho \nabla J}\left(\rho^{q} \vec{\nabla} \cdot \vec{J}{q^{\prime}}^{\prime}+\vec{j}^{q} \cdot \vec{\nabla} \times \vec{s}^{q^{\prime}}\right) \\
& +B^{\nabla s \nabla s}\left(\nabla \cdot \vec{s}^{q}\right)\left(\nabla \cdot \vec{s}^{q^{\prime}}\right)+B^{J J}\left(\sum_{\mu \nu} J_{\mu \nu}^{q} J_{\mu \nu}^{q^{\prime}}-\vec{s}^{q} \cdot \vec{T} \vec{T}^{\prime}\right) \\
& +B^{J \bar{J}}\left[\left(\sum_{\mu} J_{\mu \mu}^{q}\right)\left(\sum_{\mu} J_{\mu \mu}^{q^{\prime}}\right)+\sum_{\mu \nu} J_{\mu \nu}^{q} J_{\nu \mu}^{q^{\prime}}-2 \vec{s}^{q} \cdot \vec{F} \vec{q}^{\prime}\right], \tag{1.62}
\end{align*}
$$

where the coupling constants $A^{X} / B^{X}$ refer to the interaction between particles with identi$\mathrm{cal} /$ different isospins, respectively. Scalar and vector density matrices for isospin $q$ are defined as

$$
\begin{array}{rlrl}
\rho_{0}\left(\vec{r}, \vec{r}^{\prime}\right) & =\sum_{\sigma q} \rho^{\sigma q}\left(\vec{r}, \vec{r}^{\prime}\right), & & =\sum_{i} \operatorname{Tr}_{\sigma q}\left[\varphi_{i}^{\dagger}\left(\vec{r}^{\prime}\right) \varphi_{i}(\vec{r})\right], \\
\rho_{1}\left(\vec{r}, \vec{r}^{\prime}\right)=\sum_{\sigma q} \rho^{\sigma q}\left(\vec{r}, \vec{r}^{\prime}\right)(-1)^{1 / 2-q}, & & =\sum_{i} \operatorname{Tr}_{\sigma q}\left[\varphi_{i}^{\dagger}\left(\vec{r}^{\prime}\right) \tau_{z} \varphi_{i}(\vec{r})\right], \\
\vec{s}_{0}\left(\vec{r}, \vec{r}^{\prime}\right)=\sum_{\sigma q} \rho^{\sigma q}\left(\vec{r}, \vec{r}^{\prime}\right)(-1)^{1 / 2-\sigma}, & & =\sum_{i} \operatorname{Tr}_{\sigma q}\left[\varphi_{i}^{\dagger}\left(\vec{r}^{\prime}\right) \vec{\sigma} \varphi_{i}(\vec{r})\right], \\
\vec{s}_{1}\left(\vec{r}, \vec{r}^{\prime}\right)=\sum_{\sigma q} \rho^{\sigma q}\left(\vec{r}, \vec{r}^{\prime}\right)(-1)^{1 / 2-\sigma}(-1)^{1 / 2-q} & & =\sum_{i} \operatorname{Tr}_{\sigma q}\left[\varphi_{i}^{\dagger}\left(\vec{r}^{\prime}\right) \vec{\sigma} \tau_{z} \varphi_{i}(\vec{r})\right], \tag{1.63d}
\end{array}
$$

where vector and isovector densities correspond in fact to the $z$ component of the associated vector in spin and isospin spaces, respectively. The non-local density can thus be decomposed into

$$
\begin{equation*}
\rho\left(\vec{r}, \vec{r}^{\prime}\right)=\frac{1}{4}\left[\rho_{0}\left(\vec{r}, \vec{r}^{\prime}\right)+\rho_{1}\left(\vec{r}, \vec{r}^{\prime}\right) \tau_{z}+\vec{s}_{0}\left(\vec{r}, \vec{r}^{\prime}\right) \cdot \vec{\sigma}+\vec{s}_{1}\left(\vec{r}, \vec{r}^{\prime}\right) \cdot \vec{\sigma} \tau_{z}\right] \tag{1.64}
\end{equation*}
$$

EQS. (1.63a-1.63d) are used to extract local densities and currents (the $*$ indicates time-odd densities)

$$
\begin{align*}
\rho^{q}(\vec{r}) & \left.\equiv \rho^{q}\left(\vec{r}, \vec{r}^{\prime}\right)\right|_{\vec{r}=\vec{r}^{\prime}} & & \text { one-body density },  \tag{1.65a}\\
\vec{s}^{q}(\vec{r}) & \left.\equiv \vec{s}^{q}\left(\vec{r}, \vec{r}^{\prime}\right)\right|_{\vec{r}=\vec{r}^{\prime}} & & \text { spin (pseudovector) density }(*),  \tag{1.65b}\\
\tau_{q}(\vec{r}) & \left.\equiv \vec{\nabla} \cdot \vec{\nabla}^{\prime} \rho^{q}\left(\vec{r}, \vec{r}^{\prime}\right)\right|_{\vec{r}=\vec{r}^{\prime}} & & \text { kinetic density },  \tag{1.65c}\\
T_{\mu}^{q}(\vec{r}) & \left.\equiv \vec{\nabla} \cdot \vec{\nabla}^{\prime} s_{\mu}^{q}\left(\vec{r}, \vec{r}^{\prime}\right)\right|_{\vec{r}=\vec{r}^{\prime}} & & \text { spin kinetic (pseudovector) density }(*),  \tag{1.65d}\\
\vec{j}^{q}(\vec{r}) & \equiv-\left.\frac{i}{2}\left(\vec{\nabla}-\vec{\nabla}^{\prime}\right) \rho^{q}\left(\vec{r}, \vec{r}^{\prime}\right)\right|_{\vec{r}=\vec{r}^{\prime}} & & \text { current (vector) density }(*), \tag{1.65e}
\end{align*}
$$

$$
\begin{align*}
J_{\mu \nu}^{q}(\vec{r}) & \equiv-\left.\frac{i}{2}\left(\nabla_{\mu}-\nabla_{\mu}^{\prime}\right) s_{\nu}^{q}\left(\vec{r}, \vec{r}^{\prime}\right)\right|_{\vec{r}=\vec{r}^{\prime}} \quad \text { spin-current (pseudotensor) density }(*) \\
F_{\mu}^{q}(\vec{r}) & \left.\equiv \frac{1}{2} \sum_{\nu=x}^{z}\left(\nabla_{\mu} \nabla_{\nu}^{\prime}+\nabla_{\mu}^{\prime} \nabla_{\nu}\right) s_{\nu}^{q}\left(\vec{r}, \vec{r}^{\prime}\right)\right|_{\vec{r}=\vec{r}^{\prime}} \quad \text { tensor-kinetic (pseudovector) density } \tag{1.65f}
\end{align*}
$$

From densities carrying a good isospin quantum number, isoscalar/isovector densities can be defined as

$$
\begin{equation*}
X_{T}(\vec{r}) \equiv X^{n}(\vec{r})+(-1)^{T} X^{p}(\vec{r}) \quad X \equiv \rho, \vec{s} \ldots \tag{1.66}
\end{equation*}
$$

The coupling constants $A^{X} / B^{X}$ may further depend on densities that do not involve spatial derivatives. In the present work, and because of the form of the functionals used so far, we will only consider that $A^{\rho \rho / s s} / B^{\rho \rho / s s}$ might depend on the scalar-isoscalar density $\rho_{0}(\vec{r})$. This derives from the usual approximation which consists of deriving $\mathcal{E}_{\mathrm{ph}}[\rho]$ from an initial vertex which contains zero-range terms plus finite-range corrections (gradient terms), and is a sum of central, spin-orbit and tensor terms, i.e.

$$
\begin{align*}
v^{\text {Skyrme }}(\vec{R}, \vec{r})= & v^{\text {cent. }}(\vec{R}, \vec{r})+v^{\mathrm{LS}}(\vec{R}, \vec{r})+v^{\text {tens. }}(\vec{R}, \vec{r})  \tag{1.67a}\\
v^{\text {cent }}(\vec{R}, \vec{r})= & t_{0}\left(1+x_{0} \hat{P}_{\sigma}\right) \delta(\vec{r})+\frac{1}{6} t_{3}\left(1+x_{3} \hat{P}_{\sigma}\right) \\
& +\frac{1}{2} t_{1}\left(1+x_{1} \hat{P}_{\sigma}\right)\left[\overrightarrow{\vec{k}}^{\prime 2} \delta(\vec{r})+\delta(\vec{r}) \hat{\vec{k}}^{2}\right]+t_{2}\left(1+x_{2} \hat{P}_{\sigma}\right) \hat{\vec{k}}^{\prime} \cdot \delta(\vec{r}) \hat{\vec{k}} \\
& +\rho^{\alpha}(\vec{r}) \delta(\vec{r})  \tag{1.67~b}\\
v^{\mathrm{LS}}(\vec{r})= & W_{0}\left(\hat{\vec{\sigma}}_{1}+\hat{\vec{\sigma}}_{2}\right) \cdot \hat{\vec{k}}^{\prime} \times \delta(\vec{r}) \hat{\vec{k}}  \tag{1.67c}\\
v^{\text {tens. }}(\vec{r})= & \frac{1}{2} t_{e}\left\{\left[3\left(\vec{\sigma}_{1} \cdot \vec{k}^{\prime}\right)\left(\vec{\sigma}_{2} \cdot \vec{k}^{\prime}\right)-\left(\vec{\sigma}_{1} \cdot \vec{\sigma}_{2}\right) \vec{k}^{\prime 2}\right] \delta(\vec{r})\right. \\
& \left.\quad+\delta(\vec{r})\left[3\left(\vec{\sigma}_{1} \cdot \vec{k}\right)\left(\vec{\sigma}_{2} \cdot \vec{k}\right)-\left(\vec{\sigma}_{1} \cdot \vec{\sigma}_{2}\right) \vec{k}^{2}\right]\right\} \\
& +t_{o}\left[3\left(\vec{\sigma}_{1} \cdot \vec{k}^{\prime}\right) \delta(\vec{r})\left(\vec{\sigma}_{2} \cdot \vec{k}\right)-\left(\vec{\sigma}_{1} \cdot \vec{\sigma}_{2}\right) \vec{k}^{\prime} \cdot \delta(\vec{r}) \vec{k}\right] \tag{1.67~d}
\end{align*}
$$

that is $\mathcal{E}_{\mathrm{ph}}[\rho]$ is constructed from a zero-range phenomenological Skyrme vertex. In this context, the time-even and time-odd terms of the coupling constants of the Skyrme energy functional, which can in principle be decorrelated except for those that are constructed through local gauge invariance, are related through the underlying parameters of the Skyrme interaction [152].

In the HFB realization of the SR-EDF method local densities and currents can be expressed from single-particle wave functions of any arbitrary basis through

$$
\begin{align*}
\rho^{q}(\vec{r}) & =\sum_{i j} \varphi_{j}^{\dagger}(\vec{r} q) \varphi_{i}(\vec{r} q) \rho_{i j}^{q}  \tag{1.68a}\\
\tau^{q}(\vec{r}) & =\sum_{i j}\left[\vec{\nabla} \varphi_{j}^{\dagger}(\vec{r} q)\right] \cdot\left[\vec{\nabla} \varphi_{i}(\vec{r} q)\right] \rho_{i j}^{q}  \tag{1.68b}\\
J_{\mu \nu}^{q}(\vec{r}) & =-\frac{i}{2} \sum_{i j}\left\{\varphi_{j}^{\dagger}(\vec{r} q) \sigma_{\nu}\left[\nabla_{\mu} \varphi_{i}(\vec{r} q)\right]-\left[\nabla_{\mu} \varphi_{j}^{\dagger}(\vec{r} q)\right] \sigma_{\nu} \varphi_{i}(\vec{r} q)\right\} \rho_{i j}^{q}  \tag{1.68c}\\
s_{\mu}^{q}(\vec{r}) & =\sum_{i j} \varphi_{j}^{\dagger}(\vec{r} q) \sigma_{\mu} \varphi_{i}(\vec{r} q) \rho_{i j}^{q}  \tag{1.68d}\\
T_{\mu}^{q}(\vec{r}) & =\sum_{i j} \vec{\nabla} \varphi_{j}^{\dagger}(\vec{r} q) \sigma_{\mu} \cdot \vec{\nabla} \varphi_{i}(\vec{r} q) \rho_{i j}^{q} \tag{1.68e}
\end{align*}
$$

|  | $\rho_{\text {sat }}\left[\mathrm{fm}^{-3}\right]$ | $K_{\infty}[\mathrm{MeV}]$ | $\left(m^{*} / m\right)_{s}$ | $\kappa_{v}$ | $E / A[\mathrm{MeV}]$ | Ref. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SLy4 | 0.160 | 229.9 | 0.70 | 0.25 | -15.97 | $[147 ; 160]$ |
| SIII | 0.145 | 355.4 | 0.76 | 0.53 | -15.85 | $[161]$ |
| $m^{*} 1$ | 0.162 | 230.0 | 1.00 | 0.25 | -16.07 | $[162]$ |
| $\rho_{\text {sat }}^{1}$ | 0.145 | 230.0 | 0.70 | 0.25 | -15.69 | $[162]$ |
| $\rho_{\text {sat }}^{2}$ | 0.160 | 230.0 | 0.70 | 0.25 | -15.99 | $[162]$ |
| $\rho_{\text {sat }}^{3}$ | 0.175 | 230.0 | 0.70 | 0.25 | -16.22 | $[162]$ |
| T6 | 0.161 | 235.6 | 1.00 | 0.00 | -15.93 | $[163]$ |
| SKa | 0.155 | 263.1 | 0.61 | 0.94 | -15.99 | $[164]$ |
| T21-T26 | 0.161 | 230.0 | 0.70 | 0.25 | -16.00 | $[158]$ |

Table 1.2: Infinite matter properties of Skyrme functionals used in the present study: saturation density $\rho_{\text {sat }}$, bulk compressibility $K_{\infty}$, isoscalar effective mass $\left(m^{*} / m\right)_{s}$, Thomas-Reiche-Kuhn enhancement factor $\kappa_{v}$ and energy per particle at saturation $E / A$.

$$
\begin{align*}
j_{\mu}^{q}(\vec{r}) & =-\frac{i}{2} \sum_{i j}\left\{\varphi_{j}^{\dagger}(\vec{r} q)\left[\nabla_{\mu} \varphi_{i}(\vec{r} q)\right]-\left[\nabla_{\mu} \varphi_{j}^{\dagger}(\vec{r} q)\right] \varphi_{i}(\vec{r} q)\right\} \rho_{i j}^{q},  \tag{1.68f}\\
F_{\mu}^{q}(\vec{r}) & =\frac{1}{2} \sum_{i j}\left\{\left[\vec{\nabla} \cdot \vec{\sigma} \varphi_{j}(\vec{r} q)\right]^{\dagger}\left[\nabla_{\mu} \varphi_{i}(\vec{r} q)\right]+\left[\nabla_{\mu} \varphi_{j}^{\dagger}(\vec{r} q)\right]\left[\vec{\nabla} \cdot \vec{\sigma} \varphi_{i}(\vec{r} q)\right]\right\} \rho_{i j}^{q} \tag{1.68~g}
\end{align*}
$$

### 1.3.1.2 Existing parametrizations

About 150 parametrizations of the Skyrme EDF have been defined so far and adjusted for various purposes (see Ref. [157] and references therein for the most common parametrizations). To study the effect of specific features of the particle-hole functional on nuclear structure, a set of Skyrme functionals characterized by different properties (infinite matter properties are defined in SEc. 7.4.6) will be considered, i.e. (i) SLy4 will stand as reference point, (ii) SIII displays a different density dependence ( $\alpha=1$ ) which leads to a too high infinite matter compressibility $K_{\infty}$, (iii) T6 has an isoscalar effective nucleon mass $\left(m^{*} / m\right)_{s}=1$, providing a denser single-particle spectrum, (iv) SKa has a different isoscalar effective mass, but also a different density dependence (density-dependent term with an exponent of $1 / 3$ instead of $1 / 6$ ), (v) the functional " $m$ *" has been specifically adjusted for the present work with the same procedure as for SLy4 but with the constraint $\left(m^{*} / m\right)_{s}=1$, (vi) the parameterizations " $\rho_{\mathrm{sat}}^{1 / 2 / 3 \text { " }}$ have also been adjusted specifically, with different nuclear matter saturation densities $\rho_{\text {sat }}$, (vii) T21 to T26 incorporate tensor terms that differ by their neutron-neutron couplings [158]. The parameterizations " $m^{*} 1^{\prime}$ " and " $\rho_{\mathrm{sat}}^{1 / 2 / 3}$, have been adjusted using the procedure of Ref. [158]. Infinite matter properties of all used parameterizations are summarized in TAB. $\{1.2\}$. The isovector effective mass (related to the Thomas-Reiche-Kuhn enhancement factor $\kappa_{v}$ ) is significantly different for these parameterizations but its effect on static properties of nuclei is rather small [159].

### 1.3.1.3 Particle-particle functional

Neutron-neutron and proton-proton pairing acts mostly in the spin singlet channel $S=0$ of the nuclear interaction, as shown by the properties of the bare NN force [110]. At the same time, it occurs mainly in the $s$ wave, that is a local pairing functional. This justifies the expression of
the "particle-particle" functional $\mathcal{E}_{\mathrm{pp}}$ as ${ }^{(5)}$

$$
\begin{equation*}
\mathcal{E}_{\mathrm{pp}}\left[\rho, \kappa, \kappa^{*}\right]=\int \mathrm{d} \vec{r} A^{\tilde{\rho} \tilde{\rho}} \sum_{q}\left|\tilde{\rho}^{q}\right|^{2} \tag{1.69}
\end{equation*}
$$

where usually

$$
\begin{equation*}
A^{\tilde{\rho} \tilde{\rho}} \equiv \frac{\tilde{t}_{0}}{4}\left[1-\eta\left(\frac{\rho_{0}}{\rho_{\mathrm{sat}}}\right)^{\alpha}\right] \tag{1.70}
\end{equation*}
$$

The latter expression derives from a density-dependent delta interaction (DDDI) [165-169]

$$
\begin{equation*}
v^{\tilde{\rho} \tilde{\rho}}(\vec{r}, \vec{R}) \equiv v^{\tilde{\rho} \tilde{\rho}}(\vec{R}) \delta(\vec{r}) \equiv \tilde{t}_{0}\left(\frac{1-P_{\sigma}}{2}\right)\left[1-\eta\left(\frac{\rho_{0}(\vec{R})}{\rho_{\mathrm{sat}}}\right)^{\alpha}\right] \delta(\vec{r}) \tag{1.71}
\end{equation*}
$$

It is bilinear in the pair density $\tilde{\rho}^{q}$ whereas the strength $\tilde{t}_{0}$ is taken to be the same for neutronneutron and proton-proton pairing. $\mathcal{E}_{\mathrm{pp}}\left[\rho, \tilde{\rho}, \tilde{\rho}^{*}\right]$ enforces pairing correlations only in the $T=1$ channel, as proton-neutron pairing is usually neglected. The introduction of $T=0$ pairing requires a more involved formalism, since pairing correlations can now couple between superblocks of different signature in the HFB equations [170; 171].

Two parameters $\eta$ and $\alpha$ control the spatial dependence of the coupling constant through the overall isoscalar density-dependent coupling. A zero value of $\eta$ corresponds to a pairing strength that is uniform over the nuclear volume ("volume pairing") while $\eta=1$ corresponds to pairing strength which is stronger in the vicinity of the nuclear surface ("surface pairing"). A value $\eta=1 / 2$ corresponds to an intermediate situation ("mixed-type pairing"), as seen in Fig. 1.3. The parameter $\alpha$ is usually set to one. Values $\alpha<1$ correspond to stronger pairing correlations at low density. In the present work, we are interested in varying those empirical parameters over a large interval of values to quantify how much the characteristics of the pairing functional impact many-body systems. Note finally that the strength $\tilde{t}_{0}$ is usually chosen so that the neutron spectral gap $\left\langle\Delta_{\kappa}^{n}\right\rangle$, defined as

$$
\begin{equation*}
\left\langle\Delta_{\kappa}^{q}\right\rangle=\frac{\sum_{i>0} \Delta_{i \bar{\imath}}^{q} \kappa_{i \bar{\imath}}^{q}}{\sum_{i>0} \kappa_{i \bar{\imath}}^{q}}, \tag{1.72}
\end{equation*}
$$

equals 1.250 MeV for ${ }^{120} \mathrm{Sn}$ [172], which provides reasonable gaps in $\mathrm{Ca}, \mathrm{Sn}$ and Pb regions. Of course such an adjustment of $\tilde{t}_{0}$ depends on the Skyrme parametrization it is coupled to. Finally, the quasi-local expression for $\mathcal{E}_{\mathrm{pp}}\left[\rho, \tilde{\rho}, \tilde{\rho}^{*}\right]$ induces divergences of the anomalous density $\tilde{\rho}$, which need to be properly handled and become critical for weakly bound systems, e.g. exotic nuclei. This will be the topic of SEC. 1.4.

### 1.3.1.4 Nuclear structure with Skyrme functionals

Since Skyrme EDFs are quasi-local, exchange terms in the fields $h^{q}$ and $\Delta^{q} / \tilde{h}^{q}$ have the same structure as the direct ones, which reduces the number of integrations during a calculation and renders these functionals very well suited for calculations using a cartesian basis. Various methods have been used to perform calculations with Skyrme functionals, on cartesian/spherical meshes [77; 173-175], deformed harmonic oscillator (HO) or transformed HO bases [176-179].
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Figure 1.3: Neutron pairing field in ${ }^{120}$ Sn obtained from the Skyrme SLy4 EDF and different pairing functionals.

In any case, 3D deformed calculations remain tedious, and can only be performed routinely on supercomputers. One ususally needs to discretize the energy continuum by putting the system in a finite box, and to include enough states in the calculations to have properly converged results. The latter is a demanding task as the disk space needed to store individual wave functions increases exponentially with the energy cut in the continuum.

One will focus here on spherical calculations, where the complexity of the equations to be solved can be reduced analytically, and numerical calculations can be safely performed with very large bases on standard computers [175]. In the following, spin/isospin indices are sometimes omitted for simplicity. Calculations are performed using a code [180] that takes advantage of the so called "two-bases method" to solve the HFB equations [181]. The basic idea is to build first the eigenbasis $\left\{\psi_{n \ell j q}\right\}$ of the one-body field $h^{q}$. Thanks to the spherical symmetry, this reduces to a one-dimensional Schrödinger equation of the form [124]

$$
\begin{equation*}
\left(h^{q} \psi\right)_{n \ell j q}(r)=\epsilon_{n \ell j}^{q} \psi_{n \ell j q}(r) \tag{1.73}
\end{equation*}
$$

In the second step of the calculation, one solves the Hartree-Fock-Bogoliubov problem of EQ. (1.30) in the basis $\left\{\psi_{n \ell j q}\right\}$, i.e. expanding the HFB spinors in a given $(\ell, j)$ block as

$$
\left[\begin{array}{l}
U_{n \ell j}^{q}(r)  \tag{1.74}\\
V_{n \ell j}^{q}(r)
\end{array}\right]=\sum_{k}\left[\begin{array}{l}
\tilde{U}_{k n \ell j}^{q} \psi_{n \ell j q}(r) \\
\tilde{V}_{k n \ell j}^{q} \psi_{n \ell j q}(r)
\end{array}\right]
$$

In spherical symmetry, the HFB equation are solved for each $(\ell, j)$ block separately. The twobases method authorizes to perform calculations in very large boxes. It is at variance with an integration of the HFB equations in coordinate representation where the large difference of amplitudes between the upper and lower parts of the Bogoliubov spinors can make the solutions inaccurate at large distances [175]. The latter method has other advantages and shortcomings that will not be discussed here. The nucleus is put in a spherical box and all wave functions are computed up to a radial distance $R_{\text {box }}$, with vanishing boundary conditions (Dirichlet) imposed.

The value of $R_{\text {box }}$ has to be chosen to ensure convergence of the calculations, with typical values of about 40 fm when dealing with very diffuse (halo) nuclei. The differential equation (1.73) is solved on a discrete mesh of step size $h=0.25 \mathrm{fm}$ using the Numerov algorithm [175; 182]. The calculation of matrix elements of one-body fields are not too time-consuming since $h^{q}$ is by construction diagonal in the representation $\left\{\psi_{n \ell j q}\right\}$. Furthermore, a significant part of the pairing field matrix elements can be zero if the active space in which pairing acts around the Fermi energy (see Sec. 1.4) is narrow.

In Eq. (1.74) the upper bound of the sum over $k$ is not specified. In an actual calculation, the sum is truncated by keeping states $\left\{\psi_{n \ell j q}\right\}$ up to a certain maximum energy $E_{\max }$. Its actual value ranges from several MeV up to hundreds of MeVs depending on the method used to regularize the quasi-local pairing functional. In addition to the energy cut, a truncation $j_{\text {cut }}^{q}$ on the angular momentum of partial waves kept in the basis $\left\{\psi_{n \ell j q}\right\}$ is also implemented. In principle, all wave functions below $E_{\max }$ should be kept, but this makes the computation time rather long considering that wave functions with very high angular momenta will not contribute to the nuclear density. Nonetheless, a truncation on angular momenta cannot be too drastic, in particular when treating loosely bound nuclei. Checks of convergence of all observables of interest with respect to $R_{\mathrm{box}}, E_{\max }$ and $j_{\text {cut }}^{q}$ are therefore mandatory.

### 1.3.2 Gogny energy density functional

The Gogny strategy consists of parametrizing $v^{\rho \rho}$ and $v^{\kappa \kappa}$ with the same phenomenological finite-range two-body interaction, and thus to work at the vertex level. This is at variance with the Skyrme phenomenology for which the meaninful mapping occurs at the functional level after a DME-like approximation. The initial expression of the usual Gogny finite-range local effective vertex reads [183-186]

$$
\begin{equation*}
v\left(\vec{r}_{i}\right)=\delta\left(\vec{r}_{1}-\vec{r}_{3}\right) \delta\left(\vec{r}_{2}-\vec{r}_{4}\right) v_{\mathrm{D} 1 \mathrm{X}}\left(\vec{r}, \vec{R}, \overleftarrow{k}^{\prime}, \vec{k}\right) \tag{1.75}
\end{equation*}
$$

where

$$
\begin{align*}
v_{\mathrm{D} 1 \mathrm{X}}(\vec{r}, \vec{R})= & \sum_{i=1}^{2}\left[W_{i}+B_{i} P_{\sigma}-H_{i} P_{\tau}-M_{i} P_{\sigma} P_{\tau}\right] e^{-\frac{r^{2}}{\mu_{i}^{2}}}  \tag{1.76a}\\
& +t_{0}\left(1+x_{0} P_{\sigma}\right) \rho^{\alpha}(\vec{R}) \delta(\vec{r})  \tag{1.76b}\\
& +i W_{L S}\left(\vec{\sigma}_{1}+\vec{\sigma}_{2}\right) \overleftarrow{k}^{\prime} \wedge \delta(\vec{r}) \vec{k} \tag{1.76c}
\end{align*}
$$

that is, the Gogny vertex consists of a finite-range central force plus zero-range spin-orbit and density-dependent terms. In the particle-particle channel, chosen parametrizations ( $x_{0}=1$ ) make the zero-range density-dependent term vanish ${ }^{(6)}$, whereas the remaining finite-range central term contains an implicit cutoff in momentum space which prevents the apparition of ultraviolet divergences (see SEc. 1.4.1). Recently, improved parametrizations have been proposed that

[^5]|  | $i$ | $\mu_{i}[\mathrm{fm}]$ | $W_{i}[\mathrm{MeV}]$ | $B_{i}[\mathrm{MeV}]$ | $H_{i}[\mathrm{MeV}]$ | $M_{i}[\mathrm{MeV}]$ | $W_{L S}\left[\mathrm{MeV} . \mathrm{fm}^{5}\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D1S | 1 | 0.700 | -1720.3 | 1300.0 | -1813.6 | 1397.6 | 130.0 |
|  | 2 | 1.200 | 103.63 | -163.48 | 162.81 | -223.92 |  |
|  |  |  |  |  | $x_{0}$ | $\alpha$ | $t_{0}\left[\mathrm{MeV} . \mathrm{fm}^{3 \alpha+3}\right]$ |
|  |  |  |  |  | 1 | 1/3 | 1390.6 |
| D1N | 1 | 0.800 | -2047.6 | 1700.0 | -2414.9 | 1519.4 | 115.0 |
|  | 2 | 1.200 | 293.01 | -300.78 | 414.59 | -316.84 |  |
|  |  |  |  |  | $x_{0}$ | $\alpha$ | $t_{0}\left[\mathrm{MeV} . \mathrm{fm}^{3 \alpha+3}\right]$ |
|  |  |  |  |  | 1 | 1/3 | 1609.5 |
| D2 | 1 | 0.800 | -1176.440 | 800.000 | -927.366 | 1115.573 | 130.0 |
|  | 2 | 1.300 | 93.741 | -162.161 | 122.414 | $-223.859$ |  |
|  | 3 |  | 1800.000 | 600.000 | 400.000 | -600.000 |  |
|  |  |  |  |  |  | $\alpha$ | 1/3 |

Table 1.3: Existing parametrizations for the Gogny forces.
contain finite-range density-dependent terms, leading to the D2 parametrization [188]. It reads

$$
\begin{align*}
v_{\mathrm{D} 2}(\vec{r}, \vec{R})= & \sum_{i=1}^{2}\left[W_{i}+B_{i} P_{\sigma}-H_{i} P_{\tau}-M_{i} P_{\sigma} P_{\tau}\right] e^{-\frac{r^{2}}{\mu_{i}^{2}}}  \tag{1.77a}\\
& +\left[W_{3}+B_{3} P_{\sigma}-H_{3} P_{\tau}-M_{3} P_{\sigma} P_{\tau}\right] e^{-\frac{r^{2}}{\mu_{3}^{2}}}\left(\frac{\rho^{\alpha}\left(\vec{r}_{1}\right)+\rho^{\alpha}\left(\vec{r}_{2}\right)}{2}\right)  \tag{1.77b}\\
& +i W_{L S}\left(\vec{\sigma}_{1}+\vec{\sigma}_{2}\right) \overleftarrow{k}^{\prime} \wedge \delta(\vec{r}) \vec{k} \tag{1.77c}
\end{align*}
$$

where $\mu_{3}$ is usually equal to the smallest range of the central terms $\left(\mu_{1}\right)$. This constitutes a first step towards a full finite-range effective force which will be primordial for the description of RPA/QRPA correlations [185].

The finite-range interaction can be converted into a non-local EDF. In comparison with Skyrme EDFs, the HFB problem with the non-local Gogny EDF involves complex integrodifferential equations. This affects the single-particle structure of the many-body system and might play a role in long-range correlations responsible for nuclear deformation.

### 1.3.2.1 Existing parametrizations

The adjustement procedure of the empirical Gogny functional is similar to the one for Skyrme EDFs, as it makes use of a set of experimental data and ab initio calculations of nuclear matter. The free parameters $\left\{\mu_{i}, W_{i}, B_{i}, H_{i}, M_{i}, \alpha, W_{L S}\right\}$ are adjusted by a sequence of matrix inversions and functional interpolations [188]. Two major parametrizations called D1S and D1N are commonly used, that will be commonly referred to as D1X, and the corresponding values for the parameters are found in TAB. $\{1.3\}$. D1N consists of a recent re-parametrization of D1S where the neutron matter equation of state is used as a constraint [189]. A set of parameters for the force D 2 including finite-range density dependencies can also be found in TAB. $\{1.3\}$.

### 1.3.2.2 Nuclear structure calculations with Gogny forces

The gaussian structure of the Gogny force makes it very well suited for calculations in an harmonic oscillator basis [186], while there have been some recent attempts to perform such calculations in coordinate space in a Woods-Saxon basis [190]. Indeed, most matrix elements are then analytical, or reduce to one-dimension integrals. Single-particle wave functions are expanded on HO solutions. For the general triaxial case, these basis states are characterized by their quantum numbers $\left\{n_{x}, n_{y}, n_{z}\right\}$ in each direction. Simpler versions of EDF codes have also been designed, in particular in axial symmetry where the degrees of freedom are quantum numbers along the $z$ axis $n_{/ /}$and perpendicular to it $n_{\perp}$ [191]. The basis size is characterized by the number of oscillator shells included in the calculations, typically between 8 and 20 , and by a truncation scheme depending on the deformation of the basis.

One inconvenience of calculations in a HO basis is that single-particle states behave asymptotically as HO wave functions, i.e. $\sim \frac{e^{-\kappa^{2} r^{2}}}{r}$, while the correct behavior for bound states is $\sim \frac{e^{-\kappa r}}{r}$ (see EQ. (3.24)). In particular, any quantitative study involving long-range properties of the single-particle wave functions is hazardous at best, as it will be the case for the study of halo systems. To illustrate this, Fig. 1.4 compares the neutron one-body densities in (semi-magical) ${ }^{74} \mathrm{Cr}$ obtained from spherical calculations with Skyrme and Gogny EDFs. By no means the density obtained by Skyrme EDF calculations corresponds to the result of a somewhat "exact" many-body result (in particular since no experimental data for neutron densities is available in this mass region). However it has the proper asymptotic behavior and thus serves as a reference point for a comparison with results obtained with the Gogny force. The overall agreement in the small- $r$ region and the large discrepancies for large distances, where the inadequate asymptotic behavior of HO wave functions becomes apparent, are clearly seen, whatever the (already demanding) number of HO shells $N_{\hbar \omega}$ included in the calculations.


Figure 1.4: One-body neutron densities for ${ }^{74} \mathrm{Cr}$ computed with the Skyrme EDF SLy4 in a spherical cartesian basis and the Gogny EDF D1S in a spherical HO basis for various number of oscillator shells $N_{\hbar \omega}$.

### 1.3.3 Successes and limitations of existing empirical EDF models

As already stated, state-of-the-art empirical EDF models have been sucessfully used for a broad range of nuclear structure applications. Recently, the growth of available computational power has allowed large-scale projects, such as deformed calculations of ground-state properties over the nuclear chart. Systematic calculations of ground-state properties [140; 192; 193], as well as some collective excitations [194; 195], for all known and theoretically predicted nuclei, are now available. Mass residuals over about two thousand known nuclei obtained at the SR-EDF level are of the order of one MeV , that is an accuracy which is good enough for a direct comparison with experimental data [137-139]. Such calculations provide a reasonably good description of static properties beyond the ground-state energy, e.g. shell structure, pairing gaps, charge radii, individual excitations or deformation. Likewise, MR-EDF calculations [196; 197] have already met a lot of success, in particular for the description of dynamical correlation energies, vibrational/rotational excitations and superdeformed bands or shape transitions [136; 198-206]. Among other challenging areas of interest, extensive studies have for instance been dedicated to (i) (asymmetric) fission properties of heavy elements [134; 135], (ii) the formation of superheavy nuclei [207; 208], (iii) the application of dynamical approaches based on the time-dependent HF/HFB formalism to describe nuclear fission/fusion [209-211], or (iv) collective motions through the self-consistent (quasiparticle) random phase approximation ((Q)RPA) [195; 212-214]...


Figure 1.5: Illustration of the asymptotic freedom of phenomenological EDF models in the case of two-neutron separation energies. In the major shell where empirical EDFs are adjusted on experimental data, the agreement between all relativistic and non-relativistic calculations is clearly seen. In the next major shell where no data exist, discrepancies between these models become more apparent (from J. Dobaczewski et al. [215]).

However, many challenges are still ahead in order to (i) further increase the overall precision of EDF-based methods, e.g. decrease mass residuals, (ii) describe excited states with spectroscopic accuracy (of the order of 300 keVs ), as it is achieved for $s d$-shell nuclei using the Shell Model [216-218], and (iii) improve the predictive power of used EDFs in the unknown region of
the nuclear chart. Indeed, while all empirical models constrained by experimental data agree with each other within the major shell they are adjusted in, extrapolations towards the nucleon drip-line do not agree with each other. This divergence in the next major shell ("asymptotic freedom") is seen for most standard observables such as the two-nucleon separation energy or the pairing gap and is exemplified on Fig. 1.5. Two complementary approaches are currently undertaken towards this improvement, and will benefit from each other as they unfold.

Firstly, improving the existing phenomenology via focusing [219; 220] on (a) the amelioration of existing empirical models, i.e. the enrichment of the functional itself through trial and error, (b) a better understanding of adjustement procedures, in particular through a better use of existing data in fits (fission barriers, superdeformed states, single-particle energies), and the development of improved fitting algorithms and post-analysis methods, and (c) numerical improvements for the resolution of HFB equations, in particular when no symmetry is a priori assumed for the systems, e.g. full three-dimensional calculations. Theoretical efforts along those lines have been dedicated in the past years to (i) understanding the flaws of the empirical anzätze used for the EDF that may lead to spin [221] or finite-size instabilities [159; 222], (ii) adjusting Skyrme EDFs within a functional framework, that is liberating the unnecessary constraints between couplings originating from the derivation of $\mathcal{E}_{\text {Skyrme }}$ from $v^{\text {Skyrme }}$ [223], (iii) characterizing the results of the adjustment procedure in terms of theoretical error bars, minimal set of observables to eliminate under-constrained systems, error correlation analysis [224]... or (iv) studying in details the impact of so far overlooked contributions such as tensor terms [158; 225; 226]...

Second, microscopic constraints associated with the derivation of the SR-EDF from vacuum interactions are being envisioned. For instance, the construction of Skyrme-like functionals directly from $\chi$-EFT will provide a missing link and explicit non-trivial density dependencies of the coupling constants arising from long-range pion exchange physics. The aim of the present work is precisely to make progress along those lines with the practical difference that the extra step necessary to produce a quasi-local Skyrme-like functional is avoided by working with a non-local EDF based on the construction of a non-empirical Gogny-like effective vertex (see Снар. 8).

On a longer term, a better understanding of the connection between EDF and DFT methods is required. Indeed, "raw" DFT (i) cannot be applied to self-bound systems, thus, an extension of the Hohenberg-Kohn theorem is needed [227-229], (ii) does not give a coherent framework for the description of both ground- and excited-states properties, (iii) does not provide a meaningful interpretation of single-particle properties, e.g. single-nucleon energies or occupations. Also, and as already discussed, the EDF method is a two-step procedure, i.e. the SR-EDF implementation which exploits broken symmetries, and the MR-EDF which restores them. Such an approach does not fit with existing Hohenberg-Kohn-like theorems. On the practical side, the use of naive empirical EDF models gives birth to spurious effects. For instance, the particle-hole effective vertex extracted from typical empirical functionals is rarely fully antisymmetric (e.g. fractional density-dependencies). This leads to a series of difficulties in single-reference (self-interaction and self-pairing) and multi-reference (poles and spurious steps) EDF calculations [200; 230; 231]. Some of these issues have been identified and practical cures have been proposed [153-155]. However further developments are required in order to develop a fully satisfactory theory.

### 1.4 Pairing correlations for zero-range EDFs

A concrete use of EDF-based methods to quantitatively characterize an exotic phenomenon, i.e. the formation of nuclear halos, is discussed in details in Part I, where both successes and
limitations of empirical functionals are exemplified. For this study however, the treatment of pairing correlations through the use of quasi-local functionals need to be commented on, and is the topic of the present section, which constitutes an original and published work [43].

### 1.4.1 UV divergences for contact pairing functionals

For Skyrme EDF calculations, the use of a quasi-local pairing functional (EQ. (1.69)) causes the apparition of an ultraviolet divergence corresponding to the equiprobable scattering of nucleon pairs at very high energy/small relative distance [232; 233]. Indeed, the pair density matrix for isospin $q$ reads from EQ. (1.31) as

$$
\begin{equation*}
\tilde{\rho}^{q}\left(\vec{r}_{1} \sigma_{1}, \vec{r}_{2} \sigma_{2}\right) \equiv-\sum_{E_{i}>0} \mathcal{V}_{i}^{[\hat{\rho}]}\left(\vec{r}_{1} \sigma_{1} q\right) \mathcal{U}_{i}^{[\tilde{\tilde{p}}}{ }^{*}\left(\vec{r}_{1} \sigma_{2} q\right), \tag{1.78}
\end{equation*}
$$

where $\left(\mathcal{U}_{i}^{[\tilde{\rho}]}, \mathcal{V}_{i}^{[\tilde{\rho}]}\right)$ are solutions of EQ. (1.34) in the Russian representation with energy $E_{i}>0$. When a local functional is used in the particle-particle channel, nucleon pairs can scatter up to infinite excitation energy with constant amplitude. This corresponds to an ultraviolet divergence of the non-local pairing density which can be characterized in uniform nuclear matter where quasiparticle states take the form

$$
\begin{equation*}
\binom{\mathcal{U}_{\vec{k}}^{[\tilde{\vec{p}}]}(\vec{r} q)}{\mathcal{V}_{\vec{k}]}^{[\hat{\beta}}(\vec{r} q)}=\binom{u_{k}^{q}}{-v_{k}^{q}} e^{i \vec{k} \cdot \vec{r}}, \tag{1.79}
\end{equation*}
$$

and are characterized by the momentum $\vec{k}$. The BCS-like coefficients $u_{k}^{q}$ and $v_{k}^{q}$ satisfy

$$
\begin{equation*}
\binom{u_{k}^{q^{2}}}{v_{k}^{q^{2}}}=\frac{1}{2}\left[1 \pm \frac{\epsilon_{k}^{q}-\lambda^{q}}{\sqrt{\left(\epsilon_{k}^{q}-\lambda^{q}\right)^{2}+\Delta_{k}^{q^{2}}}}\right] \tag{1.80}
\end{equation*}
$$

where single-particle energies are typically approximated by

$$
\begin{equation*}
\epsilon_{k}^{q}=\frac{\hbar^{2} k^{2}}{2 m_{q}^{*}} . \tag{1.81}
\end{equation*}
$$

In the case of the Skyrme local (momentum-independent) pairing functional, the gap equation restricted to ${ }^{1} \mathrm{~S}_{0}$ pairing correlations can be recast into (see SEC. 7.5)

$$
\begin{equation*}
1=-A^{\tilde{\rho} \tilde{\rho}} \int \frac{k^{\prime 2} \mathrm{~d} k^{\prime}}{(2 \pi)^{2}} \frac{1}{\sqrt{\left(\epsilon_{k}^{q}-\mu^{q}\right)^{2}+\Delta^{q^{2}}\left(k_{F}^{q}\right)}} . \tag{1.82}
\end{equation*}
$$

Indeed, the pairing gap is in this case independent of the wave vector $\vec{k}$. This leads to a pair density matrix $\tilde{\rho}$ in the spin singlet channel of the form

$$
\begin{equation*}
\tilde{\rho}^{q}\left(\vec{r}_{1}, \vec{r}_{2}\right)=\int \frac{\mathrm{d} \vec{k}}{(2 \pi)^{3}} \frac{\Delta^{q}}{2} \frac{e^{i \vec{k} \cdot\left(\vec{r}_{1}-\vec{r}_{2}\right)}}{\sqrt{\left(\epsilon_{k}^{q}-\lambda^{q}\right)^{2}+\Delta^{q 2}}}=\frac{\Delta^{q}}{(2 \pi)^{2}} \int \frac{k^{2} \mathrm{~d} k}{\sqrt{\left(\epsilon_{k}^{q}-\lambda^{q}\right)^{2}+\Delta^{q 2}}} \frac{\sin (k r)}{k r} . \tag{1.83}
\end{equation*}
$$

The remaining integral over $k$ can be split into two parts. Considering an arbitrary large momentum $\Lambda$ such that

$$
\begin{equation*}
k^{2} u_{k}^{q} v_{k}^{q} \underset{k>\Lambda}{\sim} \frac{\Delta^{q} m_{q}^{*}}{\hbar^{2}}, \tag{1.84}
\end{equation*}
$$

one can write

$$
\begin{align*}
\tilde{\rho}^{q}\left(\vec{r}_{1}, \vec{r}_{2}\right) & =\frac{\Delta^{q}}{(2 \pi)^{2}} \int_{0}^{\Lambda} \frac{k^{2} \mathrm{~d} k}{\sqrt{\left(\epsilon_{k}^{q}-\lambda^{q}\right)^{2}+\Delta^{q 2}}} \frac{\sin (k r)}{k r}+\frac{\Delta m_{q}^{*}}{4 \pi^{2} \hbar^{2}} \int_{\Lambda}^{+\infty} \mathrm{d} k \frac{\sin (k r)}{k r} \\
& \equiv \mathcal{A}(r, \Lambda)+\mathcal{B}(r, \Lambda) \tag{1.85}
\end{align*}
$$

The inner integral $\mathcal{A}(r, \Lambda)$ remains finite when $r \rightarrow 0$, whereas one finds

$$
\begin{equation*}
\mathcal{B}(r, \Lambda) \underset{r \rightarrow 0}{\longrightarrow} \frac{\Delta^{q} m_{q}^{*}}{4 \pi \hbar^{2}} \frac{1}{\left|\vec{r}_{1}-\vec{r}_{2}\right|}, \tag{1.86}
\end{equation*}
$$

that is [234]

$$
\begin{equation*}
\tilde{\rho}^{q}\left(\vec{r}_{1}, \vec{r}_{2}\right) \equiv \sum_{\sigma} \tilde{\rho}^{q}\left(\vec{r}_{1} \sigma, \vec{r}_{2} \sigma\right) \underset{r \rightarrow 0}{\sim} \frac{\Delta^{q}(\vec{R}) m_{q}^{*}(\vec{R})}{4 \pi \hbar^{2}} \frac{1}{r} \tag{1.87}
\end{equation*}
$$

As a result, the local part of the pairing density $\tilde{\rho}^{q}(\vec{r}) \equiv \tilde{\rho}^{q}(\vec{r}, \vec{r})$ cannot be defined. Thus a local pairing functional leads to a diverging anomalous local density when high-energy pair scattering is taken into account. A calculation similar to the one presented above shows that the normal one-body density matrix $\rho^{q}\left(\vec{r}_{1}, \vec{r}_{2}\right)$ is well defined in the limit $r \rightarrow 0$, whereas $\tau^{q}\left(\vec{r}_{1}, \vec{r}_{2}\right)$ diverges in the same way as $\tilde{\rho}^{q}\left(\vec{r}_{1}, \overrightarrow{r_{2}}\right)$.

### 1.4.2 Regularization scheme

To compensate for the ultraviolet divergence of the pairing density, a common procedure consists of regularizing all integrals through the use of a high-energy energy cutoff [124], for example on quasiparticle energies $E_{i}<E_{\text {cut }}$ at the level of EQ. (1.78). Pairing functionals using such a regularization scheme are referred to as "REG" in the following. In particular REG-S, REG-M and REG-V will denote regularized surface-, mixed- and volume-type pairing functionals, respectively. If the parameter $\eta$ differs from $0,1 / 2$ and 1 , or if $\alpha$ differs from 1 the functional will be noted REG-X. Using such a method, the pairing strength $\tilde{t}_{0}^{\text {reg }}$ depends on $E_{\text {cut }}$ and is adjusted for each cutoff, eventually taken large enough for observables to be insensitive to its precise value. A widely used value is $E_{\text {cut }}=60 \mathrm{MeV}[124 ; 172 ; 235]$.

As the density dependence of the pairing functional is made more surface-peaked, the strength $\left|\tilde{t}_{0}^{\mathrm{reg}}\right|$ increases for a fixed value of $E_{\text {cut }}$, as is exemplified in FIG. 1.6 for the functional REG-X. This is a consequence of the fitting procedure that uses a single nucleus to adjust the overall strength. Indeed, if the pairing strength is peaked at the nuclear surface, individual gaps decrease, especially for well-bound orbitals residing in the nuclear interior. To compensate for this effect and maintain the same value of the average gap $\left\langle\Delta_{\kappa}^{n}\right\rangle$, the overall pairing strength has to be increased.

### 1.4.3 Vacuum and in-medium renormalization schemes

Another possibility is to renormalize the pairing density and the pairing field through the substraction of a physical quantity that diverges in the same way. In this case, the cutoff energy $E_{\text {cut }}$ is taken equal to the basis cutoff $E_{\max }$ for consistency. One example, hereafter referred to as vacuum renormalization, consists of using the vacuum scattering length $a_{0}$ in the ${ }^{1} S_{0}$ channel [236-238] that fulfills

$$
\begin{equation*}
-\frac{m \tilde{t}_{0}}{4 \pi \hbar^{2} a_{0}}+1=-\tilde{t}_{0} \int_{0}^{k_{c}^{q}} \mathrm{~d} k \frac{k^{2}}{2 \pi^{2}} \frac{1}{\hbar^{2} k^{2} / m} \tag{1.88}
\end{equation*}
$$



Figure 1.6: Pairing strength $\tilde{t}_{0}$ as a function of $\eta$ and $\alpha$ for regularized REG-X and in-medium renormalized REN-X pairing functionals.
where $k_{c}^{q}$ is defined through

$$
\begin{equation*}
E_{\mathrm{cut}} \equiv \frac{\hbar^{2} k_{c}^{q 2}}{2 m} \tag{1.89}
\end{equation*}
$$

It is clear that the scattering length displays the same ultraviolet divergence as the local pairing gap if the boundary of the integral is taken to infinity. Posing $\tilde{t}_{0}^{\text {ref }} \equiv 4 \pi \hbar^{2} a_{0} / \mathrm{m}$ and subtracting Eq. (1.88) from the gap equation (EQ. (1.82)) to obtain

$$
\begin{equation*}
\tilde{t}_{0} \int_{0}^{k_{c}^{q}} \mathrm{~d} k \frac{k^{2}}{4 \pi^{2}} \frac{1}{\sqrt{\left(\epsilon_{k}^{q}-\lambda^{q}\right)^{2}+\Delta^{q 2}}}=-1 \tag{1.90}
\end{equation*}
$$

one sees that the coupling $\tilde{t}_{0}^{\text {vac }}$ which replaces $\tilde{t}_{0}$ in the expression of $A^{\tilde{\rho} \tilde{\rho}}$ to define the renormalized gap equation, which is now well behaved as $E_{\text {cut }}$ increases, is given by

$$
\begin{equation*}
\frac{1}{\tilde{t}_{0}^{\mathrm{vac}}\left(\rho^{q}, E_{\mathrm{cut}}\right)} \equiv \frac{1}{\tilde{t}_{0}^{\mathrm{ref}}}-\frac{m}{4 \pi \hbar^{2}} \frac{2 k_{c}^{q}}{\pi} \tag{1.91}
\end{equation*}
$$

Such a vacuum renormalization scheme has been put forward in different contexts [236-238]. It was found that, although the prescription does remove the unwanted divergence, its convergence as a function of $E_{\text {cut }}$ is very slow. Note finally that, while conserving the mathematical ingredients of the method, one is not forced to set $a_{0}$ to its physical value and one can use $\tilde{t}_{0}^{\text {ref }}$ as a free parameter to be adjusted on experimental data. Taking such an empirical point of view to construct the pairing functional to be used in connection with finite nuclei is along the line of what has been mostly done so far.

To accelerate the convergence, the renormalization scheme can evolve with the density of the system. This will be referred to as the in-medium renormalization scheme. We follow here the procedure introduced in REFs. [232-234; 239-241]. To do so, one first rewrites the spin singlet
part of the non-local pair density matrix as

$$
\begin{align*}
\tilde{\rho}^{q}\left(\vec{r}_{1}, \vec{r}_{2}\right)= & -\sum_{0<E_{i} \leq E_{\mathrm{cut}}, \sigma} \mathcal{V}_{i}^{[\tilde{\rho}]}\left(\vec{r}_{1} \sigma q\right) \mathcal{U}_{i}^{[\tilde{\rho}]^{*}}\left(\vec{r}_{2} \sigma q\right)  \tag{1.92a}\\
& -\frac{1}{2} \Delta^{q}(\vec{R}) \sum_{\epsilon_{i}^{q}-\lambda^{q} \leq E_{\mathrm{cut}}, \sigma} \frac{\phi_{i}\left(\vec{r}_{1} \sigma q\right) \phi_{i}^{*}\left(\vec{r}_{2} \sigma q\right)}{\epsilon_{i}^{q}-\lambda^{q}}  \tag{1.92b}\\
& +\sum_{E_{i}>E_{\mathrm{cut}}, \sigma}\left[-\mathcal{V}_{i}^{[\tilde{\rho}]}\left(\vec{r}_{1} \sigma q\right) \mathcal{U}_{i}^{[\tilde{\rho}]^{*}}\left(\vec{r}_{2} \sigma q\right)-\frac{1}{2} \Delta^{q}(\vec{R}) \frac{\phi_{i}\left(\vec{r}_{1} \sigma q\right) \phi_{i}^{*}\left(\vec{r}_{2} \sigma q\right)}{\epsilon_{i}^{q}-\lambda^{q}}\right]  \tag{1.92c}\\
& +\frac{1}{2} \Delta^{q}(\vec{R}) \sum_{\epsilon_{i}^{q}, \sigma} \frac{\phi_{i}\left(\vec{r}_{1} \sigma q\right) \phi_{i}^{*}\left(\vec{r}_{2} \sigma q\right)}{\epsilon_{i}^{q}-\lambda^{q}} . \tag{1.92~d}
\end{align*}
$$

For large values of $E_{\text {cut }}$ the two terms in EQ. (1.92c) cancel each other. Calculating the two terms from EQS. (1.92b,1.92d) in the Thomas-Fermi approximation [233], throwing away the diverging part of EQ. (1.92d) in the limit $r \rightarrow 0$, one obtains the renormalized local pair density under the form

$$
\begin{equation*}
\tilde{\rho}_{\mathrm{ren}}^{q}(\vec{R}) \equiv \tilde{\rho}_{\mathrm{reg}}^{q}(\vec{R})-\frac{\Delta^{q}(\vec{R}) m_{q}^{*}(\vec{R}) k_{c}^{q}(\vec{R})}{2 \pi^{2} \hbar^{2}}\left[1-\frac{k_{F}^{q}(\vec{R})}{2 k_{c}^{q}(\vec{R})} \ln \left(\frac{k_{c}^{q}(\vec{R})+k_{F}^{q}(\vec{R})}{k_{c}^{q}(\vec{R})-k_{F}^{q}(\vec{R})}\right)\right] \tag{1.93}
\end{equation*}
$$

where $\tilde{\rho}_{\text {reg }}^{q}(\vec{r}), k_{F}^{q}(\vec{r})$ and $k_{c}^{q}(\vec{r})$ are defined by

$$
\begin{align*}
\tilde{\rho}_{\mathrm{reg}}^{q}(\vec{r}) & \equiv-\sum_{E_{i} \leq E_{\mathrm{cut}}, \sigma} V_{i}(\vec{r} \sigma q) U_{i}^{*}(\vec{r} \sigma q)  \tag{1.94a}\\
\lambda^{q} & \equiv \frac{\hbar^{2} k_{F}^{q 2}(\vec{r})}{2 m_{q}^{*}}+U_{q}(\vec{r})  \tag{1.94b}\\
E_{\mathrm{cut}} & \equiv \frac{\hbar^{2} k_{c}^{q 2}(\vec{r})}{2 m_{q}^{*}}+U_{q}(\vec{r}) \tag{1.94c}
\end{align*}
$$

$U_{q}(\vec{r})$ being the (central) potential field of the normal self-energy for a particle of isospin $q$. The use of the renormalized density $\tilde{\rho}_{\text {ren }}^{q}(\vec{r})$ in the calculation of the pairing field can be recast into the use of the regularized one $\tilde{\rho}_{\text {reg }}^{q}(\vec{r})$ together with a position/density-dependent renormalized coupling constant [233]

$$
\begin{equation*}
\frac{1}{\tilde{t}_{0}^{\text {med }}\left(\rho^{q}, E_{\text {cut }}\right)} \equiv \frac{1}{\tilde{t}_{0}^{\text {ref }}}-\frac{m_{q}^{*}}{4 \pi \hbar^{2}} \frac{2 k_{c}^{q}}{\pi}\left[1-\frac{k_{F}^{q}}{2 k_{c}^{q}} \ln \left(\frac{k_{c}^{q}+k_{F}^{q}}{k_{c}^{q}-k_{F}^{q}}\right)\right] \tag{1.95}
\end{equation*}
$$

The in-medium renormalization converges much faster than the vacuum one thanks to the action of the second term in the bracket in EQ. (1.95). Whereas values of $E_{\text {cut }}$ of the order of a few tens of MeVs are necessary to reach convergence using in-medium renormalization, $E_{\text {cut }}$ of the order of several GeVs are necessary to do so when using the vacuum renormalization scheme [234]. Pairing functionals combined with the in-medium renormalization scheme will be referred to as "REN" in the following. In particular REN-S, REN-M and REN-V will denote renormalized surface-, mixed- and volume-type functionals, respectively.

In the following, a new analysis of the consequences of using empirical local pairing functionals for EDF calculations with the REG and REG procedures is carried on. In particular, an emphasis on spurious effects appearing for weakly bound nuclei is done and connected to the more general notion of BCS-BEC phase transition.

### 1.4.4 Gap in symmetric nuclear matter

As said above, using a local pairing functional the regularized/renormalized gap is a solution of Eq. (1.82) where the original density-dependent coupling $A^{\tilde{\rho} \tilde{\rho}}$ has been replaced by the regularized/renormalized one $A_{x}^{\tilde{\rho} \tilde{\rho}}\left(\rho^{q}, E_{\text {cut }}\right)$, where $x=$ "reg", "vac" or "med". The chemical potential $\lambda^{q}$ entering the gap equation is adjusted self-consistently for a given density through

$$
\begin{equation*}
\rho^{q}=\frac{\rho_{0}}{2}=\int \frac{\mathrm{d} \vec{k}}{(2 \pi)^{3}} v_{k}^{q^{2}}, \tag{1.96}
\end{equation*}
$$

where $\rho_{0}$ is the demanded (isoscalar) density of infinite nuclear matter (EqS. (7.56a,7.56b)). The gap equation can be solved for different values of the parameters $(\eta, \alpha)$ entering the pairing functional, using both the regularization and in-medium renormalization schemes. Corresponding results are presented in Figs. (1.7a,1.7b). In all cases (i) single-particle energies are taken as free kinetic energies $\epsilon_{k}^{q}=\hbar^{2} k^{2} / 2 m$, which implies that $U_{q}=0$ and $m_{q}^{*}=m$ in all formulæ of SEc. 1.4.3, (ii) we use a cutoff of $E_{\text {cut }}=60 / 200 \mathrm{MeV}$ for regularized/renormalized functionals, and (iii) the reference pairing strength is systematically adjusted using the standard procedure defined in SEc. 1.3.1.3. Results are compared with those obtained from a microscopic nucleonnucleon interaction [242] that provides identical pairing gaps to AV18 [3] in the ${ }^{1} S_{0}$ channel when free kinetic energies are used in the gap equation.

For both regularization and in-medium renormalization schemes, the gap profile as a function of the Fermi momentum $k_{F}^{q}$ is significantly modified as the values of $(\eta, \alpha)$ are varied. In both cases, a pairing strength peaked at the nuclear surface translates into stronger pairing correlations at low $k_{F}^{q}$. For a given set $(\eta, \alpha)$, the amplitude of the gap in the REG-X and REN-X cases is almost the same, but their shapes differ, as REN-X gaps are more asymmetric. REN-X gaps are suppressed at very low densities for all values of $(\eta, \alpha)$, whereas REG-X ones become larger and larger as the functional becomes more intense at low density. One may notice that they become systematically larger than microscopic gaps in the low- $k$ region for $\alpha \ll 1$. Such a feature of REG-X gaps leads to unphysical behaviors, as is explained in the next section.


Figure 1.7: Pairing gap in symmetric nuclear matter obtained using free kinetic energies and plotted as a function of the Fermi momentum $k_{F}=k_{F}^{q}$. Results are compared with those obtained in the ${ }^{1} S_{0}$ channel using a (rank- 1 separable) microscopic nucleon-nucleon interaction [242].

### 1.4.5 Low-density behaviors and BCS-BEC crossover

For extreme surface pairing functionals ( $\eta=1, \alpha \ll 1$ ), the self-consistent procedure to solve the gap equation converges at small densities $k_{F}^{q}$ for negative values of the chemical potential $\lambda^{q}$ when regularized REG-X functionals are used. This indicates the presence of a bound di-nucleon state in the ${ }^{1} \mathrm{~S}_{0}$ channel, which is unphysical as it is known that the nuclear interaction cannot bind a di-neutron/di-proton in the $T=1 / S=0$ channel. To illustrate this point, Results obtained for the diagram $\mu^{q}=f\left(k_{F}^{q} \xi^{q}\right)$ usually used to represent Bardeen-Cooper-Schrieffer/Bose-EinsteinCondensate (BCS/BEC) crossovers in superconducting systems [238; 243] is presented in FIG. 1.8. In this expression, the coherence length $\xi^{q}$ is evaluated through [244]

$$
\begin{equation*}
\xi^{q}=\theta^{q} \frac{\hbar^{2}}{2 m_{q}^{*}} \frac{k_{F}^{q}}{\Delta^{q}}, \tag{1.97}
\end{equation*}
$$

where $\theta$ is a free parameter close to one, which varies with the interaction used, and sets the phase transition point at $k_{F}^{q} \xi^{q}=1$. The scaled chemical potential $\mu^{q}$ is defined as [245]

$$
\begin{array}{ll}
\mu^{q} \equiv \frac{\lambda^{q}}{\epsilon_{F}^{q}} & \text { when } \lambda^{q}>0, \\
\mu^{q} \equiv \frac{2 \lambda^{q}}{\epsilon_{0}} & \text { when } \lambda^{q}<0, \tag{1.98b}
\end{array}
$$

$\epsilon_{F}^{q} \equiv \hbar^{2} k_{F}^{q} 2 /\left(2 m_{q}^{*}\right)$ being the Fermi energy, and $\epsilon_{0}$ the binding energy of the di-nucleon state in the vacuum. Note that how much $\mu^{q}$ differs from 1 indicates to which extent the chemical potential must be calculated from the number conservation condition EQ. (1.96), and not equated to the non-interacting Fermi energy $\epsilon_{F}^{q}$. Such a situation occurs typically when one leaves the weak-coupling BCS regime to enter the BCS/BEC crossover as discussed below. The binding energy $\epsilon_{0}$ of the di-nucleon state in the vacuum is the lowest eigenvalue of the Schrödinger equation for the relative motion in the ${ }^{1} S_{0}$ channel, to which the BCS gap equation reduces at zero density [246]. In the present case, it reads

$$
\begin{equation*}
\frac{\hbar^{2} k^{2}}{m} \Psi_{k}^{q}+\int \frac{\mathrm{d} p p^{2}}{2 \pi^{2}} v_{x}^{\tilde{\rho} \tilde{\rho}} \Psi_{p}^{q}=\epsilon_{0} \Psi_{k}^{q} . \tag{1.99}
\end{equation*}
$$

In EQ. (1.99), the di-nucleon wave function $\Psi_{k}$ in the vacuum corresponds to the zero-density limit of the Cooper pair wave function $u_{k}^{q} v_{k}^{q}$.

The different regimes of interest, as obtained from a finite-range interaction, are usually defined as [245] (i) BCS phase for $k_{F}^{q} \xi^{q}>2 \pi$, (ii) BEC phase for $k_{F}^{q} \xi^{q}<\pi^{-1}$, and (iii) BCS/BEC crossover region in-between. In the present case, the fact that a density-dependent coupling is active in the gap equation, but not in the computation of the di-nucleon binding energy in the vacuum, modifies the scaling of $\mu^{q}<0$ as a function of $k_{F}^{q} \xi^{q}$ and will make the crossover diagrams given below look different from what is shown in ReF. [245]. In particular, the actual BEC regime $\left(\mu^{q} \approx-1\right)$ is reached at values of $k_{F}^{q} \xi^{q}$ much lower than $\pi^{-1}$. The crossover diagram is displayed in Fig. 1.8 for several REG-X pairing functionals and compared to the one obtained with the low-momentum NN interaction [242]. The penetration into the BCS/BEC crossover regime with the latter NN force is not as pronounced as it should be because the neutron-neutron scattering length it generates is equal to $a_{n n}^{1 S_{0}}=-14.9 \mathrm{fm}$, which is slightly larger than the experimental one $a_{n n}^{1 S_{0}}=-18.7 \pm 0.6 \mathrm{fm}$ [247]. For standard surface REG-X pairing functionals ( $\eta=1, \alpha=1$ ), the nuclear matter barely enters the BCS/BEC crossover region and results are close to those obtained with the microscopic interaction. It is important to understand the behavior of the curves in Figs. $(1.8,1.9)$. As $k_{F}^{q}$ decreases, the coherence length $\xi^{q}$ first decreases.

If the interaction sustains a bound state in the vacuum, $\xi^{q}$ continues to decrease and the curve proceeds to the bottom left of the plot. If the interaction is not attractive enough to generate a bound state, $\xi^{q}$ increases again faster than $k_{F}^{q}$ decreases and the curve displays a turning point before overlapping itself in the upper right corner of the plot. As a matter of fact, the BEC transition is completed at low densities for extreme-surface REG-X functionals corresponding to $\alpha \leq 0.85$ which indeed sustain an unphysical bound di-nucleon state in the vacuum. On the contrary, no such behavior is observed using renormalized REN-X pairing functionals. In particular, the chemical potential always remains positive, even for extreme surface pairing functionals, as seen in Fig. 1.9.


Figure 1.8: BCS-BEC Crossover diagram in infinite nuclear matter for three different surface-type regularized REG-X pairing functionals. The value $k_{F}^{q} \xi^{q}=2 \pi$ separating the BCS and $\mathrm{BCS} / \mathrm{BEC}$ crossover phases is represented by a vertical line. The red crosses provide results obtained using the ${ }^{1} S_{0}$ part of a realistic low-momentum interaction [242].

A comparison of both treatments of the ultraviolet divergence allows one to understand how the standard regularization scheme authorizes a spurious BCS/BEC phase transition whereas


Figure 1.9: Same as in Fig. 1.8 with renormalized REN-X pairing functionals.
the in-medium renormalization does not. On the one hand, the density dependence of the local pairing functional makes it possible to generate a BCS-BEC crossover through a variation of the density of the system, which is not possible for a density-independent contact vertex [248]. On the other hand, the vacuum and in-medium renormalization procedures generate a counter-term (see EqS. $(1.91,1.95))$ which prevents this from happening. Given that the overall strength is fixed once and for all on an unique system which does not probe low density behaviors $\left({ }^{120} \mathrm{Sn}\right)$, the counter term reduces significantly the effective coupling strength $\tilde{t}_{0}^{\mathrm{vac} / \mathrm{med}}$ as compared to $\tilde{t}_{o}^{\text {reg }}$, especially for large $E_{\text {cut }}$ and small $k_{F}^{q}$, even though $\tilde{t}_{0}^{\text {ref }}$ is larger for the renormalized functional than for the regularized one (see Fig. 1.6). Care is required when comparing those values as cutoffs are different for the regularization ( $E_{\text {cut }}=60 \mathrm{MeV}$ ) and renormalization $\left(E_{\text {cut }}=200 \mathrm{MeV}\right)$ schemes. Such a reduction of the effective coupling strength is sufficient to prevent the di-nucleon to be bound in the vacuum when using the in-medium renormalization scheme.

To characterize more precisely the occurrence of such a spurious transition for REG-X functionals, BCS and crossover regions are represented in Figs. (1.10a,1.10b) as a function of the parameters $(\eta, \alpha)$ on one axis and of the particle density on the other. We separate the

BCS/BEC crossover region into two subparts associated with a positive (BCS crossover) and a negative (BEC crossover) chemical potential, respectively. For REG-X functionals, a region where $\lambda^{q}<0$ appears for $(\eta=1, \alpha<1)$. The region for which the chemical potential is negative relates to small densities but, as $\alpha$ decreases, its extension grows up to the point where such a spurious pattern may affect finite nuclei, as is discussed in the next section. Such a region is not found when the in-medium renormalization scheme is employed.


Figure 1.10: BCS and crossover phases as a function of (i) particle density $k_{F}^{q} \equiv\left(3 \pi^{2} \rho^{q}\right)^{1 / 3}$ of isospin $q$, and (ii) parameters ( $\eta, \alpha$ ) of the pairing functional, with different methods to tackle the ultraviolet divergence.

### 1.4.6 Consequences for finite nuclei

The consequences of such a spurious BCS/BEC phase transition of infinite matter on finite nuclei can now be addressed. For extreme surface REG-X functionals, the range on $k_{F}^{q}$ over which nuclear matter resides in the BEC crossover regime $\left(\lambda^{q}<0\right)$ becomes compatible with densities probed by very neutron-rich nuclei. Thus, the combination of extreme surface pairing and standard regularization may lead to meaningless results and misinterpretations. To evaluate to which extent this is the case, properties of the last bound Cr isotopes are calculated using different pairing functionals (i) ( $\eta \leq 1, \alpha=1$ ), which covers from volume to standard surface pairing functionals, and (ii) ( $\eta=1, \alpha \leq 1$ ), which correspond to extreme surface pairing functionals.

When the regularization scheme is used, one first observes that the position of the drip-line seems to change drastically for extreme surface pairing functionals. For instance, ${ }^{84} \mathrm{Cr}$ is predicted to be bound against neutron emission $\left(\lambda^{q}<0\right)$ for $\alpha=0.5$, whereas ${ }^{80} \mathrm{Cr}$ remains the last bound nucleus using more standard $\alpha=1$ functionals. However, the situation is more subtle than it looks at first. As exemplified by Fig. 1.11 for ${ }^{80} \mathrm{Cr}$, nuclei bound against the emission of a single nucleon are in fact no longer bound as a gas of low-density superfluid neutron matter develops. The latter is illustrated by Fig. 1.12 where the single-particle energy spectrum for weakly bound chromium isotopes is represented, and the anomalously large occupation of the continuum (gas-like states) for ${ }^{84} \mathrm{Cr}$ is highlighted. Normal and pairing (neutron) densities grow at long distances and become uniform beyond a radius $r \approx 9 \mathrm{fm}$ for $\alpha \lesssim 0.5$. For a box of radius $R_{\text {box }}=40 \mathrm{fm}$ and $(\eta, \alpha)=(1.0,0.2)$, the system composed of 24 protons and 56 neutrons displays a uniform gas of density $\rho^{n} \approx 1.10^{-4} \mathrm{fm}^{-3} \Leftrightarrow k_{F}^{n} \approx 0.14 \mathrm{fm}^{-1}$ beyond $r \approx 9 \mathrm{fm}$. As shown by Fig. 1.10a, such a density belongs to the BEC crossover regime, which demonstrates


Figure 1.11: Neutron normal $\rho^{n}(r)$ and pairing $\tilde{\rho}^{n}(r)$ densities plotted in logarithmic scale for ${ }^{80} \mathrm{Cr}$ and several regularized REG-X pairing functionals. Calculations are done in a box of 40 fm and using all partial waves up to $j_{\text {cut }}^{n}=j_{\text {cut }}^{p}=J_{\text {max }}=151 / 2$.
that it is energetically favorable for the system to expell a gas of bound di-neutrons rather than staying bound. Of course, the energetics and the density of the uniform gas depend on the size of the box. Also, it is important to use enough partial waves in the single particle basis to describe the gas properly. Here, calculations are performed including all partial waves up to $j_{\text {cut }}^{n}=j_{\text {cut }}^{p}=J_{\max }=151 / 2$. This is of course an extreme situation. To describe a gas accurately, one should also switch from Dirichlet to mixed boundary conditions. As we are not presently interested in extracting detailed information about the gas, this refinement is not needed here.

The appearance of a uniform gas of bound di-neutrons is driven by the neutron-neutron pairing interaction but not by the proximity of the continuum. The system displays a position-dependent BCS-BEC transition as one goes from its center to the outside which favors the dripping of bound pairs outside the system. The latter is still bound against single-nucleon emission. In such a situation, even a stable nucleus will take advantage of creating such a gas of bound di-neutrons.

On the other hand, using REN functionals such a spurious phase transition is not seen. For instance, the drip-line position remains very stable regardless of the choice of $(\eta, \alpha)$. That is, ${ }^{80} \mathrm{Cr}$ remains the last bound nucleus. At the same time, the apparition of a spurious gas is not observed on one-body densities, as seen in Fig. 1.13. Likewise, the particle continuum is not as populated as it was in the REG case (see Fig. 1.14).

Finally, one concludes that using a functional which wrongly predicts the existence of a bound di-nucleon state in the ${ }^{1} S_{0}$ channel in the vacuum translates into creating a spurious low-density


Figure 1.12: Neutron canonical occupations $v_{i}^{q 2}$ as a function of $\left(e_{i}^{q}-\lambda^{q}\right)$ for several drip-line Cr isotopes and a REG-X functional corresponding to extreme surface pairing correlations $(\eta=1, \alpha=0.5)$. The positive energy spectrum is highlighted in grey shading, and the dashed-dotted curve represents a BCS-type approximation of those occupations using the neutron spectral gap of the nucleus. The number under the nucleus name represents the number of nucleons which belong to the positive canonical energy spectrum $e_{i}>0$.
di-neutron gas surrounding finite nuclei that should be bound. Obviously, this is of importance regarding the analysis of very exotic systems such as nuclear halos. Indeed, it signals that the use of strongly surface-peaked pairing functionals, combined with the regularization scheme, might lead to unphysical predictions. The danger resides in particular in the use of pairing functionals for which such a phase transition is not that explicit, i.e. for which the di-neutron gas is not yet fully developed.


Figure 1.13: Same as in Fig. 1.11 for REN-X pairing functionals.


Figure 1.14: Same as in Fig. 1.14 for a REN-X functional corresponding to extreme surface pairing correlations ( $\eta=1, \alpha=0.5$ ).

### 1.4.7 Discussion

The previous analysis demonstrates the danger of treating the ultraviolet divergence of the local pairing functional in a way that is incompatible with the density-dependent profile of that functional. In particular, the regularization scheme cannot handle pairing functionals that are extremely strong at low densities. This was already observed empirically in Ref. [249]. Here, we outline that the fundamental problem stems from the fact that such a combination leads, considering the (standard) fitting procedure used for the pairing strength, to a spurious BCS-BEC transition of nuclear matter in the ${ }^{1} S_{0}$ channel that eventually relates to the unphysical existence of a bound di-nucleon in the vacuum. Contrarily, the in-medium renormalization method can handle such extreme surface pairing functionals as infinite nuclear matter never transitions into the BEC regime.

We underline that only a regularization scheme can be used with a strongly surface-enhanced pairing functional if the low-density part of the latter is physically constrained. For instance, Fig. 1.15 shows density-dependent couplings extracted to reproduce the pairing gaps in infinite matter provided by a bare nucleon-nucleon interaction using free kinetic energies [242]. Such a procedure represents an indirect way to prevent the functional from providing a spurious bound di-nucleon in the vacuum. Results are presented for both the regularization and the in-medium renormalization schemes. As a result of the physical constraint, the ratio $\tilde{t}_{0}^{\text {reg }} / \tilde{t}_{0}^{\text {med }}$ (extracted from Fig. 1.15 at $k_{F}^{q}=0$ ) is much smaller than the one extracted from Fig. 1.6 for small $\alpha$ and neither the renormalized functional nor the regularized one sustain a bound di-nucleon in the vacuum or a BCS-BEC crossover of nuclear matter at low densities.


Figure 1.15: Density-dependent coupling strengths of regularized and in-medium renormalized local pairing functionals extracted by quadrature to reproduce pairing gaps provided in infinite nuclear matter by the bare nucleonnucleon interaction using free kinetic energies [242]. Rough least-square fits of such dependencies are displayed in symbols ( $\times /$ see text).

For practical calculations of finite nuclei, one may extract DDDI-like parameters $(\eta, \alpha)$ that reproduce best density-dependent coupling strengths displayed in Fig. 1.15 [238; 250]. The
analytical density dependence of the pairing functional needed to reproduce the microscopic gap evolution is evaluated here with a rough fit, and results are found in TAB. \{1.4\}. For REG functionals, a good agreement is found for a surface-enhanced density dependence, which was already pointed out [249]. For REN functionals the pairing strength is much larger at low density, since a hyperbolic representation with a negative critical exponent $(\alpha<0)$ is required to achieve a good description of the pairing strength $A^{\tilde{\rho} \tilde{\rho}}\left(\rho_{0}\right)$.

|  | $\tilde{t}_{0}[\mathrm{MeV}]$ | $\eta$ | $\alpha$ |
| :---: | :---: | ---: | ---: |
| REG-X | -562.2 | 0.75 | 0.287 |
| REN-X | 423.1 | 1.37 | -0.470 |

Table 1.4: Fit of DDDI parameters to reproduce microscopic results for the pairing gap in symmetric nuclear matter.

This calculation only illustrates our point. Indeed, one should be aware that pairing effects mediated by the exchange of surface vibrations, although not yet under control, might renormalize pairing gaps in finite nuclei beyond the direct bare interaction term [251; 252], in a way that is different from infinite nuclear matter [253-256]. That is, there is no strong motivation as of today in adjusting a "universal" DDDI pairing functional directly at the level of infinite nuclear matter.

## Part I

## Halo phenomenon in medium- and heavy-mass nuclei



- [Penny] This looks like some serious stuff.
- [Sheldon] Yeah. Well, it's just some quantum mechanics with a little string theory doodling around the edges.
That part there, that's just a joke.


## Introduction

The study of light nuclei at the limit of stability has been possible in the last two decades thanks to the first generations of radioactive ion beam facilities. One of the interesting phenomena observed close to the nucleon drip-line is the formation of nuclear halos. In such systems, either the proton or the neutron density displays an unusually extended tail due to the presence of weakly-bound nucleons [36]. Since the first experimental observation of such an exotic structure in ${ }^{11} \mathrm{Li}[40 ; 41]$, other light neutron halo systems have been identified, e.g. ${ }^{6} \mathrm{He}$ [257], ${ }^{11} \mathrm{Be}[38 ; 39 ; 258],{ }^{14} \mathrm{Be}[38 ; 259],{ }^{17} \mathrm{~B}[38]$ or ${ }^{19} \mathrm{C}[260 ; 261]$. On the proton-rich side, theoretical works demonstrated the existence of halo structures in spite of the presence of the Coulomb barrier [262], as was seen experimentally for ${ }^{8} \mathrm{~B}[263-266]$ and ${ }^{17} \mathrm{Ne}[267$; 268]. Halos in excited states have been observed for ${ }^{17} \mathrm{~F}$ [269; 270], ${ }^{12} \mathrm{~B}$ [271] or ${ }^{13} \mathrm{~B}$ [272], and several others are predicted [273].

The theoretical description of light halo systems is rather well under control. It usually relies on a cluster vision where one ( $\left.{ }^{11} \mathrm{Be},{ }^{19} \mathrm{C} \ldots\right)$ or two ( ${ }^{11} \mathrm{Li},{ }^{6} \mathrm{He} \ldots$ ) loosely bound nucleons define a low-density region surrounding a core. Assuming that core and halo degrees of freedom can be decoupled, essentially exact solutions of the simplified many-body problem are obtained by solving the Schrödinger equation for two-body systems [274; 275], or Faddeev equations for three-body ones [257; 274; 276; 277]. However, the boundary between halo and non-halo nuclei is blurred by the presence of core excitations. Indeed, the inert decoupling of the loosely bound nucleons from the core is only an approximation. Nevertheless it has been assessed that halo systems arise when [278; 279] (i) the probability of nucleons to be in the forbidden region outside the classical turning point is greater than $50 \%$, and (ii) the cluster structure is dominant and accounts for at least $50 \%$ of the ground-state configuration. Such conditions have been thoroughly studied [280; 281] and found to be fulfilled when (a) the separation energy of the nucleus is very small, of the order of $2 \mathrm{MeV} / A^{2 / 3}$, (b) the loosely bound nucleons occupy low angular-momentum states $(\ell=0$ or $\ell=1$ ) for two-body clusters, or low hyperangular momentum states ( $K=0$ or $K=1$ ) for three-body ones, to limit the effect of the centrifugal barrier preventing the nucleons from spreading out [282], and (c) the charge of the core remains small for proton halos. The latter requirement need to be softened because of a potential Coulomb-induced rearrangement of the single-particle states [283].

When going to heavier nuclei, SR-EDF methods become the tool of choice for low-energy nuclear structure. However, as recalled in SEC. 1.3, state-of-the-art EDFs are adjusted empirically, and their properties are not yet under control in extreme conditions, where low-density configurations, isospin or surface effects come strongly into play. Thus, the capacity of existing functionals to predict properties of exotic nuclei, such as their limits of stability, remains rather weak [215]. In that respect, the input from the coming generation of radioactive beam facilities will help to further constrain models and to design a universal EDF. Halo structures can contribute to such a quest as they emphasize low-density configurations and surface/finite-size effects. Their study in medium-mass nuclei might provide important information regarding isovector density dependencies and gradient/finite-size corrections to the nuclear EDF. The pairing strength in
low-density regimes and the evolution of shell structures at the limit of stability might also be further constrained. However, two questions arise as we discuss potential medium-mass halos. Indeed, medium-mass nuclei are (i) large enough that the cluster picture at play in light nuclei needs to be revisited, in such a way that the standard understanding of the halo phenomenon developed in light nuclei might change significantly, and (ii) light enough that explicit correlations associated with symmetry restorations and shape fluctuations are important and may impact halo properties. Tackling the latter problem would require to use MR-EDF approaches.

In the following, we introduce a new method to identify and characterize halo structures in medium-mass nuclei [42; 43]. Robust theoretical considerations allow to extract modelindependent criteria, which are used to perform a large-scale analysis of halo properties in medium-mass nuclei predicted by self-consistent HFB calculations. Given the new analysis method, important questions can also be addressed, e.g. the influence of (i) the low-density character of the pairing functional, (ii) the angular-momentum cutoff in the single-particle basis, (iii) the isoscalar effective mass, (iv) saturation density of nuclear matter, or (v) tensor terms in the particle-hole part of the energy functional [158]... on the properties of halo nuclei. More generally, the different ways pairing correlations impact halo nuclei are studied, such as the anti-halo effect [284; 285], the decorrelation of $\ell=0$ orbitals from the pairing field [286-288], as well as the impact of the regularization/renormalization scheme used [234; 240]. We focus on spherical even-even nuclei. Further extensions of the method to odd and deformed systems can be envisioned. The charge restriction for proton halos identified in light nuclei is such that we do not expect proton halos in medium-mass systems. As a result, the present work focuses on exotic structures at the neutron drip-line.

SEc. 2.1 provides a quick overview of the ingredients that are crucial to the formation of halos. In Sec. 2.2, the limitations of existing tools used to characterize skins and halos, such as the Helm model [289], are highlighted. A new method to properly identify and characterize halo features of weakly-bound systems in a model-independent fashion is introduced in Chap. 3. We validate the method using a selection of toy models before applying it to the results obtained from self-consistent spherical HFB calculations of Cr and Sn isotopes in Sec. 4.2. As a second step, systematic results of halo properties for all (predicted) spherical nuclei are presented in SEC. 4.4, alongside with the sensibility of halo properties to the characteristics of the particle-hole part of the EDF. SEC. 4.5 is then devoted to discussing the effect of pairing correlations on the formation of halos. Finally, the model-independence of the method is proven, as it is applied to other quantum many-body systems and the universality of the halo formation is highlighted in Sec. 4.6.

## Chapter 2

## Phenomenology of halo systems


#### Abstract

The goal of the present section is to outline some of the elements that are crucial to the formation of halos. This will serve as an introduction to the more quantitative discussion proposed later on as we develop our new analysis method. For convenience, the discussion is conducted within the EDF framework. However, the features discussed are not specific to a particular many-body method or approximation but constitute generic aspects of halos. Then, observables and analysis tools that are usually used to identify and quantify halo signatures in nuclear systems are discussed. The purpose is to introduce general features which turn out to be useful later on, but above all to demonstrate the limitations of existing analysis tools.
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### 2.1 Basic features

### 2.1.1 Importance of low angular-momentum orbits

We first discuss the impact of low-angular momentum orbitals ${ }^{(1)}$ on the density profile of halo nuclei. To discuss this specific aspect, we use the realization of the EDF method in which the reference state is taken as a Slater determinant, i.e. the Hartree-Fock realization. Within such a realization of the EDF method, the HFB equations reduce to a standard one-body eigenvalue problem that provides the canonical orbitals $\varphi_{\nu}(\vec{r})$ from which the Slater determinant $|\Phi\rangle$ is constructed. Restricting the description to spherical systems, considering for simplicity a

[^6]multiplicative local potential $U(r)$ and forgetting about the spin degree of freedom, it can be proven [290] that the density $\rho(r)$ behaves asymptotically as $e^{-2 \kappa_{0} r} /\left(\kappa_{0} r\right)^{2}$, where the decay constant $\kappa_{0}=\sqrt{-2 m \epsilon_{0} / \hbar^{2}}$ is related to the single-particle energy of the least bound occupied orbital in the reference Slater determinant. As the density used in the SR-EDF method is meant to reproduce the exact local density, an analogue of Koopmans' theorem [291] holds, that is $\epsilon_{0}$ is equal to minus the one-nucleon separation energy $S_{n}=E_{0}^{N-1}-E_{0}^{N}$, where $E_{0}^{N}$ (resp. $E_{0}^{N-1}$ ) is the ground-state internal energy of the $N$-body (resp. $(N-1$ )-body) system. As a result, long density tails arise for weakly-bound systems; i.e. in the limit $S_{n} \rightarrow 0$.

A more quantitative characterization of the density is provided by its radial moments $\left\langle r^{n}\right\rangle$. Such moments are of special interest in the case of halo systems. At long distances, the dominant contribution to $\left\langle r^{n}\right\rangle$ comes from $\varphi_{0}$. In the limit of weak binding one has $\epsilon_{0} \rightarrow 0$, that is $\left\langle r^{n}\right\rangle_{0}$ (i) diverges as $\epsilon_{0}^{\frac{2 \ell-1-n}{2}}$ for $n>2 \ell-1$, (ii) diverges as $\ln \left(\epsilon_{0}\right)$ for $n=2 \ell-1$, and (iii) remains finite for $n<2 \ell-1$ [290]. In particular, one finds that the wave function normalization $\left\langle r^{0}\right\rangle_{0}$ diverges for $s$ waves, whereas the second moment $\left\langle r^{2}\right\rangle_{0}$ diverges for both $s$ and $p$ waves. As a result, the root-mean-square (r.m.s.) radius, defined as

$$
\begin{equation*}
R_{\text {r.m.s. }} \equiv \sqrt{\frac{\left\langle r^{2}\right\rangle}{\left\langle r^{0}\right\rangle}} \tag{2.1}
\end{equation*}
$$

diverges as $\epsilon \rightarrow 0$ when $\varphi_{0}$ corresponds to a $s$ or a $p$ wave. It diverges as $1 / \sqrt{\epsilon_{0}}$ in the case of a $s$ wave, and as $\epsilon_{0}^{-\frac{1}{4}}$ for a $p$ wave. The centrifugal barrier confines wave functions with higher orbital angular momenta, in such a way that $R_{\text {r.m.s. }}$ remains finite as $\epsilon_{0} \rightarrow 0$ if $\varphi_{0}$ has an angular momentum $\ell \geq 2$. Equivalent arguments are found in the case of three-body systems [282].

According to the above analysis, only low-lying $s$ or $p$ waves near the threshold are able to extend significantly outside the classically forbidden region. The consequences of those specific patterns are that (i) one usually focuses on the evolution of the neutron r.m.s radius as a function of neutron number to characterize the presence of halos, (ii) the presence and occupation of low-lying $s$ or $p$ waves are often seen as a prerequisite for the formation of neutron halos, and (iii) orbitals with $\ell \geq 2$ are not believed to contribute to halos. However, it is important to notice that $\left\langle r^{2}\right\rangle$ is only the (next-to) leading moment in the representation of the density. The complete expansion of $\rho(r)$ involves moments of higher orders which probe the nuclear density at increasing distances. Even if those higher-order moments weight usually little in the expansion, one cannot rule out $\ell \geq 2$-type halo structures, as $\left\langle r^{n}\right\rangle_{0}$ with $n \geq 2$ diverges in the limit $\epsilon_{0} \rightarrow 0$ for such angular momenta: $\left\langle r^{4}\right\rangle$ diverges for $\ell=0,1,2,\left\langle r^{6}\right\rangle$ diverges for $\ell=0,1,2,3 \ldots$ and so on [37].

### 2.1.2 Role of pairing correlations

The explicit treatment of pairing correlations through dependencies of the nuclear EDF on the anomalous density changes qualitatively the density profile in loosely bound systems. By studying the asymptotic form of the quasiparticle wave functions, it is easy to show that the decay constant $\kappa_{0}$ at play becomes $\kappa_{0}=\sqrt{-2 m \epsilon_{0} / \hbar^{2}}$, with $\left|\epsilon_{0}\right|=E_{0}-\lambda$ whereas $E_{0}=\min _{\nu}\left[E_{\nu}\right]$ is the lowest positive quasiparticle energy solution of EQ. (1.34). Considering the most extreme case of a canonical state lying at the Fermi level at the drip-line ( $e_{0} \approx \lambda \approx 0$ ), one sees that $E_{0} \approx \Delta_{0} \geq 0$. Therefore, everything else being equal, paired densities decrease faster than unpaired ones at long distances. Because the decay constant does not go to zero, the second moment of the density cannot diverge, whatever the angular momentum of the least bound quasiparticle. In other words, the effect of pairing correlations is to induce a generic anti-halo effect by localizing the
density [284; 285].
Two additional effects may however blur such a picture. First, recent HFB calculations performed in terms of a fixed one-body Wood-Saxon potential have shown that such a pairing anti-halo effect could be ineffective under extreme conditions [286; 287]. Indeed, very weakly bound $s_{1 / 2}$ states (bound by a few keVs ) tend to decouple from the pairing field because of their abnormal extension. As a consequence, $E_{0}=\min _{\nu}\left[E_{\nu}\right]$ tends towards zero again as $e_{0} \approx \lambda \approx 0$ and the r.m.s. radius of such an unpaired orbital may diverge, contributing strongly to the formation of a halo. Although this possibility should be considered in principle, the depicted situation of a $\ell=0$ orbit bound by a few keVs right at the drip-line is rather improbable and would be highly accidental in realistic nuclei. Second, pair scattering distributes particles over several natural orbitals located around the Fermi level. As compared to the implementation of the EDF based on a Slater determinant, this might lead to the promotion of particles from low/high angular-momentum states to high/low angular momentum orbitals [292]. Depending on the situation, this will favor or inhibit the formation of halos. The way this process impacts halos depends on the system and on the particular distribution of orbitals around the Fermi energy at the drip-line. These issues will be discussed more extensively in SEC. 4.5.

### 2.2 Existing investigations and analysis methods

Halo properties of medium-mass drip-line nuclei have been studied for various isotopic chains using relativistic or non-relativistic EDF methods [289; 292-299]. Owing to the discussion provided above, the evolution of the r.m.s. radii along isotopic chains is often used to characterize halos in a qualitative manner. One needs however more quantitative characterizations of the halo itself. For example, the concept of giant halo was recently introduced on the basis of summing up the occupations of low-lying orbitals with large r.m.s. radii [293]. Such halo structures, supposedly composed of six to eight neutrons, have been characterized through relativistic and non-relativistic methods [292; 296-299], mainly for Zr and Ca isotopes, and were related to the presence of $\ell=1$ states close to the Fermi level at the drip-line. These results are intuitively surprising. Indeed, spatially decorrelated neutrons seem less likely to appear as the mass of the system increases and their behavior tends to become more collective. We will come back to this point.

Chromium and tin isotopic chains are chosen as testing cases for now. Calculations are performed using the Skyrme SLy4 functional in the particle-hole channel, while a mixed-type pairing functional REG-M is used in the pairing channel. The HFB problem being solved self-consistently, the shape of the central potential cannot be manually adjusted to tune the binding energy of weakly-bound orbitals. Thus, potential nuclear halos candidates have to be identified a posteriori, the elementary criterion being the presence of low-lying low- $\ell$ orbitals near the Fermi energy at the neutron drip-line, by analogy with the situation in lighter systems.

### 2.2.1 First characterizations

### 2.2.1.1 Chromium isotopes

Chromium isotopes $(Z=24)$ at the neutron drip-line are good halo candidates among all predicted spherical medium-mass nuclei [140; 300]. In FIG. 2.1, the least bound neutron canonical energies $e_{i}^{n}$ are plotted along the isotopic chain, ${ }^{80} \mathrm{Cr}$ being the predicted drip-line nucleus. The presence of low-lying $3 s_{1 / 2}$ and $2 d_{5 / 2}$ states at the drip-line provides ideal conditions for the formation of halo structures.


Figure 2.1: Neutron canonical energies $e_{i}^{n}$ along the Cr isotopic chain, obtained through spherical HFB calculations with the $\{$ SLy $4+$ REG-M $\}$ functional. Conventions for the labeling of single-particle states are given at the beginning of the manuscript (Fig. 8).

As discussed in SEC. 2.1.1, the abnormal extension of the one-body neutron density is usually characterized through the evolution of the neutron r.m.s. radius as one approaches the drip-line, which is presented in Fig. 2.2. A significant kink in the neutron r.m.s. radius is seen at the $N=50$ shell closure. Such a kink is usually interpreted as the emergence of a neutron halo [289; 293]. However, this could equally be due to a simple shell effect. Indeed, as the $N=50$ gap is crossed, the two-neutron separation energy $S_{2 n}$ drops, as seen in Fig. 2.3. As a result, the decay constant $\kappa_{0}$ of the one-body density is largely reduced. A genuine halo phenomenon relates more specifically to the presence of nucleons which are spatially decorrelated from a core. Even though the case of drip-line Cr isotopes seems favorable, the occurrence of a halo cannot be thoroughly addressed by looking only at the evolution of the neutron r.m.s. radius.

### 2.2.1.2 Tin isotopes

Sn isotopes $(Z=50)$ have always been considered as a milestone for EDF methods. Because of the magic proton number, they are rather easy to produce in radioactive beam facilities. Properties of nuclei between the two doubly-magic tin isotopes, ${ }^{100} \mathrm{Sn}$ and ${ }^{132} \mathrm{Sn}$, are known with a good experimental precision and may enter the fitting procedure of Skyrme or Gogny functionals [77; 188]. Finally, it is a long isotopic chain convenient for systematic studies. At the neutron drip-line, which corresponds to ${ }^{174} \mathrm{Sn}$ for the $\{\mathrm{SLy} 4+\mathrm{REG}-\mathrm{M}\}$ EDF, the least-bound orbitals are mostly odd-parity states, among which the $3 p_{3 / 2}$ and $3 p_{1 / 2}$ states that might form a halo (Fig. 2.4). However, (i) these $\ell=1$ states are relatively well bound, and (ii) the least bound orbital is the $1 i_{13 / 2}(\ell=6)$ intruder state, which is strongly affected by the confining centrifugal barrier. Nevertheless, the neutron r.m.s. radius (Fig. 2.5) exhibits a weak kink at the $N=82$ shell closure, which has been interpreted as a halo signature [289]. As pointed out previously, an analysis based only on r.m.s. radii is somewhat incomplete/misleading. Indeed, although shell effects at the $N=82$ magic number generate a sudden decrease of $S_{2 n}$, the latter does not drop to zero at this point, as seen in Fig. 2.6. A direct connection between the kink of


Figure 2.2: Same as Fig. 2.1 for proton $(\boldsymbol{\square})$, neutron $(\boldsymbol{*})$ and charge ( $\mathbf{\Delta})$ r.m.s. radii. Experimental values for charge r.m.s. radii are indicated when available $(\boldsymbol{\nabla})$, along with experimental error bars [301].


Figure 2.3: Same as Fig. 2.1 for two-neutron separation energies $S_{2 n}(\boldsymbol{\wedge})$. Experimental values are indicated when available [302; 303] ( $\mathbf{\Delta}$ when both masses are known, $\boldsymbol{\nabla}$ when at least one comes from mass extrapolation), along with experimental error bars.


Figure 2.4: Same as Fig. 2.1 for Sn isotopes.


Figure 2.5: Same as Fig. 2.2 for Sn isotopes.
the r.m.s. radius and the formation of a neutron halo is very dubious. This point will be further discussed below.


Figure 2.6: Same as Fig. 2.3 for Sn isotopes.

As already mentioned, the previous analysis is useful but insufficient to characterize a halo in a quantitative manner that would allow one to use such systems to extract information useful to nuclear structure and theoretical models. The characterization of halos through the definition of the neutron matter thickness and the one-neutron region thickness is possible [295] but remains arbitrary and correlated to a one-neutron halo hypothesis. Another possible way is to extract so-called "halo factors" from the individual spectrum through antiproton annihilation probing the nuclear density extension [294; 304]. However, such tools do not allow the extraction of quantitative properties, such as the actual number of nucleons participating in the halo. They also define the halo as the region where the neutron density dominates the proton one, which is an admixture of the neutron skin and the (potential) halo. Another method, which is expected to allow a more quantitative analysis, is now reviewed in more details.

### 2.2.2 The Helm model

### 2.2.2.1 Presentation

The original purpose of the Helm model, introduced in REFS. [305-307] for the analysis of electron scattering on even-even nuclei, is to fit the experimental charge density using a fewparameter anzatz. The normalized nuclear charge density is approximated by the convolution of a sharp-sphere density of radius $R_{0}$ defining the nuclear extension, and a gaussian smoothing profile of width $\sigma$ describing the surface thickness, i.e.

$$
\begin{equation*}
\rho_{H}(\vec{r})=\rho_{0} \int f_{g}\left(\vec{r}-\vec{r}^{\prime}\right) \Theta\left(R_{0}-\left|\vec{r}^{\prime}\right|\right) \mathrm{d} \vec{r}^{\prime} \tag{2.2}
\end{equation*}
$$

where $\Theta$ is the Heaviside function, and

$$
\begin{equation*}
f_{g}(\vec{r})=\frac{1}{(2 \pi)^{3 / 2} \sigma^{3}} e^{-\frac{r^{2}}{2 \sigma^{2}}}, \quad \quad \rho_{0}=\frac{3}{4 \pi R_{0}^{3}} \tag{2.3}
\end{equation*}
$$

The invariance of EQ. (2.2) under an arbitrary rotation ensures that the Helm density $\rho_{H}$ is spherical. Its Fourier transform, the form factor $F_{H}(\vec{k})=F_{H}(k)$, is analytical and reads as

$$
\begin{equation*}
F_{H}(k)=\int \rho_{H}(\vec{r}) e^{i \vec{k} \cdot \vec{r}} \mathrm{~d} \vec{r}=\frac{3}{R_{0} k} j_{1}\left(k R_{0}\right) e^{-\frac{\sigma^{2} k^{2}}{2}} . \tag{2.4}
\end{equation*}
$$

The r.m.s. radius of the Helm density only depends on $R_{0}$ and $\sigma$, i.e.

$$
\begin{equation*}
R_{\text {r.m.s. }}^{H}=\sqrt{\frac{\int \rho_{H}(r) r^{4} \mathrm{~d} r}{\int \rho_{H}(r) r^{2} \mathrm{~d} r}}=\sqrt{\frac{3}{5}\left(R_{0}^{2}+5 \sigma^{2}\right)} . \tag{2.5}
\end{equation*}
$$

This model has been used to study neutron skins and halos in medium-mass nuclei close to the neutron drip-line [289]. Proton and neutron densities were defined as a superposition of a core density $\rho_{\text {core }}^{q}$ plus a tail density $\rho_{\text {tail }}^{q}$ describing, when necessary, the halo. The idea was to reproduce the core part $\rho_{\text {core }}^{q}$ using the Helm anzatz $\rho_{H}^{q}$, normalized to the nucleon number $N^{q}$ ( $N^{q}=N$ or $Z$ ). The two free parameters $\left(R_{0}^{q}, \sigma^{q}\right)$ were adjusted on the high-momentum part of the realistic form factor

$$
\begin{equation*}
F^{q}(k)=4 \pi \int \rho^{q}(r) r^{2} j_{0}(k r) \mathrm{d} r \tag{2.6}
\end{equation*}
$$

where $\rho^{q}(r)$ is the density coming out of the actual calculations. It was suggested in Ref. [289] to evaluate (i) $R_{0}^{q}$ through the first zero $k_{1}^{q}$ of the realistic form factor: $R_{0}^{q}=z_{1}^{1} / k_{1}^{q}$, where $z_{1}^{1}$ is the first zero of the Bessel function $j_{1}\left(z_{1}^{1} \approx 4.49341\right)$, and (ii) $\sigma^{q}$ by comparing the model and realistic form factors at their first extremum $k_{M}^{q}$ (a minimum in the present case). Then, the following radii are defined

- $R_{\text {geom }}(q)=\sqrt{5 / 3} R_{\text {r.m.s. }}(q)$ (geometric radius) for realistic densities,
- $R_{\text {Helm }}(q)=\sqrt{5 / 3} R_{\text {r.m.s. }}^{H}(q)=\sqrt{R_{0}^{q 2}+5 \sigma^{q^{2}}}$ (Helm radius) for model densities.

Adjusting the Helm parameters to the high momentum part of the realistic form factor was meant to make the fitting procedure as independent of the asymptotic tail of $\rho^{q}(r)$ as possible. Constructed in this way, $R_{\text {Helm }}(n)$ should not incorporate the growth of $R_{\text {geom }}(n)$ when the neutron separation energy drops to zero and the spatial extension of weakly-bound neutrons increases dramatically. In addition, it was checked that the difference between $R_{\text {Helm }}(p)$ and $R_{\text {geom }}(p)$ was negligible near the neutron drip-line. From these observations, the neutron skin and neutron halo contributions to the geometric radius were defined as ${ }^{(2)}$

$$
\begin{equation*}
\Delta R_{\text {skin }}=R_{\text {Helm }}(n)-R_{\text {Helm }}(p), \quad \Delta R_{\text {halo }}=R_{\text {geom }}(n)-R_{\text {Helm }}(n) \tag{2.7}
\end{equation*}
$$

### 2.2.2.2 Limitations

Proton and neutron Helm radii are compared to the geometric ones on Fig. 2.7 for chromium and tin isotopes. The behavior of $R_{\text {geom }}(q)$ and $R_{\text {Helm }}(q)$ for Sn isotopes is the same as in Ref. [289] ${ }^{(3)}$. For both isotopic chains, the sudden increase of the neutron geometric radius beyond the last neutron shell closure might be interpreted as a signature of a halo formation. However, $\Delta R_{\text {halo }}$ is non-zero along the entire Cr isotopic chain, even on the proton-rich side. The latter result is problematic since no neutron halo is expected at the proton drip-line. Such non-zero values for $\Delta R_{\text {halo }}$ can be understood as a direct consequence of the gaussian folding

[^7]

Figure 2.7: Geometric and Helm radii for Cr and Sn isotopes calculated in the spherical HFB approach with the $\{$ SLy $4+$ REG-M $\}$ functional.
in the definition of the Helm density. The asymptotic decay of the Helm density is roughly quadratic in logarithmic scale, whereas a linear decay is expected $[124 ; 172 ; 174]$. To illustrate this point, Fig. 2.9 displays the realistic and Helm densities of ${ }^{54} \mathrm{Cr}$ (in the valley of stability) and ${ }^{80} \mathrm{Cr}$ (drip-line nucleus). The difference in asymptotic behaviors is obvious, while at the same time the adjusted form factors, presented in Fig. 2.8 do not seem that much different. In particular, Helm densities are unable to reproduce the correct long-range part of the non-halo proton density, or the neutron density of nuclei in the valley of stability.

Such features lead to unsafe predictions for the halo parameter $\Delta R_{\text {halo }}$ because the neutron skin and the potential halo cannot be properly separated with this method. These problems, as well as a lack of flexibility to account for finer details of the nuclear density, had already been pointed out [308].


Figure 2.8: Realistic (solid lines) and Helm (dashed-dotted lines) form factors of ${ }^{54} \mathrm{Cr}$ and ${ }^{80} \mathrm{Cr}$.

One might thus question the fitting procedure introduced in Ref. [289]. The method naturally requires $R_{0}^{q}$ and $\sigma^{q}$ to be adjusted on the form factor at sufficiently large $k$ for the Helm density to relate to the core part of the density only. For these reasons, the procedure proposed in Ref. [289] seems appropriate. Having said that, some flexibility remains, e.g. using the second zero $k_{2}^{q}$ of $F^{q}(k)$ to adjust $R_{0}^{q}$. Following such arguments, four slightly different adjustments, all


Figure 2.9: Same as in FIg. 2.8 for realistic and Helm one-body densities.
consistent with the general requirement exposed above, have been tested to check the stability of the Helm model, e.g.
$A_{1}:(\mathrm{i}) F_{H}^{q}\left(k_{1}^{q}\right)=F\left(k_{1}^{q}\right)$, and (ii) $F_{H}^{q}\left(k_{M}^{q}\right)=F^{q}\left(k_{M}^{q}\right)$,
$A_{2}:$ (i) $F_{H}^{q}\left(k_{1}^{q}\right)=F^{q}\left(k_{1}^{q}\right)$, and (ii) $F_{H}^{q \prime}\left(k_{1}^{q}\right)=F^{q \prime}\left(k_{1}^{q}\right)$,
$A_{3}:$ (i) $F_{H}^{q}\left(k_{2}^{q}\right)=F^{q}\left(k_{2}^{q}\right)$, and (ii) $F_{H}^{q \prime}\left(k_{2}^{q}\right)=F^{q \prime}\left(k_{2}^{q}\right)$,
$A_{4}:\left(\right.$ i) $F_{H}^{q}\left(k_{1}^{q}\right)=F^{q}\left(k_{1}^{q}\right)$, and (ii) $F_{H}^{q}{ }^{\prime}\left(0.4 k_{1}^{q}\right)=F^{q^{\prime}}\left(0.4 k_{1}^{q}\right)$.


Figure 2.10: Neutron Helm r.m.s. radius $R_{\text {r.m.s. }}^{H}(n)$ and halo parameter $\Delta R_{\text {halo }}$ for Cr isotopes using different fitting procedures for the Helm parameters $\left(R_{0}^{q}, \sigma^{q}\right)$ (see text).

Fig. 2.10 shows the halo parameter $\Delta R_{\text {halo }}$ obtained for Cr isotopes using protocols $A_{1}$ to $A_{4}$. Note that protocol $A_{1}$ is the one proposed in Ref. [289] and used earlier on whereas protocol $A_{4}$ includes on purpose more of the long distance part of the realistic density. Although the general pattern remains unchanged, the halo parameter significantly depends on the fitting procedure used to determine $\left(R_{0}^{q}, \sigma^{q}\right)$. Because of the wrong asymptotic behavior of the Helm density discussed above, one cannot make $\Delta R_{\text {halo }}$ to be zero for magic and proton-rich nuclei (see protocol $A_{4}$ ), keeping unchanged its values for halo candidates at the neutron drip-line. Helm densities obtained with the $A_{4}$ protocol still do not match realistic ones, even for protons, as


Figure 2.11: Same as in Fig. 2.9 with the fit protocol $A_{4}$ for the Helm parameters.
shown in Fig. 2.11. Such a fine tuning of the fitting procedure that would make use of an a priori knowledge of non-halo nuclei is impractical and unsatisfactory.

As a next step, we tried to use other trial densities to improve the standard Helm model. However, a key ingredient is to have an analytical expression for the associated form factor, as the parameters can then be easily adjusted on the realistic form factor. We could not find any expression of the density leading to analytical expressions of $F_{H}^{q}$ and good asymptotics at the same time, with only two free parameters ${ }^{(4)}$. Finally, adjusting the model density on the realistic one in coordinate space to capture those missing asymptotics would rely on an arbitrary a priori separation of the density into core and halo contributions.

Although the Helm model looked promising at first, we have shown the versatility of its predictions. The inability of the model to describe the correct asymptotics of the nuclear density in the valley of stability, as well as the too large freedom in the fitting procedure, limit very much its predictive power. Therefore a more robust analysis method is needed to characterize medium-mass halo nuclei.
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## Chapter 3

## New criteria for a quantitative analysis of halo properties


#### Abstract

A useful method to study halos must be able to characterize a spatially decorrelated component in the nucleon density in a model-independent fashion. We propose in the following a method which allows the identification of such a contribution. Our starting point is a thorough analysis of the one-body density. The latter needs first to be defined very precisely, since one deals with so-called internal degrees of freedom, which is a critical point for self-bound systems. Asymptotic properties of the internal one-body density allow then to relate the existence of a spatially decorrelated region in the nuclear density profile to the existence of typical energy scales in the excitation spectrum of the ( $N-1$ )-body system. From these specific patterns, new quantitative criteria to characterize halos can then be defined.
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### 3.1 Properties of the one-body density

### 3.1.1 Definitions and notations

Let us start from the exact non-relativistic $N$-body Hamiltonian ${ }^{(1)}$

$$
\begin{equation*}
H^{N}=\sum_{i=1}^{N} \frac{p_{i}^{2}}{2 m}+\sum_{\substack{i, j=1 \\ i<j}}^{N} v\left(r_{i j}\right), \tag{3.1}
\end{equation*}
$$

where $p_{i}$ is the single-particle momentum, $r_{i j}=\left|\vec{r}_{i}-\vec{r}_{j}\right|$ and $v$ denotes the bare nucleon-nucleon interaction. $H^{N}$ is invariant under translation and can be decomposed into a center-of-mass $H_{\text {c.o.m. }}^{N}$ and a so-called internal part $H_{\mathrm{int}}^{N}$

$$
\left\{\begin{align*}
H_{\mathrm{c} . \mathrm{o} . \mathrm{m} .}^{N} & =-\frac{\hbar^{2}}{2 m N}\left(\sum_{i=1}^{N} \nabla_{i}\right)^{2}  \tag{3.2}\\
H_{\mathrm{int}}^{N} & =\sum_{\substack{i, j=1 \\
i<j}}^{N}\left[-\frac{\hbar^{2}}{2 m_{\text {red }}}\left(\nabla_{i}-\nabla_{j}\right)^{2}+v\left(r_{i j}\right)\right]
\end{align*}\right.
$$

where $m_{r e d} \equiv m(N-1) / N$. This allows the factorization of $\Psi_{i, \vec{K}}^{N}\left(\vec{r}_{1} \ldots \vec{r}_{N}\right)$ into a center-of-mass (plane wave) and an internal part, i.e.

$$
\begin{equation*}
\Psi_{i, \vec{K}}^{N}\left(\vec{r}_{1} \ldots \vec{r}_{N}\right)=e^{i \vec{K} \cdot \vec{R}_{N}} \Phi_{i}^{N}\left(\vec{r}_{1} \ldots \vec{r}_{N}\right) \tag{3.3}
\end{equation*}
$$

"Internal" relates to a wave function $\Phi_{i}^{N}$ expressed in terms of relative coordinate systems, such as the Jacobi variables

$$
\begin{equation*}
\vec{\xi}_{i}=\vec{r}_{i+1}-\frac{1}{i} \sum_{j=1}^{i} \vec{r}_{j} \tag{3.4}
\end{equation*}
$$

which are invariant under translation. Thus $\Phi_{i}^{N}\left(\vec{r}_{1} \ldots \vec{r}_{N}\right) \equiv \tilde{\Phi}_{i}^{N}\left(\vec{\xi}_{1} \ldots \vec{\xi}_{N-1}\right)$ behaves for any vector $\vec{a}$ as

$$
\begin{equation*}
\Phi_{i}^{N}\left(\vec{r}_{1}+\vec{a} \ldots \vec{r}_{N}+\vec{a}\right)=\Phi_{i}^{N}\left(\vec{r}_{1} \ldots \vec{r}_{N}\right) \tag{3.5}
\end{equation*}
$$

Orthogonality and completeness relationships of the set $\left\{\Phi_{i}^{N}\right\}$ are obtained in the sense of [309]

$$
\begin{equation*}
\int \mathrm{d} \vec{r}_{1} \ldots d \vec{r}_{N} \Phi_{i}^{N^{*}}\left(\vec{r}_{1} \ldots \vec{r}_{N}\right) \delta\left(\vec{R}_{N}\right) \Phi_{j}^{N}\left(\vec{r}_{1} \ldots \vec{r}_{N}\right)=\delta_{i j} \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=1}^{+\infty} \Phi_{i}^{N^{*}}\left(\vec{r}_{1} \ldots \vec{r}_{N}\right) \Phi_{i}^{N}\left(\vec{r}_{1}^{\prime} \ldots \vec{r}_{N}^{\prime}\right)=\int \mathrm{d} \vec{r} \frac{1}{N!} \operatorname{iet}_{i, j=1 . . N}\left[\delta\left(\vec{r}_{i}-\vec{r}_{j}^{\prime}+\vec{r}\right)\right] \tag{3.7}
\end{equation*}
$$

where the extra integral over $\vec{r}$ expresses the equivalence of translated configurations.
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### 3.1.2 Decomposition of the $N$-body wave function

The ground-state internal wave function $\Phi_{0}^{N}$ can be expanded in terms of the complete orthonormal set of internal $(N-1)$-body wave functions $\Phi_{\nu}^{N-1}$, which are eigenstates of the $(N-1)$-body internal Hamiltonian [309-312], such that ${ }^{(2,3)}$

$$
\begin{equation*}
\Phi_{0}^{N}\left(\vec{r}_{1} \ldots \vec{r}_{N}\right)=\frac{1}{\sqrt{N}} \sum_{\nu} \Phi_{\nu}^{N-1}\left(\vec{r}_{1} \ldots \vec{r}_{N-1}\right) \varphi_{\nu}\left(\vec{r}_{N}-\vec{R}_{N-1}\right) \tag{3.8}
\end{equation*}
$$

The states $\Phi_{\nu}^{N-1}$ are ordered by increasing energy, $\nu=0$ corresponding to the ground state of the $(N-1)$-body system. Overlap functions [313] $\varphi_{\nu}(\vec{r})$ represent the probability amplitudes to find a particle at position $\vec{r}$ with respect to the center-of-mass of the $(N-1)$-body system in the internal state $\Phi_{\nu}^{N-1}$, considering that the initial system is in its ground state with zero momentum, that is

$$
\begin{equation*}
\varphi_{\nu}(\vec{r})=\sqrt{N} \int \mathrm{~d} \vec{r}_{1} \ldots \vec{r}_{N-1} \Phi_{\nu}^{N-1^{*}}\left(\vec{r}_{1} \ldots \vec{r}_{N-1}\right) \delta\left(\vec{R}_{N-1}\right) \Phi_{0}^{N}\left(\vec{r}_{1} \ldots \vec{r}_{N-1}, \vec{r}\right) \tag{3.9}
\end{equation*}
$$

The latter quantity is of direct relevance for knockout reactions [314-316]. Spectroscopic amplitudes $\varphi_{\nu}$ are not canonical overlaps of the $N$-body system defined in the laboratory frame. Indeed, they relate to the center-of-mass of the $(N-1)$-body system fixed at the origin. The normalization of the overlap functions are the so-called spectroscopic factors [314; 315]

$$
\begin{equation*}
S_{\nu}=\int \mathrm{d} \vec{r}\left|\varphi_{\nu}(\vec{r})\right|^{2} \tag{3.10}
\end{equation*}
$$

### 3.1.3 Asymptotics of overlap functions

The asymptotic properties of overlap functions are important, as the internal one-body density at large distances is completely determined by those. The asymptotic equation satisfied by $\varphi_{\nu}$ is obtained from a further decomposition of the internal $N$-body Hamiltonian into

$$
\begin{equation*}
H_{\mathrm{int}}^{N}=H_{\mathrm{int}}^{N-1}-\frac{\hbar^{2}}{2 m_{\mathrm{red}}}\left(\nabla_{N}-\frac{1}{N-1} \sum_{i=1}^{N-1} \nabla_{i}\right)^{2}+\sum_{i=1}^{N} v\left(r_{i N}\right) \tag{3.11}
\end{equation*}
$$

The trivial identity

$$
\begin{equation*}
\int \mathrm{d} \vec{r}_{1} \ldots \mathrm{~d} \vec{r}_{N-1} \Phi_{\nu}^{N-1^{*}}\left(\vec{r}_{1} \ldots \vec{r}_{N-1}\right) \delta\left(\vec{R}_{N-1}\right)\left[H_{\mathrm{int}}^{N}-E_{0}^{N}\right] \Phi_{0}^{N}\left(\vec{r}_{1} \ldots \vec{r}_{N}\right)=0 \tag{3.12}
\end{equation*}
$$

gives a system of coupled channel equations for the overlap functions:

$$
\begin{align*}
&-\frac{\hbar^{2}}{2 m_{\text {red }}} \Delta_{N} \varphi_{\nu}\left(\vec{r}_{N}\right)-\left(E_{0}^{N}-E_{\nu}^{N-1}\right) \varphi_{\nu}\left(\vec{r}_{N}\right) \\
&+(N-1) \sqrt{N} \int \mathrm{~d} \vec{r}_{1} \ldots \mathrm{~d} \vec{r}_{N-1} \Phi_{\nu}^{N-1^{*}}\left(\vec{r}_{1} \ldots \vec{r}_{N-1}\right) \\
& \times \delta\left(\vec{R}_{N-1}\right) v\left(\left|\vec{r}_{N}-\vec{r}_{N-1}\right|\right) \Phi_{0}^{N}\left(\vec{r}_{1} \ldots \vec{r}_{N}\right)=0 \tag{3.13}
\end{align*}
$$

[^10]For large distances, the nuclear interaction vanishes and the radial part $\bar{\varphi}_{\nu}$ of the overlap function become solution of the free Schrödinger equation

$$
\begin{equation*}
\left[\left(\frac{d^{2}}{d r^{2}}+\frac{2}{r} \frac{d}{d r}-\frac{\ell_{\nu}\left(\ell_{\nu}+1\right)}{r^{2}}\right)-\kappa_{\nu}^{2}\right] \bar{\varphi}_{\nu}^{\infty}(r)=0 \tag{3.14}
\end{equation*}
$$

with $\kappa_{\nu}=\sqrt{-2 m_{\text {red }} \epsilon_{\nu} / \hbar^{2}}$, whereas $\epsilon_{\nu}=\left(E_{0}^{N}-E_{\nu}^{N-1}\right)$ is minus the nucleon separation energy to reach the state $\Phi_{\nu}^{N-1}$. Solutions of the asymptotic free Schrödinger equation take the form

$$
\begin{equation*}
\varphi_{\nu}^{\infty}(\vec{r})=B_{\nu} h_{\ell_{\nu}}\left(i \kappa_{\nu} r\right) Y_{\ell_{\nu}}^{m_{\nu}}(\theta, \varphi) \tag{3.15}
\end{equation*}
$$

### 3.1.4 Internal density

In the laboratory frame, the one-body density is the expectation value of the operator

$$
\begin{equation*}
\hat{\rho}(\vec{r})=\sum_{i=1}^{N} \delta\left(\vec{r}-\hat{\vec{r}_{i}}\right) \tag{3.16}
\end{equation*}
$$

which leads for the $N$-body ground state to

$$
\begin{align*}
\rho(\vec{r}) & =N \int \mathrm{~d} \vec{r}_{1} \ldots \mathrm{~d} \vec{r}_{N-1}\left|\Psi_{0}^{N}\left(\vec{r}_{1} \ldots \vec{r}_{N-1}, \vec{r}\right)\right|^{2} \\
& =N \int \mathrm{~d} \vec{\xi}_{1} \ldots \mathrm{~d} \vec{\xi}_{N-2} \mathrm{~d} \vec{R}_{N-1}\left|\tilde{\Phi}_{0}^{N}\left(\vec{\xi}_{1} \ldots \vec{\xi}_{N-2}, \vec{r}-\vec{R}_{N-1}\right)\right|^{2} \tag{3.17}
\end{align*}
$$

Using EQ. (3.5), one easily proves that the one-body density in the laboratory frame is translationally invariant, $\rho(\vec{r}+\vec{a})=\rho(\vec{r})$, and thus is uniform. This is a general property of translationally invariant systems which underlines that the density in the laboratory frame is not the proper tool to study self-bound systems. The relevant object for self-bound systems is the internal one-body density matrix, defined as the expectation value of the operator

$$
\begin{equation*}
\hat{\rho}_{[1]}\left(\vec{r}, \vec{r}^{\prime}\right)=\delta\left(\vec{R}_{N}\right) \sum_{i=1}^{N} \delta\left(\vec{r}-\hat{\vec{r}}_{i}+\hat{\vec{R}}_{N-1}^{i}\right) \delta\left(\vec{R}_{N}^{\prime}\right) \sum_{j=1}^{N} \delta\left(\vec{r}^{\prime}-\hat{\vec{r}}_{j}^{\prime}+\hat{\vec{R}}_{N-1}^{j^{\prime}}\right) \prod_{\substack{k, l=1 \ldots N \\ k, l \neq i, j}} \delta\left(\hat{\vec{r}}_{k}-\hat{\vec{r}}_{l}\right), \tag{3.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\vec{R}}_{N-1}^{i}=\frac{1}{N-1} \sum_{\substack{j=1 \\ j \neq i}}^{N} \hat{\vec{r}}_{j} \tag{3.19}
\end{equation*}
$$

Defining the internal density with respect to the center-of-mass of the remaining ( $N-1$ )-body is the relevant choice ${ }^{(4)}$. Using EQS. (3.6,3.8), one obtains [311; 317; 318]

$$
\begin{align*}
\rho_{[1]}\left(\vec{r}, \vec{r}^{\prime}\right) & =N \int \mathrm{~d} \vec{r}_{1} \ldots \mathrm{~d} \vec{r}_{N-1} \Phi_{0}^{N^{*}}\left(\vec{r}_{1} \ldots \vec{r}_{N-1}, \vec{r}^{\prime}\right) \delta\left(\vec{R}_{N-1}\right) \Phi_{0}^{N}\left(\vec{r}_{1} \ldots \vec{r}_{N-1}, \vec{r}\right) \\
& =\sum_{\nu} \varphi_{\nu}^{*}\left(\vec{r}^{\prime}\right) \varphi_{\nu}(\vec{r}) \tag{3.20}
\end{align*}
$$

which shows that the internal one-body density matrix is completely determined by the overlap functions [317]. The internal one-body density $\rho_{[1]}(\vec{r})$ is the local part of the internal density matrix, and is the expectation value of the operator

$$
\begin{equation*}
\hat{\rho}_{[1]}(\vec{r})=\delta\left(\vec{R}_{N}\right) \sum_{i=1}^{N} \delta\left(\vec{r}-\hat{\vec{r}}_{i}+\hat{\vec{R}}_{N-1}^{i}\right) \tag{3.21}
\end{equation*}
$$

[^11]According to EQ. (3.20), one has

$$
\begin{equation*}
\rho_{[1]}(\vec{r})=\sum_{\nu}\left|\varphi_{\nu}(\vec{r})\right|^{2}=\sum_{\nu} \frac{2 \ell_{\nu}+1}{4 \pi}\left|\bar{\varphi}_{\nu}(r)\right|^{2}, \tag{3.22}
\end{equation*}
$$

where the energy degeneracy associated with the orbital momentum has been resolved through the summation over spherical harmonics. Note that EQS. $(3.15,3.22)$ are exactly the expressions that one would have found in the case of independent particles bound by a central non-self-consistent potential (e.g. electrons in a central Coulomb field), where second quantization can be used. That is, from this point and since all further derivations only use EQs. $(3.15,3.22)$, everything will be model-independent, in the sense that these results can be applied to both self-bound and confined many-body systems.

From EqS. $(3.15,3.22)$, the internal one-body density behaves asymptotically as ${ }^{(5)}$

$$
\begin{equation*}
\rho_{[1]}^{\infty}(r)=\sum_{\nu} \frac{B_{\nu}^{2}}{4 \pi}\left(2 \ell_{\nu}+1\right)\left|h_{\ell_{\nu}}\left(i \kappa_{\nu} r\right)\right|^{2} . \tag{3.23}
\end{equation*}
$$

The internal one-body density at large distances is a superposition of energy- and $\ell$-dependent individual components. For very large arguments, the squared modulus of a Hankel function behaves as $e^{-2 \kappa_{i} r} /\left(\kappa_{i} r\right)^{2}$ [320]. Thus the $\nu=0$ component dominates and provides the usual asymptotic behavior $[124 ; 172 ; 174]^{(6)}$

$$
\begin{equation*}
\rho_{[1]}^{\infty}(r) \underset{r \rightarrow+\infty}{\longrightarrow} \frac{B_{0}^{2}}{4 \pi}\left(2 \ell_{0}+1\right) \frac{e^{-2 \kappa_{0} r}}{\left(\kappa_{0} r\right)^{2}} . \tag{3.24}
\end{equation*}
$$

The asymptotic form of the Hankel function is independent of the angular momentum ${ }^{(7)}$. As a result, contributions from the overlap functions to $\rho_{[1]}^{\infty}$ at very large distances are ordered according to their corresponding separation energies $\left|\epsilon_{\nu}\right|$, independently of $\ell_{\nu}$. Of course, corrections to this ordering at smaller distances come from (i) the $\ell$-dependence of the Hankel functions due to the centrifugal barrier, which favors low angular momentum states, and (ii) the $(2 \ell+1)$ degeneracy factor which favors high angular momentum states. Again, for extremely large distances the least bound component will always prevail, although this may happen very far out ${ }^{(8)}$. To characterize the net effect of corrections (i) and (ii), contributions $\left(2 \ell_{\nu}+1\right)\left|\bar{\varphi}_{\nu}(r)\right|^{2}$, for a fixed energy but different angular momenta, are compared in Fig. 3.1 for the solutions of a simple finite spherical well. Outside the well, Hankel functions are exact solutions of the problem. The potential depth is adjusted to obtain identical eigenenergies for all $\ell_{\nu}$. Although the $\left(2 \ell_{\nu}+1\right)$ factor reduces the gap between $s$ and $p$ components, the effect of the centrifugal barrier is always the strongest at large $r$, where states are clearly ordered according to $\ell_{\nu}$, favoring low angular momenta. In any case, the separation energy remains the leading factor as far as the ordering of overlap functions at long distances is concerned.
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Figure 3.1: Squared components of the solutions of a finite spherical well of fixed radius $a=4 \mathrm{fm}$, multiplied by the degeneracy factor $\left(2 \ell_{\nu}+1\right)$, for various angular momenta and fixed energy $\epsilon_{\nu}=-100 \mathrm{keV}$. The first state for each $\ell_{\nu}$ (nodeless component corresponding to a primary quantum number equal to zero) is represented.

### 3.2 Crossing pattern in $\rho_{[1]}^{\infty}(r)$

The (model-independent) ordering of the individual components in $\rho_{[1]}^{\infty}$ at long distances has interesting consequences on the properties of the density as a whole. As discussed below, this ordering induces a typical crossing pattern between the individual components which is going to be used to characterize halo nuclei. Introducing normalized overlap functions $\psi_{\nu}(\vec{r})$, EQ. (3.22) becomes

$$
\begin{equation*}
\rho_{[1]}(r)=\sum_{\nu} \frac{2 \ell_{\nu}+1}{4 \pi} S_{\nu}\left|\bar{\psi}_{\nu}(r)\right|^{2} \equiv \sum_{\nu} C_{\nu}(r) . \tag{3.25}
\end{equation*}
$$

Let us take all spectroscopic factors equal to one for now. The $\nu=0$ component, corresponding to the smallest separation energy, dominates at large distances. Because of continuity $\left(r \bar{\psi}_{\nu}(r) \in \mathcal{L}^{2}\left(\mathbb{R}^{+}\right)\right)$and normalization conditions, this implies that $\bar{\psi}_{0}(r)$ has to cross all the other overlap functions as $r$ goes inward from $+\infty$ to zero. The position at which $\psi_{0}$ crosses each $\psi_{\nu}$ depends on the difference of separation energies and on angular momenta. In particular, there will exist a crossing between $\bar{\psi}_{0}(r)$ and the remaining density $\sum_{\nu \geq 1} C_{\nu}(r)$. The same is true about $\bar{\psi}_{1}(r)$ : it must cross the remaining density $\left[\rho^{[1]}(r)-C_{0}(r)\right]$ and so on... As a result, a given individual component always crosses all more bound ones. Of course, the centrifugal barrier will influence the position of such crossings but not their occurrence because of the universality of the asymptotic ordering pattern discussed in the previous section.

Let us now incorporate the role of spectroscopic factors. In practice, $S_{\nu}$ is known to increase with the excitation energy of the corresponding eigenstate of the ( $N-1$ )-body system. Thus, the norm of $\varphi_{0}$ is smaller than those of the excited components $\varphi_{\nu}$, which mechanically ensures the existence of the crossings discussed previously. A similar reasoning holds when going from
$\varphi_{0}$ to $\varphi_{1}$ etc...
One should finally pay attention to the number of nodes of overlaps $\bar{\varphi}_{\nu}$. This feature actually favors low angular momentum states as far as the asymptotic positioning is concerned. If two components have the same energy but different angular momenta, the one with the lowest $\ell$ will have a greater number of nodes, according to Hund's rule. This will reduce the normalization of the wave function in the nuclear interior. That is, the weight of the asymptotic tail is increased, which favors its dominance at long distance. However, this effect is expected to have a small impact in comparison with other corrections. As a result, the occurrence of crossings between components of the density is not jeopardized by the existence of nodes in the overlap functions.

### 3.3 Halo characterization

The discussion of SEC. 3.2 shows how individual contributions to the one-body density (i) are positioned with respect to each other, and (ii) display a very typical crossing pattern. Such features are now used to characterize halo systems.

### 3.3.1 Spatial definition

As pointed out earlier, a general and model-independent definition of a halo relates to the existence of nucleons which are spatially decorrelated from others constituting the core. This can only be achieved if some contributions to the internal density exhibit very long tails. Also, the delocalization from the core requires the latter to exist and remain well localized. To achieve such a spatial decorrelation between a core and a tail part, it is necessary to have a crossing between two well-identified groups of orbitals with significantly different asymptotic slopes, which reduces their spatial overlap. This will necessarily translate into a sharp crossing between those two groups of orbitals and to a pronounced curvature in the density. The previous observation is key and will be used in the following to design model-independent criteria to characterize halo systems. Such a pronounced crossing is illustrated in Fig. 3.2 for a simple model where the halo is due to a single state. Of course, more complex situations have to be considered where multiple states contribute to the core and the halo. Indeed, the presence of collective motions in medium-mass systems implies that one hardly expects a single state to be well separated from the others.

### 3.3.2 Relevant energy scales

The need for an abrupt change of slope in the density provides critical conditions for the existence of a halo. This translates eventually into specific patterns in the excitation energy spectrum of the $(N-1)$-body system, that is (i) the least bound component $\varphi_{0}$ must have a very small separation energy to extend far out, (ii) several components $\varphi_{1}, \varphi_{2} \ldots \varphi_{m}$ may contribute significantly to the density tail if, and only if, they all have separation energies of the same order as that of $\varphi_{0}$, and (iii) for this tail to be spatially decorrelated, in a sense that is further specified below, from the rest of the density (the "core"), components $\nu>\nu_{m}$ have to be much more localized than those with $\nu \leq \nu_{m}$. This third condition is fulfilled when the crossing between the $m^{t h}$ and $(m+1)^{t h}$ components in the density is sharp, which corresponds to significantly different decay constants $\kappa_{m} \ll \kappa_{m+1}$ at the crossing point. The latter observations suggest that a halo appears when (i) the one-neutron separation energy $S_{n}=\left|\epsilon_{0}\right|$ is close to zero, (ii) one or a bunch of low energy states in the $(N-1)$-body system have separation energies $\left|\epsilon_{\nu}\right|$ close to zero, and (iii) a significant gap in the spectrum of the $(N-1)$-body system exists, which separates the latter bunch of states $\varphi_{\nu}$ from higher excitations.


Figure 3.2: "Core+tail" simplified models. The total density is the superposition of a well-bound component and loosely-bound ones. A semi-phenomenological density (EQ. (3.31)) is used for the core density, whereas the halo part is composed of realistic states obtained from spherical HFB calculations with the $\{$ SLy $4+$ REG-M $\}$ functional.

A similar discussion naturally appeared in the context of designing an effective field theory (EFT) for weakly-bound nuclei [321], where two energy scales ( $E, E^{\prime}$ ) were found to be relevant, i.e. (i) the nucleon separation energy $E=S_{n}$ which drives the asymptotic behavior of the one-body density, and (ii) the core excitation energy $E^{\prime}=\left|\epsilon_{m+1}\right|$ which needs to be such as $E^{\prime} \gg E$, in order for the tail orbitals to be well decorrelated from the remaining core. The additional energy scale that we presently identify is the energy spread $\Delta E$ of low-lying states in the ( $N-1$ )-body system, which becomes relevant when more than one component is involved in the halo. To obtain a coherent picture, dynamical properties of such low-lying excitations should be explainable through a model making use of a few degrees of freedom outside a (almost) frozen core. The corresponding picture is displayed in the bottom panel of Fig. 3.3 and is also translated in terms of canonical energies $e_{i}$ in the upper panel of the same figure. More quantitatively, the ideal situation for the formation of a halo is obtained for (i) a very small separation energy, in orders of a few hundred keVs . The empirical value of $2 \mathrm{MeV} / A^{2 / 3}$ from Refs. [280; 281] gives a good approximation of expected values, (ii) a narrow bunch of low-lying states, whose spread $\Delta E$ should not exceed about one MeV , and (iii) a large gap $E^{\prime}$ with the remaining states, at least four or five times the separation energy $E$. Those are only indicative values, knowing that there is no sharp limit between halo and non-halo domains.

### 3.3.3 Definition of the halo region

As discussed in the previous section, a halo will be characterized by a pronounced ankle in the density, due to the sharp crossing between aggregated low-lying components and upper-lying ones. Such a curvature translates into a peak in the second derivative of the (base-10) logarithmic profile $\left(\log _{10}\right)$ of the one-body density, as seen in Fig. 3.4 for a schematic calculation. At the radius $r=r_{\text {max }}$ corresponding to the maximum of that peak, core and tail contributions cross; i.e. they contribute equally to the total density. At larger radii, the halo, if it exists, dominates. Therefore, we define the spatially decorrelated region as the region beyond the radius $r_{0}$ where the core density is one order of magnitude smaller than the halo one. In practice, the previous definition poses two problems. First, in realistic calculations, one

(a) Canonical neutron energy spectrum $e_{i}$.

(b) Separation energy spectrum $\left|\epsilon_{\nu}\right|$ for the $(N-1)$-body system.

Figure 3.3: $\quad$ Schematic display of energy scales relevant for the appearance of halos (right-hand side). The realistic spectra obtained through HFB calculations of the four last bound chromium isotopes are shown on the left-hand sides.
only accesses the total density. Second, the choice of one order of magnitude is somewhat arbitrary.

Simulations can be performed to characterize $r_{0}$ unambiguously. Let us start with a very crude toy model, where everything is analytical. The total density $\rho$ is assumed to be a superposition of a core $\rho_{c}$ and a tail $\rho_{h}$, both taking the form

$$
\begin{equation*}
\rho_{i}(r)=A_{i} \kappa_{i} e^{-\kappa_{i} r} \tag{3.26}
\end{equation*}
$$

This amounts to considering that the asymptotic regime is reached in the region of the crossing between $\rho_{c}$ and $\rho_{h}$, and neglecting for now the $r^{-2}$ factor. In this model the second-order (base-10) log-derivative of the total density is analytical, as well as the exact positions of (i) its maximum $r_{\max }$, and (ii) the point $r_{0}$ where the halo density is exactly equal to ten times the core one. Then, the ratio $\mathcal{R}\left(r_{0}\right)=\log _{10}^{\prime \prime} \rho\left(r_{0}\right) / \log _{10}^{\prime \prime} \rho\left(r_{\max }\right)$ can be evaluated and becomes in the weak binding limit of interest $\kappa_{h} / \kappa_{c} \rightarrow 0$

$$
\begin{equation*}
\mathcal{R}\left(r_{0}\right) \underset{\kappa_{h} / \kappa_{c} \rightarrow 0}{\longrightarrow} \frac{40}{121}+\mathcal{O}\left[\left(\frac{\kappa_{h}}{\kappa_{c}}\right)^{2}\right] \tag{3.27}
\end{equation*}
$$

This shows that the position where there is a factor of ten between $\rho_{c}$ and $\rho_{h}$ is equivalently obtained by finding the position where there is a given ratio between the value of the second-order $\log$-derivative of the density and its maximal value. The critical value $40 / 121 \approx 0.33$ found in the toy model is not believed to be accurate for complex nuclei, as (i) the asymptotic regime is not reached at the crossing point and is more complicated because of the $r^{-2}$ factor, and (ii) the total density is a superposition of more than two components. However, we expect the one-to-one correspondence between ratios on the densities and ratios on $\log _{10}^{\prime \prime} \rho$ to hold in realistic cases. Thus, the position where the halo dominates the core by one order of magnitude can be found using $\log _{10}^{\prime \prime} \rho$ as the only input.

More realistic model calculations have been used to characterize the position of $r_{0}$. The total density is taken as a linear combination of core and halo contributions. Their relative normalizations are free parameters in this simulation, allowing to artificially change the fraction


Figure 3.4: Ankle in the (base-10) log-density due to the presence of a low-lying state well separated from remaining ones: log-density (bottom panel), first (middle panel) and second (top panel) log-derivatives. Conventions are the same as in Fig. 3.2.
of halo in the total density, i.e.

$$
\begin{equation*}
\rho_{\mathrm{tot}}(r)=N_{c} \rho_{c}(r)+\sum_{\nu=1}^{m} N_{\nu} \rho_{\nu}(r) \tag{3.28}
\end{equation*}
$$

where $N_{c}$ and $N_{h}=\sum_{\nu=1}^{m} N_{\nu}$ are the number of nucleons in the core part and in the halo part, respectively. Densities $\rho_{c}$ and $\rho_{\nu}$ are normalized to one. We considered (i) simple models, where core and each halo components are defined as

$$
\begin{cases}\rho_{i}(r)=\frac{1}{\mathcal{N}_{i}} & r<R_{0}  \tag{3.29}\\ \rho_{i}(r)=\frac{1}{\mathcal{N}_{i}} e^{\frac{R_{0}-r}{a_{i}}} & r>R_{0}\end{cases}
$$

$\mathcal{N}_{i}$ standing for a normalization constant. This model only accounts for the basic features of the nuclear density, namely a uniform core of radius $R_{0}$ and a spatial extension becoming larger as $a_{i} \rightarrow 0$, (ii) double Fermi models, where the unphysical sharp edge in the logarithmic representation of the previous density is smoothened out using

$$
\begin{equation*}
\rho_{i}(r)=\frac{\rho_{0}}{1+e^{\frac{r-R_{0}}{a_{i}}}} \tag{3.30}
\end{equation*}
$$

(iii) semi-phenomenological models, which fulfill the asymptotic behavior of EQ. (3.24). Core and tail densities vanish at $r=0$, as well as their derivatives with respect to $x, y$ and $z$, in order to avoid singularities at the nucleus center [322]. Such densities can be adjusted on experimental data [323-325]. The core part was defined as

$$
\begin{equation*}
\rho_{c}(r)=\frac{\rho_{0, c}}{1+\frac{1}{2^{\alpha}}\left[1+\left(\frac{r}{R_{0, c}}\right)^{2}\right]^{\alpha}\left[e^{\frac{r-R_{0, c}}{a_{c}}}+e^{\frac{-r-R_{0, c}}{a_{c}}}\right]} \tag{3.31}
\end{equation*}
$$

where $\alpha=1$ for neutrons, and the halo density as

$$
\begin{equation*}
\rho_{h}(r)=\rho_{0, t}\left[\frac{r^{2}}{\left(r^{2}+R_{0, t}^{2}\right)}\right] e^{-\frac{r}{a_{t}}} \tag{3.32}
\end{equation*}
$$

and (iv) more realistic models, where the core density is still defined as in EQ. (3.31), but halo contributions are realistic wave functions taken from self-consistent EDF calculations of Cr and Sn isotopes.

Results from a wide panel of test cases, using either one or several contributions to the halo density, and covering large energy ranges for $E, E^{\prime}$ and $\Delta E$, are presented in Fig. 3.5. We recall that $r_{0}$ is defined as the radius for which $\rho_{h}\left(r_{0}\right)=10 \rho_{c}\left(r_{0}\right)$. The goal is to determine such a radius through the value of another ratio: $\mathcal{R}\left(r_{0}\right)$. For each simulation, the position $r_{0}$ and the ratio $\mathcal{R}\left(r_{0}\right)$ are computed. The main panel of FIG. 3.5 shows the distribution of $\mathcal{R}\left(r_{0}\right)$ which is peaked around 0.4 . This value is greater than in the toy model case for the reasons detailed above. The distribution of $\mathcal{R}\left(r_{0}\right)$ is asymmetric, but the tail towards high values corresponds precisely to non-halo systems. In any case, we are going to reflect such an asymmetry into the choice of theoretical uncertainties in the determination of $r_{0}$. Inserts of Fig. 3.5 display the distribution of ratio $r / r_{0}$ corresponding to a given value of $\mathcal{R}(r)$. The ratio $\mathcal{R}(r)=2 / 5$


Figure 3.5: [Main panel] Ratio between the second-order log-density at $r_{0}$ and its peak value $\log _{10}^{\prime \prime} \rho\left(r_{\text {max }}\right)$ [Top panels] Distribution of $r / r_{0}$ for which $\mathcal{R}(r)$ is equal to a given value (left panel: $\mathcal{R}(r)=0.35$, middle panel: $\mathcal{R}(r)=0.4$, right panel: $\mathcal{R}(r)=0.5)$, and $r_{0}$.
(top-center panel) indeed picks out quite consistently the radius $r_{0}$. For $\mathcal{R}(r)=40 / 121$ (top-left panel), the position $r$ is in most cases below $r_{0}$. As a consequence, the average ratio between tail and core components in the density will be consistently below ten in this case. On the contrary for $\mathcal{R}(r)=1 / 2$ (top-right panel), $r$ is systematically larger than $r_{0}$, meaning that the $\rho_{h} / \rho_{c}$ larger than ten on the average. In the end, it appears that $r_{0}$ is indeed well picked out through the condition

$$
\begin{equation*}
\mathcal{R}\left(r_{0}\right)=\frac{2}{5} . \tag{3.33}
\end{equation*}
$$

We also use $\mathcal{R}(r)$ to evaluate error bars on the determination of $r_{0}$. Of course, we need to account for the fact that a difference by one order of magnitude between core and halo densities to define the halo region is somewhat arbitrary and that the corresponding radius $r_{0}$ cannot be perfectly picked out in all cases through EQ. (3.33). As a result, we add a tolerance margin to the definition of $r_{0}$ by allowing $\mathcal{R}\left(r_{0}\right)$ to vary between 0.35 and $1 / 2$. The upper margin is greater than the lower one to account for the asymmetry of the peak in Fig. 3.5. Note that the procedure chosen to determine $r_{0}$ combined with that asymmetry puts us on the safe side, i.e. the radius found through that procedure, if not perfect, is likely to be too large, leading to a slight underestimation of the halo factors $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ that we are defining in the following.

Given $r_{\text {max }}$, which can be extracted from the total density, $r_{0}$ can then be reliably defined through

$$
\left\{\begin{array}{l}
r_{0}>r_{\max }  \tag{3.34}\\
\left.\left.\frac{\partial^{2} \log _{10} \rho(r)}{\partial r^{2}}\right|_{r=r_{0}} \equiv \frac{2}{5} \frac{\partial^{2} \log _{10} \rho(r)}{\partial r^{2}}\right|_{r=r_{\max }}
\end{array}\right.
$$

as exemplified in Fig. 3.6. Theoretical uncertainties on the determination of $r_{0}$ are introduced, such that

$$
\begin{equation*}
0.35 \leq \frac{\log _{10}^{\prime \prime}\left(\rho\left(r_{0}\right)\right)}{\log _{10}^{\prime \prime}\left(\rho\left(r_{\max }\right)\right)} \leq 0.50, \tag{3.35}
\end{equation*}
$$

where ' is the compact notation for $\partial / \partial r$.
Once validated by simulations, the method to isolate the halo region only relies on the density as an input, and does not require an a priori separation of the one-body density into core and halo parts. Finally, one may note that our definition of the halo region does not a priori exclude contributions from components with angular momenta greater than one.


Figure 3.6: Definition of $r_{0}$ through the second derivative of the log-density. $r_{0}$ is represented by the central vertical line. The shaded area corresponds to the tolerance margin on $r_{0}$ (see text).

### 3.3.4 Quantitative halo criteria

We now introduce several criteria to characterize the halo in a quantitative way, by applying the previous analysis to the neutron one-body density ${ }^{(9)}$. First, the average number of nucleons in the halo region can be extracted through

$$
\begin{equation*}
N_{\text {halo }} \equiv 4 \pi \int_{r_{0}}^{+\infty} \rho^{n}(r) r^{2} \mathrm{~d} r . \tag{3.36}
\end{equation*}
$$
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Figure 3.7: Consequences of the definition of $r_{0}$ (vertical lines for the values of $r_{0}$ and the tolerance margin - see text) in the same model as in Fig. 3.4. The halo density dominates the core part by around one order of magnitude.

An important information is the effect of the halo region on the radial moments of the density. By definition, the contribution of the core to any moment $\left\langle r^{n}\right\rangle$ is negligible for $r \geq r_{0}{ }^{(10)}$. Thus, one can evaluate the effect of the decorrelated region on the nuclear extension through

$$
\begin{equation*}
\delta R_{\text {halo }} \equiv R_{\text {r.m.s.,tot }}^{n}-R_{\text {r.m.s.,inner }}^{n}=\sqrt{\frac{\int_{0}^{+\infty} \rho^{n}(r) r^{4} \mathrm{~d} r}{\int_{0}^{+\infty} \rho^{n}(r) r^{2} \mathrm{~d} r}}-\sqrt{\frac{\int_{0}^{r_{0}} \rho^{n}(r) r^{4} \mathrm{~d} r}{\int_{0}^{r_{0}} \rho^{n}(r) r^{2} \mathrm{~d} r}} \tag{3.37}
\end{equation*}
$$

The quantity $\delta R_{\text {halo }}$ is similar to $\Delta R_{\text {halo }}$ defined within the Helm model (Eq. (2.7)). However, the former does not rely on any a priori decomposition of the density into core and halo components. That is of critical importance. Extensions to all radial moments of the density can be envisioned ${ }^{(11)}$. The quantities $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ are of course correlated, but they do not carry exactly the same information. The latter feature will strongly manifest itself when dealing with systematic calculations over the nuclear landscape (see SEc. 4.4). Note that tolerance margins on $r_{0}$ from EQ. (3.35) propagate into theoretical uncertainties on $N_{\text {halo }}$ and $\delta R_{\text {halo }}$. In the case of stable/non-halo nuclei, both quantities will be extremely small. There is still a slight curvature in the density profile that provides a radius $r_{0}$ but the computed criteria will be consistent with zero. In the particular case of magic neutron number, the curvature becomes particularly weak and translates into a very broad peak in the second log-derivative. As a result, the radius $r_{0}$ value is large and defines a region where the density is particularly low. This is illustrated by Fig. 3.8, where $r_{0}$ is plotted for chromium isotopes as a function of $A$. The maximum of $r_{0}$ is attained for the magic shell $N=50$.
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Figure 3.8: Evolution of $r_{0}$ along the Cr isotopic chain, obtained through spherical HFB calculations with the $\{\mathrm{SLy} 4+$ REG-M $\}$ functional.

Finally, further characterization of the halo can be achieved by looking at individual contributions of each overlap function, i.e.

$$
\begin{equation*}
N_{\text {halo }, \nu} \equiv 4 \pi\left(2 j_{\nu}^{n}+1\right) \int_{r_{0}}^{+\infty}\left|\bar{\varphi}_{\nu}^{n}(r)\right|^{2} r^{2} \mathrm{~d} r \tag{3.38}
\end{equation*}
$$

$N_{\text {halo }, \nu}$ provides a decomposition of the halo in terms of single-particle-like states. Note that the $r<r_{0}$ part of each overlap function naturally does not contribute to halo observables. By analogy with the criterion used for light halo systems, the probability of each individual overlap function $\varphi_{\nu}$ to be in the $r \geq r_{0}$ region can also be defined through

$$
\begin{equation*}
P_{\nu} \equiv \frac{\int_{r_{0}}^{+\infty}\left|\bar{\varphi}_{\nu}(r)\right|^{2} r^{2} \mathrm{~d} r}{\int_{0}^{+\infty}\left|\bar{\varphi}_{\nu}(r)\right|^{2} r^{2} \mathrm{~d} r} \tag{3.39}
\end{equation*}
$$

## Chapter 4

## Results


#### Abstract

The new analysis method that we have devised for the analysis of halo properties is now applied to nuclear many-body systems. Although some precautions are needed to properly define internal degrees of freedom for SR-EDF calculations, the formation of halos can be precisely quantified for specific isotopic series, before large-scale calculations over the whole nuclear chart are performed, and allow one to identify several spherical halo candidates. However, the sensibility of these properties to the ingredients of the EDF need to be carefully studied, in particular the influence of pairing correlations on the formation of halos. Eventually, the model-independence of the analysis method is highlighted on other quantum many-body systems.
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### 4.1 Implementation of the method

### 4.1.1 Intrinsic overlaps in EDF calculations

In Chap. 3, the energies $\epsilon_{\nu}^{q}$ that characterize internal overlap functions denote exact nucleon separation energies. No approximation to the nuclear many-body problem was involved in the analysis. Thus, patterns extracted from the internal one-body density are fully general and model-independent. In practice of course, one uses an approximate treatment of the $N$-body problem. This raises some issues for the specific case of EDF calculations.

First, an important clarification regarding the physical interpretation of the quantities at play in the calculations must be carried out. In single-reference realizations of EDF, one deals with a so-called "intrinsic" one-body density, in the sense that it is built from an auxiliary state that explicitly breaks intrinsic symmetries of the Hamiltonian, e.g. translational, rotational and gauge invariances. This intrinsic density is associated with a wave packet from which true eigenstates, and their laboratory and internal densities, can be recovered by restoring broken symmetries through multi-reference EDF calculations [77]. Still, the intrinsic density at play in SR-EDF calculations and the internal density associated with the true eigenstate of interest are different ${ }^{(1)}$ [326]. However, it is customary in SR-EDF calculations to use the intrinsic density as if it were the true internal one; e.g. when analyzing electron scattering data. It is motivated by the fact that asymptotic equations (Eq. (3.14)) verified by internal overlap functions are also satisfied by HFB quasiparticle wave functions. Therefore the latter obey the same type of (crossing) patterns as exact internal overlap functions.

The identification between internal and intrinsic quantities acts at the one-body density level. Then, it translates into mapping HF/HFB wave functions with internal overlap functions. As a result, the smallest energy $\left|\epsilon_{0}^{q}\right|$ relates to the exact separation energy. This is an analogue to Koopmans' theorem derived originally in the case of the Hartree-Fock approximation. On the other hand, rearrangement terms come into play to be able to match energies extracted from EQ. (1.30) with exact separation energies. Considering the customary identification of intrinsic and internal densities, we apply in the present work our new analysis method to the intrinsic density whenever results from SR-EDF calculations are used. Of course, such an identification is not rigourously justified and formulations of EDF methods directly in terms of the internal density are currently being considered ${ }^{(2)}$ [227].

### 4.1.1.1 Slater determinant as an auxiliary state

In the implementation of the EDF method based on a Slater determinant, explicit spectroscopic factors are either zero or one, and behave according to a step function, that is $S_{\nu}^{q}=\Theta\left(\epsilon_{F}^{q}-e_{\nu}^{q}\right)$. Single-particle orbitals $\varphi_{\nu}^{q}$ play the role of overlap functions and the density takes the form given by Eq. (3.21).

### 4.1.1.2 Quasiparticle vacuum as an auxiliary state

In the implementation of the EDF method based on a quasiparticle vacuum, the one-body density can be evaluated using either canonical states $\phi_{i}^{q}$ or lower components $V_{\nu}^{q}$ of the quasiparticle

[^15]states, i.e.
\[

$$
\begin{equation*}
\rho^{q}(r)=\sum_{i} \frac{2 j_{i}^{q}+1}{4 \pi} v_{i}^{q 2}\left|\bar{\phi}_{i}^{q}(r)\right|^{2}=\sum_{\nu} \frac{2 j_{\nu}^{q}+1}{4 \pi}\left|\bar{V}_{\nu}^{q}(r)\right|^{2} . \tag{4.1}
\end{equation*}
$$

\]

Within such a scheme, the lower component of each quasiparticle eigenstate extracted through EQ. (1.30) approximates the exact internal overlap functions leading from the ground state of the $N$-body system to the corresponding excited state of the $(N-1)$-body system ${ }^{(3)}$. Also, spectroscopic factors $S_{\nu}^{n}$ identify with quasiparticle occupations $N_{\nu}^{n}$ as defined by EQ. (1.47). This underlines that the implementation of the EDF approach based on a quasiparticle vacuum incorporates explicitly parts of the spreading of the single-particle strength [328].


Figure 4.1: Neutron quasiparticle occupation as a function of the separation energy in ${ }^{80} \mathrm{Cr}$, calculated with the $\{\mathrm{SLy} 4+$ REG-M $\}$ functional. Conventions from Fig. 8 are used to label individual quasiparticle states. Only quasiparticles with occupations $N_{\nu}^{n}$ greater than $10^{-3}$ are displayed.

The function $S_{\nu}^{n}=f\left(\left|\epsilon_{\nu}^{n}\right|\right)$, whose typical behavior is presented in Fig. 4.1 for ${ }^{80} \mathrm{Cr}$, takes values between zero and one. The difference between hole-like quasiparticle excitations and particle-like ones is visible. Indeed, $S_{\nu}^{n}$ increases with excitation energy $\left|\epsilon_{\nu}^{n}\right|$ for hole-like excitations. This constitutes the main branch which tends towards a step function when correlations are not explicitly included into the auxiliary state; i.e. for the EDF approach based on an auxiliary Slater determinant. On the other hand, spectroscopic factors of particle-like quasiparticle excitations remain small and go to zero for high-lying excitations.
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### 4.1.2 Numerical implementation of halo criteria

The HFB problem is solved in a spherical box, that is all densities are computed up to a distance $R_{\text {box }}$ from the center of the nucleus, on a radial mesh of step size $\Delta r=0.25 \mathrm{fm}$. For $R_{\mathrm{box}}=40 \mathrm{fm}$, the mesh has 160 points in the radial direction, for both individual wave functions and densities. To obtain a satisfactory precision, the second order log-derivative is computed using a five-points difference formula [320]. The precision of the formula is then the same as the intrinsic precision of the Numerov algorithm used for the integration of second-order differential equations (which is $\mathcal{O}\left(\Delta r^{6}\right)$ ) [175; 182]. Approximate positions of the maximum of the second order log-derivative of $\rho^{n}(r)$ and of $r_{0}$ are first determined with a simple comparison algorithm. To increase the precision, a 11-points polynomial spline approximation to the density and its second log-derivative around the two points of interest is performed. Because the functions involved are regular enough, a spline approximation provides the radii $r_{\text {max }}$ and $r_{0}$ with a good precision, as they are obtained using a dichotomy procedure up to a (arbitrary) precision of $10^{-5}$. Finally, integrations necessary to compute $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ are performed with six-points quadrature rules.

In the definition of $\delta R_{\text {halo }}$, the core contribution to the total r.m.s. radius is approximated as the root-mean-square radius of the density distribution truncated to $r<r_{0}$. To check the influence of this cut, the core density was extrapolated beyond the point where the second order $\log$-derivative crosses zero ${ }^{(4)}$ using EQ. (3.24) and enforcing continuity of $\rho^{n}$ and $\rho^{n \prime}$. No difference was seen for $\delta R_{\text {halo }}$. Individual contributions $N_{\text {halo }, \mathrm{i}}$, as well as the individual probabilities $P_{i}$, are evaluated in the canonical basis. Equivalently, $N_{\text {halo }, \nu}$ and $P_{\nu}$ can be calculated in the quasiparticle basis. Quasiparticle states are the best approximation to the overlap functions, but canonical and quasiparticle bases really constitute two equivalent pictures. Indeed, each canonical state is, roughly speaking, split into quasiparticle solutions of similar energies. A summation of quasiparticle contributions having the same quantum numbers in a given energy range would allow to recover the single-particle canonical approximation. The latter is preferred here, as it is more intuitive to work in the natural basis.

### 4.2 Formation of halos in medium-mass nuclei: first examples

### 4.2.1 Results for specific isotopic series

### 4.2.1.1 Cr isotopes

According to the qualitative analysis of SEc. 3.3.1, drip-line chromium isotopes appear to be ideal halo candidates. The separation energy spectrum $\left|\epsilon_{\nu}^{n}\right|=E_{\nu}^{n}-\lambda^{n}$ to the states in the ( $N-1$ )-body system is shown in Fig. 4.2. Tab. \{4.1\} displays the canonical and quasiparticle spectra for the drip-line nucleus ${ }^{80} \mathrm{Cr}$. In the canonical basis, $\left|e_{0}^{n}\right|$ is associated with a $3 s_{1 / 2}$ state and is about 180 keV . The next low-lying state ( $2 d_{5 / 2}$ ) is within an energy interval of $\Delta E \approx 500 \mathrm{keV}$. Those two states are separated from a core of orbitals by $E^{\prime} \approx 3.5 \mathrm{MeV}$. Equivalently, the separation energy in the quasiparticle basis is $\left|\epsilon_{0}^{n}\right| \approx 430 \mathrm{keV}$, whereas four quasiparticle states (two $s_{1 / 2}$ and $d_{5 / 2}$ ) are present with an energy spread of $\Delta E \approx 470 \mathrm{keV}$, and are further separated from higher-excited states by $E^{\prime} \approx 3.2 \mathrm{MeV}$. The separation energy $S_{n}$ for ${ }^{80} \mathrm{Cr}$ is compatible with the phenomenological binding energy suggested for light halo nuclei, namely $2 \mathrm{MeV} / A^{2 / 3} \approx 137 \mathrm{keV}$. According to the discussion of SEc. 3.3.2, energy scales at play in the three last bound Cr isotopes correspond to ideal halo candidates.
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Figure 4.2: Neutron separation energies $\left|\epsilon_{\nu}^{n}\right|=E_{\nu}^{n}-\lambda^{n}$ along the Cr isotopic chain, obtained through spherical HFB calculations with the $\{\mathrm{SLy} 4+\mathrm{REG}-\mathrm{M}\}$ functional. Only relevant quasiparticle energies ( $N_{\nu}^{n}>0.01$ ) are displayed. Conventions for labeling individual states are found in Fig. 8.


Table 4.1: Neutron canonical energies $e_{i}^{n}$ in ${ }^{80} \mathrm{Cr}$ and separation energies $\left|\epsilon_{\nu}^{n}\right|=E_{\nu}^{n}-\lambda^{n}$, using the $\{\mathrm{SLy} 4+$ REG-M $\}$ EDF. Quasiparticle states with a spectroscopic factor smaller than $10^{-2}$ are not included.


Figure 4.3: Average number of nucleons participating in the halo along the Cr isotopic chain, as a function of the nuclear mass, as predicted by the \{SLy4+REG$\mathrm{M}\}$ functional. Theoretical uncertainties are included (see text).

The criteria introduced in Sec. 3.3.1 are now calculated. Fig. 4.3 shows the average number of nucleons participating in the potential halo. Whereas $N_{\text {halo }}$ is consistent with zero for $N \leq 50$, a sudden increase is seen beyond the $N=50$ shell closure. The appearance of a decorrelated region in the density of the last three Cr isotopes can be seen in the evolution of the neutron densities along the isotopic chain in Fig. 4.4. For $N>50$, such a behavior translates into a non-zero value of $N_{\text {halo }}$. Numbers remains small for $N_{\text {halo }}$, as the decorrelated region is populated by $\sim 0.45$ nucleons on the average in ${ }^{80} \mathrm{Cr}$, in comparison with the total neutron number. In absolute value however, $N_{\text {halo }}$ is comparable to what is found in light $s$-wave halo nuclei like ${ }^{11} \mathrm{Be}$, where roughly 0.3 nucleons constitute the decorrelated part of the density (see SEc. 4.6.1) [329]. The halo factor $\delta R_{\text {halo }}$ is shown in Fig. 4.5 as a function of $A$. The halo contributes significantly to the total neutron r.m.s. radius (up to $\sim 0.13 \mathrm{fm}$ ) beyond the $N=50$ shell closure. The latter result can be recast as a splitting of the total r.m.s. radius into core and halo contributions, as displayed in Fig. 4.6. In comparison with the Helm model, shell effects are here properly separated from halo effects, e.g. the core r.m.s. radius includes a kink at $N=50$ which is due to the filling of least bound states after a major shell closure and not to the halo per se. Only the physics related to the existence of truly decorrelated neutrons is extracted by $N_{\text {halo }}$ and $\delta R_{\text {halo }}$. One may observe that the kink of the neutron r.m.s radius (i) was not assumed as a halo signature a priori [293; 330] but recovered a posteriori, and (ii) must be corroborated using finer tools such as $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ to extract quantitatively the contribution of the halo to that kink.

To characterize further this halo region, individual contributions $N_{\text {halo, }}$ are evaluated. Results are summarized in Tab. $\{4.2\}$ and Fig. 4.7. As expected, the main contributions to the halo come from the most weakly-bound states, while for non-halo nuclei, like ${ }^{74} \mathrm{Cr}$, all contributions are consistent with zero. At the neutron drip-line, important contributions are found from both $3 s_{1 / 2}$ and $2 d_{5 / 2}$ states. The latter $\ell=2$ states contribute for almost $50 \%$ of the total number of nucleons in the decorrelated region, although this state is more localized than the $3 s_{1 / 2}$ because of its binding energy and of the effect of the centrifugal barrier. Such hindrance effects are compensated by the larger canonical occupation of the $d_{5 / 2}$ states and the larger intrinsic


Figure 4.4: Neutron densities for even-even Cr isotopes, from ${ }^{54} \mathrm{Cr}$ to ${ }^{80} \mathrm{Cr}$. The proton density of ${ }^{54} \mathrm{Cr}$ is given (dashed-dotted line) as a reference for the neutron skin.


Figure 4.5: Halo factor parameter $\delta R_{\text {halo }}$ in the Cr isotopic chain.


Figure 4.6: Total neutron root-mean-square radius (solid line) and core contribution (dashed line) for chromium isotopes, as predicted by the $\{$ SLy $4+$ REG-M $\}$ functional.
degeneracy of the shell. The significant contribution of the $\ell=2$ states could not be expected from the standard qualitative analysis presented in SEC. 2.1.1 or, with a few exceptions [261], from the experience acquired in light nuclei. Finally, the probability $P_{i}$ for nucleons occupying the canonical state $\phi_{i}^{n}$ to be in the outer region $r \geq r_{0}$ in ${ }^{80} \mathrm{Cr}$ is typical of $s$-wave halo systems; i.e. $49 \%$ for the $3 s_{1 / 2}$ state and a little bit lower for the $2 d_{5 / 2}$ state, around $26 \%$.

The analysis method applied to neutron-rich Cr isotopes demonstrates unambiguously that a halo is predicted for the last three bound isotopes. We have indeed been able to characterize the apparition of a decorrelated region in the density profile for isotopes beyond the $N=50$ shell closure. Such a region contains a small fraction of neutrons which impact significantly the extension of the nucleus. It is generated by an admixture of $s_{1 / 2}$ and $d_{5 / 2}$ states, whose probability to be in that outer region $r \geq r_{0}$ are both compatible with what is seen in light halo nuclei. This provides the picture of a rather collective halo building up at the neutron drip-line for Cr isotopes, in the sense that several single-particle orbitals contribute to it.

### 4.2.1.2 Sn isotopes

So far, halo predictions in tin isotopes beyond the $N=82$ shell closure [289] have been based on the Helm model, whose limitations have been pointed out in SEc. 2.2.2.2. The robust analysis tools introduced in the present work are expected to give more reliable results. Neutron densities of $\operatorname{Sn}$ isotopes do exhibit a qualitative change for $N>82$, as seen in Fig. 4.8. However, the transition is smoother than in the case of chromium isotopes (Fig. 4.4). This is partly due the increase of collectivity associated with the higher mass. There are also specific elements of structure that will explain the absence of halo in drip-line Sn isotopes, as highlighted below. TAB. $\{4.3\}$ displays the canonical and quasiparticle spectra for the drip-line nucleus ${ }^{174} \mathrm{Sn}$. Energy scales at play are not compliant with the definition of a halo, as can also be seen from Fig. 4.9. In the canonical basis, the separation energy $E$ is roughly 1.2 MeV , whereas six states with an energy spread $\Delta E \approx 3.8 \mathrm{MeV}$ are separated from a core of orbitals by a gap

|  | ${ }^{74} \mathrm{Cr}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $N_{\text {halo }}$ |  | 1.7.10$N_{\text {halo, } \mathrm{i}}$ |  |
|  | $e_{i}^{n}[\mathrm{MeV}]$ | $v_{i}^{n 2}$ |  | $P_{i}$ |
| $3 s_{1 / 2}$ | +0.036 | 0.000 | 0.000 | 0.0\% |
| $2 d_{5 / 2}$ | -0.024 | 0.000 | 0.000 | 0.0\% |
| $1 g_{9 / 2}$ | -3.618 | 1.000 | 0.001 | 0.1\% |
| $2 p_{1 / 2}$ | -8.100 | 1.000 | 0.000 | 0.0\% |
| $1 f_{5 / 2}$ | -8.400 | 1.000 | 0.000 | 0.0\% |
| Other | $<-10.0$ | - | $\sim 1.7 .10^{-4}$ | - |
|  | ${ }^{76} \mathrm{Cr}$ |  |  |  |
|  | $N_{\text {halo }}$ |  | 5.2.10$N_{\text {halo, }}{ }^{\text {a }}$ |  |
|  | $e_{i}^{n}[\mathrm{MeV}]$ | $v_{i}^{n 2}$ |  | $P_{i}$ |
| $3 s_{1 / 2}$ | +0.356 | 0.050 | 0.007 | 14.8\% |
| $2 d_{5 / 2}$ | -0.209 | 0.311 | 0.039 | 12.6\% |
| $1 g_{9 / 2}$ | -3.764 | 0.991 | 0.002 | 0.2\% |
| $2 p_{1 / 2}$ | -8.416 | 0.998 | 0.000 | 0.0\% |
| $1 f_{5 / 2}$ | -8.477 | 0.998 | 0.000 | 0.0\% |
| Other | $<-10.0$ | - | $\sim 2.2 .10^{-3}$ | - |
|  | ${ }^{78} \mathrm{Cr}$ |  |  |  |
|  | $N_{\text {halo }}$ |  | 0.186$N_{\text {halo, }, \text { i }}$ |  |
|  | $e_{i}^{n}[\mathrm{MeV}]$ | $v_{i}^{n 2}$ |  | $P_{i}$ |
| $3 s_{1 / 2}$ | +0.052 | 0.147 | 0.045 | 30.4\% |
| 2d ${ }_{5 / 2}$ | -0.450 | 0.604 | 0.128 | 21.2\% |
| $1 g_{9 / 2}$ | -3.919 | 0.991 | 0.005 | 0.5\% |
| $1 f_{5 / 2}$ | -8.576 | 0.998 | 0.001 | 0.1\% |
| $2 p_{1 / 2}$ | -8.714 | 0.998 | 0.001 | 0.1\% |
| Other | <-10.0 | - | $\sim 6.2 .10^{-3}$ | - |
|  | ${ }^{80} \mathrm{Cr}$ |  |  |  |
|  | $N_{\text {halo }}$ |  | 0.450$N_{\text {halo, }}{ }^{\text {a }}$ |  |
|  | $e_{i}^{n}[\mathrm{MeV}]$ | $v_{i}^{n 2}$ |  | $P_{i}$ |
| $3 \mathrm{~s}_{1 / 2}$ | -0.178 | 0.421 | 0.207 | 49.3\% |
| $2 \mathrm{~d}_{5 / 2}$ | -0.670 | 0.843 | 0.223 | 26.4\% |
| $1 g_{9 / 2}$ | -4.062 | 0.995 | 0.008 | 0.8\% |
| $1 f_{5 / 2}$ | -8.676 | 0.999 | 0.001 | 0.1\% |
| $2 p_{1 / 2}$ | -8.942 | 0.999 | 0.002 | $0.2 \%$ |
| Other | <-10.0 | - | $\sim 9.4 .10^{-2}$ | - |

Table 4.2: Contributions of the least bound canonical orbitals to the number of nucleons in the decorrelated region, and probabilities for those states to be in the outer region $r \geq r_{0}$. The data are provided for the four last (predicted) bound Cr isotopes.


Figure 4.7: Decomposition of the halo region for chromium isotopes, as predicted by the $\{$ SLy $4+$ REG-M $\}$ functional. Single-particle shading conventions are found in Fig. 8.


Figure 4.8: Same as Fig. 4.4 for Sn isotopes. The "separation" between the two groups of neutron densities occurs for $N=82$. Proton density of ${ }^{100} \mathrm{Sn}$ is given as a reference in dashed-dotted line.

| Can. spectrum ${ }^{174}$ |  | Exc. spectrum ${ }^{173} \mathrm{Sn}$ |  |
| :---: | :---: | :---: | :---: |
|  | $e_{i}^{n}[\mathrm{MeV}]$ |  | $E_{\nu}^{n}-\lambda^{n}[\mathrm{MeV}]$ |
| - | $>0$ |  | > 15 |
| $\uparrow$ |  | $d_{5 / 2}$ | 14.169 |
| $E$ |  | $d_{3 / 2}$ | 12.026 |
| $\downarrow$ |  | $s_{1 / 2}$ | 11.967 |
| $\int 1 i_{13 / 2}$ | -1.208 | $1 h_{11 / 2}$ | 10.603 |
| $3 p_{1 / 2}$ | -1.855 |  |  |
| $\Delta E\left\{2 d_{5 / 2}\right.$ | -2.227 | $E^{\prime}$ |  |
| $\Delta E\left\{\begin{array}{l} \\ 3 p_{3 / 2}\end{array}\right.$ | -2.665 |  |  |
| $1 h_{9 / 2}$ | -3.823 | $\downarrow$ |  |
| ( $2 f_{7 / 2}$ | -5.014 | $f_{7 / 2}$ | 4.937 |
|  |  | $f_{7 / 2}$ | 4.463 |
|  |  | $h_{9 / 2}$ | 3.890 |
|  |  | $p_{3 / 2}$ | 2.722 |
| $E^{\prime}$ |  | $p_{1 / 2}$ | 2.648 |
|  |  | $\Delta E\left\{\begin{array}{l} \\ \hline 3 / 2\end{array}\right.$ | 2.559 |
|  |  | $f_{5 / 2}$ | 2.290 |
|  |  | $f_{5 / 2}$ | 2.082 |
| $\downarrow$ |  | $p_{1 / 2}$ | 1.905 |
| $1 h_{11 / 2}$ | -10.575 | $p_{1 / 2}$ | 1.610 |
| $2 d_{3 / 2}$ | -12.581 | ( $i_{13 / 2}$ | 1.502 |
| $3 s_{1 / 2}$ | -12.747 | $E \uparrow$ |  |
| $2 d_{5 / 2}$ | -14.944 | $\downarrow$ |  |
|  | $<-15$ | - | 0 |

Table 4.3: Same as TAB. $\{4.1\}$ for the neutron canonical energies of ${ }^{174} \mathrm{Sn}$, and associated separation energies $\left|\epsilon_{\nu}^{n}\right|$ of ${ }^{173} \mathrm{Sn}$.
$E^{\prime} \approx 5.5 \mathrm{MeV}$. Equivalently, in the quasiparticle basis one has (i) $S_{n}=E \approx 1.5 \mathrm{MeV}$, (ii) four low-lying quasiparticles with a spread $\Delta E \approx 3.4 \mathrm{MeV}$, and (iii) separated from higher excitations by $E^{\prime} \approx 5.6 \mathrm{MeV}$. In particular, the energy spread of low-lying states $\Delta E$ is too large to permit the formation of a halo. Also, according to the phenomenological criterion for light halo nuclei, the separation energy of ${ }^{174} \mathrm{Sn}$ should have been of the order of $2 \mathrm{MeV} / A^{2 / 3} \approx 64 \mathrm{keV}$ for a halo to emerge.

The $N_{\text {halo }}$ parameter is displayed in Fig. 4.11. The maximum value of $N_{\text {halo }}$, around 0.18 , is very small compared to the total number of nucleons. Absolute numbers are also smaller than the ones obtained in (lighter) Cr halos. We may add that the value of $N_{\text {halo }}$ found here is of the same order of magnitude as that one encounters for a non-halo/one-neutron $p$-wave nucleus such as ${ }^{13} \mathrm{Ne}$, where around 0.12 neutron out of six reside in average in the classically forbidden region [329]. An interesting feature is the decrease of $N_{\text {halo }}$ for $N>166$. This is a consequence of the filling of the highly degenerate $1 i_{13 / 2}$ state right at the drip-line (see Fig. 2.4). As the number of neutrons occupying this $1 i_{13 / 2}$ shell increases, the depth of the one-body potential also increases through self-consistency and shells become more bound, thus more localized. As this happens over a significant number of neutrons, the effect on $N_{\text {halo }}$ is visible. This constitutes an additional


Figure 4.9: Same as Fig. 4.2 for neutron separation energies of Sn isotopes.


Figure 4.10: Same as in Fig. 4.7 for tin isotopes.

|  | ${ }^{132} \mathrm{Sn}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $N_{\text {halo }}$ |  | $0.13 .10^{-2}$ |  |
|  | $e_{i}^{n}[\mathrm{MeV}]$ | $v_{i}^{n 2}$ | $N_{\text {halo, }}$ | $P_{i}$ |
| $1 i_{13 / 2}$ | +2.648 | 0.000 | 0.000 | 0.0\% |
| $3 p_{1 / 2}$ | +2.489 | 0.000 | 0.000 | 0.0\% |
| $2 f_{5 / 2}$ | +1.661 | 0.000 | 0.000 | 0.0\% |
| $3 p_{3 / 2}$ | +1.240 | 0.000 | 0.000 | 0.0\% |
| $1 h_{9 / 2}$ | +1.141 | 0.000 | 0.000 | 0.0\% |
| $2 f_{7 / 2}$ | -1.785 | 0.000 | 0.000 | 0.0\% |
| Other | $<-7.0$ | - | $\sim 0.13 .10^{-2}$ | - |
|  | ${ }^{146} \mathrm{Sn}$ |  |  |  |
|  | $N_{\text {halo }}$ |  | $\frac{0.71 .10^{-1}}{} N_{\text {halo, }}$ |  |
|  | $e_{i}^{n}[\mathrm{MeV}]$ | $v_{i}^{n 2}$ |  | $P_{i}$ |
| $1 i_{13 / 2}$ | +1.435 | 0.064 | 0.000 | 0.2\% |
| $2 f_{5 / 2}$ | -0.056 | 0.155 | 0.004 | 2.4\% |
| $3 p_{1 / 2}$ | -0.202 | 0.143 | 0.005 | 3.8\% |
| $1 h_{9 / 2}$ | -0.401 | 0.262 | 0.001 | 0.3\% |
| $3 p_{3 / 2}$ | -1.050 | 0.442 | 0.040 | 9.0\% |
| $2 f_{7 / 2}$ | -3.037 | 0.923 | 0.017 | 1.9\% |
| Other | $<-7.0$ | - | $\sim 3.1 .10^{-3}$ |  |
|  | ${ }^{164} \mathrm{Sn}$ |  |  |  |
|  | $N_{\text {halo }}$ |  | 0.179 |  |
|  | $e_{i}^{n}[\mathrm{MeV}]$ | $v_{i}^{n 2}$ | $N_{\text {halo }, \text { i }}$ | $P_{i}$ |
| $1 i_{13 / 2}$ | -0.216 | 0.349 | 0.002 | 0.5\% |
| $3 p_{1 / 2}$ | -1.347 | 0.804 | 0.052 | 6.6\% |
| $2 f_{5 / 2}$ | -1.481 | 0.155 | 0.032 | 4.0\% |
| $3 p_{3 / 2}$ | -2.143 | 0.923 | 0.072 | 7.8\% |
| $1 h_{9 / 2}$ | -2.503 | 0.894 | 0.003 | 0.4\% |
| $2 f_{7 / 2}$ | -4.301 | 0.975 | 0.014 | 1.4\% |
| Other | $<-7.0$ | - | $\sim 4.7 .10^{-3}$ | - |
|  | ${ }^{174} \mathrm{Sn}$ |  |  |  |
|  | $N_{\text {halo }}$ |  | 0.149$N_{\text {halo, }}$ |  |
|  | $e_{i}^{n}[\mathrm{MeV}]$ | $v_{i}^{n 2}$ |  | $P_{i}$ |
| $1 i_{13 / 2}$ | -1.208 | 0.872 | 0.005 | 0.5\% |
| $3 p_{1 / 2}$ | -1.854 | 0.979 | 0.049 | 5.0\% |
| $2 f_{5 / 2}$ | -2.227 | 0.977 | 0.028 | 2.9\% |
| $3 p_{3 / 2}$ | -2.665 | 0.989 | 0.054 | 5.5\% |
| $1 h_{9 / 2}$ | -3.823 | 0.989 | 0.002 | 0.2\% |
| $2 f_{7 / 2}$ | -5.014 | 0.996 | 0.009 | 0.9\% |
| Other | $<-7.0$ | - | $\sim 2.3 .10^{-3}$ | - |

Table 4.4: Same as Tab. $\{4.2\}$ for Sn isotopes.
hindrance to the formation of halos from low-lying high angular momentum states at the drip-line. The second halo parameter $\delta R_{\text {halo }}$ displayed in Fig. 4.12 shows that the decorrelated region has


Figure 4.11: Average number of nucleons in the spatially decorrelated region for Sn isotopes. For comparison, $N_{\text {halo }}\left({ }^{80} \mathrm{Cr}\right)$ is shown as a horizontal dasheddotted line.
little influence on the nuclear extension, of the order of 0.02 fm . Its contribution is found to be much less than predicted by the Helm model. The heavy mass of tin isotopes hinders the possibility of a sharp separation of core and tail contributions in the total density and thus, of the formation of a halo. The analysis of single-particle contributions, summarized in Tab. \{4.4\} and


Figure 4.12: Halo factor parameter $\delta R_{\text {halo }}$ in the Sn isotopic chain. For comparison purposes, $\delta R_{\text {halo }}\left({ }^{80} \mathrm{Cr}\right)$ is represented as a horizontal dashed-dotted line.

Fig. 4.10, confirms the latter analysis. Firstly, $3 p_{1 / 2}, 3 p_{3 / 2}$ and $2 f_{7 / 2}(\ell=3)$ states contribute


Figure 4.13: Same as Fig. 4.6 for Sn isotopes.
roughly the same to $N_{\text {halo }}$. For higher angular-momentum orbitals, the effect of the centrifugal barrier is seen, i.e. $1 h_{9 / 2}$ and $1 i_{13 / 2}$ orbitals, the latter being the least bound orbital, do not contribute significantly to the decorrelated region. Finally, individual probabilities $P_{i}$ remain very small, and do not exceed a few percents.

For all the reasons exposed above, only an extended neutron skin effect is seen in tin isotopes, and no significant halo formation is envisioned. Of course, these results have been obtained with a particular EDF. The sensitivity of the predictions to the different ingredients of the EDF need to be evaluated (see SEcs. 4.3\&4.5). In any case, the two previous examples already provide a coherent picture regarding properties of halo or non-halo mediummass nuclei. In particular, it is rather obvious that the notion of giant halo [292; 293; 296-299] constituted of six to eight neutrons is misleading. Indeed, such a picture was obtained by summing up total occupations of loosely bound orbitals. Our analysis relies on a physically motivated picture and the decomposition of the halo into single-particle components comes only a posteriori when the former has been extracted. Although loosely bound orbits are indeed those responsible for the formation of the halo, nucleons occupying them reside mostly inside the nuclear volume. The present identification of the halo region allowed us to define the meaningful quantity $N_{\text {halo }}$.

### 4.2.2 Convergence of the calculations

EDF calculations have been performed in coordinate representation with spherical symmetry. Several basis truncations are introduced under the form of (i) a box of finite radius $R_{\text {box }}$, (ii) an angular-momentum cutoff $j_{\text {cut }}^{q}$ for each isospin, and (iii) a continuum energy cutoff $E_{\text {max }}$, to accelerate the convergence of the calculations (see Sec. 1.3.1.4). Such truncations are physically motivated but their values have to be carefully chosen not to exclude meaningful physics. As a result, the convergence of observables of interest has to be checked. In the present case, the dependence of (i) global properties, e.g. the ground state binding energy $E^{N}$, pairing gaps $\left\langle\Delta_{\kappa}^{q}\right\rangle$ and r.m.s. radii $R_{\mathrm{r} . \mathrm{m} . \mathrm{s} . . .}^{q}$ (ii) individual canonical energies $e_{i}^{q}$ and pairing gaps $\Delta_{i}^{q}$, and (iii) halo observables such as the values of $r_{0}, N_{\text {halo }}$ and $\delta R_{\text {halo }}$, on the parameters $R_{\text {box }}, j_{\text {cut }}^{q}$ and $E_{\max }$ is
investigated separately. All tests are performed for chromium isotopes using the \{SLy4+REN-M\} functional.

### 4.2.2.1 Box radius

The evolution of several observables related to halo properties for ${ }^{80} \mathrm{Cr}$ as a function of $R_{\mathrm{box}}$ is represented in Figs. (4.14,4.15) for angular-momentum truncations $j_{\text {cut }}^{n}=65 / 2$ and $j_{\text {cut }}^{p}=61 / 2$, and an energy cutoff $E_{\max }=200 \mathrm{MeV}$. The pairing strength is not refitted for each bin, since the overall effect is found to be negligible. For very small box sizes, those observables are not fully


Figure 4.14: Evolution of $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ as a function of the box radius for ${ }^{80} \mathrm{Cr}$.
converged, and evolve as $R_{\text {box }}$ is increased. The most sensitive observable is naturally $\delta R_{\text {halo }}$. A box radius $R_{\mathrm{box}}=40 \mathrm{fm}$, for which convergence is achieved for all observables of interest, is used in the following.

### 4.2.2.2 Angular-momentum truncation

The choice of $j_{\text {cut }}^{n}$ and $j_{\text {cut }}^{p}$ is critical because the partial-wave truncation impacts the way the continuum is represented in the calculations. Indeed, high- $\ell$ orbitals can still contribute to nuclear properties of interest such as pairing gaps. To quantify such an effect we calculate, in the canonical basis, the probability distribution of particle $P_{v^{2}}^{q}(j)$ and pair $P_{u v}^{q}(j)$ occupations as a function of the single-particle angular momentum $j$, defined as

$$
\begin{equation*}
P_{v^{2}}^{q}(j)=\frac{(2 j+1) \sum_{n \ell \mid j=\ell \pm 1 / 2} v_{n \ell \ell}^{q}}{\sum_{n^{\prime} j^{\prime} \ell^{\prime}}\left(2 j^{\prime}+1\right) v_{n^{\prime} j^{\prime} \ell^{\prime}}^{q}}, \quad \quad P_{u v}^{q}(j)=\frac{(2 j+1) \sum_{n \ell \mid j=\ell \pm 1 / 2} u_{n j \ell}^{q} v_{n j \ell}^{q}}{\sum_{n^{\prime} j^{\prime} \ell^{\prime}}\left(2 j^{\prime}+1\right) u_{n^{\prime} j^{\prime} \ell^{\prime}}^{q} v_{n^{\prime} j^{\prime} \ell^{\prime} \ell^{\prime}}^{q}} . \tag{4.2}
\end{equation*}
$$

The neutron distribution $P_{v^{2}}^{n}(j)$ is shown in Fig. 4.16a for the halo nucleus ${ }^{80} \mathrm{Cr}$ and different angular momentum truncations $j_{\text {cut }}^{n}=j_{\text {cut }}^{p}=J_{\text {max }}$. It is found that the $v^{n 2}$ strength is mostly


Figure 4.15: Halo region limit $r_{0}$, radius $r_{\max }$ at the maximum of the second order log-derivative of the neutron density, and neutron total and core root-mean-square radii for ${ }^{80} \mathrm{Cr}$, as a function of the box radius $R_{\mathrm{box}}$.
distributed over states with $j \leq 9 / 2$. As a result, such an occupation distribution is converged, at least to first approximation, for $j_{\text {cut }}^{n}=j_{\text {cut }}^{p}=J_{\max }=15 / 2$. The corresponding $P_{u v}^{n}(j)$ distribution (Fig. 4.16b) extends much further towards high $j$ values. This could be expected since $v^{q 2}$ is maximum for deeply bound canonical states whereas $u^{q} v^{q}$ is peaked around the Fermi level and decays slower as the canonical energy increases above $\lambda^{q}$. Correspondingly, the local pair density $\tilde{\rho}^{q}(r)$ extends further out in space than the normal density $\rho^{q}(r)$ [124]. As one goes to drip-line (halo) nuclei in particular, $\tilde{\rho}^{q}(r)$ extends very far out and requires many partial waves to be well represented [331]. It is clear from Fig. 4.16b that a minimal cutoff of $J_{\max }=31 / 2$ is needed to achieve a reliable description of the pair distribution. One sees in particular that for $J_{\text {max }}=15 / 2$ (i) the missing $u^{n} v^{n}$ strength at high $j$ is wrongly redistributed over $j=1 / 2$ and $j=5 / 2$, making those states more paired and thus more localized, whereas (ii) some of the $v^{n 2}$ strength of the $j=1 / 2$ states is transferred to $j=5 / 2$ states. There is no qualitative difference between results obtained with REG and REN pairing functionals, as seen in Fig. 4.17.

Considering that $3 s_{1 / 2}$ and $2 d_{5 / 2}$ states are precisely those building up the halo in ${ }^{80} \mathrm{Cr}$, the latter effects associated with using a too small angular momentum cutoff artificially inhibit the formation of the halo. Rather high values of $J_{\max }$ are thus needed to properly describe the continuum, as seen in Fig. 4.18 where $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ are given for ${ }^{80} \mathrm{Cr}$ as a function of $J_{\text {max }}$. Both quantities reach a plateau around $j_{\text {cut }}^{q}=35 / 2$. The previous analysis shows that HFB calculations with too small values of $j_{\text {cut }}^{n}$ and $j_{\text {cut }}^{p}$ cannot be trusted at the limits of stability if one is interested in detailed information about potential halos. Of course, considering the ultimate experimental accuracy achievable for matter r.m.s. radii, one should not be too extreme as far as the required convergence is concerned. From a theoretical perspective, and considering theoretical error bars on the determination of $N_{\text {halo }}$ and $\delta R_{\text {halo }}$, it is necessary to include partial waves up to $j_{\text {cut }}^{n}=j_{\text {cut }}^{p}=J_{\text {max }} \approx 31 / 2$.


Figure 4.16: Distribution of neutron canonical states as fractions of the total strength for ${ }^{80} \mathrm{Cr}$ computed with $\{$ SLy $4+$ REN-M $\}$ functionals and different angular momentum truncations $j_{\text {cut }}^{n}=j_{\text {cut }}^{p}=J_{\text {max }}$.


Figure 4.17: Same as in Fig. 4.16 for the REG-M pairing functional.

### 4.2.2.3 Energy cutoff

The value of the energy cutoff $E_{\max }$ in the quasiparticle continuum is an important parameter of the calculation. For regularized pairing functionals, values of $J_{\max }$ and $E_{\max }$ must be taken large enough that, including a re-fitting of the coupling strength, observables of interest are independent with respect to $E_{\max }$. It was found that smaller basis truncations could be used for the REG case than for the REN case, since convergence is reached faster, as exemplified in Figs. (4.19a,4.19b). For the REG case, convergence for the ground-state energy as well as for the neutron pairing gap is almost achieved for $J_{\max }=21 / 2$ and $E_{\max }=200 \mathrm{MeV}$. For in-medium renormalized functionals, the situation is more subtle. First, $E_{\max }$ must be large enough for the result to be independent of its value [233]. However, it must be remembered that the field theory renormalization scheme subtracts a diverging part on the basis where all partial waves below a certain energy cutoff have been included. Thus, for a given (high enough) $E_{\text {max }}$, the angular momentum truncation must be large enough to prevent the renormalization counter term from removing contributions of states that were not considered in the first place. This is illustrated in Figs. $(4.20 \mathrm{a}, 4.20 \mathrm{~b})$ displaying the binding energy and neutron spectral gap of ${ }^{80} \mathrm{Cr}$ as a function


Figure 4.18: Evolution of $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ in ${ }^{80} \mathrm{Cr}$ and $\{\mathrm{SLy} 4+$ REN-M $\}$ functionals for different angular momentum truncations $j_{\text {cut }}^{n}=j_{\text {cut }}^{p}=J_{\text {max }}$.
of the angular momentum cutoff $J_{\max }$, for fixed values of $E_{\max }$. Note that all values considered for $E_{\max }$ are large enough to obtain converged observables. However, one sees that increasing the energy cutoff necessitates a larger number of partial waves to reach converged values for both the energy and the gap. Consequently, it can be counter-productive to use a safe but unnecessarily large energy cut $E_{\max }$ as it results in the necessity to also increase $J_{\max }$. On the other hand, the proper description of certain physical phenomena such as halos intrinsically requires a large number of partial waves. In such a case, one first fixes $J_{\max }$ and makes sure to use a coherent energy cutoff. In the present work, we use $E_{\max }=200 \mathrm{MeV}$ and $J_{\max }=65 / 2$. This corresponds to an conservative choice as $E_{\max }=70 \mathrm{MeV}$ and $J_{\max }=41 / 2$ would be sufficient for Cr isotopes.


Figure 4.19: Ground-state properties of ${ }^{80} \mathrm{Cr}$ as a function of the angular momentum cutoff $J_{\text {max }}$ for fixed values of $E_{\max }$ as obtained from the \{SLy4+REG-M\} functional.


Figure 4.20: Same as in Fig. 4.19 for the in-medium renormalized \{SLy4+REG-M\} functional.

### 4.3 Impact of the Skyrme EDF

To study the impact of the particle-hole functional characteristics on the formation of halos, $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ have been computed for Cr isotopes using the set of particle-hole functionals presented in SEc. 1.3.1.1 combined with a mixed-type REG-M pairing functional. Results previously obtained with SLy4 will act as a reference point. Halo parameters $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ as well as neutron canonical single-particle energies are displayed in Fig. 4.21 for ${ }^{80} \mathrm{Cr}$. One finds that

- Skyrme functionals with an isoscalar effective mass of one ( $m^{*} 1$ and T6) predict denser single-particle spectra around the Fermi level. As a consequence, the $2 d_{5 / 2}-1 g_{9 / 2}$ energy gap corresponding to the core excitation energy scale $E^{\prime}$ is reduced. Additionally, the Fermi level is shifted down, which enhances the separation energy $E$. Both effects contribute to hindering the halo formation.
- The modification of $K_{\infty}$ affects collective properties, such as the breathing mode energy [332]. It also impacts the canonical spectrum. As a result, ${ }^{80} \mathrm{Cr}$ is predicted to be unbound
with the $\{$ SIII + REG-M $\}$ parametrization which has a particularly large compressibility $K_{\infty}=355 \mathrm{MeV}$.
- As the nuclear matter saturation density increases (from $\rho_{\text {sat }}^{1}$ to $\rho_{\mathrm{sat}}^{3}$ ), the nuclear interior becomes denser, as shown in Fig. 4.22. Through self-consistency, a denser nuclear interior generates a sharper surface, that ultimately makes weakly bound orbitals to be less coupled to the nuclear potential and thus even less bound. As a result, the density extends further out asymptotically. While the $2 d_{5 / 2}-1 g_{9 / 2}$ energy gap remains the same, the tail excitation energy $E$ decreases with $\rho_{\text {sat }}$ and halo factors increase.
- Tensor couplings may also impact the formation of halos; as it was found for light systems [333]. For medium-mass nuclei, a series of recent studies have assessed the impact of tensor couplings on the evolution of spherical single-particle shells [158; 225; 334-336]. To study the impact on halos, the newly available Skyrme T21-T26 functionals have been used [158]. This particular series of parametrizations is characterized by a varying tensor coupling between particles of same isospin. The like-particle coupling constant is (i) negative for T21, which corresponds to a repulsion between particles of identical isospin, (ii) zero for the functional T22, which makes it similar to SLy4, and (iii) increasingly positive from T23 to T26. All TXX functionals display otherwise the same infinite matter properties, as seen in TAB. $\{1.2\}$, i.e. variations single-particle properties are solely due to the tensor interaction. As the like-particle interaction becomes attractive, both $3 s_{1 / 2}-2 d_{5 / 2}$ and $2 d_{5 / 2}-1 g_{9 / 2}$ energy gaps involving neutron states of the same parity are found to decrease. The Fermi level is pushed up at the same time. Even though the core excitation energy scale $E^{\prime}$ is slightly decreased, the overall effect favors the formation of the halo in the present case.

By no means SLy4 or any other existing Skyrme parametrization of the nuclear EDF is to be seen as universal. As exemplified above, it is found that the choice of the particle-hole Skyrme parametrization can affect significantly the neutron canonical spectrum close to the Fermi energy. As a result, the drip-line position and halo energy scales are modified, hence values of $N_{\text {halo }}$ and $\delta R_{\text {halo }}$. Scanning the set of parameterizations used in the present study, $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ can change by as much as $100 \%$. Thus, solid experimental data on medium-mass halo nuclei might be useful in constraining some characteristics of the particle-hole part of the EDF. Eventually, (reasonable) variations in the characteristics of currently used EDFs translate into rather large uncertainties in the prediction of halo properties. For instance, no halo nucleus would be predicted at the drip-line of Cr isotopes using the Skyrme $\mathrm{SkM}^{*}$ parametrization, as the semi-magic nucleus ${ }^{74} \mathrm{Cr}$ is predicted to be the last bound Cr isotope in this case. The same precautions have to be taken when considering large-scale predictions of spherical halo candidates over the nuclear chart presented in the next section.

### 4.4 Large-scale calculations

Systematic predictions of halo properties with the $\{$ SLy4 4 REG-V\} EDF are now presented. We restrict ourselves to even-even spherical nuclei, as predicted by the Gogny D1S interaction [140]. Among all even-even nuclei, we define the sub-set of "spherical" nuclei as those fulfilling the condition

$$
\begin{equation*}
-0.1<\beta_{2}<0.1, \tag{4.3}
\end{equation*}
$$

where $\beta_{2}$ characterizes the axial mass quadrupole deformation. The rather large interval allowed on $\beta_{2}$ is arbitrary and also does not distinguish between soft and rigid ground states. Such a condition provides a list of about 500 nuclei, in agreement with similar predictions obtained using Skyrme functionals [300], although drip-line positions slightly differ between the two models. Results for $N_{\text {halo }}$ are shown in Fig. 4.23. We observe that (i) several isotopic chains display


Figure 4.21: Single-particle spectrum and halo properties for ${ }^{80} \mathrm{Cr}$, computed with different particle-hole (see text) and mixed-type pairing functionals.


Figure 4.22: Neutron densities for ${ }^{80} \mathrm{Cr}$ (left: linear scale, right: logarithmic scale) with the $\{\operatorname{SLy} 4+$ REG-M $\}$ functional and refits of the Skyrme parameters corresponding to (i) a different isoscalar effective mass $m^{*}=0.70 \rightarrow 1.00$, and (ii) different nuclear saturation densities: $\rho_{\mathrm{sat}}^{1 / 2 / 3}=0.145 / 0.160 / 0.175 \mathrm{fm}^{-3}$.


Figure 4.23: $N_{\text {halo }}$ parameter predicted by the $\{$ SLy $4+$ REG-V $\}$ EDF for about 500 spherical nuclei.
neutrons halos, (ii) halos only appear at the very limit of neutron stability, (iii) the maximum value of $N_{\text {halo }}$ is about $\sim 0.7$, (iv) very few heavy elements in the ( $\left.\mathrm{Pt}, \mathrm{Hg}, \mathrm{Tl} . ..\right)$ region are found to have a non-zero halo parameter $N_{\text {halo }}$, (v) on the large scale, the halo phenomenon is very rare and almost accidental, and (vi) looking at the best cases between $Z=20$ to $Z=100$, absolute and relative values of $N_{\text {halo }}$ decrease with the nuclear mass.

Results for $\delta R_{\text {halo }}$ are presented in Fig. 4.24 and confirm the above analysis on $N_{\text {halo }}$. In particular, it is seen that the fraction of decorrelated nucleons has almost no influence on the nuclear extension of very massive nuclei. Only two very localized regions where the predicted halo significantly affects the neutron r.m.s. radius are found, e.g. for (i) $\mathrm{Cr}, \mathrm{Fe}$ and Ni nuclei, and (ii) Pd and Ru isotopes. Drip-line isotopes of these elements are predicted as the best halo candidates for the $\{S L y 4+$ REG-V\} EDF. An analysis of single-particle properties of the best halo candidates is found in Fig. 4.26. These nuclei have in common the presence of very weakly bound $s$ or $p$ states. Although states with larger angular momentum contribute to the nuclear halo the presence of weakly bound $\ell=0,1$ orbitals remains mandatory for a halo to develop significantly. That being said, no pure $s$-wave or $p$-wave halo has been found, which demonstrates the collectivity of the phenomenon in medium-mass systems.

The complementarity between the two criteria $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ appears more clearly through the large-scale analysis. Fig. 4.25 shows that (i) the two observables are correlated within a given isotopic chains and the information carried by both quantities is somewhat redundant, but (ii) the correlation pattern changes as the proton number increases (between Cr and Pd isotopes


Figure 4.24: Same as in Fig. 4.23 for $\delta R_{\text {halo }}$.


Figure 4.25: Correlation between $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ for all spherical nuclei computed with the $\{$ SLy $4+$ REG-V $\}$ functional. The evolution of $\delta R_{\text {halo }}$ as a function of $N_{\text {halo }}$ for Fe and Pd isotopes are highlighted.


Figure 4.26: Canonical spectrum and halo factors of the best halo candidates, as predicted with the $\{S L y 4+$ REG-V $\}$ functional.
for instance). In particular, for heavier masses $\delta R_{\text {halo }}$ increases much less with $N_{\text {halo }}$.
Finally, one can turn to the particular case of Zr and Ca isotopes which have been predicted to be giant halo nuclei [292; 293; 296-299]. In the present study, values of $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ do not lead to such a conclusion. The first reason resides in the different single-particle spectra predicted by the functionals used in the present study. Considering that relativistic models (TM1 [337], NLSH [338], NL3 [296]...) or non-relativistic ones (SkI4 [339]...) predict weakly bound $p$ states [292; 296-299] at the neutron drip-line of those elements, it is likely that the application of our criteria on those results would lead to predicting the existence of halos. However, we put into question the very notion of "giant halo" that comes from summing up occupations of weakly bound orbitals. Such a counting procedure is qualitatively incorrect as nucleons occupying weakly bound orbitals are mostly located within the nuclear volume. Although several single-particle states do contribute to the halo, the notion of giant halo implies that a cluster picture involving several decorrelated neutrons is at play which is not the case. Such an unjustified counting is a reminiscence of the denomination of " $1(2)$-neutron" halo used for light systems. However, the latter relates to the fact that these light nuclei are well described by a "core $+1(2)$ neutrons" cluster model whereas practitioners are well aware that only a fraction of nucleon resides in average beyond the classical turning point. Similarly, we prove in the present work that the average number of neutrons in the halo does not scale with $A$ and remains of
the same order as in light nuclei. The notion of spatial decorrelation is key to the meaningful definition of the halo region and the halo parameters $N_{\text {halo }}$ and $\delta R_{\text {halo }}$.

### 4.5 Role of pairing correlations

### 4.5.1 Pairing anti-halo effect

In the presence of pairing correlations, the asymptotics of the one-body neutron density takes a different form from the one it has in the EDF treatment based on an auxiliary Slater determinant. In first approximation, paired densities decrease faster than unpaired ones (see SEC. 2.1.2) and pairing correlations induce an anti-halo effect by localizing the one-body density [284; 285; 340]. To evaluate the quantitative impact of this effect, drip-line Cr isotopes have been calculating with and without explicit treatment of pairing correlations. In the latter case, a "filling approximation" is used for incomplete spherical shells. In both cases, the SLy4 Skyrme functional is used. When including pairing, a mixed-type pairing is added. A comparison between neutrons single-particle levels is represented in Fig. 4.27 for the last bound nuclei, ${ }^{82} \mathrm{Cr}$ being predicted to be bound when pairing correlations are excluded from the treatment. This is interesting in itself as it shows that pairing correlations can change the position of the drip-line and modify the number of halo candidates over the nuclear chart. There is only little difference between canonical energies $e_{i}^{n}$ in the two cases. However, values of halo criteria $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ are significantly different, i.e. the neutron halo is significantly quenched in ${ }^{80} \mathrm{Cr}$ when pairing is included whereas the situation is reversed in the lighter isotopes, as seen in Fig. 4.28.


Figure 4.27: Neutron canonical energies $e_{i}^{n}$ along the Cr isotopic chain, obtained without (left) and with (right) pairing correlations. The Skyrme SLy4 functional is used in both cases. When including pairing correlations, a mixed-type REG-M functional is added. The Fermi level ( $\boxplus$ ) is set to the last filled orbital for the EDF treatment based on an auxiliary Slater determinant.

Such results underline that pairing correlations affect halos in two opposite ways. Pairing (i) inhibits the formation of halos through the anti-halo effect, but also (ii) enhances the formation of halos by scattering nucleons to bound states with smaller decay constants. For example, the
anti-halo effect dominates in ${ }^{76} \mathrm{Cr}$ and ${ }^{78} \mathrm{Cr}$ whereas the promotion of neutrons into the weakly bound $3 s_{1 / 2}$ makes the halo to be more pronounced in ${ }^{80} \mathrm{Cr}$ when pairing is included. When pairing is ommited, the number of nucleons in the $2 d_{5 / 2}$ orbital increases linearly as one goes from ${ }^{76} \mathrm{Cr}$ to ${ }^{80} \mathrm{Cr}$. At the same time, the $2 d_{5 / 2}$ shell becomes more bound as a result of self-consistency. This explains the negative curvature of $\delta R_{\text {halo }}$ as one goes from ${ }^{76} \mathrm{Cr}$ to ${ }^{80} \mathrm{Cr}$, while $N_{\text {halo }}$ is indeed almost linear. In ${ }^{82} \mathrm{Cr}$, two effects contribute to the very pronounced halo that is predicted in the absence of pairing correlations, that is (i) the $3 s_{1 / 2}$ gets fully occupied, whereas (ii) the pairing anti-halo effect is inoperative. Results discussed above are further illustrated in Fig. 4.29 where the contributions of different single-particle states to the halo are shown.


Figure 4.28: Halo criteria $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ for Cr isotopes, obtained through spherical HF (solid lines) and HFB (dashed lines) calculations with the Skyrme SLy4 functional. For HFB calculations, mixed-type REG-M pairing is used.

To specifically extract the contribution from the pairing anti-halo effect, we now perform a toy model calculation of a fictitious ${ }^{" 80} \mathrm{Cr}^{* *}$ nucleus. Providing the single-particle wave functions obtained from the calculation of ${ }^{82} \mathrm{Cr}$ without pairing correlations with the canonical occupations of the same states obtained from the calculation of ${ }^{80} \mathrm{Cr}$ with pairing, we extract $N_{\text {halo, } i}$ from each of those orbitals ${ }^{(5)}$. Such a procedure allows to isolate, in a semi-quantitative manner, the net change of $N_{\text {halo }}$ due to the difference in the asymptotics of the paired orbitals but not to their change in occupation when pairing is explicitly treated. Doing so, it is found that the contribution of the $3 s_{1 / 2}$ state to the halo is smaller in ${ }^{80} \mathrm{Cr}$ than in ${ }^{80} \mathrm{Cr}^{*}$ by about $26 \%$. For the $2 d_{5 / 2}$ orbital the suppression of $N_{\text {halo, } \mathrm{i}}$ is about $15 \%{ }^{(6)}$. As a result, one sees that if the

[^18]|  | ${ }^{80} \mathrm{Cr}$ (pairing) |  |  |
| :---: | :---: | :---: | :---: |
| $N_{\text {halo }}$ | 0.473 |  |  |
|  | $e_{i}^{n}[\mathrm{MeV}]$ | $v_{i 2}^{n}$ | $N_{\text {halo, }{ }^{\text {i }}}$ |
|  | > 0.0 |  | $\sim 1.3 .10^{-2}$ |
| $3 s_{1 / 2}$ | $-0.173$ | 0.451 | 0.225 |
| $2 d_{5 / 2}$ | -0.665 | 0.828 | 0.222 |
| $1 g_{9 / 2}$ | -4.056 | 0.993 | 0.008 |
| $1 f_{5 / 2}$ | -8.673 | 0.999 | 0.001 |
| $2 p_{1 / 2}$ | -8.920 | 0.999 | 0.002 |
| Other | $<-10.0$ | - | $\sim 2.8 .10^{-4}$ |
|  | ${ }^{82} \mathrm{Cr}$ (no pairing) |  |  |
| $N_{\text {halo }}$ | 1.007 |  |  |
|  | $e_{i}^{n}[\mathrm{MeV}]$ | $v_{i 2}^{n}$ | $N_{\text {halo, }{ }^{\text {i }}}$ |
|  | > 0.0 | - | 0.000 |
| $3 s_{1 / 2}$ | -0.312 | 1.000 | 0.675 |
| $2 d_{5 / 2}$ | -0.858 | 1.000 | 0.314 |
| $1 g_{9 / 2}$ | -4.200 | 1.000 | 0.010 |
| $1 f_{5 / 2}$ | -8.783 | 1.000 | 0.001 |
| $2 p_{1 / 2}$ | -9.078 | 1.000 | 0.002 |
| Other | $<-10.0$ | - | $\sim 2.7 .10^{-3}$ |
|  | ${ }^{80} \mathrm{Cr}^{*}$ (pairing) |  |  |
| $N_{\text {halo }}$ | 0.582 |  |  |
|  | $e_{i}^{n}[\mathrm{MeV}]$ | $v_{i 2}^{n}$ | $N_{\text {halo, }}$ |
|  | $>0.0$ |  | ?????? |
| $3 s_{1 / 2}$ | -0.312 | 0.451 | 0.305 |
| $2 d_{5 / 2}$ | -0.858 | 0.828 | 0.260 |
| $1 g_{9 / 2}$ | -4.200 | 0.993 | 0.010 |
| $1 f_{5 / 2}$ | -8.784 | 0.999 | 0.002 |
| $2 p_{1 / 2}$ | -9.078 | 0.999 | 0.002 |
| Other | <-10.0 | - | $\sim 2.7 .10^{-3}$ |

Table 4.5: $\quad N_{\text {halo }}$, individual contributions to the halo $N_{\text {halo, }, \text {, }}$, ingle-particle canonical energies $e_{i}^{n}$ and occupations $v_{i}^{n 2}$ for (i) ${ }^{80} \mathrm{Cr}$ with pairing, (ii) ${ }^{82} \mathrm{Cr}$ without pairing, and (iii) ${ }^{80} \mathrm{Cr}^{*}$ with pairing but using single-particle states calculated in the absence of pairing.


Figure 4.29: Contributions of individual orbitals to the halo: EDF calculation of the least bound Cr isotopes with (bottom) and without (top) pairing.
anti-halo effect were ineffective, the scattering of particles into higher-lying orbitals would bring $N_{\text {halo }}$ from 0.300 to 0.582 . Instead, $N_{\text {halo }}$ is only increased to 0.473 in the full fledged calculation of ${ }^{80} \mathrm{Cr}$ with pairing correlations, i.e. the anti-halo effect reduces the potential increase by $40 \%$.

There is no simple answer as to whether pairing correlations enhance or hinder the formation of halos. The net result depends on structure details of the particular nucleus of interest [292; 341].

### 4.5.2 Decorrelation from pairing field

An additional effect might come into play as far as the role of pairing in the formation of halos is concerned. Very weakly bound $\ell=0$ orbitals are expected to decouple from the pairing field as the neutron separation energy goes to zero [286-288]. As a result, such an orbital would not be subject to the anti-halo effect and may develop a very long tail. The signature of this effect can be seen in the single-particle occupation profile. Canonical occupations of all neutron single-particle states in Cr isotopes are gathered in Fig. 4.30 and plotted as a function of $\left(e_{i}^{n}-\lambda^{n}\right)$. Those occupations are compared to the BCS formula

$$
\begin{equation*}
v_{i}^{n 2}=\frac{1}{2}\left(1-\frac{e_{i}^{n}-\lambda^{n}}{\sqrt{\left(e_{i}^{n}-\lambda^{n}\right)^{2}+\left\langle\Delta_{\kappa}^{n}\right\rangle^{2}}}\right), \tag{4.4}
\end{equation*}
$$

calculated using the maximum/minimum neutron spectral gap $\left\langle\Delta_{\kappa}^{n}\right\rangle$ found among all non-magic drip-line Cr isotopes, using the $\{$ SLY4 + REG-M $\}$ functional. The $s$-wave occupation probability follows closely the BCS-type profile calculated using the minimal spectral gap, whereas high- $\ell$ orbitals follow well the BCS-type profile computed with the maximal one. This corroborates the trend discussed in Refs. [286-288] and underlines that $\ell=0$ orbitals with $e_{i}^{n} \approx \lambda^{n} \approx 0$ are less


Figure 4.30: Neutron canonical occupations $v_{i}^{n 2}$ as a function of $\left(e_{i}^{n}-\lambda^{n}\right)$ for all drip-line Cr isotopes, from ${ }^{50} \mathrm{Cr}$ to ${ }^{80} \mathrm{Cr}$, with the $\{\mathrm{SLY} 4+$ REG-M $\}$ EDF. Profiles computed from BCS-type formulæ using the minimum (dashed line) and maximum (dashed-dotted line) spectral neutron gaps $\left\langle\Delta_{\kappa}^{n}\right\rangle$ among all those isotopes are shown for reference.
paired than high- $\ell$ ones. This is also confirmed by looking at individual gaps given in Fig. 4.31. The $3 s_{1 / 2}$ state displays a smaller gap than other orbitals as it approaches the Fermi level (from above), the latter reaching the continuum threshold. On the other hand, the canonical gap of the $3 s_{1 / 2}$ state remains significant as it crosses the Fermi level and the anti-halo effect is still in effect for that orbital. In fact, the critical decoupling of $s$ orbitals from the pairing field, discussed in Refs. [286-288] through schematic HFB calculations, becomes fully effective only when the Fermi level and the $s$ state energy are both of the order of a few keVs. Such extreme situations (i) are not reached in realistic systems [342], and (ii) would require an accuracy on the predicted value of the separation energy which is far beyond the present capacity of EDF calculations.

### 4.5.3 Importance of low densities

Values of $\eta$ and $\alpha$ entering the pairing functional (EQ. (1.70)) strongly affect the spatial localization of the pairing field, as exemplified in Fig. 1.3. As a result, individual gaps of weakly-bound orbitals lying at the nuclear surface are affected. Considering the discussion of SEC. 1.4.6, such a change in the characteristics of the pairing functional could significantly impact halo properties. In previous studies [249], it was found that the size of a neutron halo could change by one order of magnitude when the pairing functional evolves from a volume to a extreme-surface type. However (i) the evaluation of the halo size was performed through the Helm model, and (ii) the standard regularization scheme was used with extreme-surface pairing functionals which, as discussed in SEC. 1.4.5, could have led to unsafe predictions.

The renormalization scheme is used in the present section since it prevents any unphysical feature from appearing with extreme surface pairing functionals. Properties of the last bound Cr isotopes are evaluated for different pairing functionals. Overall, neutron canonical energies evolve very little with $(\eta, \alpha)$, as seen in Fig. 4.32b. The change of canonical pairing gaps $\Delta_{i}^{n}$ is presented in Fig. 4.32a. For surface-enhanced pairing functionals, well-bound orbitals residing


Figure 4.31: Individual neutron canonical gaps $\Delta_{i}^{n}$ computed for drip-line Cr isotopes with the $\{\mathrm{SLY} 4+$ REG-M $\}$ functional and plotted as a function of $\left(e_{i}^{n}-\lambda^{n}\right)$.


Figure 4.32: Neutron single-particle properties for ${ }^{80} \mathrm{Cr}$ and different REN-X pairing functionals.
in the center of the nucleus become less paired. On the other hand, pairing gaps of states close to the Fermi level increase as the effective pairing strength becomes more important at the nuclear surface ${ }^{(7)}$. Considering theoretical error bars, the values of $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ presented in Figs. $(4.34,4.35)$ can be considered to be almost independent of the density-dependent form factor of the pairing functional, although the anti-halo effect becomes more effective as $\alpha$ decreases. In the latter figures, one parameter is varied at a time, while the other one is fixed at one, i.e. $\alpha=1$ when $\eta$ goes from zero ("volume" pairing) to one ("surface" pairing), whereas $\eta=1$ when $\alpha$ goes from one to zero. $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ are maximal for the standard surface pairing functional $\eta=\alpha=1$, for which the occupation of the $3 s_{1 / 2}$ state and its localization due to an increased coupling to the pairing field presents the best compromise for the halo to develop. This reflects

[^19]

Figure 4.33: Same as Fig. 4.32 for REG-X pairing functionals.


Figure 4.34: $N_{\text {halo }}$ parameter for Cr isotopes calculated using renormalized REN-X pairing functionals with different form factors (see text). Results for regularized REG-X functionals diverge for very strong surface pairing correlations and are represented in dashed lines. One parameter is varied at a time, while the other one is fixed at one, i.e. $\alpha=1$ when $\eta$ goes from zero ("volume" pairing) to one ("surface" pairing), whereas $\eta=1$ when $\alpha$ goes from one to zero.


Figure 4.35: Same as Fig. 4.34 for $\delta R_{\text {halo }}$.
on the composition of the neutron halo in ${ }^{80} \mathrm{Cr}$ displayed in Fig. 4.36. As a comparison, the situation with REG-X pairing functional is very different, since single-particle energies change drastically as the pairing strength at the nuclear surface is enchanced, as shown in Fig. 4.33b. In that respect, individual gaps also change drastically, and ${ }^{84} \mathrm{Cr}$ becomes bound beacuse of the formation of the unphysical di-nucleon gas. Suddden variations of $e_{i}^{n}$ and $\Delta_{i}^{n}$ for $\alpha<1$ REG-X functionals indicates that they cannot be safely used, as it was already predicted looking at the diverging evolutions of $N_{\text {halo }}$ and $\delta R_{\text {halo }}$. Finally, one notes that, as long as $\alpha=1, N_{\text {halo }}$ and $\delta R_{\text {halo }}$ are almost identical for the regularization and renormalization schemes. This shows that results using the regularized scheme are valid and that both REG-X or REN-X functionals can be used with "standard" density dependencies. As a conclusion, the impact of low-density characteristics of the the pairing functional on halo properties is found to be small, as long as the adequate renormalization scheme is used to prevent the formation of the unphysical gas of bound di-neutrons. Consequently, experimental constraints of the pairing localization and strength based solely on halo properties are unlikely.


Figure 4.36: Individual neutron contributions $N_{\text {halo, } i}$ for ${ }^{80} \mathrm{Cr}$ and different renormalized REN-X pairing functionals.

### 4.6 Model-independence of the method

In order to illustrate the model-independence of the new analysis method, we show how it can be applied to other quantum many-body systems, e.g. to results of many-body ab initio calculations of light nuclei nuclei as well as of atom-positron complexes. The purpose is to illustrate the fact that the formation of a halo is a generic quantum phenomenon caused by the possibility for non-classical systems to expand through a potential barrier, i.e. it is related to an universality class in terms of dimensionless quantities.

### 4.6.1 Light nuclei

To check the consistency of the method in a situation where core and halo densities are explicitly computed, values of $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ have been extracted from coupled-channels calculations of light nuclei. The latter are performed for a core+neutron system for which the internal dynamics of the core is taken into account [275; 276] and the total Hamiltonian reads as

$$
\begin{equation*}
H_{\mathrm{tot}}=H_{\mathrm{core}}+T_{\mathrm{rel}}+v_{\mathrm{n}-\mathrm{core}} \tag{4.5}
\end{equation*}
$$

where $T_{\text {rel }}$ is the kinetic energy of the loose nucleon with respect to the core fragment, described by the Hamiltonian $H_{\text {core }}$, and $v_{\mathrm{n} \text {-core }}$ denotes the residual core-nucleon interaction. To provide adequate nuclear quadrupole couplings, a deformed Woods-Saxon potential in the core rest frame is considered, i.e.

$$
\begin{equation*}
v_{\mathrm{WS}}(r, \theta)=\left[1+e^{\frac{r-R(\theta)}{a_{\mathrm{WS}}}}\right]^{-1}, \quad R(\theta)=R_{\mathrm{WS}}\left(1+\beta Y_{2}^{0}(\theta)\right) \tag{4.6}
\end{equation*}
$$

where $\beta$ is the core quadrupole deformation. The total wave-function is expanded in a basis of eigenstates of the total angular momentum using a separation of the core internal motion, with eigenstates associated to the energies $\epsilon_{i}$, from the core-neutron relative motion. Resulting coupled-channels equations for the loosely bound nucleon wave function $\Psi_{i}$ read then

$$
\begin{equation*}
\left(T_{\mathrm{rel}}+\epsilon_{i}-E\right) \Psi_{i}+\sum_{j} v_{i j}^{n-c} \Psi_{j}=0 \tag{4.7}
\end{equation*}
$$

|  | Core |  | Total |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $N_{\text {halo }}$ | $\delta R_{\text {halo }}[\mathrm{fm}]$ | $N_{\text {halo }}$ | $\delta R_{\text {halo }}[\mathrm{fm}]$ | $R_{\text {r.m.s. }}[\mathrm{fm}]$ |
| ${ }^{13} \mathrm{C}$ | 0.000 | 0.000 | $0.66 .10^{-3}$ | $0.74 .10^{-3}$ | 2.487 |
| ${ }^{11} \mathrm{Be}$ | 0.000 | 0.000 | 0.270 | 0.394 | 2.908 |

Table 4.6: Values of $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ for ${ }^{13} \mathrm{C}$ (non-halo) and ${ }^{11} \mathrm{Be}$ (one-neutron halo). Criteria are applied to results obtained through coupled-channels calculations [275; 276].
and are solved in a Sturmian basis ${ }^{(8)}$, that is a basis which maintains proper asymptotics [343].
Calculations have been performed for two nuclei: the well-established one-neutron halo ${ }^{11} \mathrm{Be}$, whose total density and core+halo decomposition are plotted in Fig. 4.37a, and the stable nucleus ${ }^{13} \mathrm{C}$ as a control case for non-hao nuclei in Fig. 4.37b. Results are summarized in TAB. $\{4.6\}$, where the two criteria are evaluated for core and total densities. For ${ }^{11} \mathrm{Be}, r_{0}$ is


Figure 4.37: Core, halo and total neutron densities obtained from coupled-channels calculations [275;276]. The value of $r_{0}$ and the tolerance margin are indicted by vertical lines.
found to be compatible with the condition to have one order of magnitude difference between core and halo densities at that radius. The tail-to-core ratio is slightly different from ten, partly because the core is represented by a gaussian profile with the wrong asymptotics. In any case, the ideal value of $r_{0}$ still lies within the allowed theoretical error. This validates the method on a realistic system. The halo parameter $N_{\text {halo }}$ shows that around 0.3 neutron reside in the decorrelated region in average. The reason why one only finds a fraction of a neutron within the halo region is because the wave function of the "halo nucleon" lies partly inside the volume of the core. The denomination of one-neutron halo is somewhat misleading from that point of view. The influence $\delta R_{\text {halo }}$ of the halo on the nuclear extension is large, of about 0.4 fm out of a total root-mean-square (r.m.s.) radius of 2.90 fm . Note that such a value is very close to the value extracted experimentally when going from ${ }^{11} \mathrm{Be}$ to ${ }^{10} \mathrm{Be}$ [344]. Last but not least, $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ are found to be negligible for the two control cases considered, i.e. ${ }^{13} \mathrm{C}$ and the core density of ${ }^{11} \mathrm{Be}$. This illustrates the ability of the method to discriminate between halo and non-halo systems.

[^20]| Atom | Asympt. | $N_{e^{-}}$ | $N_{\text {halo }}$ | $R_{\text {r.m.s. }} \delta R_{\text {halo }}$ | $P_{e^{+}}$ | $P_{e^{-}}$ | $E_{\text {gs }}$ [a.u.] | $\epsilon$ [a.u.] | ReF. |  |
| :---: | :--- | :--- | :--- | :---: | :---: | :---: | :---: | :--- | :--- | :--- |
| Be | $e^{+}+\mathrm{Be}$ | 4 | 0.624 | 5.66 | 3.19 | 98.1 | 01.9 | -1.0151 | 0.0032 | $[353]$ |
| Mg | $e^{+}+\mathrm{Mg}$ | 12 | 0.669 | 2.30 | 0.83 | 80.3 | 19.7 | -0.8477 | 0.0156 | $[354]$ |
| Cu | $e^{+}+\mathrm{Cu}$ | 29 | 0.754 | 1.78 | 0.98 | 88.6 | 11.4 | -0.2891 | 0.0051 | $[351]$ |
| He | $\mathrm{Ps}+\mathrm{He}^{+}$ | 2 | 1.982 | 15.47 | 14.57 | 50.3 | 49.7 | -2.2506 | 0.0006 | $[355]$ |
| Li | $\mathrm{Ps}+\mathrm{Li}^{+}$ | 3 | 1.972 | 7.78 | 7.09 | 50.8 | 49.2 | -7.5324 | 0.0024 | $[356]$ |

Table 4.7: Results of the halo analysis for various atom-positron systems evaluated with the fixed-core stochastic variational method. Fron left to right: neutral atom symbol, asymptotic form, total number of electrons $N_{e^{-}}$, halo factors $N_{\text {halo }}$ and $\delta R_{\text {halo }}$, total matter r.m.s. radius $R_{\text {r.m.s. }}$, relative proportions $P_{e^{+}}$ and $P_{e^{-}}$of electrons and positrons in the halo region (in \%), ground-state energy $E_{\mathrm{gs}}$ of the $e^{+}+\mathrm{A}$ complex, and binding energy $\epsilon$ with respect to the corresponding dissociation threshold. All length units are normalized to the Bohr radius $a_{0}$, and energy values are in atomic units ( 1 a.u. $=27.21162 \mathrm{eV}$ ).

### 4.6.2 Atom-positron/ion-positronium complexes

In atomic physics, valence electrons of neutral atoms can be located at a large distance from the core. Because of the very long range of the Coulomb interaction, the penetration of the wave-function into the classically forbidden part of the potential as the separation energy of the system becomes small cannot be interpreted as a halo formation [37]. However, a positron can be attached to a neutral atom by the polarization potential, which can be parametrized as

$$
\begin{equation*}
v_{\mathrm{pol}, 1}(\vec{r})=-\frac{\alpha_{D} g^{2}(r)}{2 r^{4}} \underset{r \rightarrow+\infty}{\longrightarrow}-\frac{\alpha_{D}}{2 r^{4}}, \quad g^{2}(r)=1-e^{-\frac{r^{6}}{\beta^{6}}}, \tag{4.8}
\end{equation*}
$$

where $\alpha_{D}$ is the core polarization constant and $\beta$ a cutoff distance. In this case, the $r^{-4}$ decay of the potential at large distances does not ensure that particles are able to tunnel through the potential barrier. It was found that several atom-positron complexes can exist [345-352], some of which having halo characteristics [353]. To quantify such an observation, values of $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ are evaluated. The Hamiltonian of the atom-positron system with $N_{\text {val }}$ valence electrons reads with normalized units $\left(m_{e}=e=1\right)$ [346; 347]

$$
\begin{align*}
\hat{H}= & \sum_{i=1}^{N_{\mathrm{val}}}\left(-\frac{1}{2} \vec{\nabla}_{i}^{2}+v_{\mathrm{dir}}\left(\vec{r}_{i}\right)+v_{\mathrm{ex}}\left(\vec{r}_{i}\right)+v_{\mathrm{pol}, 1}\left(\vec{r}_{i}\right)\right)+\sum_{\substack{i, j=1 \\
i<j}}^{N_{\mathrm{val}}}\left(\frac{1}{r_{i j}}-v_{\mathrm{pol}, 2}\left(\vec{r}_{i}, \vec{r}_{j}\right)\right) \\
& -\frac{1}{2} \vec{\nabla}_{0}^{2}-v_{\mathrm{dir}}\left(\vec{r}_{p}\right)+v_{\mathrm{pol}, 1}\left(\vec{r}_{p}\right)-\sum_{i=1}^{N_{\mathrm{val}}}\left(\frac{1}{\left|\overrightarrow{r_{i}}-\overrightarrow{r_{p}}\right|}-v_{\mathrm{pol}, 2}\left(\vec{r}_{i}, \vec{r}_{p}\right)\right), \tag{4.9}
\end{align*}
$$

where $\vec{r}_{p}$ is the positron position, $\vec{r}_{i j}=\vec{r}_{i}-\vec{r}_{j}$ is the relative position of two valence electrons, whereas direct $v_{\text {dir }}$ and exchange $v_{\text {ex }}$ potentials between valence electrons and the core are computed exactly in the Hartee-Fock approximation. The two-body polarization potential is defined as

$$
\begin{equation*}
v_{\mathrm{pol}, 2}\left(\vec{r}_{i}, \vec{r}_{j}\right)=\frac{\alpha_{d}}{r_{i}^{3} r_{j}^{3}}\left(\vec{r}_{i} \cdot \vec{r}_{j}\right) g\left(r_{i}\right) g\left(r_{j}\right) . \tag{4.10}
\end{equation*}
$$

When the $e^{+}+\mathrm{A}$ system is bound, its asymptotic behavior can correspond to (i) a neutral core $A$ plus a positron $e^{+}$, or (ii) a charged core $A^{+}$and a neutral positronium complex Ps,


Figure 4.38: Valence electron, positron, core and total density for $e^{+}+\mathrm{A}$ complexes evaluated with the fixed-core stochastic variational method. All length units are normalized to the Bohr radius $a_{0}$. The value of $r_{0}$ and the tolerance margin are indicated by vertical lines.
depending on the relative binding energies of those configurations. Calculations are performed with the fixed-core stochastic variational method (FCSVM) [347; 354; 357-359], in a basis of explicitly correlated gaussians for the individual wave functions. The basis is taken large enough to correctly reproduce the asymptotic behavior of the $e^{+}+\mathrm{A}$ or $\mathrm{Ps}+\mathrm{A}^{+}$systems. Results of such calculations for $e^{+}+\mathrm{Be}$, corresponding to the $e^{+}$Be complex, are presented in Fig. 4.38a, where the separation at large distances between a weakly bound positron and a core composed of the electrons is visible. As a result, a positron extended tail appears. In Fig. 4.38b are also displayed the results for the $e^{+}+\mathrm{Li}$ system, which corresponds to a $\mathrm{PsLi}^{+}$complex. Indeed, one clearly observes that the density tail is composed of almost identical $e^{+}$and $e^{-}$components.

Results of our analysis, performed for several atom-positron complexes, are presented in TAB. $\{4.7\}$. The separation energy $\epsilon$ in the appropriate channel $\left(e^{+}+\mathrm{A}\right.$ or $\left.\mathrm{Ps}+\mathrm{A}^{+}\right)$is small compared to the ground-state energy $E_{g s}$ of the complex. The situation regarding the energy scales at play is very favorable as far as the formation of halos is concerned. It is also possible to evaluate the composition of the halo region in terms of the proportion of electrons $P_{e^{-}}$and of positrons $P_{e^{+}}$. Values of $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ demonstrate the existence of halos in $e^{+}+\mathrm{Be}, e^{+}+\mathrm{Mg}$ and $e^{+}+\mathrm{Cu}$ which strongly affect the system extension. For example, the spatially decorrelated part of the density accounts for about half of the total r.m.s. radius in $e^{+}+\mathrm{Be}$, although it contains only $\sim 0.7$ particle in average. In those cases, a positron halo is predicted given that the halo region is almost exclusively built from the positron wave-function ( $P_{e^{+}} \gg P_{e^{-}}$). In the cases of $e^{+}+\mathrm{Li}$ and $e^{+}+\mathrm{He}$, very large values for $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ are also extracted. It corresponds to ion-positronium halos with $P_{e^{+}} \approx P_{e^{-}}$. Considering the values of $N_{\text {halo }}$ and $\delta R_{\text {halo }}$, one realizes that atom-positron and ion-positronium complexes display more extreme halo structures than nuclei. This is of course due to the nature of the interaction at play in such systems.

### 4.6.3 Universality of the phenomenon

Even if the analysis method that we have developes intended to provide quantitative criteria for halos in medium-mass nuclei, the previous section demonstrated that it can be applied successfully to other finite quantum systems. Our method actually relies on a model-independent analysis of the intrinsic one-body density $\rho_{[1]}(\vec{r})$. In all cases, a fraction of constituents extends
far out from the core and influences strongly the size of the system.
Halo systems display scaling properties which do not depend on their dimension and constituency. This can be characterized by the extension of the halo wave-function $\left\langle r_{h}^{2}\right\rangle$ as a function of the separation energy $E$, and those quantities can be made dimensionless using as a scale the classical turning point $R_{q}$ for the interaction potential of interest and the reduced mass of the systems $\mu[37 ; 274 ; 278 ; 280]$. Generic asymptotic scaling laws for the two-body domain are extracted using a finite spherical well, and depend on the angular momentum of the weakly-bound overlap function [280], as seen in Fig. 4.39. Results for light nuclei obey rather well such universal scaling laws. For few-body nuclei, it is commonly admitted that halos appear when $\left\langle r_{h}^{2}\right\rangle / R_{q}^{2}>2$, which corresponds to a probability greater than $50 \%$ for the weakly-bound nucleon to be in the forbidden region [37].


Figure 4.39: Universality of halos features. The dimensionless extension of the halo is plotted against the dimensionless separation energy for EDF calculations of medium-mass nuclei (filled symbols) and experimental results for fewbody systems (open symbols). Generic scaling relationships obtained from a finite spherical well are given in solid lines, while the gray-shaded area corresponds to the halo are, as defined by the commonly-used criterion for few-body halo nuclei $\left\langle r_{h}^{2}\right\rangle / R^{2}>2$.

Results obtained for medium-mass nuclei can also be displayed in Fig. 4.39 and compared with generic scaling laws. However, dimensionless quantities have to be redefined. For medium-mass systems the halo r.m.s. radius is evaluated, by analogy with REF. [278], through

$$
\begin{equation*}
\left\langle r_{h}^{2}\right\rangle=\frac{N}{\mu}\left\langle r_{\text {tot }}^{2}\right\rangle-\frac{N-N_{\text {halo }}}{\mu}\left\langle r_{\text {core }}^{2}\right\rangle, \tag{4.11}
\end{equation*}
$$

where $\left\langle r_{\text {tot }}^{2}\right\rangle$ is the total neutron r.m.s. radius, and the core r.m.s. radius is approximated by $R_{\text {r.m.s.,inner }}$ (see EQ. (3.37)). The reduced mass is taken as the effective isoscalar nucleon mass $m^{*}$, while the classical turning point $R^{n}$ of the central part $U^{n}(r)$ of the one-body potential is
evaluated, by analogy with the finite-well potential, as [280]

$$
\begin{equation*}
\frac{\int \mathrm{d} r r^{3} U^{n}(r)}{\int \mathrm{d} r r U^{n}(r)}=\frac{R^{n 2}}{2} \tag{4.12}
\end{equation*}
$$

Last bound Cr isotopes are located in-between the $\ell=0$ and $\ell=2$ scaling curves, ${ }^{78} \mathrm{Cr}$ being closer to the $\ell=2$ curve than ${ }^{80} \mathrm{Cr}$. This is consistent with the admixture of orbitals that builds the corresponding halos. The neutron density of most medium-mass halo nuclei does not extend as much as those of few-body systems such as ${ }^{11} \mathrm{Be}$. Still, ${ }^{78} \mathrm{Cr}$ and ${ }^{80} \mathrm{Cr}$ display few-body-like halo properties and the ratio $\left\langle r_{h}^{2}\right\rangle / R_{n}^{2}$ does exceed 2 for ${ }^{80} \mathrm{Cr}$. On the contrary, the extension of neutron-rich tin isotopes is not significant enough in regard with their separation energy to be characterized as halo systems. This is consistent with the findings of SEC. 4.2.1.2.

It would be of interest to place atom-positron complexes in Fig. 4.39. However, the many-body method used to compute their properties does not allow an easy extraction of the corresponding classical turning point. As a result, corresponding values do not appear in Fig. 4.39.

## Conclusions

The existence of halos at the neutron drip-line of medium-mass nuclei is still an open question. Several attempts to characterize their properties have already been made using relativistic or nonrelativistic energy density functional methods [289; 294; 295]. However, those analysis were based on a limited set of observables, such as the root-mean-square radius, and remain rather qualitative.

In the present work, a quantitative analysis method is developed to characterize halos in a completely model-independent fashion. It is based on the decomposition of the internal one-body density in terms of overlap functions. The definition of the halo, as a region where nucleons are spatially decorrelated from the others, is connected to specific patterns of the internal one-body density and of the energy spectrum of the ( $N-1$ )-body system. Indeed, specific scales appearing in that excitation energy spectrum translate into the existence of more or less sharp crossings between overlaps functions contributing to the internal density of the $N$-body system. We highlight the possibility to characterize the halo in terms of three energy scales: the small nucleon separation energy $E$, the small energy spread $\Delta E$ of low-lying excitations, and the large excitation energy $E^{\prime}$ of the upper-lying states (the "core") with respect to low-lying ones. The method to identify the radius beyond which the halo density dominates over the core has been defined and validated by simulations. It is important to stress that the method does not rely on an a priori separation of the density into core and halo components. The latter are extracted from the analysis, using the total matter density as the only input. Several quantitative observables are then introduced, namely (i) the average number of nucleons participating in the halo region, (ii) the influence of the halo region on the total nuclear extension, and (iii) the contributions from individual overlap functions to the total halo. In comparison with other methods [292; 293; 296-299], all properties related to the formation of halos, such as the kink of the neutron r.m.s. radius or the core/halo decomposition, come only as outputs of the method, which is solely based on model-independent properties of $\rho(r)$ and a generic definition of the halo.

The new analysis method has been applied to the results obtained from energy density functional calculations of chromium and tin isotopes. Drip-line Cr isotopes appear as ideal halo candidates whereas tin isotopes do not. For drip-line Cr isotopes, the average number of nucleons participating in the halo is of the order of $\sim 0.5$. Such a value is compliant with the ones found for light halo systems. The halo region is also found to influence significantly the nuclear extension. Contributions from several individual states, including $\ell=2$ ones, are identified, which is not expected in the standard picture that arises from few-body models. The notion of collective halos in medium-mass nuclei is introduced. In the case of Sn isotopes, the average number of nucleons participating in the halo is very small nd has no influence on the nuclear extension. Thus, the drip-line phenomenon previously discussed for tin isotopes [289] is rather a pronounced neutron skin effect. Such skin effects are of course of great interest as they emphasize the isovector dependence of the energy density functionals. However, they should not
be confused with halo systems which display an additional long tail of low-density matter.
The impact of pairing correlations on halo systems is further studied according to different directions. First, it is shown that the pairing anti-halo effect might be counter-balanced by pair scattering to less-bound orbitals, possibly with small orbital angular momenta. The net effect on the formation of halos greatly depends on the details of the single-particle spectrum of the nucleus under study. Second, low- $\ell$ orbitals are found to be less paired than high- $\ell$ ones, but not enough to really decorrelate from the pairing field, as it is the case in (non-realistic) extreme conditions [286; 287]. Third, the low-density-dependence of the pairing functional is shown to have almost no effect on the formation of halos, as long as it is combined with the proper renormalization scheme.

On the contrary, halo properties significantly depend on the characteristics of the particle-hole part of the nuclear EDF. This shows that medium-mass halo systems might be more useful to constrain the particle-hole part of the functional than its particle-particle counterpart. Unfortunately, such experimental data are not likely to become available any time soon, even with the next generation of radioactive beam facilities. Indeed, although the neutron density becomes accessible through several experimental techniques [304; 360-364], extracting it in medium-mass drip-line nuclei is more than a challenge for the decade(s) to come. In addition, the neutron r.m.s. radius is not sufficient to study halos quantitatively, and other probes have to be envisioned [37]. Of course, a precise determination of the neutron r.m.s. radius and associated neutron skin in non-halo systems is already crucial as it provides constraints on the physics of neutron stars $[365 ; 366]$ and on the nuclear symmetry energy [367; 368], for instance. As a result, one should focus at first on the study of neutron skins in non-halo systems to constrain the isovector nature of the nuclear EDF. The fine tuning provided by extreme exotic systems such as medium-mass halo nuclei should only come as a second step. One will see in the following that other constraints based on microscopy look more promising in that respect.

Still, it is of theoretical interest to understand the structure of halo nuclei and to assess their occurrence over the nuclear chart. With that in mind, we performed large-scale calculations over all (predicted) spherical even-even nuclei. It was concluded that (i) several isotopic chains may display neutron halos, (ii) halos can only exist at the very limit of neutron stability, (iii) very few heavy elements, in the ( $\mathrm{Pt}, \mathrm{Hg}, \mathrm{Tl} . .$. ) region, are found as possible halo candidates, (iv) on the large scale, the halo phenomenon is very rare, almost accidental and requires the presence of a low-lying state with an orbital angular momentum $\ell \leq 1$, (vi) medium-mass halos are more collective than in light nuclei, with non-negligeable contributions from several low-lying states, and (vi) as expected, the impact of the halo on the nuclear extension decreases with the total mass.

Let us now turn to potential further works and developments. First, several extensions of the newly proposed method can be envisioned. For instance, the extraction of halo properties in deformed systems, which represent the majority of known or predicted nuclei, requires additional formal developments, starting from a decomposition of the nuclear density in multipoles, i.e.

$$
\begin{equation*}
\rho(\vec{r})=\sum_{\ell, m_{\ell}} \rho_{\ell}^{m_{\ell}}(r) Y_{\ell}^{m_{\ell}}(\hat{r}) \tag{4.13}
\end{equation*}
$$

The analysis regarding the relative asymptotic positioning of spectroscopic amplitudes should then be adapted to multipoles $\rho_{\ell}^{m_{\ell}}(r)$. Effects such as the increased contamination of weaklybound deformed orbitals by $\ell=0$ components at the limit of stability, favoring the formation of halos in deformed systems [288; 369-371], could be investigated. In addition to deformed systems, the method should be extended to odd-even and odd-odd nuclei. This would require to
formulate the method for non-zero spin states. Also, effects of an explicit treatment of long-range correlations, e.g. symmetry restorations and large-amplitude collective motion, on medium-mass halo nuclei should be studied in connection with the analysis method proposed in the present work. Then, the explicit inclusion of such correlations would allow a more reliable extraction of $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ in light systems through EDF calculations. For instance, the study of ${ }^{22} \mathrm{C}$, which is predicted to be a halo system by few-body calculations [372], could provide a bridge between few- and many-body techniques. Restoration of cluster correlations could also play a significant role, since they are believed to hinder the halo formation in heavy systems [37]. Pionic fusion reactions might allow the extraction of such correlations [373].

Finally, it would be of interest to conduct the same study using the Gogny effective interaction to further probe the dependence of the results on the characteristics of the energy density functional, e.g. finite-range effects. Such a study is not feasible using traditional codes making use of a harmonic oscillator basis because the asymptotics of the one-body density is not described correctly enough to extract $N_{\text {halo }}$ and $\delta R_{\text {halo }}$ reliably. However, a newly developed code expanding the quasiparticle states on the eigenstates of a a Woods-Saxon potential should allow one to do so [190].

## Part II

## Ab-initio approach to the nuclear many-body problem



- [Bart] I was so bored I cut the pony tail off the guy in front of us. Look at me, I'm a grad student. I'm 30 years old and I made $\$ 600$ last year.
- [Marge] Bart, don't make fun of grad students. They've just made a terrible life choice.


## Introduction

Although a description of nuclear forces starting from non-perturbative high-energy QCD calculations is beyond reach, at least for the next decade, the construction of high-quality nucleon-nucleon (NN) models has met a lot of successes so far $[79 ; 80 ; 83 ; 374]$. "High quality" means that large sets of available experimental data for two-body observables are reproduced with statistical precision. These observables include scattering [375] (amplitudes, phase shifts, scattering lengths...) and bound state [376-379] (binding energy, quadrupolar moments, charge radii...) properties of two-nucleon systems. While different models based on operatorial expansions or one-boson exchange potentials (OBEPs) reach the same level of accuracy on low-energy data, they also share a description of the short-range interaction as a complex process incorporating a hard-core repulsion associated with the inter-penetration of the two nucleons. Such interactions are therefore intrinsically non-perturbative, which raises the question of their practical use for many-nucleons systems, where many-body effects come into play. In a diagrammatic formalism, the relevant object becomes the nuclear $G$-matrix which derives from the initial bare NN force but adds non-trivial in-medium effects to all orders in the vacuum interaction. The equation of state of infinite nuclear matter can be predicted via hierarchized $G$-matrix calculations whereas GFMC or NCSM techniques can be applied to very light nuclei. Unfortunately calculations of medium- to heavy-mass nuclei in terms of non-perturbative (NN) potentials are sparse and restricted to doubly-magic nuclei [380].

Likewise, the construction of three-body models that reproduce three-body observables is possible [59; 381-383], while some issues remain. Based on mesons exchanges ( $2 \pi / 3 \pi, \pi \rho, \rho \rho \ldots$...) plus empirical short range components, they are adjusted on binding energies and scattering observables of three- (and four-) body systems [384-386]. Ab initio calculations using vacuum two- and three-body forces gives then essentially exact results for very light nuclei.

Regarding the previous discussion, the derivation of vacuum low-momentum potentials $V_{\text {low } k}$ using the renormalization group (RG) formalism constitutes a new paradigm for nuclear interactions [87]. Indeed, it allows a coherent construction of low-momentum potentials, i.e. soft-core forces, explicitly connected to hard-core ones through flow equations that keep low-energy twobody scattering and bound state observables unchanged. In that respect, finite nuclei calculations can be envisioned with reduced basis sets which unveils new possibilities for low-energy nuclear structure studies. Indeed, low-momentum interactions are by essence perturbative, in the sense that MBPT calculations are possible and fastly converging. For instance, nuclear matter calculations with low-momentum NN and NNN forces already give good saturation properties at second order in MBPT [387]. This proves that $V_{\text {low }} k$ stands as an ideal practical starting point for finite nuclei calculations.

As a first step towards the construction of non-empirical EDFs, a study of existing nuclear forces and the standard benchmarks used to characterize them is needed. Thus, Chap. 5 briefly presents available high-precision NN models including $V_{\text {low } k}$, as well as the construction of NNN
forces. Several observables which will be of interest later on are also specified, e.g. scattering phase shifts, deuteron properties or Weinberg eigenvalues. Then, the treatment of the nuclear many-body problem via diagrammatic techniques is briefly introduced in Chap. 6. Finally, the infinite nuclear matter system, which is used as a reference laboratory for nucleon-nucleon interactions, is introduced in Снар. 7. In particular, discussions regarding (i) the framework for constructing effective density-dependent two-body forces from bare NN ones, and (ii) a quantitative characterization of the perturbative nature of different nucleon-nuclon interactions are carried out. Other preliminary results that are essential regarding the construction of nonempirical nuclear EDFs are also given. Complete derivations of the used nuclear observables can be found in Appendix D alongside with all necessary definitions and conventions, whereas only the main results are presented here.

## Chapter 5

## Vacuum nuclear interactions


#### Abstract

This chapter presents the status of the theoretical description of nuclear forces. While several accurate models exist for the description of the bare nucleon-nucleon interaction, an emphasis is put on a new paradigm constituted by so-called low-momentum interactions $V_{\text {low } k}$ based on the application of the renormalization group (RG). Indeed, such interactions possess important properties that makes them ideal starting points for low-energy nuclear structure calculations. Standard benchmarks used to taylor bare NN forces such as scattering phase shifts, deuteron properties or Weinberg eigenvalues, are introduced. Finally, the description of bare three-body forces in the context of chiral effective field theory ( $\chi$-EFT) is also discussed.
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### 5.1 Bare nucleon-nucleon forces

### 5.1.1 General expression from fundamental symmetries

While obtaining an exact expression of the vacuum nucleon-nucleon interaction from first principle is not possible, a general form for the strong nuclear force ${ }^{(1)}$

$$
\begin{equation*}
v_{S}^{\mathrm{NN}}(\mathbf{1}, \mathbf{2}) \equiv v_{S}^{\mathrm{NN}}\left(\vec{r}_{1} \vec{k}_{1} \sigma_{1} q_{1} ; \vec{r}_{2} \vec{k}_{2} \sigma_{2} q_{2}\right) \tag{5.1}
\end{equation*}
$$

can be further constrained by considering its fundamental symmetries. Indeed, it is [122]

- hermitean,
- invariant under nucleon exchange

$$
v_{S}^{\mathrm{NN}}(\mathbf{1}, \mathbf{2})=v_{S}^{\mathrm{NN}}(\mathbf{2}, \mathbf{1})
$$

- translationally invariant

$$
v_{S}^{\mathrm{NN}}(\mathbf{1}, \mathbf{2}) \equiv v_{S}^{\mathrm{NN}}\left(\vec{r} ; \vec{k}_{1} \sigma_{1} q_{1} ; \vec{k}_{2} \sigma_{2} q_{2}\right)
$$

- Galilean invariant

$$
v_{S}^{\mathrm{NN}}(\mathbf{1}, \mathbf{2}) \equiv v_{S}^{\mathrm{NN}}\left(\vec{r} ; \vec{k} ; \sigma_{1} q_{1} ; \sigma_{2} q_{2}\right)
$$

- invariant under space reflection (no parity violation)

$$
v_{S}^{\mathrm{NN}}\left(\vec{r} ; \vec{k} ; \sigma_{1} q_{1} ; \sigma_{2} q_{2}\right)=v_{S}^{\mathrm{NN}}\left(-\vec{r} ;-\vec{k} ; \sigma_{1} q_{1} ; \sigma_{2} q_{2}\right)
$$

- invariant under time-reversal symmetry

$$
v_{S}^{\mathrm{NN}}\left(\vec{r} ; \vec{k} ; \sigma_{1} q_{1} ; \sigma_{2} q_{2}\right)=v_{S}^{\mathrm{NN}}\left(\vec{r} ;-\vec{k} ;-\sigma_{1} q_{1} ;-\sigma_{2} q_{2}\right)
$$

- invariant under rotations in cordinate space, that is $v_{S}^{\mathrm{NN}}$ is a scalar and

$$
v_{S}^{\mathrm{NN}}\left(\vec{r} ; \vec{k} ; \sigma_{1} q_{1} ; \sigma_{2} q_{2}\right)=v_{S}^{\mathrm{NN}}\left(\vec{r} ; \vec{k} ; \sigma_{2} q_{1} ; \sigma_{1} q_{2}\right)
$$

At the same time, isospin dependencies are more complex. Indeed experimental evidences of NN data [388; 389], such as the ${ }^{1} \mathrm{~S}_{0}$ scattering lengths, imply that the nucleon-nucleon interaction slightly breaks the charge symmetry [390] (different force between pp and nn ), and the charge independence [391; 392] (different force between np and $\mathrm{nn} / \mathrm{pp}$ in the same isospin $T$ state). In that respect, the bare NN force can be separated according to a classification according to of isospin operators [393], i.e.

- Class I forces have only dependencies on $\left[\mathbb{I},\left(\tau_{1} \cdot \tau_{2}\right)\right]$, and do not break either charge symmetry or independence,
- Class II forces maintain charge symmetry but are charge-independence-breaking (CIB). They are characterized by the isotensor $\mathrm{T}_{12}$ defined by analogy to the usual tensor $\mathrm{S}_{12}$, and vanish for $T_{z}= \pm 1$ (nn or pp ) systems,
- Class III forces are both charge-symmetry-breaking (CSB) and CIB, but remain invariant under the exchange of the two nucleons, and are thus proportional to $\left(\tau_{z 1}+\tau_{z 2}\right)$. They do not cause isospin mixing since $T_{z}$ commutes with $T^{2}$, and vanish for $T_{z}=0(\mathrm{np})$ systems,
- Class IV forces are both CSB and CIB, and are antisymetric under the exchange of the two nucleons, which causes isospin mixing. They are proportional to $\left(\tau_{z 1}-\tau_{z 2}\right)$ or $\left(\tau_{1} \times \tau_{2}\right)_{z}$, and vanish for $T_{z}= \pm 1$ systems.

Modern NN potential include CSB/CIB effects [83; 394], through meson/nucleon mass differences (e.g. $m_{n} / m_{p}$ mass difference for CSI, $\pi^{0} / \pi^{ \pm}$for CIB), meson mixing or isospin-violating couplings ("triangle" and "football" diagrams)...

[^21]The most general class-I two-body potential invariant under the fundamental symmetries recalled above can be decoupled into [395]

$$
v_{12}^{\mathrm{NN}}=\sum_{p} v_{p}^{\mathrm{NN}}(r)\left(\begin{array}{c}
\mathbb{I}\left[\begin{array}{c}
\mathbb{I} \\
\left(\sigma_{1} \cdot \sigma_{2}\right)
\end{array}\right]  \tag{5.2}\\
\mathrm{S}_{12} \\
(\mathbf{L} \cdot \mathbf{S}) \\
\mathbf{Q}_{12} \\
\left(\sigma_{1} \cdot \mathbf{k}\right)\left(\sigma_{2} \cdot \mathbf{k}\right)
\end{array}\right)\binom{\mathbb{I}}{\left(\tau_{1} \cdot \tau_{2}\right)}
$$

where appear the so-called central $\mathbb{I}$, tensor $S_{12}$, spin-orbit $(\overrightarrow{\mathbf{L}} \cdot \overrightarrow{\mathbf{S}})$, quadratic spin-orbit $\mathrm{Q}_{12}$, and second tensor $\left[\left(\sigma_{1} \cdot \mathbf{k}\right)\left(\sigma_{2} \cdot \mathbf{k}\right)\right]$ components, where

$$
\begin{align*}
& \mathrm{S}_{12}=\frac{3}{r^{2}}\left(\sigma_{1} \cdot \mathbf{r}\right)\left(\sigma_{2} \cdot \mathbf{r}\right)-\sigma_{1} \cdot \sigma_{2}  \tag{5.3a}\\
& \mathrm{Q}_{12}=\frac{1}{2}\left[\left(\sigma_{1} \cdot \mathbf{L}\right)\left(\sigma_{2} \cdot \mathbf{L}\right)+\left(\sigma_{2} \cdot \mathbf{L}\right)\left(\sigma_{1} \cdot \mathbf{L}\right)\right] \tag{5.3b}
\end{align*}
$$

All operators in EQ. (5.2) have radial prefactors that can be constrained from microscopy or experimental data. The strong interaction is complemented by electromagnetic contributions [396398], e.g. one- and two-photon Coulomb terms, Darwin-Foldy term, vacuum polarization diagrams, magnetic moment interaction... These corrections include short-range functions which represent the finite size of charge distibutions. These are crucial for the proton-proton force but are also present in the neutron-neutron and neutron-proton potentials because of the internal nucleon structure. Fine effects such as vacuum polarization or $2 \gamma$ Coulomb are necessary for high-precision potentials.

### 5.1.2 High-precision parametrizations

The construction of modern high-accuracy NN interactions consists of parametrizing the form factors $v_{p}^{\mathrm{NN}}(r)$. They are all given by the One-Pion Exchange (OPE) at large distances, while the treatment of the intermediate- and short-range parts differs, and can correspond to either realistic/approximate meson exchanges or phenomenological expressions, such as Yukawa potentials, usually complemented by empirical regularizations (sharp/exponential cutoffs) at very small distances (typ. $r \sim 0.8 \mathrm{fm}$ ). For instance the Paris potential [374] includes the $\omega$ meson as part of the three- $\pi$ exchange ( 3 PE ) for the short-range repulsion plus a repulsive hard core. A complete interpretation in terms of meson exchanges provides however an approximate picture for the full NN force, as exemplified by Fig. 5.1, where only mesons with masses lower than the nucleon one $M \approx m_{n}, m_{p}$ are considered. So-called phenomenological potentials are constructed using the operator structure from EQ. (5.2), although variations may include extra or missing terms. Let us review briefly the main models available.

- The Argonne V18 force [3] complements fourteen charge-independent operators from EQ. $(5.2)^{(2)}$, already used in the V14 [400] or Urbana [401] models, by four Class II and III CIB ones, i.e.

$$
\begin{equation*}
v_{12}^{\mathrm{NN}}=\sum_{p=1}^{14} v_{p}^{\mathrm{NN}}(r) O_{12}^{p}+\sum_{p=15}^{18} v_{p}^{\mathrm{NN}, \mathrm{CIB}}(r) O_{12}^{p}, \tag{5.4}
\end{equation*}
$$

[^22]
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|  | Mass [MeV] [399] | Range | Type | Contributions |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\pi$ | 140 | Long | Pseudo-scalar | Central <br> Tensor | Attractive <br> Attractive | $\left.\sigma_{1} \cdot \sigma_{2}\right)\left(\tau_{1} \cdot \tau_{2}\right)$ <br> $\mathrm{S}_{12}\left(\tau_{1} \cdot \tau_{2}\right)$ |
| $\sigma$ | 600 | Int. | Scalar | Central <br> Spin-orbit | Attractive <br> Attractive | $\mathbb{I}$ |
| $\rho$ | 770 | Short | Vector | Central <br> Tensor | Attractive <br> Repulsive | $\left(\sigma_{1} \cdot \sigma_{2}\right)\left(\tau_{1} \cdot \tau_{2}\right)$ |
| $\omega$ | 782 | Short | Vector | Central <br> Spin-orbit | Repulsive <br> Attractive | $\mathbb{I}$ |
| $\left.\boldsymbol{L} \cdot \tau_{2}\right)$ |  |  |  |  |  |  |

Figure 5.1: Approximate structure of the bare NN force in terms of meson exchanges. Matrix elements of AV18 in coordinate space are shown in a different representation from Fig. 1.
where

$$
\begin{align*}
O_{12}^{p=1,14} & =\binom{\mathbb{I}}{\mathbf{L}^{2}}\binom{\mathbb{I}}{\left(\sigma_{1} \cdot \sigma_{2}\right)}\binom{\mathbb{I}}{\left(\tau_{1} \cdot \tau_{2}\right)},\binom{\mathbf{L} \cdot \mathbf{S}}{(\mathbf{L} \cdot \mathbf{S})^{2}}\binom{\mathbb{I}}{\left(\tau_{1} \cdot \tau_{2}\right)},  \tag{5.5a}\\
O_{12}^{p=15,18} & =\left(\begin{array}{c}
\mathrm{T}_{12} \\
\left(\sigma_{1} \cdot \sigma_{2}\right) \mathrm{T}_{12} \\
\mathrm{~S}_{12} \mathrm{~T}_{12} \\
\left(\tau_{z 1}+\tau_{z 2}\right)
\end{array}\right) . \tag{5.5b}
\end{align*}
$$

In this model, only the long-range part is explicitly calculated from one-pion exchange (OPE), while the short- and intermediate-range components are fully phenomenological.

- Relativistic momentum-space one-boson exchange potentials (OBEPs) [402] constructed by the "Bonn group" (Bonn-A/B/C [403], CD-Bonn [79]...) consists of calculating exactly the form factors from exchanged mesons, that is considering scalar, pseudo-scalar and vector
couplings for a transfer momentum $Q=|\vec{q}|$ of the form

$$
\begin{align*}
& v_{\pi}=\frac{f_{\pi}^{2}}{3 m_{\pi}^{2}} \frac{Q^{2}}{Q^{2}+m_{\pi}^{2}}\left[-\sigma_{1} \cdot \sigma_{2}-\mathrm{S}_{12}(\hat{q})\right]\left(\tau_{1} \cdot \tau_{2}\right)  \tag{5.6a}\\
& v_{\sigma} \approx \frac{g_{\sigma}^{2}}{Q^{2}+m_{\pi}^{2}}\left[-1-\frac{\mathbf{L} \cdot \mathbf{S}}{2 M^{2}}\right]  \tag{5.6b}\\
& v_{\rho}=\frac{f_{\rho}^{2}}{12 M^{2}} \frac{Q^{2}}{Q^{2}+m_{\rho}^{2}}\left[-2 \sigma_{1} \cdot \sigma_{2}+\mathrm{S}_{12}(\hat{q})\right]\left(\tau_{1} \cdot \tau_{2}\right)  \tag{5.6c}\\
& v_{\omega} \approx \frac{g_{\omega}^{2}}{Q^{2}+m_{\pi}^{2}}\left[1-3 \frac{\mathbf{L} \cdot \mathbf{S}}{2 M^{2}}\right] \tag{5.6d}
\end{align*}
$$

Generally, two additional mesons are added within this framework, such that

$$
\begin{equation*}
v_{\mathrm{OBEP}}=\sum_{\alpha=\pi, \sigma, \rho, \omega, \eta, a_{0} \ldots} v_{\alpha} \tag{5.7}
\end{equation*}
$$

The $\eta(548)$ meson is a pseudo-scalar meson which carries no isospin, i.e. it has the same expression as $v_{\pi}$ without the $\left(\tau_{1} \cdot \tau_{2}\right)$ factor. Likewise, $a_{0} / \delta(980)$ is a scalar meson with $I=1$, i.e. it has the same expression as $v_{\sigma}$ with an extra $\left(\tau_{1} \cdot \tau_{2}\right)$ factor. Finally, one may note that $\sigma$ and $\omega$ only constitute phenomenological approximations to the correlated two- and three- $\pi$ exchanges, respectively, and short-range terms are truncated using an exponential regulator. On the other hand, since the $\sigma$ approximates more than the two-pion exchange ( $2 \mathrm{PE}-\mathrm{e} . \mathrm{g} . \pi \rho$ exchange...) and it has a very broad mass, its parameters may be refitted in each partial wave to include more physics than a single meson would.

- Another approach consists in representing directly the OBEP in coordinate space, that is involving an extra Fourier transform. Since expressions of the form factors are only analytical in $k$ space, this involves numerical approximations, i.e. expansions up to first order in $Q^{2} / M^{2}$, after which the Fourier transform can be treated. This approach is undertaken by the Nijmegen group for its high-accuracy potentials such as Nijm I\& II [80], where heavier mesons also depend on the partial wave. Note that OBEP approaches only contain iterative diagrams, that is simple ladders (see Fig. 5.2). On the other hand, several diagrams coming from non-iterative meson exchange contributions are usually omitted, except from more involved models such as the "Bonn Full Model" [404] or the Paris [374] potential, which include these effects, explicitly or implicitly. Nevertheless, these contributions are found to be rather small, and their omission does not drastically reduce the overall precision.
- Potentials based on Chiral Effective Field Theory ( $\chi$-EFT) [405] are based on the separation of scale between the chiral symmetry-breaking scale ("hard scale" $\Lambda_{\chi} \approx 1 \mathrm{GeV}$ ) and typical momenta of low-energy processes ( $Q$ usually of the order of the pion mass $m_{\pi} \approx 150 \mathrm{MeV}$ ) [406-409]. In that respect, few-nucleon processes can be treated using only nucleons and pions as degrees of freedom, the $\pi-N$ interaction being governed by the spontaneously broken chiral symmetry of QCD. All other heavy mesons and nucleon resonances are integrated out of the theory, and their effects are contained inside a renormalized pion exchange and scale-dependent couplings [410]. The effective Lagrangian only depends in this approximation on a finite number of low-energy constants (LECs), and can be classified using a systematic expansion based on a power counting in terms of $\left(Q / \Lambda_{\chi}\right)^{\nu}$, where $\nu$ is called the chiral order. At a given accuracy $\left(Q / \Lambda_{\chi}\right)^{\nu}$, only a finite number of terms in the Lagrangian are needed in the low-momentum regime. The leading order interaction corresponding to $\nu=0$ is noted LO. There is no contribution for $\nu=1$, and following

Iterative diagrams


Fermion line

------- Meson exchange

Figure 5.2: (Non-exhaustive examples) Iterative and non-iterative (usually non included in OBEP potentials) diagrams for meson exchanges.
terms $\nu>1$ are called (next-to-) $)^{\nu-1}$ leading-orders ( $\mathrm{N}^{\nu-1} \mathrm{LO}$ ). This framework includes effects beyond the bare NN force, since three-, four-... body effects appear naturally in the perturbative expansion, and the hierarchy $v^{\mathrm{NN}} \gg v^{\mathrm{NNN}} \gg v^{\mathrm{NNNN}} \ldots$ is a natural consequence of the power counting, as shown in Fig. 5.3. For instance, three-body forces do not contribute for $\nu \leq 1$ [405; 411], and appear at next-to-next-to-leading order [411; 412] as the combination of a $2 \pi$ exchange [ $2 \pi$ ] process, a $1 \pi$ exchange between a NN contact force [D], and a pure three-nucleon contact force [E]. Note that LECs associated with NNN forces at $\mathrm{N}^{2} \mathrm{LO}$ are partly constrained by the two-body domain, such that only the two coupling constants of the contact terms in [D] and [E] are to be adjusted (see SEC. 5.2). At this point, chiral forces exist up to $\mathrm{N}^{3} \mathrm{LO}$ [83; 409], where most of the NN and $\mathrm{OPE} / 2 \mathrm{PE} / 3 \mathrm{PE}$ diagrams have been computed using various approaches such as dimensional [413-417] or spectral function [83; 418; 419] regularization. Improvements of such models may consist in (i) increasing the chiral order $\nu$ of the perturbative expansion, although power counting implies that higher contributions will be substantially smaller, as already observed in the case of OPE/2PE [417], (ii) the introduction of four-nucleon forces arising naturally at $\mathrm{N}^{3} \mathrm{LO}$ [420], (iii) adding extra degrees of freedom, such as nucleon $\Delta$ excitations that play a role in three-body forces $[10 ; 83 ; 421 ; 422]$ and isospin breaking NN forces [422], or (iv) refining the short range phenomenological cutoff schemes. Finally,
since $\chi$-PT is a low-momentum expansion, its predictions are by essence only valid for momenta $Q \ll \Lambda_{\chi}$. Several families of chiral forces are defined depending on the values of the intrinsic high-momentum cutoff up to which they are defined, whose values typically range between 450 and 750 MeVs , that is rather small cuts, such that there is no strong hard core in these potentials.

The two-nucleon part of all previous models are adjusted on low-energy nucleon-nucleon scattering, that is neutron-proton or proton-proton data. In that respect, large sets of experimental data are available [375; 423] for various scattering observables, e.g. angular distributions, scattered and recoil particle polarizations or spin correlations in the final state, for polarized/unpolarized beams/targets at different energies [424]. These amplitudes can be converted into scattering phase shifts, which constitute a standard benchmark to test the accuracy of a given NN force. The standard reference is the partial wave analysis of PWA93 [375]. Some models, like $\chi$-EFT of Paris potentials, are directly adjusted on these phase shifts, but in most cases the fitting occurs at the scattering amplitude level (polarizations and spin correlations...). Thousands of experimental data are available, and make possible the construction of very high-precision form factors, such that most modern forces now have reached statistical accuracy [425; 426], that is a reproduction of experiments with a chi square per degree of freedom $\chi^{2} / N_{\text {data }}$ close to one, as shown in TAB. $\{5.1\}$. While $\chi$-EFT forces do not reach yet the accuracy of phenomenological models, the improvement of $\chi^{2}$ as the order in $\chi$-PT increases is clearly seen, and justifies a posteriori the need to go at least up to $\mathrm{N}^{3} \mathrm{LO}$, where the number of free parameters $\left(N_{\text {data }}\right)$ is of the order of phenomenological models, to reach a precision suitable for a direct comparison to experimental data [417; 427].

### 5.2 Three-nucleon interaction

The need to include many-body forces has been suggested by discrepancies between low-energy properties computed with only two-body forces and experimental data, such as differential nucleon-deuteron cross-sections [4-6], triton and other light nuclei binding energies [7] or the violation of the Koltun sum rule [9]. For instance, the binding energy of ${ }^{3} \mathrm{H}$ versus the one of ${ }^{4} \mathrm{He}$ computed with all available NN models align on a so-called Tjon line that exclude the experimental point [8], as represented in Fig. 5.4. This is seen as a necessity to use consistent NNN forces to sneak away from this Tjon line. Likewise, the Coester line on which lie the saturation point of symmetric nuclear matter computed with NN forces only [12-18], is another indication that NNN forces are essential to reproduce bulk properties of finite nuclei [10; 11].

Phenomenological NNN potentials are available [59; 381-383], based on mesons exchanges $(2 \pi / 3 \pi, \pi \rho, \rho \rho \ldots)$ plus empirical short range components. Using the same philosophy as phenomenological two-nucleon forces, they are adjusted on binding energies and scattering observables of three- (and four-) body systems such as proton/nucleon-deuteron diffusion data [384-386]. In the following, the contribution from three-body forces is discussed in the context of $\chi$-EFT, where they appear naturally at next-to-next-to-leading order in the $\left(Q / \Lambda_{\chi}\right)$ power counting [412]. Note that NNN forces cannot be constructed at this point from RG flow starting from phenomenological models, since the corresponding formalism has not been derived yet. Therefore, there is no consistent low-momentum NN+NNN model available, and three-body effects are added on top of the low-momentum NN force [387].

It is common to decompose the three-body potential as a sum of three terms

$$
\begin{equation*}
v^{\mathrm{NNN}}=v^{\mathrm{NNN}(1)}+v^{\mathrm{NNN}(2)}+v^{\mathrm{NNN}(3)} \tag{5.8}
\end{equation*}
$$

|  | NN diagrams | NNN diagrams |
| :---: | :---: | :---: |
| LO $\quad(\nu=0)$ |  |  |
| $(\nu=1)$ |  |  |
| N LO $(\nu=2)$ |  |  |
| $\mathrm{N}^{2} \mathrm{LO} \quad(\nu=3)$ |  |  |
|  | Nucleon line | $\mathcal{L}^{(0)} / \Delta=0$ term (no field derivatives) |
| ------- |  | $\mathcal{L}^{(1)} / \Delta=1$ term (one field derivatives) <br> $\mathcal{L}^{(2)} / \Delta=2$ term (two field derivatives) |

Figure 5.3: Hierarchy of nuclear forces from Chiral Perturbation Theory, classified according to a power counting $\left(Q / \Lambda_{\chi}\right)^{\nu}$, and restricted to $\nu \leq 3$ for simplicity. Three-body forces appears at next-to-next-to-leading order, but some of the associated low-energy constants are already constrained by the two-body domain (black symbols) while others (gray symbols) are to be adjusted on three-body observables.

|  | $N_{\text {par }}$ | Database |  | $N_{\text {data }}$ | $\chi^{2} / N_{\text {data }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| PWA93 [375] | 39 | $19920-350 \mathrm{MeV}$ | np | 2514 | 0.99 |
|  |  |  | pp | 1787 | 1.00 |
|  |  |  | $\mathrm{np}+\mathrm{pp}$ | 4301 | 0.99 |
|  |  | $19990-350 \mathrm{MeV}$ | np | 2932 | 0.99 |
|  |  |  | pp | 1787 | 1.09 |
|  |  |  | $\mathrm{np}+\mathrm{pp}$ | 4301 | 1.04 |
| Argonne V18 [3] | 40 | $19920-350 \mathrm{MeV}$ | np | 2514 | 1.08 |
|  |  |  | pp | 1787 | 1.10 |
|  |  |  | $\mathrm{np}+\mathrm{pp}$ | 4301 | 1.09 |
|  |  | $19990-350 \mathrm{MeV}$ | np | 2932 | 1.07 |
|  |  |  | pp | 1787 | 1.35 |
|  |  |  | $\mathrm{np}+\mathrm{pp}$ | 4301 | 1.21 |
| CD-Bonn [79] | 43 | $19920-350 \mathrm{MeV}$ | np | 2514 | 1.03 |
|  |  |  | pp | 1787 | 1.00 |
|  |  |  | $\mathrm{np}+\mathrm{pp}$ | 4301 | 1.02 |
|  |  | $19990-350 \mathrm{MeV}$ | np | 2932 | 1.02 |
|  |  |  | pp | 1787 | 1.01 |
|  |  |  | $\mathrm{np}+\mathrm{pp}$ | 4301 | 1.02 |
| Nijm I [80] | 41 | $19920-350 \mathrm{MeV}$ | np | 2514 | 1.05 |
|  |  |  | pp | 1787 | 1.00 |
|  |  |  | $\mathrm{np}+\mathrm{pp}$ | 4301 | 1.03 |
| Nijm II [80] | 47 | $19920-350 \mathrm{MeV}$ | np | 2514 | 1.05 |
|  |  |  | pp | 1787 | 1.00 |
|  |  |  | $\mathrm{np}+\mathrm{pp}$ | 4301 | 1.03 |
| NLO Jülich [428] | 2 | $19990-290 \mathrm{MeV}$ | np | 2402 | $67-105$ |
| N ${ }^{2}$ LO Jülich [428] | 9 | $19990-290 \mathrm{MeV}$ | np | 2402 | $12-27$ |
| $\mathrm{N}^{3} \mathrm{LO}$ Jülich [83] | 26 | $19990-290 \mathrm{MeV}$ | np | 2402 | $1.7-7.9$ |
|  |  | $19990-290 \mathrm{MeV}$ | pp | 2057 | $2.9-22.3$ |
| $\mathrm{N}^{3} \mathrm{LO}$ Idaho [409] | 26 | $19990-290 \mathrm{MeV}$ | np | 2402 | $1.1-1.3$ |
|  |  | $19990-290 \mathrm{MeV}$ | pp | 2057 | 1.5-2.1 |

Table 5.1: Accuracy of modern NN models versus experimental scattering data. $N_{\text {par }}$ is the number of free parameters. Since pp data are much more precise, the associated $\chi^{2}$ is systematically higher than for the np case. Two different database for scattering observables have been used, i.e. the 1992 database [375], and an updated version from 1999 [79]. For $\chi$-EFT potential, different families of momentum cutoffs $\Lambda_{\chi}$ have been used, providing intervals for $\chi^{2} / N_{\text {data }}$.
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Figure 5.4: The Tjon line for two-body forces, corresponding to the correlation between the binding energies of ${ }^{3} \mathrm{H}$ and ${ }^{4} \mathrm{He}$ for different phenomenological two-body models and $V_{\text {low } k}$ (from A. Nogga et al. [8]).
where $v^{\mathrm{NNN}(i)}$ is symmetric under the exchange $j \leftrightarrow k$. Specializing to momentum-space representation, in the case of local 3N forces (such as chiral 3NFs), one can show that momentumspace matrix elements have the following structure [429]

$$
\begin{equation*}
\left\langle\vec{k}_{1} \vec{k}_{2} \vec{k}_{3}\right| v^{\mathrm{NNN}(1)}\left|\vec{k}_{1}^{\prime} \vec{k}_{2}^{\prime} \vec{k}_{3}^{\prime}\right\rangle \equiv\left(\frac{2 \pi}{\mathcal{V}}\right)^{3} \delta\left(\vec{q}_{1}+\vec{q}_{2}+\vec{q}_{3}\right) \tilde{v}^{(1)}\left(\vec{q}_{2}, \vec{q}_{3}\right) \tag{5.9}
\end{equation*}
$$

where $\mathcal{V}$ is the volume (which drops out of all final expressions) and $\vec{q}_{i}=\vec{k}_{i}-\vec{k}_{i}^{\prime}$ is the momentum transfer. Similarly, coordinate space matrix elements are given by

$$
\begin{align*}
& \left\langle\vec{r}_{1} \vec{r}_{2} \vec{r}_{3}\right| v^{\mathrm{NNN}(1)}\left|\vec{r}_{1}^{\prime} \vec{r}_{2}^{\prime} \vec{r}_{3}^{\prime}\right\rangle \equiv \delta\left(\vec{r}_{1}-\vec{r}_{1}^{\prime}\right) \delta\left(\vec{r}_{2}-\vec{r}_{2}^{\prime}\right) \delta\left(\vec{r}_{3}-\vec{r}_{3}^{\prime}\right) v^{\mathrm{NNN}(1)}\left(\vec{r}_{2}-\vec{r}_{1}, \vec{r}_{3}-\vec{r}_{1}\right),  \tag{5.10a}\\
& v^{\mathrm{NNN}(1)}\left(\vec{r}_{2}-\vec{r}_{1}, \vec{r}_{3}-\vec{r}_{1}\right)=\frac{1}{(2 \pi)^{6}} \int \mathrm{~d} \overrightarrow{q_{2}} \mathrm{~d} \vec{q}_{3} e^{i \vec{q}_{2} \cdot\left(\vec{r}_{2}-\vec{r}_{1}\right)} e^{i \vec{q}_{3} \cdot\left(\vec{r}_{3}-\vec{r}_{1}\right)} \tilde{v}^{(1)}\left(\vec{q}_{2}, \vec{q}_{3}\right) . \tag{5.10b}
\end{align*}
$$

The three-body interaction is obtained from the EFT organization scheme at next-to-next-toleading order ( $\mathrm{N}^{2} \mathrm{LO}$ ) (see SEC. 5.1.2), and includes the following diagrams


+ exchange terms

Figure 5.5: Three-body force diagrams from chiral EFT at $\mathrm{N}^{2} \mathrm{LO}$.

That is, the vacuum NNN force is constructed as the leading-order chiral NNN force which is comprised of a long-range $2 \pi$-exchange part $v_{c}$, an intermediate-range $1 \pi$-exchange part $v_{D}$ and
a short-range contact interaction $v_{E}$. The $2 \pi$-exchange interaction, which provides the dominant contribution in symmetric nuclear matter, is given by [387]

$$
\begin{equation*}
\tilde{v}_{c}^{(k)}\left(\vec{q}_{i}, \vec{q}_{j}\right)=\sum_{\alpha \beta}\left(\frac{g_{A}}{2 f_{\pi}}\right)^{2} \frac{\left(\vec{\sigma}_{i} \cdot \vec{q}_{i}\right)\left(\vec{\sigma}_{j} \cdot \vec{q}_{j}\right)}{\left(q_{i}^{2}+m_{\pi}^{2}\right)\left(q_{j}^{2}+m_{\pi}^{2}\right)} F_{i j k}^{\alpha \beta} \tau_{i}^{\alpha} \tau_{j}^{\beta} \tag{5.11}
\end{equation*}
$$

where $F_{i j k}^{\alpha \beta}$ reads

$$
\begin{equation*}
F_{i j k}^{\alpha \beta}=\delta^{\alpha \beta}\left[-\frac{4 c_{1} m_{\pi}^{2}}{f_{\pi}^{2}}+\frac{2 c_{3}}{f_{\pi}^{2}} \vec{q}_{i} \cdot \vec{q}_{j}\right]+\sum_{\gamma} \frac{c_{4}}{f_{\pi}^{2}} \epsilon^{\alpha \beta \gamma} \tau_{k}^{\gamma} \vec{\sigma}_{k} \cdot\left(\vec{q}_{i} \times \vec{q}_{j}\right) \tag{5.12}
\end{equation*}
$$

while the $1 \pi$-exchange and contact interactions are given respectively by

$$
\begin{equation*}
\tilde{v}_{D}^{(k)}\left(\vec{q}_{i}, \vec{q}_{j}\right)=-\frac{g_{A}}{4 f_{\pi}^{2}} \frac{c_{D}}{f_{\pi}^{2} \Lambda_{\chi}} \frac{\vec{\sigma}_{j} \cdot \vec{q}_{j}}{q_{j}^{2}+m_{\pi}^{2}}\left(\vec{\tau}_{i} \cdot \vec{\tau}_{j}\right)\left(\vec{\sigma}_{i} \cdot \vec{q}_{j}\right), \quad \quad \tilde{v}_{E}^{(k)}\left(\vec{q}_{i}, \vec{q}_{j}\right)=\frac{c_{E}}{f_{\pi}^{4} \Lambda_{\chi}}\left(\vec{\tau}_{i} \cdot \vec{\tau}_{j}\right) \tag{5.13}
\end{equation*}
$$

| $g_{A}$ | 1.29 |
| :--- | :---: |
| $f_{\pi}[\mathrm{MeV}]$ | 92.4 |
| $m_{\pi}[\mathrm{MeV}]$ | 138.04 |
| $c_{1}\left[\mathrm{GeV}^{-1}\right]$ | -0.76 |
| $c_{3}\left[\mathrm{GeV}^{-1}\right]$ | -4.78 |
| $c_{4}\left[\mathrm{GeV}^{-1}\right]$ | -3.96 |

Table 5.2: Parameters for the bare three-nucleon force from chiral perturbation theory.

Values of the various coupling constants appearing in EQS. (5.11-5.13) can be found in TAB. $\{5.2\}$. We use $g_{A}=1.29, f_{\pi}=92.4 \mathrm{MeV}$ and $m_{\pi}=138.04 \mathrm{MeV}$ and the $c_{i}$ constants extracted by the Nijmegen group in a partial wave analysis with chiral $2 \pi$-exchange [430]. Values for the $c_{D}$ and $c_{E}$ low-energy constants are typically adjusted such that the binding energies of ${ }^{3} \mathrm{H}$ and ${ }^{4} \mathrm{He}$ from ab initio calculations with $v^{\mathrm{NN}+\mathrm{NNN}}$ match experimental values. In particular values of $c_{D}$ and $c_{E}$ depend on the vacuum two-nucleon force associated with $v^{\text {NNN }}$. For instance, for the sharp cutoff $V_{\text {low } k}$ from Argonne AV18, tabulated values are found in Ref. [8] for a range of $\Lambda$ values. A procedure that adjusts the three-body coupling constants $c_{D}$ and $c_{E}$ in order to reproduce the r.m.s. radii of ${ }^{3} \mathrm{H}$ and ${ }^{3} \mathrm{He}$ has been used in the following, that is a different method than the standard one based on the binding energies of the same nuclei. It is found that better nuclear matter properties are obtained with this approach.

Finally, one notes that discussions concerning the potential role of four-body forces are ongoing [431]. In any case, associated effects are expected to be even smaller than NNN ones in the context of $\chi$-PT since four-nucleon interactions only appear at $\mathrm{N}^{4} \mathrm{LO}$ [420].

### 5.3 Properties of bare nucleon-nucleon forces

We now turn to the common benchmarks that are used to characterize a generic NN force noted $v$ for simplicity. The former are introduced in details, as they will provide guidelines for constructing and evaluating the accuracy of non-empirical effective forces. In particular, scattering phase shifts and deuteron properties constitute basic experimental observables that are crucial for vacuum two-body models. They can be possibly extended to the case of effective forces using the in-medium $T$-matrix formalism [432; 433]. The study of Weinberg eigenvalues will lead later
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on to critical discussions concerning the perturbative behavior of a given nucleon-nucleon force. One has however to start with preliminary remarks concerning momentum-space expressions and partial wave decompositions. All notations and conventions are properly defined in Appendix A. Detailed calculations and additional comments can also be found there.

A comment can be added at this point. The computation of several quantities such as scattering parameters or deuteron properties requires complex numerical techniques to obtain highly precise results. In the present work, approximate numerical treatments are used, as they provide values with a reasonable numerical cost and a precision suitable for the scope of this work, that is a global check of the properties of the forces we intend to construct. Consistency checks between these values and the ones from experiments or high-precision NN models are thus meaningless beyond the first few digits.

### 5.3.1 Momentum space

Some models for NN forces are given in momentum space, i.e. under the form $v\left(\vec{k}_{1}, \vec{k}_{2}, \vec{k}_{3}, \vec{k}_{4}\right)$, some other in coordinate space, that is $v\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}, \vec{r}_{4}\right)$, dropping for now spin and isospin indices. Since most of the following derivations will be performed in momentum space, conversion rules are recalled here. In momentum space the plane wave basis is the natural basis of interest. The single-particle basis is composed of plane waves with good spin and isospin projection, i.e.

$$
\begin{equation*}
\langle\vec{r} \mid \vec{k} \sigma q\rangle=\varphi_{\vec{k}}(\vec{r} \sigma q)=e^{i \vec{k} \cdot \vec{r}} \chi^{\sigma} \chi^{q}, \tag{5.14}
\end{equation*}
$$

whose scalar product is given by

$$
\begin{equation*}
\left\langle\vec{k} \sigma q \mid \vec{k}^{\prime} \sigma^{\prime} q^{\prime}\right\rangle=(2 \pi)^{3} \delta\left(\vec{k}-\vec{k}^{\prime}\right) \delta_{\sigma \sigma^{\prime}} \delta_{q q^{\prime}} . \tag{5.15}
\end{equation*}
$$

Because of the convention used to define plane waves, integrals in momentum space are characterized by $\int \mathrm{d} \vec{k} /(2 \pi)^{3}$, such that ${ }^{(3)}$

$$
\begin{equation*}
\left\langle\vec{r} \mid \vec{r}^{\prime}\right\rangle=\int \frac{\mathrm{d} \vec{k}}{(2 \pi)^{3}} e^{i \vec{k} \cdot\left(\vec{r}-\vec{r}^{\prime}\right)}=\delta\left(\vec{r}-\vec{r}^{\prime}\right) . \tag{5.17}
\end{equation*}
$$

One has then

$$
\begin{align*}
& v\left(\vec{k}_{1234}\right)=\quad \int \mathrm{d} \vec{r}_{1234} e^{-i\left[+\vec{k}_{1} \cdot \vec{r}_{1}+\vec{k}_{2} \cdot \vec{r}_{2}-\vec{k}_{3} \cdot \vec{r}_{3}-\vec{k}_{4} \cdot \vec{r}_{4}\right]} v\left(\vec{r}_{1234}\right),  \tag{5.18a}\\
& v\left(\vec{k}_{1234}\right)=\frac{1}{(2 \pi)^{12}} \int \mathrm{~d} \vec{k}_{1234} e^{-i\left[-\vec{k}_{1} \cdot \vec{r}_{1}-\vec{k}_{2} \cdot \vec{r}_{2}+\vec{k}_{3} \cdot \vec{r}_{3}+\vec{k}_{4} \cdot \vec{r}_{4}\right]} v\left(\vec{k}_{1234}\right) . \tag{5.18b}
\end{align*}
$$

In momentum space it is convenient to introduce relative and transfer momenta for direct and exchange terms according to conventions recalled in EqS. (2a,2b). Most interactions that will be considered do not depend on $\left[\vec{R} / \vec{R}^{\prime}\right]$, that is vacuum NN forces or effective interactions in infinite nuclear matter ${ }^{(4)}$, thus can be written as

$$
\begin{equation*}
v\left(\vec{k}_{1234}\right) \equiv v\left(\vec{k}, \vec{k}^{\prime}[, \vec{K}]\right) \delta\left(\vec{K}-\vec{K}^{\prime}\right), \tag{5.19}
\end{equation*}
$$

where the Dirac delta function expresses the total momentum conservation and is usually removed.

[^23]${ }^{4}$ In this case the potential depends on the total momentum $\vec{K}$.

### 5.3.2 Partial wave decomposition

The standard expansion of a plane wave in terms of spherical harmonics reads [1]

$$
\begin{equation*}
e^{i \vec{k} \cdot \vec{r}} \equiv\langle\vec{r} \mid \vec{k}\rangle=4 \pi \sum_{\ell m_{\ell}} i^{\ell} Y_{\ell}^{m_{\ell}^{*}}(\hat{k}) Y_{\ell}^{m_{\ell}}(\hat{r}) j_{\ell}(k r)=\sum_{\ell} i^{\ell}[\ell] P_{\ell}(\hat{k} \cdot \hat{r}) j_{\ell}(k r) \tag{5.20}
\end{equation*}
$$

using spherical Bessel functions of the first kind $j_{\ell}$, Legendre polynomials $P_{\ell}$, and with $[\ell] \equiv 2 \ell+1$. Thus a given state $|\vec{k}\rangle$ is expanded into

$$
\begin{equation*}
|\vec{k}\rangle \equiv 4 \pi \sum_{\ell m_{\ell}} i^{\ell}\left|k \ell m_{\ell}\right\rangle Y_{\ell}^{m_{\ell} *}(\hat{k}) \tag{5.21}
\end{equation*}
$$

The latter expression is of interest in the case of the scattering of a plane wave $\varphi_{\vec{k}}(\vec{r})$ by a central (spin-independent) potential, where a partial wave expansion decomposes the scattering amplitude into angular components (see Fig. 5.6) that are solutions of Schrödinger equations with partial wave components $u_{\ell}(r)$ of the original potential $u(\vec{r})$, i.e.

$$
\begin{equation*}
u(\vec{r}) \equiv \sum_{\ell} u_{\ell}(r) P_{\ell}(\hat{k} \cdot \hat{r}) \tag{5.22}
\end{equation*}
$$



Figure 5.6: Illustration of the principle of a partial wave expansion in terms of the scattered amplitudes from an incident plane wave. Angular distributions for different $\ell$ come from the Legendre polynomials.

For two-nucleon scattering, the relative orbital angular momentum $L$ couples to the total spin $S$ of the nucleon pair to give a total two-body angular momentum $J$, which complexifies the problem. Still, a partial wave expansion of the nuclear potential $v(\vec{k}, \vec{k})$ can be given. Indeed, by analogy with EQ. (5.20), one can expand the spinor $\left|\vec{k} S S_{z} T T_{z}\right\rangle$ describing the two-body relative motion $^{(5)}$ into

$$
\begin{equation*}
\left|\vec{k} S S_{z} T T_{z}\right\rangle \equiv 4 \pi \sum_{L} \sum_{J J_{z}} i^{L} \mathcal{Y}_{(L S) J}^{J_{z}}{ }^{*}(\hat{k}) \sqrt{\frac{\pi}{2}}\left|k(L S) J J_{z} S_{z} T T_{z}\right\rangle \tag{5.23}
\end{equation*}
$$

[^24]in terms of spin 0 or 1 tensor spherical harmonics $\mathcal{Y}_{(L S) J}^{J_{z}}(\hat{k})$ [434], and with
\[

$$
\begin{equation*}
\left\langle\vec{r} \mid k(L S) J J_{z} S_{z} T T_{z}\right\rangle \equiv \sqrt{\frac{2}{\pi}} \mathcal{Y}_{(L S) J}^{J_{z}}(\hat{r}) j_{L}(k r)\left|T T_{z}\right\rangle\left|S_{z}\right\rangle \tag{5.24}
\end{equation*}
$$

\]

One has then

$$
\begin{equation*}
\left\langle\vec{r} \mid \vec{k} S S_{z} T T_{z}\right\rangle=4 \pi \sum_{L J J_{z}} i^{L} \mathcal{Y}_{(L S) J}^{J_{z}} *(\hat{k}) \mathcal{Y}_{(L S) J}^{J_{z}}(\hat{r}) j_{L}(k r)\left|T T_{z}\right\rangle\left|S_{z}\right\rangle \tag{5.25}
\end{equation*}
$$

such that EQ. (5.20) can be easily recovered for both $S=0$ and $S=1$ spinors (Appendix D.2). One cannot couple states with different spins $S / S^{\prime}$ since the bra and kets would correspond to different $L+S$ coupling schemes. Using a representation where nucleons have a good isospin, and from the fundamental symmetries of the nuclear interaction ${ }^{(6)}$ the dependence of partial waves on $T$ is trivial and no recoupling is needed. The partial wave expansion of potential matrix elements $v\left(\vec{k}, \vec{k}^{\prime}\right)$ reads in a coupled scheme as

$$
\begin{align*}
\left\langle\vec{k} S S_{z} T T_{z}\right| v\left|\vec{k}^{\prime} S S_{z} T T_{z}\right\rangle=\frac{\pi}{2}(4 \pi)^{2} \sum_{L L^{\prime}} & \sum_{J J^{\prime}}
\end{align*} \sum_{J_{z} J_{z}^{\prime}} i^{L^{\prime}-L} \mathcal{Y}_{\left(L^{\prime} S\right) J^{\prime}}^{J_{z}^{\prime}}\left(\hat{k}^{\prime}\right) \mathcal{Y}_{(L S) J}^{J_{z}}(\hat{k}) .
$$

The latter expression can be further simplified for realistic nuclear interactions using that (i) $v$ is invariant under the rotation of two particles, i.e. it does not depend on $J_{z} / J_{z}^{\prime}$, (ii) the total angular momentum $J$ is conserved, (iii) the spin/isospin and their projections are conserved, and (iv) in the absence of tensor force or for $S=0$ states, the orbital momentum $L$ is also conserved. If a tensor interaction is present it only couples states such that $\left|L-L^{\prime}\right|=0,2$ and $L, L^{\prime}>0$. One has then

$$
\begin{equation*}
\left\langle\vec{k} S S_{z} T T_{z}\right| v\left|\vec{k}^{\prime} S S_{z} T T_{z}\right\rangle=\frac{\pi}{2}(4 \pi)^{2} \sum_{L L^{\prime}} \sum_{J J_{z}} i^{L^{\prime}-L} \mathcal{Y}_{\left(L^{\prime} S\right) J}^{J_{z}}{ }^{*}\left(\hat{k}^{\prime}\right) \mathcal{Y}_{(L S) J}^{J_{z}}(\hat{k}) v_{L L^{\prime}}^{J S S_{z} T T_{z}}\left(k, k^{\prime}\right) \tag{5.27}
\end{equation*}
$$

where the short notation from EQ. (3a) is used. In most case one will not consider CIB/CSB forces, or the isospin projection will be specified, that is the superscripts $S_{z} / T_{z}$ can be dropped. One is left with partial wave matrix elements of the kind $v_{L L^{\prime}}^{J S T}\left(k, k^{\prime}\right)$, with conventions from EQS. (3b,3c), that are called matrix elements of the interaction in a given partial wave. General prescriptions for such a decomposition can be found in the litterature [83;435;436]. As we are considering the interaction of two fermions, only specific partial waves have to be considered, as indicated by TAB. $\{5.3\}$. If one uses common spectroscopic notations ${ }^{[S]} \mathrm{L}_{J}$, coupled channels only appear because of a tensor interaction, and the coupling ${ }^{3}(J-1)_{J^{-}}{ }^{3}(J+1)_{J}$ is usually noted $\epsilon_{J}$. As a summary, the possible partial waves for a nuclear interaction are summarized in TAB. $\{5.4\}$.

### 5.3.3 Scattering phase shifts

The most usual benchmark of a bare nucleon-nucleon interaction is performed by comparing its scattering phase shifts in different partial waves with experimental data [375], defined by analogy to hard sphere scattering.

[^25]

Table 5.3: Block representation of the two-body nuclear interaction. Non-zero matrix elements are shaded, and $\epsilon_{J}$ couplings are zero if no tensor force is considered.


Table 5.4: Non-zero partial waves for a nuclear interaction with tensor correlations and $L \leq 3$.

### 5.3.3.1 Lippmann-Schwinger equation

A convenient way to treat the scattering problem is to introduce the solution $\varphi_{\vec{k}}$ of the free Schrödinger equation and $\Psi_{\vec{k}}$ the solution of the interacting problem with the potential $v$. The integral equation for $\Psi_{\vec{k}}$ reads then formally [437; 438]

$$
\begin{equation*}
\Psi_{\vec{k}}=\varphi_{\vec{k}}+G_{0}(E) v \Psi_{\vec{k}}, \tag{5.28}
\end{equation*}
$$

where $G_{0}$ is the free-particle Green function with energy $E=\frac{\hbar^{2} k^{2}}{2 m}, m$ being the reduced mass of the two-nucleon system. The scattering $T$-matrix is defined as

$$
\begin{equation*}
T(E) \varphi_{\vec{k}} \equiv v \Psi_{\vec{k}}, \tag{5.29}
\end{equation*}
$$

and relates the solutions of the interacting and non-interacting problems. It is the solution of the self-consistent Lippmann-Schwinger equation

$$
\begin{equation*}
T=v+v G_{0} T . \tag{5.30}
\end{equation*}
$$

The latter is best expressed in momentum space, where $G_{0}$ is diagonal, and leads to ${ }^{(7,8)}$




$$
\begin{equation*}
\langle\vec{k}| T(E)\left|\vec{k}^{\prime}\right\rangle \quad=\quad \frac{m}{\hbar^{2}}\langle\vec{k}| v\left|\vec{k}^{\prime}\right\rangle \quad+\mathcal{P} \int \frac{\mathrm{d} \vec{k}^{\prime \prime}}{(2 \pi)^{3}} \frac{\langle\vec{k}| v\left|\vec{k}^{\prime \prime}\right\rangle\left\langle\vec{k}^{\prime \prime}\right| T(E)\left|\vec{k}^{\prime}\right\rangle}{E-E\left(k^{\prime \prime}\right)}, \tag{5.31}
\end{equation*}
$$

where $\mathcal{P}$ denotes a principal value integration. The $T$-matrix is directly related to the scattering matrix $S$ through

$$
\begin{equation*}
T=-\frac{1}{i k} \frac{S-\mathbb{I}}{S+\mathbb{I}} \tag{5.32}
\end{equation*}
$$

with the normalization of plane waves chosen here. By analogy with EQ. (5.27), the $T$-matrix can be expanded into partial waves and has the same block structure as the initial nuclear force (see TAB. $\{5.3\}$ ). The projected Lippmann-Schwinger equation reads then

$$
\begin{equation*}
T_{L L^{\prime}}^{J S T}\left(k, k^{\prime} ; E\right)=\frac{m}{\hbar^{2}} v_{L L^{\prime}}^{J S T}\left(k, k^{\prime}\right)+\sum_{L^{\prime \prime}} \frac{2}{\pi} \mathcal{P} \int k^{\prime \prime 2} \mathrm{~d} k \frac{v_{L^{\prime \prime} L^{\prime}}^{J S T}\left(k, k^{\prime}\right) T_{L L^{\prime \prime}}^{J S T}\left(E, k, k^{\prime}\right)}{E-E\left(k^{\prime \prime}\right)} . \tag{5.33}
\end{equation*}
$$

In the case of uncoupled channels, it reduces to

$$
\begin{equation*}
T_{L}^{J S T}\left(k, k^{\prime} ; E\right)=\frac{m}{\hbar^{2}} v_{L}^{J S T}\left(k, k^{\prime}\right)+\frac{2}{\pi} \mathcal{P} \int k^{\prime \prime 2} \mathrm{~d} k^{\prime \prime} \frac{v_{L}^{J S T}\left(k, k^{\prime}\right) T_{L}^{J S T}\left(k, k^{\prime} ; E\right)}{E-E\left(k^{\prime \prime}\right)} \tag{5.34}
\end{equation*}
$$

For coupled channels Eq. (5.33) reads with the notation $J^{ \pm} \equiv J \pm 1$

$$
\begin{equation*}
T_{L_{1}=J \pm 1 L_{2}=J \pm 1}^{J S T}\left(k, k^{\prime} ; E\right)=\frac{m}{\hbar^{2}} v_{L_{1} L_{2}}^{J S T}\left(k, k^{\prime}\right)+\frac{2}{\pi} \sum_{L_{3}=J \pm 1} \mathcal{P} \int k^{\prime \prime 2} \mathrm{~d} k^{\prime \prime} \frac{v_{L_{1} L_{3}}^{J S T}\left(k, k^{\prime}\right) T_{L_{3} L_{2}}^{J S T}\left(k, k^{\prime} ; E\right)}{E-E\left(k^{\prime \prime}\right)} \tag{5.35}
\end{equation*}
$$

Finally, the $T$-matrix is called

- "Half on-shell" when $E=\hbar^{2} k^{2} / m$. Note that fully off-shell matrix elements are not related to any physical observables,
- "Fully on-shell" when $k=k^{\prime}$ and $E=\hbar^{2} k^{2} / m$.


### 5.3.3.2 Definitions and conventions

Scattering phases shifts are defined from a parametrization of the $S$-matrix which drives the asymptotic behavior of the scattered wave function expanded into partial waves $\Psi_{L, k}^{J S T}(r)$.

[^26]
## Uncoupled channels

The restriction $S_{L}^{J S T}$ of the scattering matrix to an uncoupled channel ${ }^{[S]} L_{J}$ is a scalar, and the scattered wave can be written as

$$
\begin{align*}
\Psi_{L, k}^{J S T}(r) & \underset{r \rightarrow+\infty}{\longrightarrow} j_{L}(k r)+\tan \left(\delta_{L}^{J S T}(E)\right) n_{l}(k r)  \tag{5.36a}\\
& \underset{r \rightarrow+\infty}{\longrightarrow} \mathcal{A} \frac{-1}{2 i k r}\left[e^{-i(k r-L \pi / 2)}-S_{L}^{J S T}(E) e^{+i(k r-L \pi / 2)}\right], \tag{5.36b}
\end{align*}
$$

where $\mathcal{A}$ stands as a normalization constant. The flux conservation ensures that $\left|S_{L}^{J S T}\right|^{2}=1$, thus

$$
\begin{equation*}
S_{L}^{J S T}(E) \equiv e^{2 i \delta_{L}^{J S T}(E)}, \tag{5.37}
\end{equation*}
$$

where $\delta_{L}^{J S T}(E)$ is the scattering phase shift at a given energy $E$. Using EQ. (5.32), one obtains the usual expression

$$
\begin{equation*}
T_{L}^{J S T}\left(k, k ; \frac{\hbar^{2} k^{2}}{m}\right)=-\frac{\tan \left(\delta_{L}^{J S T}(k)\right)}{k}, \tag{5.38}
\end{equation*}
$$

where the $T$-matrix is fully on-shell. Other methods $[1 ; 440]$ lead to the same standard expression, with caution needed regarding normalization conventions.

## Coupled channels

For channels coupled by the tensor force (hence $S=1$ ), each channel ${ }^{3}\left(J^{ \pm}\right)_{J}$ is not an eigenstate of the scattering matrix, and the $2 \times 2$ restriction $S^{J 1 T}$ of the $S$-matrix between states $L, L^{\prime}=J \pm 1$ is introduced. The wave function for a state with total angular momentum $J$ reads in this case

$$
\begin{equation*}
\binom{\tilde{\Psi}_{J^{-}, k}^{J 1 T}(r)}{\tilde{\Psi}_{J^{+}, k}^{J 1 T}(r)} \underset{r \rightarrow+\infty}{\longrightarrow} \frac{1}{2 i k r}\left[\binom{\mathcal{A}_{1}}{\mathcal{A}_{2}}\binom{e^{-i\left(k r-J^{-} \pi / 2\right)}}{e^{-i\left(k r-J^{+} \pi / 2\right)}}-S^{J 1 T}\binom{\mathcal{A}_{1}}{\mathcal{A}_{2}}\binom{e^{+i\left(k r-J^{-} \pi / 2\right)}}{e^{+i\left(k r-J^{+} \pi / 2\right)}}\right] \tag{5.39}
\end{equation*}
$$

Two parametrizations of the scattering matrix, leading to different definitions for the phase shifts, are commonly used.

1. The eigenphase shifts convention [441] where

$$
\begin{align*}
S^{J 1 T} & \equiv U^{J 1 T^{-1}} \exp \left(2 i \Delta^{J 1 T}\right) U^{J 1 T},  \tag{5.40a}\\
U^{J 1 T} & =\left(\begin{array}{cc}
\cos \left(\epsilon_{J}\right) & \sin \left(\epsilon_{J}\right) \\
-\sin \left(\epsilon_{J}\right) & \cos \left(\epsilon_{J}\right)
\end{array}\right),  \tag{5.40b}\\
\Delta^{J 1 T} & =\left(\begin{array}{cc}
\delta_{J \alpha} & 0 \\
0 & \delta_{J \beta}
\end{array}\right) \equiv\left(\begin{array}{cc}
\delta_{\alpha} & 0 \\
0 & \delta_{\beta}
\end{array}\right),  \tag{5.40c}\\
S^{J 1 T} & =\left(\begin{array}{cc}
\cos ^{2}\left(\epsilon_{J}\right) e^{2 i \delta_{\alpha}}+\sin ^{2}\left(\epsilon_{J}\right) e^{2 i \delta_{\beta}} & \cos \left(\epsilon_{J}\right) \sin \left(\epsilon_{J}\right)\left[e^{2 i \delta_{\alpha}}-e^{2 i \delta_{\beta}}\right] \\
\cos \left(\epsilon_{J}\right) \sin \left(\epsilon_{J}\right)\left[e^{2 i \delta_{\alpha}}-e^{2 i \delta_{\beta}}\right] & \cos ^{2}\left(\epsilon_{J}\right) e^{2 i \delta_{\beta}}+\sin ^{2}\left(\epsilon_{J}\right) e^{2 i \delta_{\alpha}}
\end{array}\right) . \tag{5.40d}
\end{align*}
$$

The latter corresponds, in first approximation, to writing the two eigenstates $\tilde{\Psi}_{\alpha}$ and $\tilde{\Psi}_{\beta}$ of the $T$-matrix as a superposition of uncoupled solutions in the $J^{ \pm}$states, with a mixture

## Ab-initio approach to the nuclear many-body problem

parameter $\epsilon_{J}$. One obtains from EQ. (5.32) [1]

$$
\begin{align*}
& \tan \left[2 \epsilon_{J}(E)\right]= \frac{T_{J^{-} J^{+}}^{J 1 T}\left(k, k ; \frac{\hbar^{2} k^{2}}{m}\right)+T_{J^{+} J^{-}}^{J 1 T}\left(k, k ; \frac{\hbar^{2} k^{2}}{m}\right)}{T_{J^{-}}^{J 1 T}\left(k, k ; \frac{\hbar^{2} k^{2}}{m}\right)-T_{J^{+} J^{+}}^{J 1 T}\left(k, k ; \frac{\hbar^{2} k^{2}}{m}\right)}  \tag{5.41a}\\
& \tan \left[\delta_{J^{-}}^{J 1 T}(E)\right]=- \frac{k}{2}\left[T_{J^{-} J^{-}}^{J 1 T}\left(k, k ; \frac{\hbar^{2} k^{2}}{m}\right)+T_{J^{+} J^{+}}^{J 1 T}\left(k, k ; \frac{\hbar^{2} k^{2}}{m}\right)\right. \\
&\left.+\frac{T_{J^{-} J^{-}}^{J 1 T}\left(k, k ; \frac{\hbar^{2} k^{2}}{m}\right)-T_{J^{+} J^{+}}^{J 1 T}\left(k, k ; \frac{\hbar^{2} k^{2}}{m}\right)}{\cos \left(2 \epsilon_{J}\right)}\right],  \tag{5.41b}\\
& \tan \left[\delta_{J^{+}}^{J 1 T}(E)\right]=-\frac{k}{2}\left[T_{J^{-} J^{-}}^{J 1 T}\left(k, k ; \frac{\hbar^{2} k^{2}}{m}\right)+T_{J^{+} J^{+}}^{J 1 T}\left(k, k ; \frac{\hbar^{2} k^{2}}{m}\right)\right. \\
&\left.\quad-\frac{T_{J^{-} J^{-}}^{J 1 T}\left(k, k ; \frac{\hbar^{2} k^{2}}{m}\right)-T_{J^{+} J^{+}}^{J 1 T}\left(k, k ; \frac{\hbar^{2} k^{2}}{m}\right)}{\cos \left(2 \epsilon_{J}\right)}\right], \tag{5.41c}
\end{align*}
$$

where one does the usual (wrong) approximation, coming from the zero coupling limit $\epsilon_{j} \rightarrow 0$ where the identification $\alpha \equiv J^{-}$and $\beta \equiv J^{+}$is exact, i.e.

$$
\begin{equation*}
\delta_{\alpha} \equiv \delta_{J^{-}}^{J 1 T}(E), \quad \delta_{\beta} \equiv \delta_{J^{+}}^{J 1 T}(E) \tag{5.42}
\end{equation*}
$$

2. The bar-phaseshifts [442], where the scattering matrix is now defined as

$$
\begin{align*}
& S^{J 1 T} \equiv \exp (i \bar{\delta}) \exp (2 i \bar{\epsilon}) \exp (i \bar{\delta})  \tag{5.43a}\\
& S^{J 1 T}=\left(\begin{array}{cc}
\exp \left(i \bar{\delta}_{J^{-}}^{J 1 T}\right) & 0 \\
0 & \exp \left(i \bar{\delta}_{J^{+}}^{J 1 T}\right)
\end{array}\right)\left(\begin{array}{cc}
\cos \left(2 \bar{\epsilon}_{J}\right) & i \sin \left(2 \bar{\epsilon}_{J}\right) \\
i \sin \left(2 \bar{\epsilon}_{J}\right) & \cos \left(2 \bar{\epsilon}_{J}\right)
\end{array}\right) \\
& \times\left(\begin{array}{cc}
\exp \left(i \bar{\delta}_{J^{-}}^{J 1 T}\right) & 0 \\
0 & \exp \left(i \bar{\delta}_{J^{+}}^{J 1 T}\right)
\end{array}\right) \tag{5.43b}
\end{align*}
$$

In this case $\bar{\epsilon}_{J}$ provides the proportions into which an incoming beam of a given channel divides between the two outgoing channels. Bar- and eigen-phaseshifts are related through

$$
\begin{align*}
\delta_{J^{+}}^{J 1 T}+\delta_{J^{-}}^{J 1 T} & =\bar{\delta}_{J^{+}}^{J 1 T}+\bar{\delta}_{J^{-}}^{J 1 T}  \tag{5.44a}\\
\sin \left(\bar{\delta}_{J^{-}}^{J 1 T}-\bar{\delta}_{J^{+}}^{J 1 T}\right) & =\frac{\tan 2 \bar{\epsilon}_{J}}{\tan \left(2 \epsilon_{J}\right)},  \tag{5.44b}\\
\sin \left(\delta_{J^{-}}^{J 1 T}-\delta_{J^{+}}^{J 1 T}\right) & =\frac{\sin 2 \bar{\epsilon}_{J}}{\sin \left(2 \epsilon_{J}\right)} . \tag{5.44c}
\end{align*}
$$

Both of these conventions are equivalent for uncoupled channels. In the present work one will use the bar-phaseshift convention, as it is done for the reference PWA93, and will remove the overbar on the notations $\delta$ and $\epsilon$. Scattering phase shifts can be given either as a function of the relative momentum $k$ or the energy in the laboratory frame $E_{\text {lab }}$, which reads

$$
\begin{equation*}
E_{\mathrm{lab}}=4 \frac{\hbar^{2} k^{2}}{m} \tag{5.45}
\end{equation*}
$$

### 5.3.3.3 Coulomb corrections for proton-proton phase shifts

In the case of proton-proton scattering, the long-range Coulomb interaction modifies the previous picture. Indeed, the scattering matrix has to be formulated in terms of electromagnetic states, since plane waves are not good asymptotic solutions any more. Different formulations of the phase shifts in the presence of the electromagnetic interaction are possible corresponding to the type of functions that are used to match asymptotically the interacting and non-interacting scattering solutions. They correspond to the notation $\delta_{X}^{Y}$, denoting the phase shift solution with potential X with respect to the asymptotic solution of the potential Y. For instance for neutron-neutron scattering if the nuclear strong interaction is noted N , scattering phase shifts defined at the level of Eq. (5.38) and EqS. (5.40a-5.40d) correspond to $\delta_{N}^{0}$, since the plane waves used for the matching are solutions of the free Schrödinger equation. In the presence of long-range electromagnetic interactions, proton-proton scattering phase shifts are usually defined as nuclear-electromagnetic phase shifts $\delta_{N+E M}^{E M}$, that is with respect to electromagnetic wave functions. The easiest way to compute them is to use as an intermediate step the phase shifts $\delta_{N+C 1}^{C 1}$ of the Coulomb+nuclear interaction with respect to Coulomb wave functions [83]. For uncoupled channels, the asymptotic wave function can be written as

$$
\begin{equation*}
\Psi_{L, k}^{J S T}(r) \underset{r \rightarrow+\infty}{\longrightarrow} F_{L}^{c}(r)+\tan \left(\delta_{L}^{J S T}\right) G_{L}^{c}(r) \tag{5.46}
\end{equation*}
$$

where $F_{L}^{c}$ and $G_{L}^{c}$ are regular and irregular Coulomb wave functions [443; 444]. Likewise, for a short-range vanishing potential one has

$$
\begin{equation*}
\tilde{\Psi}_{L, k}^{J S T}(r) \underset{r \rightarrow+\infty}{\longrightarrow} F_{L}^{0}(r)+\tan \left(\tilde{\delta}_{L}^{J S T}\right) G_{L}^{0}(r), \tag{5.47}
\end{equation*}
$$

where $F_{L}^{0}$ and $G_{L}^{0}$ are so-called solutions of the Coulomb problem with zero charge, and usually expressed in terms of Bessel and Neumann functions (Eq. (5.36a)). Now the two solutions can be matched at an arbitrary distance $R$ where $\tilde{\delta}_{L}^{J S T}$ has been calculated with a Fourier-transformed Coulomb potential integrated up to the radius $R$ [445]. Indeed, the two wave functions $\Psi_{L, k}^{J S T}$ and $\tilde{\Psi}_{L, k}^{J S T}$ describe the same system on the sphere with radius $R+\varepsilon$. By matching logarithmic derivatives, the phase shift $\delta_{L}^{J S T}$, corresponding to $\delta_{N+C}^{C}$, can then be obtained from $\tilde{\delta}_{L}^{J S T}$ in a Wronskian form by

$$
\begin{equation*}
\tan \left(\delta_{L}^{J S T}\right)=\frac{\tan \left(\tilde{\delta}_{L}^{J S T}\right)\left[F_{L}, G_{L}^{0}\right]+\left[F_{L}, F_{L}^{0}\right]}{\left[F_{L}^{0}, G_{L}\right]+\tan \left(\tilde{\delta}_{L}^{J S T}\right)\left[G_{L}^{0}, G_{L}\right]}, \tag{5.48}
\end{equation*}
$$

where

$$
\begin{equation*}
\left[X_{L}, Y_{L}\right] \equiv\left(Y_{L} \frac{d X_{L}}{d r}-X_{L} \frac{d Y_{L}}{d r}\right)_{r=R} \tag{5.49}
\end{equation*}
$$

For instance, for vacuum NN forces such as AV18 that are expressed in momentum space through a Fourier transform, phase shifts $\delta_{L}^{J S T}$ are easily obtained by setting the value of $R$ and computing accordingly the values of $\tilde{\delta}_{L}^{J S T}$. The radius $R$ is determined such that the short-range nuclear interaction vanishes beyond this value. At the same time, the truncated Fourier transform of the Coulomb potential will have rapid oscillations for too large values of $R$. For these reasons, a value $R \approx 10 \mathrm{fm}$ is usually used [446]. For coupled channels, e.g. ${ }^{3} \mathrm{P}_{2}-{ }^{3} \mathrm{~F}_{2}$, the same prescription can be applied in the $2 \times 2$ subspace of the scattering matrix [83].

Since electromagnetic corrections beyond the Coulomb potential are small, phase shifts $\delta_{N+E M}^{E M}$ can then be expanded into $[83 ; 398]$

$$
\begin{equation*}
\delta_{N+E M}^{E M} \equiv \delta_{N+C 1}^{C 1}+\rho+\phi+\tau-\tilde{\Delta} \tag{5.50}
\end{equation*}
$$
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where $\rho$ is the improved Coulomb phase shift [447], $\phi$ the magnetic moment phase shift [398], $\tau$ the vacuum polarization phase shift [448] and $\tilde{\Delta}$ the improved Coulomb-Foldy correction [447], and are usually computed using a distorted-wave Born approximation. Now all $L \geq 1$ partial waves are only weakly affected by eletromagnetic corrections, and one has in first approximation

$$
\begin{equation*}
\delta_{N+E M}^{E M} \approx \delta_{N+C 1}^{C 1} \tag{5.51}
\end{equation*}
$$

On the other hand, phase shifts $\rho, \phi, \tau$ and $\tilde{\Delta}$ have to be explicitly computed for $L=0$ partial waves, that is the ${ }^{1} \mathrm{~S}_{0}$ channel (there is no proton-proton interaction in the coupled ${ }^{3} \mathrm{~S}_{1}{ }^{3} \mathrm{D}_{1}$ channel corresponding to $T=0$ ). However (i) the first three corrections are independent of the nuclear strong interaction, and (ii) the improved Coulomb-Foldy correction $\tilde{\Delta}_{0}$ is found to be independent of it with a reasonable precision [447]. For these reasons, tabulated values at low energy can be used [447] instead of exact computations with a suitable precision for the scope of this work.

### 5.3.3.4 Scattering parameters

In the case of a short-range two-body potential, it can be shown that phase shifts behave like

$$
\begin{equation*}
\delta_{L}^{J S T} \underset{k \rightarrow 0}{\sim} k^{2 L+1}, \tag{5.52}
\end{equation*}
$$

which implies that $s$-wave scattering dominates at low-energy limit ${ }^{(9)}$. One can then expand the $s$-wave effective range function $F_{0}(k)$ in powers of $k^{2}$ [449] under the form

$$
\begin{equation*}
F_{0}(k) \equiv A_{0} k \cot \left[\delta_{0}^{J S T}\right]+B_{0}=-\frac{1}{a_{S}}+\frac{1}{2} r_{S} k^{2}+v_{2} k^{4}+v_{3} k^{6}+v_{4} k^{8}+\ldots \tag{5.53}
\end{equation*}
$$

where the $s$-wave scattering length $a_{S}$, effective range $r_{S}$ and shape parameters $v_{2 / 3 / 4}$ have been introduced.

For uncharged particles, the effective range function correspond to $A_{0}=1$ and $B_{0}=0$, that is [450]

$$
\begin{equation*}
F_{0}(k)=k \cot \left[\left(\delta_{N}^{0}\right)_{0}^{J S T}\right] \tag{5.54}
\end{equation*}
$$

In the case of proton-proton scattering, the effective range function has to be modified to take into account electromagnetic corrections. The effective range function using the Coulomb potential for the long-range part of the interaction [451; 452] will be considered here, since electromagnetic corrections will impact scattering parameters at a level of precision beyond the scope of this work. It reads

$$
\begin{equation*}
F_{C}(k)=C_{0}\left(\eta^{\prime}\right) k \cot \left[\left(\delta_{N+C 1}^{C 1}\right)_{0}^{J S T}\right]+2 k \eta^{\prime} h\left(\eta^{\prime}\right) \tag{5.55}
\end{equation*}
$$

where $\eta^{\prime}$ is the relativistic Coulomb parameter [453]

$$
\begin{equation*}
\eta^{\prime}=\frac{\alpha m_{p}}{2 k} \frac{1+2 \frac{k^{2}}{m_{p}^{2}}}{\sqrt{1+\frac{k^{2}}{m_{p}^{2}}}} \tag{5.56}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{0}^{2}\left(\eta^{\prime}\right)=\frac{2 \pi \eta^{\prime}}{e^{2 \pi \eta^{\prime}}-1}, \quad \quad h\left(\eta^{\prime}\right)=\operatorname{Re}\left[\Psi\left(1+i \eta^{\prime}\right)\right]-\ln \left(\eta^{\prime}\right) \tag{5.57}
\end{equation*}
$$

$\Psi$ being the digamma function [320].
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### 5.3.4 Deuteron properties

Bound state properties of bare NN forces in the coupled ${ }^{3} \mathrm{~S}_{1-}{ }^{3} \mathrm{D}_{1}$ channels, i.e. the deuteron channel, are important observables. The internal deuteron wave function $\Psi_{d}$ is a spinor

$$
\begin{equation*}
\Psi_{d} \equiv\binom{\Psi_{d}^{S}}{\Psi_{d}^{D}} \tag{5.58}
\end{equation*}
$$

corresponding to $L=0$ and $L=2$ components, and is the solution of the non-relativistic ${ }^{(10)}$ coupled Shrödinger equation

$$
\left[\frac{\hbar^{2}}{2 m^{r}} \Delta+\left(\begin{array}{cc}
v_{00}^{110} & v_{02}^{110}  \tag{5.59}\\
v_{20}^{110} & v_{22}^{110}
\end{array}\right)\right]\binom{\Psi_{d}^{S}}{\Psi_{d}^{D}}=E_{d}\binom{\Psi_{d}^{S}}{\Psi_{d}^{D}}
$$

where $E_{d}$ is the deuteron binding energy and $m^{r}$ the reduced mass. Usually, one denotes by $u(r)$ and $w(r)$ the radial part of the wave functions $\Psi_{d}^{S}$ and $\Psi_{d}^{D}$, respectively, while $u(k)$ and $w(k)$ are momentum-space representations of $u(r) / r$ and $w(r) / r$, i.e.

$$
\begin{equation*}
u(k)=\frac{2}{\pi} \int_{0}^{+\infty} r \mathrm{~d} r u(r) j_{0}(k r), \quad w(k)=\frac{2}{\pi} \int_{0}^{+\infty} r \mathrm{~d} r w(r) j_{2}(k r) \tag{5.60}
\end{equation*}
$$

These wave functions are normalized to

$$
\begin{equation*}
\int_{0}^{+\infty} k^{2} \mathrm{~d} k\left[u^{2}(k)+v^{2}(k)\right]=\int_{0}^{+\infty} \mathrm{d} r\left[u^{2}(r)+v^{2}(r)\right]=1 \tag{5.61}
\end{equation*}
$$



Figure 5.7: Deuteron wave functions in coordinate and momentum space $u$ and $w$ for the $\mathrm{N}^{3} \mathrm{LO}$ [409] bare nucleon-nucleon interaction.

One then defines the $s$ - and $d$-wave probabilities as

$$
\begin{equation*}
P_{S}=\int_{0}^{+\infty} k^{2} \mathrm{~d} k u^{2}(k)=\int_{0}^{+\infty} \mathrm{d} r u^{2}(r), \quad P_{D}=\int_{0}^{+\infty} k^{2} \mathrm{~d} k w^{2}(k)=\int_{0}^{+\infty} \mathrm{d} r w^{2}(r) \tag{5.62}
\end{equation*}
$$
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## Ab-initio approach to the nuclear many-body problem

The deuteron quadrupole moment $Q_{d}$ and the matter r.m.s. radius $r_{d}=\sqrt{\left\langle r^{2}\right\rangle_{m}^{d}}$ are also introduced through

$$
\begin{align*}
Q_{d} & =\frac{1}{20} \int_{0}^{+\infty} r^{2} \mathrm{~d} r w(r)[\sqrt{8} u(r)-w(r)]  \tag{5.63a}\\
& =-\frac{1}{20} \int_{0}^{+\infty} \mathrm{d} k\left\{\sqrt{8}\left[k^{2} \frac{d u(k)}{d k} \frac{d w(k)}{d k}+3 k w(k) \frac{d u(k)}{d k}\right]+k^{2}\left(\frac{d w(k)}{d k}\right)^{2}+6 w^{2}(k)\right\}  \tag{5.63b}\\
r_{d} & =\frac{1}{4} \int_{0}^{+\infty} r^{2} \mathrm{~d} r\left[u^{2}(r)+w^{2}(r)\right] . \tag{5.63c}
\end{align*}
$$

$Q_{d}$ is a physical observable expressed as the expectation value of the quadrupole operator $Q_{i j}$, but does not take into account relativistic corrections or two-nucleon currents [454]. Likewise, $r_{d}$ is related to the measured deuteron charge r.m.s. $r_{d}^{c h}$ radius after taking into account the finite size of the nucleons, i.e.

$$
\begin{equation*}
\left\langle r^{2}\right\rangle_{c h}^{d}=\left\langle r^{2}\right\rangle_{p t}^{d}+\left\langle r^{2}\right\rangle_{c h}^{p}+\left\langle r^{2}\right\rangle_{c h}^{n}, \tag{5.64}
\end{equation*}
$$

where $\sqrt{\left\langle r^{2}\right\rangle_{c h}^{p}}=0.886(11) \mathrm{fm}[455-457]$ and $\left\langle r^{2}\right\rangle_{c h}^{n}=-0.113(5) \mathrm{fm}^{2}$ [458] are the proton and neutron charge radii, respectively, whereas the point-like deuteron radius is given by

$$
\begin{equation*}
\left\langle r^{2}\right\rangle_{p t}^{d}=r_{d}^{2}+\left\langle r^{2}\right\rangle_{B}^{d} \tag{5.65}
\end{equation*}
$$

where $\left\langle r^{2}\right\rangle_{B}^{d}$ corresponds to relativistic corrections or two-nucleon currents which are of the order of $0.016 \mathrm{fm}^{2}$ [459].

Additionally, one defines asymptotic normalizations $A_{S}$ and $A_{D}$ of the $s$ and $d$ states, respectively, through

$$
\begin{equation*}
u(r) \underset{r \rightarrow+\infty}{\longrightarrow} A_{S} e^{-\gamma r}, \quad v(r) \underset{r \rightarrow+\infty}{\longrightarrow} A_{D} e^{-\gamma r}\left(1+\frac{3}{\gamma r}+\frac{3}{(\gamma r)^{2}}\right), \tag{5.66}
\end{equation*}
$$

where $\gamma=\sqrt{\left|m E_{d}+E_{d}^{2} / 4\right|}$. The deuteron normalization $N_{d}$ and asymptotic $d / s$ ratio are introduced as

$$
\begin{equation*}
N_{d}^{2}=A_{S}^{2}+A_{D}^{2}, \quad \quad \eta_{d}=\frac{A_{D}}{A_{S}} \tag{5.67}
\end{equation*}
$$

$N_{d}$ and $\eta_{d}$ are physical observables related to the scattering phase shifts around the $S$-matrix pole due to the presence of a bound state [460]. Example of deuteron wave functions obtained from the $\mathrm{N}^{3} \mathrm{LO}$ [409] bare force can be found in Fig. 5.7. One sees there the almost idential asymptotic regimes (EQ. (5.66)) in logarithmic scale.

### 5.3.5 Weinberg eigenvalues

Weinberg eigenvalues can be used to qualify the perturbativeness of a given NN potential in the vacuum [343; 461], starting from the Born series

$$
\begin{equation*}
T(E)=v+v \frac{1}{E-H_{0}} v+\ldots=v+v G_{0}(E) v+\ldots \tag{5.68}
\end{equation*}
$$

The latter equation can be expanded into partial waves (Eq. (5.33)), e.g.

$$
\begin{equation*}
T_{L L^{\prime}}^{J S T}(E)=v_{L L^{\prime}}^{J S T}+\sum_{L^{\prime \prime}} v_{L L^{\prime \prime}}^{J S T} \frac{1}{E-H_{0}} v_{L^{\prime \prime} L^{\prime}}^{J S T}+\ldots \tag{5.69}
\end{equation*}
$$

Weinberg eigenvalues $\eta_{\nu}(E)$ are eigenvalues of the operator $G_{0}(E) v$, such that

$$
\begin{equation*}
\eta_{\nu}(E)=\sum_{\substack{L J S T \\ \text { uncoupl. }}} \eta_{\nu L}^{J S T}(E)+\sum_{\substack{L J S T \\ \text { coupl. }}} \eta_{\nu L}^{\prime J S T}(E) \delta_{L J^{-}}, \tag{5.70}
\end{equation*}
$$

where

- $\eta_{\nu}{ }_{L}^{J S T}(E)$ are eigenvalues of $G_{0}(E) v$ in uncoupled partial waves with associated eigenvectors $\left|\Psi_{\nu}^{J S T}\right\rangle$, i.e

$$
\begin{equation*}
T_{L}^{J S T}(E)\left|\Psi_{\nu L}^{J S T}\right\rangle=v_{L}^{J S T}\left|\Psi_{\nu_{L}}^{J S T}\right\rangle\left[1+\eta_{\nu L}^{J S T}(E)+\eta_{\nu L}^{J S T^{2}}(E)+\ldots\right], \tag{5.71}
\end{equation*}
$$

and are computed by solving the integral equation

$$
\begin{equation*}
\frac{2}{\pi} \mathcal{P} \int k^{\prime \prime 2} \mathrm{~d} k^{\prime \prime} \frac{v_{L}^{J S T}\left(k, k^{\prime \prime}\right)}{E-E\left(k^{\prime \prime}\right)}\left\langle k^{\prime \prime} \mid \Psi_{\nu L}^{J S T}\right\rangle=\eta_{\nu L}^{J S T}(E)\left\langle k \mid \Psi_{\nu L}^{J S T}\right\rangle \tag{5.72}
\end{equation*}
$$

which can be done in a plane wave basis through a matrix diagonalization, equivalently as the way the Lippmann-Schwinger is solved.

- $\eta_{\nu L}^{\prime J S T}(E)$ are eigenvalues of $G_{0}(E) v$ in coupled partial waves ${ }^{3} L_{1}{ }^{3}(L+2)_{1}$ with associated eigenvectors

$$
\begin{equation*}
\left|\Psi_{\nu}^{J S T}{ }_{L L^{\prime}}^{J S}\right\rangle \equiv\binom{\Psi_{\nu}^{J S T}}{\Psi_{\nu^{-}}^{J S T}}, \tag{5.73}
\end{equation*}
$$

i.e. they verify

$$
\begin{equation*}
\left\{T^{J S T}\right\}(E)\binom{\Psi_{\nu_{J}^{-}}^{J S T}}{\Psi_{\nu_{J+}{ }^{J} S T}^{J S T}}=\left\{v^{J S T}\right\}\binom{\Psi_{\nu_{J-}}^{J S T}}{\Psi_{\nu_{J+}^{J}}^{J S T}}\left[1+\eta_{\nu_{L}^{\prime}}^{J S T}(E)+\eta_{\nu L}^{\prime J S T^{2}}(E)+\ldots\right], \tag{5.74}
\end{equation*}
$$

where

$$
\left\{X^{J S T}\right\} \equiv\left(\begin{array}{cc}
X_{J^{-}}^{J S T} & X_{J^{-}}^{J S T}(E)  \tag{5.75}\\
X_{J^{+} J^{-}}^{J S T} & X_{J^{+} J^{+}}^{J S T}(E)
\end{array}\right)
$$

Eigenvalues $\eta_{\nu L}^{\prime J S T}(E)$ are evaluated by solving a coupled eigenvalue equation generalizing Eq. (5.72).
The bottom line of such a computation is that non-perturbative NN potentials are signaled by one or more eigenvalues with $\left|\eta_{\nu_{L}}^{J S T}(E)\right|,\left|\eta_{\nu L}^{\prime}{ }_{L}^{J S T}(E)\right| \geq 1$. In practice these eigenvalues are mostly computed in the ${ }^{1} \mathrm{~S}_{0}$ and ${ }^{3} \mathrm{~S}_{1}-{ }^{3} \mathrm{D}_{1}$ channels, since those are the most likely to present non-perturbative characteristics. In the following, one will use the shorthand notations

$$
\begin{equation*}
\eta_{\nu 0}^{001}(E) \equiv \eta_{\nu}^{1}(E), \quad \quad \eta_{\nu 0}^{\prime 010}(E) \equiv \eta_{\nu}^{3}(E) \tag{5.76}
\end{equation*}
$$

Additional remarks are at play

- In a given uncoupled/coupled partial wave, $\eta_{\nu}(E)$ can be interpreted as the scaling factor by which $v$ must be multiplied to have a bound state at energy $E$. That is (i) large negative values for $\eta_{\nu}(E)$ correspond to bound states of $-v$, thus are caused by the short-range repulsion and sign non-perturbative behaviors, and (ii) positive values for $\eta_{\nu}(E)$ close to, but lower than, one correspond to (physical) virtual bound states, while values greater than one correspond to physical bound states, such as for the deuteron in the ${ }^{3} \mathrm{~S}_{1}-{ }^{3} \mathrm{D}_{1}$ partial waves.


## Ab-initio approach to the nuclear many-body problem

- All eigenvalues are real from the present choice of the principal value regularization of the Lippmann-Schwinger equation. If one uses instead a $\pm i \delta$ regularization scheme, $\eta_{\nu}(E)$ can be complex.
- The eigenvalue spectrum depends on $E$. As a general principle, the latter will be more unfavorable regarding perturbativeness as $E \rightarrow 0$. Thus, we use very small values for $E$ (about 0.0001 MeV ) in the following to stay on the safe side. This will be implicit in the notation $\eta_{\nu}^{1 / 3}(E) \equiv \eta_{\nu}^{1 / 3}$.
- The spectrum depends on the starting bare interaction [461].
- $\eta_{0}^{1 / 3}$ will denote, if any, the Weinberg eigenvalue of the virtual/bound state wheras $\eta_{ \pm}^{1 / 3}$ will characterize extremum values of the remaining spectrum.
- It is also possible to compute Weinberg eigenvalues using the in-medium propagator $G_{k_{F}}(E)$ at a finite density instead of $G_{0}(E)$ to include Pauli blocking effects. The latter is useful to evaluate non-perturbative behaviors in the nuclear medium [387].


### 5.4 Vacuum nucleon-nucleon forces from the renormalization group techniques

The phenomenologial short-range repulsion that is a common denominator of all phenomenological NN models is the cause of non-perturbative behaviors. Indeed, the existence of a "minimal approach length" in coordinate space corresponds in momentum space to a possible NN scattering up to very high energies. This is a limiting factor for numerical calculations of finite nuclei, since the basis size needed to achieve convergence is directly related to the energy range for which matrix elements of the nuclear interaction are non-zero. In the case of hard-core potentials this corresponds to very large bases which are numerically difficult to handle and restricted to very light nuclei in practice.


Figure 5.8: Illustration of the renormalization group formalism: a complex interacting system can be reduced at a given resolution scale to a few constituants while preserving the observables of interest.

The construction of energy-independent model space interactions from the renormalization group (RG) formalism provides a consistent way to circumvent this issue. This method is based on the identification of the relevant minimum length necessary in describing a given physical phenomenon. Such a length translates to a relative momentum cutoff $\Lambda$ for plane waves such that [462-464]

- The length scale characterizing physical phenomena of interest is much larger than $\Lambda^{-1}$,
- The form of equations and parameters in the equations describing the physical phenomena are defined with respect to $\Lambda^{-1}$,
- These parameters summarize the relevant information relative to motions over a scale smaller than $\Lambda^{-1}$.

That is, the RG reduces a system to its low-energy degrees of freedom that are relevant at a given resolution scale, while (i) preserving low energy observables, and (ii) incorporating missing smallscale physics by integrating out properly high-energy degrees of freedom and incorporating their relevant part into scale-dependent coupling constants, as illustrated by Fig. 5.8. While several approaches can lead to exact RG equations, that is the Wilson [465-467], Polchinski [468-470] or effective average action [471; 472] ones, the formalism has been successfully applied to several systems of very different scales, from sub-microscopic lengths (e.g. quantum electrodynamics [473] or particle physics [474; 475]) to nanotechnology [476], solid state physics (spin physics [477] and description of critical phenomena [467]), fluids mechanics [478], up to mesoscopic applied mathematics such as anti-bubble regimes in finance [479] or the positioning of relay cells in wireless networks [480].

### 5.4.1 Low-momentum nucleon-nucleon forces

The renormalization group formalism can be applied to the construction of energy-independent model-space two-nucleon forces in the vacuum using the Kuo-Lee-Ratcliff folded diagram theory [481], the similarity transformation method [482] or the half on-shell matrix equivalence [483]. Using the latter prescription corresponds to cutting off all intermediate state summations (loop integrals) over a relative momentum $\Lambda$ in the Lippmann-Schwinger equation (EQ. (5.31)). At the same time, the conservation of low-energy observables, which are fully on-shell, is enforced by requiring that the half on-shell $T$-matrix $T\left(\vec{k}, \vec{k}^{\prime} ; \frac{\hbar^{2} k^{2}}{2 m}\right)$ is conserved for $k, k^{\prime}<\Lambda$. This implies that the nucleon-nucleon interaction becomes $\Lambda$-dependent. It will be called $V_{\text {low } k}$ in the following. One has then

$$
T\left(\vec{k}, \vec{k}^{\prime} ; E\right)=\frac{m}{\hbar^{2}} V_{\text {low } k}\left(\vec{k}, \vec{k}^{\prime} ; \Lambda\right)+\mathcal{P} \int \frac{\mathrm{d} \vec{k}^{\prime \prime}}{(2 \pi)^{3}} \frac{V_{\text {low } k}\left(\vec{k}, \vec{k}^{\prime \prime} ; \Lambda\right) T\left(\vec{k}^{\prime \prime}, \vec{k}^{\prime} ; E\right)}{E-E\left(k^{\prime \prime}\right)}
$$

with the condition

$$
\begin{equation*}
\frac{\mathrm{d} T\left(\vec{k}, \vec{k}^{\prime} ; \frac{\hbar^{2} k^{2}}{2 m}\right)}{\mathrm{d} \Lambda}=0 . \tag{5.78}
\end{equation*}
$$

## Ab-initio approach to the nuclear many-body problem

Regardless of the method applied, the preservation of the half on-shell $T$-matrix for $k, k^{\prime}<\Lambda$ (EQ. (5.78)) leads to a flow equation for $V_{\text {low } k}$ that reads [87; 483; 484]

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \Lambda} V_{\text {low }} \underset{L L^{\prime}}{J S T}\left(k^{\prime}, k ; \Lambda\right)=\frac{2}{\pi} \frac{V_{\text {low } k} \underset{L L^{\prime}}{J S T}\left(k^{\prime}, k ; \Lambda\right) T_{L L^{\prime}}^{J S T}\left(\Lambda, k ; \frac{\hbar^{2} \Lambda^{2}}{2 m}\right)}{1-\left(\frac{k}{\Lambda}\right)^{2}} \tag{5.79}
\end{equation*}
$$

following the partial wave decomposition of the Lippmann-Schwinger equation (Eq. (5.33)). EQ. (5.79) can be solved numerically, iteratively when necessary [485], starting from a given phenomenological NN force $v^{\mathrm{NN}}$ defined with a higher intrinsic resolution scale (AV18, CD-Bonn, $\mathrm{N}^{3} \mathrm{LO} \ldots$ ) with the initial flow condition

$$
\begin{equation*}
V_{\text {low } k}\left(k, k^{\prime} ; \Lambda\right) \underset{\Lambda \rightarrow+\infty}{\longrightarrow} v^{\mathrm{NN}}\left(k, k^{\prime}\right) . \tag{5.80}
\end{equation*}
$$

The convergence of the flow equation is illustrated by Fig. 5.9 for the ${ }^{1} \mathrm{~S}_{0}$ matrix elements


Figure 5.9: $\quad V_{\text {low } k}$ matrix elements in the ${ }^{1} \mathrm{~S}_{0}$ channel starting from the bare Argonne V18 interation and for different values of the RG cutoff $\Lambda$.
of $V_{\text {low } k}$ originating from the Argonne V18 potential. While high-momentum components are
integrated out, the depth of the potential for $k \approx k^{\prime} \approx 0$ also changes, showing the necessary modification of the low-energy part of the NN force in order to preserve the half on-shell $T$-matrix, that is the application of RG goes beyond simply cutting out high-energy physics. $V_{\text {low } k}$ scales properly with the underlying physics [87], e.g. (i) $V_{\text {low } k}(0,0 ; \Lambda)$ flows towards the scattering length for $\Lambda \rightarrow 0$, (ii) as long as $\Lambda$ is large enough to include the relevant degrees of freedom needed to describe the scale one is probing (the pion in the present case), $V_{\text {low } k}$ smoothly depends on $\Lambda$. For $\Lambda<m_{\pi}$, the pion is integrated out and rapid changes are observed. For these reasons, one usually never goes below $\Lambda \approx 1.8 \mathrm{fm}^{-1}$ in view of describing low-energy nuclear structure. Likewise, (iii) $V_{\text {low }} k$ preserves two-body scattering and bound states for $k<\Lambda$, such as the deuteron as a pole of the $T$-matrix in the ${ }^{3} \mathrm{~S}_{1}-{ }^{3} \mathrm{D}_{1}$ coupled channels. Matrix elements for all $L \leq 2$ partial waves can be found in Fig. 5.10.

The use of a sharp cutoff $\Lambda$ implies that $V_{\text {low } k}$ is non-hermitian. In the region of interest for $\Lambda$, that is from about $\sim 1.8 \mathrm{fm}^{-1}$ up to $3 \sim 4 \mathrm{fm}^{-1}$, the non-hermicity remains small and can be transformed away [486-488]. However, cusp-like behaviors around $\Lambda$ lead for small cutoffs to slow convergence or degradation of few-body observables of the order of $10-100 \mathrm{keVs}$ [489]. The solution consists in using smooth cutoff functions in the RG equation instead of sharp one [490; 491] through a three-step approach, that is

1. Construct the energy-dependent interaction and $T$-matrix by adding momentum cutoff functions $g(k)$, i.e.

$$
\begin{equation*}
v_{\mathrm{eff}}\left(k, k^{\prime} ; E\right)=g\left(k^{\prime}\right) v\left(k, k^{\prime} ; E\right) g(k), \quad T_{\mathrm{eff}}\left(k, k^{\prime} ; E\right)=g\left(k^{\prime}\right) T\left(k, k^{\prime} ; E\right) g(k), \tag{5.81}
\end{equation*}
$$

and solve the associated Lippmann-Schwinger equation by preserving the fully off-shell $T_{\text {eff }}$.
2. Convert the energy-dependence of $v_{\text {eff }}$ into a momentum-dependence by using a method similar to field redefinition. This leads to a non-hermitian $V_{\text {low } k}$ that reproduces matrix elements of the fully off-shell $T_{\text {eff }}$.
3. Hermitize $V_{\text {low }} k$ by a similarity transformation.

Smooth cutoff functions $f_{\epsilon}$ are defined with respect to a continuous/integer parameter. Possible choices are ${ }^{(11)}$

$$
\begin{array}{ll}
g_{n}(k)=\exp \left[-\left(\frac{k}{\Lambda}\right)^{2 n}\right] & \text { exponential regulator }, \\
g_{\epsilon}(k)=\frac{1}{1+\exp \left[\frac{k^{2}-\Lambda^{2}}{\epsilon^{2}}\right]} & \text { Fermi-Dirac regulator },
\end{array}
$$

$$
\begin{equation*}
g_{\epsilon}(k)=\frac{1}{2}\left[1+\tanh \left(\frac{\Lambda^{2}-k^{2}}{\Lambda k \epsilon}\right)\right] \quad \text { hyperbolic tangent regulator } \tag{5.82c}
\end{equation*}
$$

and are represented in Fig. 5.12. They all verify

$$
\begin{equation*}
g_{\epsilon}(k) \underset{k \rightarrow 0}{\longrightarrow} 1, \quad g_{\epsilon}(k) \underset{k \rightarrow+\infty}{\longrightarrow} 0 \tag{5.83}
\end{equation*}
$$

A sharp cutoff $V_{\text {low } k}$ corresponds then to $g(k)=\Theta(\Lambda-k)$. In the following, one will always use
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Figure 5.12: Sharp and smooth cutoff functions $f_{\epsilon}(k)$ for RG flow equations.
$V_{\text {low } k}$ with a smooth cutoff. Unless precised, the latter will correspond to an exponential cutoff with $n_{S}=8$.

One may also mention a parallel approach to achieve a decoupling between low- and highenergy physics based on the Similarity Renormalization Group (SRG) [492-495], where the same unitary transformation renormalizes all operators at the same time, in opposition to $V_{\text {low } k}$ where the RG flow applies to only one operator at a time. While SRG interactions lead to similar low-momentum features as $V_{\text {low } k}$, they are based on the suppression of off-diagonal matrix elements and lead to band-diagonal interactions [496]. In particular, they will retain high-momentum diagonal components which makes them not convenient for the purpose of this work. In any case, block diagonalization is possible in the context of SRG [497-499], where high-energy modes are non-zero but decoupled from low-energy matrix elements [500; 501].

### 5.4.2 Properties of $V_{\text {low } k}$

Let us summarize briefly some properties of low-momentum interactions that will turn out to be useful later on.

- The conservation of the low-momentum half on-shell $T$-matrix implies that phase shifts of $V_{\text {low } k}$ are identical to the ones of the phenomenological NN model it is derived from up to the RG cutoff $\Lambda$, as seen in Fig. 5.13, that is they reproduce low-energy experimental phase shifts with an accuracy of the same order of high-precision NN potentials.
- Since all state-of-the-art bare NN forces reproduce phase shifts with roughly the same precision, the flow equation for $V_{\text {low } k}$ starting from any of them should lead to the same fully on-shell $T$-matrix. In the low-energy domain $V_{\text {low } k}$ is in fact (almost) independent of the bare NN interaction it is derived from [87], as seen in Fig. 5.14, where the RG flow is evolved down for different NN empirical forces. In the end, $V_{\text {low } k}$ is to be considered itself as a $\Lambda$-dependent NN force in vacuum. Its phase shifts compared to PWA93 results in all $L \leq 2$ partial waves and scattering/deuteron properties can be found in Fig. 5.15 and Tabs. $\{5.5-5.6\}$, and are indeed very close to (i) experimental values, and (ii) values found for the phenomenological NN model it is derived from.


Figure 5.13: ${ }^{1} \mathrm{~S}_{0}$ phase shifts for the Argonne V18 phenomenological potential and $V_{\text {low } k}$ using different values of $\Lambda$ and cutoff functions $g(k)$.

- Since high-momentum matrix elements are integrated out, $V_{\text {low } k}$ produced at $\Lambda \approx 2 \mathrm{fm}^{-1}$ is perturbative, as exemplified by the corresponding Weinberg eigenvalues in the ${ }^{1} \mathrm{~S}_{0}$ and ${ }^{3} \mathrm{~S}_{1}-{ }^{3} \mathrm{D}_{1}$ channels. These eigenvalues for $V_{\text {low }} k$ from AV18 at different values of the RG cutoff $\Lambda$ are represented in Fig. 5.16.
In the ${ }^{1} \mathrm{~S}_{0}$ channel, the presence of the virtual state is characterized by the $\Lambda$-independent eigenvalue $\eta_{0}^{1} \approx 1$. The compression of the rest of the spectrum as the cutoff is running down is visible. In particular $V_{\text {low } k}$ becomes perturbative in a strictly mathematical sens (i.e. corresponding to a convergence of the Born series) for approximatively $\Lambda \leq 4.80 \mathrm{fm}^{-1}$. When $\mathrm{N}^{3} \mathrm{LO}$ is used as a starting point for the RG flow ${ }^{(12)}$, the evolution of $\eta_{\nu}^{1}$ proves that the Born series remains perturbative even for cutoffs around $5 \mathrm{fm}^{-1}$, as seen in Fig. 5.17. This is a consequence of the rather low intrinsic momentum cutoff in $\chi$-EFT potentials, that reduces the effect of the short-range repulsion [505].
Likewise, in the coupled ${ }^{3} \mathrm{~S}_{1}-{ }^{3} \mathrm{D}_{1}$ channels, the presence of the deuteron bound state is characterized by the almost $\Lambda$-independent eigenvalue greater than one. In all rigor, one should have exactly $\eta_{0}^{3}=1$ for a bound state of the potential, but only when it is computed at the bound state energy, that is the deuteron pole in the present case, as explained in Sec. 5.3.5. Nevertheless, the perturbative behavior of $V_{\text {low } k}$ as $\Lambda$ is lowered is again observed.
Apart from virtual or bound states, in the low-momentum regime Weinberg eigenvalues are very small and go to zero, which shows that the Born series is (i) converging in the mathematical sense since $\left|\eta_{\nu}\right|<1$ for all $\nu$, and (ii) rapidly converging since $\left|\eta_{\nu}\right| \ll 1$. The latter can be for instance illustrated by looking at NCSM calculations of light nuclei [506].
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Figure 5.14: ${ }^{1} \mathrm{~S}_{0}\left(T_{z}=0\right)$ matrix elements of $V_{\text {low } k}$ derived from different realistic NN potentials at different values of the RG cutoff. For small values of $\Lambda$ all models converge to the same limit, which defines $V_{\text {low } k}$ as a universal object.

Convergence is rapidly achieved as a function of the number of included HO shells. Likewise, and as discussed in SEC. 7.4.7, convergence of the nuclear $G$-matrix is almost reached at second order and does not require summing particle-particle ladders to all orders. However, while in-medium virtual/bound states are driven into into the perturbative regime as an effect of Pauli blocking [387], their non-perturbative nature in vacuum still drives superfluid behaviors in INM such as pair condensation, and can be handled by solving the gap equation [507; 508].

Weinberg eigenvalues will be used later on to design a quantitative tool characterizing the perturbativeness of a given bare interaction and applied to the case of $v_{\mathrm{BDRS}}$.

As a conclusion, low-momentum interactions $V_{\text {low } k}$ define a new class of two-nucleon forces in the vacuum ("bare"), that can be seen as soft-core potentials which preserve low-energy physical observables.



|  |  | AV18 | Exp. | Ref. | $V_{\text {low } k}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{1} \mathrm{~S}_{0}(\mathrm{pp})$ | $a_{0}[\mathrm{fm}]$ | -7.8064 | $-7.8063 \pm 0.0026$ |  | -7.676 |
|  |  |  |  | [447] |  |
|  | $r_{0}[\mathrm{fm}]$ | 2.788 | $2.794 \pm 0.014$ |  | 2.622 |
| ${ }^{1} \mathrm{~S}_{0}(\mathrm{nn})$ | $a_{0}[\mathrm{fm}]$ | -18.487 | $-18.5 \pm 0.5$ |  | -18.472 |
|  |  |  |  | [502] |  |
|  | $r_{0}[\mathrm{fm}]$ | 2.840 | $2.8 \pm 0.1$ |  | 2.834 |
| ${ }^{1} \mathrm{~S}_{0}(\mathrm{np})$ | $a_{0}[\mathrm{fm}]$ | -23.732 | $-23.749 \pm 0.008$ |  | -23.721 |
|  |  |  |  | [503] |  |
|  | $r_{0}[\mathrm{fm}]$ | 2.697 | $2.81 \pm 0.05$ |  | 2.694 |
| ${ }^{3} \mathrm{~S}_{1}(\mathrm{np})$ | $a_{1}[\mathrm{fm}]$ | 5.419 | $5.424 \pm 0.003$ |  | 5.430 |
|  |  |  |  | [447] |  |
|  | $r_{1}[\mathrm{fm}]$ | 1.753 | $1.760 \pm 0.005$ |  | 1.754 |

Table 5.5: $s$-wave scattering lengths $a_{S}$ and effective ranges $r_{S}$ of $V_{\text {low }} k$ with a smooth cutoff and $\Lambda=2.1 \mathrm{fm}^{-1}$ in comparison with Argonne V18 and experimental data. The agreement between AV18 and $V_{\text {low } k}$ obtained with approximate numerical calculations of the scattering parameters is sufficient for the scope of this work. For proton-proton phase shifts the scattering parameters are computed with respect to the Coulomb effective range function instead of the full EM one (see Appendix D.3), which explains most of the (small) discrepancies that are observed.

|  | AV18 | Exp. | Ref. | $V_{\text {low } k}$ |
| :---: | :---: | :---: | :---: | :---: |
| $E_{d}[\mathrm{MeV}]$ | $-2.224575$ | $-2.224575 \pm 0.000009$ | [376] | -2.22459 |
| $\left\langle r^{2}\right\rangle_{m}^{d}[\mathrm{fm}]$ | 1.967 | $1.9660 \pm 0.0068$ | [504] | 1.968 |
| $Q_{d}\left[\mathrm{fm}^{2}\right]$ | 0.270 | $0.2859 \pm 0.0003$ | [377; 378] | 0.264 |
| $A_{S}\left[\mathrm{fm}^{1 / 2}\right]$ | 0.8850 | $0.8846 \pm 0.0008$ | [378] | 0.889 |
| $\eta_{d}\left[\mathrm{fm}^{1 / 2}\right]$ | 0.0250 | $0.0256 \pm 0.0004$ | [379] | 0.0337 |
| $P_{d}[\%]$ | 5.76 |  |  | 3.69 |

Table 5.6: Same as in TAB. $\{5.5\}$ for deuteron properties. The agreement between AV18 and $V_{\text {low } k}$ obtained with approximate numerical calculations of the deuteron properties is sufficient for the scope of this work.


Figure 5.16: Weinberg eigenvalues for $V_{\operatorname{low} k}$ as a function of the $\operatorname{RG}$ cutoff $\Lambda$ in the ${ }^{1} \mathrm{~S}_{0}$ and ${ }^{3} \mathrm{~S}_{1}-{ }^{3} \mathrm{D}_{1}$ channels starting from Argonne V18.


Figure 5.17: Same as in Fig. 5.16 starting from the chiral potential $\mathrm{N}^{3} \mathrm{LO}$.

## Chapter 6

## Many-body problem


#### Abstract

This chapter very briefly presents many-body techniques in the context of manybody perturbation theory (MBPT). If starting vacuum two- and three-body forces lead to a perturbative diagrammatic expansion of the ground-state wave function and energy, a connection with the EDF used for finite nuclei calculations, together with the one-body fields that derive from it, can be rather easily envisioned.
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### 6.1 Introduction

While ab initio treatments of finite nuclei using realistic NN and NNN potentials are in principle possible, the non-perturbative behavior of standard interaction models makes such calculations limited to few-nucleon systems [65-68]. Causes for non-perturbativeness are manyfold [509], i.e. (i) the hard-core repulsion that makes nucleons scatter up to very high energies and requires basis sets way beyond current numerical capabilities, (ii) the tensor force coming from OPE which is singular at short distances [510; 511], and (iii) the presence or virtual (di-neutron) or bound (deuteron) states [512; 513]. On the other hand, bare nuclear interactions are strongly renormalized in the nuclear medium. This suggests that expressing the many-body energy in terms of an unperturbed Slater determinant coupled to an effective in-medium interaction that already includes many-body correlations might be possible. That is, the minimal set of inmedium correlations that have to be included to reach a reasonable description of the system, i.e. infinite nuclear matter or finite nuclei, need to be incorporated in the definition of the in-medium interaction. This can be achieved for simple systems in the context of Goldstone-Brueckner theory [514]. The latter consists of an expansion of the many-body wave function, energy and self-energy around a mean-field solution that is yet to be determined, such that the repulsive
short-range interaction of the vacuum force is properly renormalized. If the non-perturbative nature of the vacuum interaction is reduced, this scheme simplifies and might become tractable in view of finite nuclei calculations.

Only general guidelines for the design of such effective interactions are given in the present chapter. Exact diagrammatic calculations can be found in the references that are given in the following. Notations for all diagrams involved are summarized in TAB. $\{6.1\}$.

|  | Fermion line |
| :---: | :---: |
| ------- | $\pi$ exchange |
| $\sim \sim \sim$ | vacuum NN force $v^{\mathrm{NN}}$ |
| -0000000000 | vacuum $\mathrm{NN}+\overline{\mathrm{NNN}}$ (averaged) force $v^{\mathrm{NN}+\overline{\mathrm{NNN}}}$ |
| ------- | Effective two-body vertex $v_{\text {eff }}^{\mathrm{ph}}$ (particle-hole channel) |
| $=-==$ = | Effective two-body vertex $v_{\text {eff }}^{\mathrm{pp}}$ (particle-particle channel) |
| $X$ | Kinetic energy |
| 6000000 | T-matrix $T(\omega)$ |
| Celee | $G$-matrix $G(\omega)$ |

Table 6.1: Conventions for the lines and diagrams involved in MBPT calculations. All vertices are supposed to be antisymmetrized, unless specified.

### 6.2 Treatment of in-medium correlations

### 6.2.1 Goldstone-Brueckner formalism

As long as pairing is not explicitly included, the Hamiltonian ${ }^{(1)} H=t+v$ can be decomposed in terms of a one-body hamiltonian $h_{0}$ that has Slater determinants $\left|\Phi_{i}\right\rangle$ as eigenstates, and a perturbation $h_{1}$, i.e.

$$
\begin{align*}
H & =h_{0}+h_{1}  \tag{6.1a}\\
h_{0} & \equiv t+\Gamma=\sum_{i} t_{i}+\sum_{i j} \Gamma_{i j} \hat{a}_{i}^{\dagger} \hat{a}_{j}=\sum_{n} \epsilon_{n} \hat{c}_{n}^{\dagger} \hat{c}_{n}  \tag{6.1b}\\
h_{1} & =v-\Gamma \tag{6.1c}
\end{align*}
$$

The quantities $\epsilon_{p}$ are the eigenenergies of $h_{0}$ corresponding to single-particle states $\varphi_{p}$, whereas $\varepsilon_{i}$ will denote many-body eigenenergies of $h_{0}$ associated with unperturbed Slater determinants, i.e.

$$
\begin{equation*}
\varepsilon_{i}=\sum_{i=p}^{N} \epsilon_{p} \quad\left|\Phi_{i}\right\rangle=\prod_{p=1}^{N} \hat{c}_{p}^{\dagger}|0\rangle \tag{6.2}
\end{equation*}
$$

[^32]According to Gell-Mann-Low's adiabatic theorem [515], the true ground state $\left|\Theta_{0}\right\rangle$ of $H$ can be obtained from the adiabatic evolution of the ground state of $h_{0}$ from $t=-\infty$ to $t=0$ by plugging in gradually the residual interaction [516; 517], i.e.

$$
\begin{equation*}
\left|\Theta_{0}\right\rangle=\lim _{\epsilon \rightarrow 0}\left(\frac{U_{\epsilon}(0,-\infty)\left|\Phi_{0}\right\rangle}{\left\langle\Phi_{0}\right| U_{\epsilon}(0,-\infty)\left|\Phi_{0}\right\rangle}\right), \tag{6.3}
\end{equation*}
$$

where the adiabatic evolution operator $U_{\epsilon}\left(t, t_{0}\right)$ from $t$ to $t_{0}$ is defined in the interaction representation starting from the Hamiltonian in the Shrödinger representation $H\left(\epsilon, t-t_{0}\right)$ as

$$
\begin{align*}
U\left(t, t_{0}\right) & \equiv \exp \left[\frac{i h_{0} t}{\hbar}\right] U_{\epsilon}\left(t, t_{0}\right) \exp \left[-\frac{i h_{0} t}{\hbar}\right]  \tag{6.4a}\\
U_{\epsilon}\left(t, t_{0}\right) & \equiv \exp \left[-\frac{i}{\hbar} \int_{t_{0}}^{t} \mathrm{~d} \tau H(\epsilon, \tau)\right] . \tag{6.4b}
\end{align*}
$$

From an expansion of $U_{\epsilon}$ in powers of the residual interaction and integrations over time in EQ. (6.3), a series expansion of the ground state $\left|\Theta_{0}\right\rangle$ is obtained [88], i.e.

$$
\begin{equation*}
\left|\Theta_{0}\right\rangle=\sum_{n}\left(\frac{1}{\varepsilon_{0}-h_{0}} h_{1}\right)^{n}\left|\Phi_{0}\right\rangle_{\text {linked }} \tag{6.5}
\end{equation*}
$$

where the sum runs only over linked diagrams, i.e. where $\left|\Phi_{0}\right\rangle$ does not appear as an intermediate state. The latter is enforced at the level of EQ. (6.3) where the denominator fixes the normalization of $\left|\Theta_{0}\right\rangle$ by eliminating disconnected vacuum-to-vacuum diagrams [89]. Likewise, a similar expansion of the ground-state energy $E_{0}$ reads

$$
\begin{equation*}
E_{0}=\varepsilon_{0}+\sum_{n}\left\langle\Phi_{0}\right| h_{1}\left(\frac{1}{\varepsilon_{0}-h_{0}} h_{1}\right)^{n}\left|\Phi_{0}\right\rangle_{\text {connected }} \tag{6.6}
\end{equation*}
$$

where the sums now only runs over connected diagrams, thats is vacuum-to-vacuum ones.
However, if the expansions of EqS. $(6.5,6.6)$ are truncated at a given order, non-converging results arise if the vacuum interaction presents a non-perturbative hard core. On the other hand, it is possible to extract a series of ladder diagrams where a succession of interactions $v$ scatters nucleons into particle states. This series can be replaced by a reaction matrix $G$ which resums those Brueckner's particle-particle ladders and can be represented by the self-consistent Bethe-Goldstone equation [518-521]

$$
\begin{equation*}
G(\omega) \quad=\quad v \quad+v \frac{Q}{\omega-h_{0}} G(\omega) \tag{6.7a}
\end{equation*}
$$




where $\omega$ is the starting energy that corresponds to the in-medium energy of the nucleons at the location where $G$ is inserted, whereas the Pauli operator $Q$ excludes occupied states, i.e. those below the Fermi level $\epsilon_{F}$ associated with the unperturbed vacuum $\left|\Phi_{0}\right\rangle$, that is

$$
\begin{equation*}
Q=\sum_{\epsilon_{p}, \epsilon_{p^{\prime}}>\epsilon_{F}}\left|1: p, 2: p^{\prime}\right\rangle\left\langle 1: p, 2: p^{\prime}\right| . \tag{6.8}
\end{equation*}
$$

## Ab-initio approach to the nuclear many-body problem

The replacement of the initial interaction by the resummed $G$-matrix modifies the short-range part of the two-body wave function, such that it is strongly suppressed over a distance of the order of the range of the repulsive core, that is the healing distance, or wound [122; 514]. As a result, the interaction energy at a given order in the expansion (see below) is not artificially large any more.

### 6.2.2 Expansion of the ground-state wave-function and energy

The general idea consists in regrouping, if necessary, clusters of diagrams under G in such a way that a converging series is obtained, i.e. a truncation at a given order provides a result of a given precision [88]. Once the $G$-matrix has been computed, it replaces all instances of $v$ in diagrams, excluding those where successive G-matrices are connected by a two-particle intermediate state, that is no particle-particle ladder connecting two G-matrices must be written.

### 6.2.2.1 Hole-line expansion for non-perturbative potentials

While the $G$-matrix regularizes the hard-core repulsion, an expansion in terms of G for the ground-state and single-particle energies remains non-perturbative, in such a way that the proper expansion parameter is the number of hole lines [522]. At lowest order in the hole-line expansion, the ground-state energy $E$ reads as in Fig. 6.1 [517], where self-energies $\epsilon_{i}$ that enter intermediate propagators are obtained by a functional derivative of the ground-state energy. That is, the lowest order in hole lines for $E_{0}$ (two hole lines) leads not only to a term with one line in the self energy but also to a rearrangement term containing two hole lines and coming from the functional derivative of the particle-particle ladder propagator.




Figure 6.1: Ground-state energy $E_{0}$ at lowest order in the hole-line expansion and singleparticle $\epsilon_{i}$ energies obtained through a functional derivative. Following this definition, the self-energy contains a so-called rearrangement term.

### 6.2.2.2 Perturbative expansion

If the starting interaction is in fact perturbative, as it will be the case for low-momentum interactions, in-medium correlations can be treated through converging perturbative series in powers of $v$ for $E_{0}$ and $\epsilon_{i}$. Indeed, the ladder series from EQ. (6.7a) becomes perturbative, such that it can be truncated at a given order in intermediate ladders. For instance, the ladder series for $V_{\text {low } k}$ is almost converged at second order in MBPT (see SEC. 7.4.7). One then rephrases the perturbative expansions for $E_{0}$ and $\epsilon_{i}$ from EQS. (6.9a, 6.9 b ) in terms of the original vacuum interaction, as seen in Fig. 6.2.


Figure 6.2: Many-body perturbation theory for the ground-state energy $E_{0}$ and selfenergies $\epsilon_{i}$ at second order in MBPT. The self-energy not only enters intermediate calculations but is also crucial for the study of $N \pm 1$-particle systems. In the present case, rearrangement terms come from the second order diagram in the energy and account for $2 \mathrm{p}-1 \mathrm{~h} / 1 \mathrm{p}-2 \mathrm{~h}$ contributions to the self-energy.

### 6.2.3 Choice of the one-body potential $\Gamma$

The proper choice of the unperturbed hamiltonian $h_{0}$ is crucial to have a rapidly convergent series [523]. Several choices for the one-body field $\Gamma$ are possible, among which (i) a phenomenological expression that is fixed a priori, (ii) the Hartree-Fock approximation where $\epsilon_{k}$ are eigenenergies of the Schrödinger equation associated with the vacuum force, or (iii) a more involved approach necessary for non-perturbative potentials, e.g. where the one-body field $\Gamma$ is constructed at lowest order in the on-shell $G$-matrix or includes rearragement terms (extended Brueckner-Hartree-Fock calculations) [524-527]. The Brueckner-Hartree-Fock approximation obtained at lowest order in the hole-line expansion is provided by the explicit diagrams of EQ. (6.9b), excluding rearragement terms, and amounts to canceling order by order specific
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## insertions of $G$ and $\Gamma$.

Note that the truncation orders can be different in the series for the energy $E_{0}$ and the self-energy $\epsilon_{i}$, e.g. $E_{0}$ can be computed at second order while single-particle energies are derived from a more simple (Woods-Saxon...) potential or only at first order in $v$. Still, adding more orders in the expansion of the single-particle energies adds extra diagrams in the series for $E_{0}$ such that it converges faster. In most cases one tries to preserve a consistency between the two series such that diagrams for $\epsilon_{i}$ can be obtained through functional derivatives of the ones entering the expansion of $E_{0}$. This is essential to ensure thermodynamic consistency [528]. A complete discussion of this topic is beyond the scope of the present work but relates to the so-called $\Phi$-derivability of a given truncation scheme [529; 530].

### 6.3 Pairing correlations within a diagrammatic framework

As explained in SEc. 1.1.2, an explicit account of pairing correlations is needed from the outset to achieve an accurate description of finite nuclei. The latter can be achieved in the context of MBPT by anticipating the infrared divergences brought by energy denominators $\left(\sum \varepsilon_{i}-\sum \varepsilon_{j}\right)^{-1}$ appearing at the level of EQ. (6.7a). It is well known that a Cooper pair instability is signaled by the occurrence of a pole in the T- or G-matrices [531; 532]. As a matter of fact the pole of the $G$-matrix has the structure of the gap equation.

### 6.3.1 Conventions

To capture the physics associated with the Cooper pair condensation, it is necessary to redefine the unperturbed vacuum and the perturbation $h_{1}$ (EQS. (6.1a-6.1c)) by considering a new one-body field $\Xi$ such that

$$
\begin{align*}
& H=\tilde{h}_{0}+\tilde{h}_{1}  \tag{6.11a}\\
& \tilde{h}_{0} \equiv t+\Gamma+\Xi=\sum_{i} t_{i}+\sum_{i j} \Gamma_{i j} \hat{a}_{i}^{\dagger} \hat{a}_{j}+\sum_{i j} \Xi_{i j} \hat{a}_{j}^{\dagger} \hat{a}_{i}^{\dagger}+\sum_{i j} \Xi_{i j}^{*} \hat{a}_{i} \hat{a}_{j}  \tag{6.11b}\\
& \tilde{h}_{1} \equiv v-\Gamma-\Xi \tag{6.11c}
\end{align*}
$$

In order to simplify the diagrammatics, we consider that a BCS-like transformation performed on the eigenbasis of $t+\Gamma$ is sufficient, rather than a full Bogoliubov one. One can then assign BCS-like coefficients $u$ and $v$ to single-particle operators depending on whether they correspond to particle or hole propagators, respectively. Non-zero contractions corresponding to the density matrices $\rho, \kappa$ and $\kappa^{*}$ can be introduced, as seen in Fig. 6.3, where the convention for Goldstone diagrams is such that time is running upward.

### 6.3.2 Compensation of dangerous diagrams

As mentioned above, energy denominators appearing in the perturbative expansion of the many-body ground-state wave function and energy expressed in terms of normal contractions $\rho$ only may vanish when propagator lines have pair-wise equal and opposite momenta and lie on the Fermi surface. In this case, the singularities at each order are integrable but infinite sums of these diagrams lead to logarithmic divergences. The general idea of Bogoliubov is to properly cancel such poles by only conserving quasiparticle states that are not associated to these singularities [533; 534]. This "compensation of dangerous diagrams" consists of equating to zero the sum of all diagrams leading from the vacuum to an isolated pair of quasiparticles, such that resulting quasiparticle energies are always greater than some minimum value (the "gap").


Figure 6.3: Propagators and contractions involved in MBPT when pairing correlations are added. In the BCS approximation one has $\rho_{i j} \equiv v_{i}^{2} \delta_{i j}$ and $\kappa_{i j} \equiv u_{i} v_{i} \delta_{j \bar{\imath}}$.

The purpose of the Bogoliubov transformation, performed prior to any truncation, is therefore to achieve this compensation as exemplified in Fig. 6.4 ${ }^{(2)}$. At lowest order, this condition leads to the usual BCS gap equation [535]. When pairing correlations are not accounted for, i.e.

- $u_{k}=0$ and $v_{k}=1$ for $\epsilon_{k}<\epsilon_{F}$,
- $u_{k}=1$ and $v_{k}=0$ for $\epsilon_{k}>\epsilon_{F}$,
the condition $\mathcal{H}^{20}=0$ reduces to the cancelation of one-particle-one-hole diagrams. This corresponds to having $\left[h_{0}, \rho\right]=0$. One is left with an extra unitary transformation such that the single-particle basis of interest diagonalizes $h_{0}$ [122]. Note finally that such a procedure cancels only the most dangerous diagrams, but leaves open the possibility to have further divergences, e.g. due to vacuum-to-four-quasiparticle (0-4qp) diagrams.


Figure 6.4: Diagrammatic representation of the compensation of dangerous diagrams, that is the cancellation of vacuum-to-two-quasiparticle diagrams. The latter are separated into two categories according to the particle-hole or particle-particle/hole-hole nature of the external lines.

Vacuum-to-pair diagrams appearing in the compensation condition can be separated into two families corresponding to the particle-hole or particle-particle/hole-hole nature of the external lines, as presented in Fig. 6.4. Through consistency requirements, the compensation condition constrains the vertices $\bar{v}^{\mathrm{ph}}$ and $\bar{v}^{\mathrm{pp}}$, defined at the level of the particle-hole ( $\Gamma$ ) and particleparticle ( $\Xi$ ) fields, respectively, to only contain two-particle-irreducible diagrams, as exemplified in Fig. 6.5 at lowest order in two-particle-irreducible vertices. For instance diagrams like

[^34]

Figure 6.5: Diagrammatic representation of one-body fields at lowest order in two-particle-irreducible vertices.

come at second order of the expansion. The first one is suppressed with respect to the second one because of an extra $u v$ factor. That is why one can restrict the EDF to be bilinear in $\kappa$, while containing more complex $\rho$-dependencies Such a procedure is justified as long as one is not dealing with the so-called strong coupling regime that appear for instance when going through a BCS-BEC phase transition.

As a result of the allowed topology for the one-body fields stemming from the compensation of dangerous diagrams, one sees that the vertices $\bar{v}^{\mathrm{ph}}$ and $\bar{v}^{\mathrm{pp}}$ have different structures. At lowest order, one obtains the $G$-matrix in the particle-hole field and the bare vacuum interaction in the particle-particle one. At next orders, one obtains so-called polarization diagrams associated with density, spin and isospin fluctuations.

## Chapter 7

## Nuclear matter


#### Abstract

Infinite nuclear matter (INM) properties, e.g. (i) the equation of state (EOS) of symmetric/asymmetric matter and associated saturation properties (saturation density, compressibility, energy per particle...), and (ii) the gap equation, are considered as standard benchmarks for vacuum forces and the many-body method employed. The construction procedure of effective two-body forces from vacuum NNN interactions is discussed. Results obtained for low-momentum interactions show the crucial role played by the NNN interaction in the saturation process [387]. In addition, the perturbative treatment of many-body effects allows a good reproduction of empirical saturation properties of symmetric INM with only a few orders in the expansion. Expressions are given for the EOS associated with a (effective) two-body vertex in the case where the latter is expanded in partial waves.
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### 7.1 Introduction

Infinite nuclear matter is an extrapolation of the conditions in the center of a heavy nucleus. In this idealized homogenous and isotropic medium, that fulfills translational and rotational invariances, the weak isospin breaking of nucleon masses and the Coulomb interaction are neglected (i.e. $m_{p}=m_{n} \equiv m$ ). Although this system is not directly observable, its properties provide an intuitive way to characterize bulk properties of nuclei as well as some parts of the core of a neutron star. Two cases are usually considered, i.e. (i) symmetric nuclear matter (SNM), composed by an equal admixture of protons and neutrons, and (ii) asymmetric nuclear matter where these proportions are not equal and the two Fermi spheres only partly overlap. It is well acknowledged that the equation of state (EOS) of SNM reaches a minimum at a finite density $\left(k_{\text {sat }} \approx 1.33 \mathrm{fm}^{-1}\right)$ corresponding to a negative energy per particle $E / A \approx-16 \mathrm{MeV}$ called the saturation point, while pure neutron matter (PNM) does not saturate such that its energy per particle always remains positive.


Figure 7.1: Nuclear matter phases. Only the region corresponding to small temperatures and densities up to a few $\rho_{\text {sat }}$ can be probed by models based on realistic nuclear forces (from the CBM collaboration [536]).

The nuclear matter phase diagram is complex and several phases are beyond the scope of the present dissertation, e.g. (i) very high temperatures where quark-gluon deconfinement is expected [537; 538], or (ii) very high baryonic densities where color superconductivity might exist [539; 540]. The study of nuclear matter from realistic vacuum interactions at low/zero temperature and (rather) small densities is nevertheless of great interest for low-energy nuclear structure and astrophysics. Indeed

- the saturation point of SNM corresponds to a density $\rho_{\text {sat }}$ reached in the center of a nucleus, that is it drives bulk properties of nuclei (regardless of fine structure effects), such as (i) the average energy per nucleon, (ii) the r.m.s. radii that can be extrapolated from the energy per particle and density at saturation, respectively, as well as (iii) the energy of the isoscalar monopolar giant resonance in nuclei which, in a non-trivial way, relates to the INM compressibility at saturation [541]. In that respect, specific nuclear matter properties computed using ab initio techniques based on realistic vacuum interactions are
usually included in the fitting protocol of empirical EDFs [147; 160; 188]. Additionally, the response of infinite nuclear matter to perturbations of various wave lengths allows the isolation of spinodals [542-544] or spurious phase transitions, e.g. spin flips or finite-size isovector instabilities [159]. Finally, isovector properties of nuclear matter at low density are of interest for the study of neutron skins in neutron-rich nuclei [545].
- nuclear matter properties in a broad range of density $\left(0.1-9 \rho_{\text {sat }}\right)$ are crucial for the understanding of nuclear astrophysics. Indeed, the nuclear matter equation of state drives the behavior of $\beta$-equilibrium matter, e.g. in cold neutron stars or in mergers of compact objects such as neutron stars or black holes. The density dependence of the symmetry energy is the key quantity for stability criteria in neutron star matter, and controls the position of crust-core transition and cooling scenarii [546]. Likewise the description of the collapse of type-II supernovæ is partly constrained by the EOS at sub-nuclear densities [365; 547]. Nuclear astrophysics can provide interesting laboratories for low-energy nuclear structure, since the validity of realistic NN forces or empirical EDFs adjusted for finite nuclei, that is densities of the order of $\rho_{\text {sat }}$, can be put to the test at two or three times the saturation density [548; 549].
- nuclear matter properties are also of interest for heavy-ion collisions. The latest RIB facilities allow to probe high-density and momentum regions and might put constraints on realistic NN models [550; 551].


### 7.2 Conventions

In infinite nuclear matter, the system is characterized by its spin, isospin and density composition. In the most general case of spin/isospin polarized matter, one faces four different Fermi momenta $k_{F}^{\sigma q}$ associated to the four different spin-isospin components. For each species, one can associate to the Fermi momentum $k_{F}^{\sigma q}$ a density $\rho^{\sigma q}$ and a Fermi energy $E_{F}^{\sigma q}$ according to

$$
\begin{equation*}
\rho^{\sigma q} \equiv \frac{1}{6 \pi^{2}} k_{F}^{\sigma q 3}, \quad \quad E_{F}^{\sigma q} \equiv \frac{\hbar^{2} k_{F}^{\sigma q 2}}{2 m} \tag{7.1}
\end{equation*}
$$

One can define an overall (scalar-isoscalar) Fermi momentum $k_{F}$ through

$$
\begin{equation*}
k_{F} \equiv\left[\frac{1}{4} \sum_{\sigma q} k_{F}^{\sigma q 3}\right]^{1 / 3} \equiv\left[\frac{1}{2} \sum_{q} k_{F}^{q} 3\right]^{1 / 3} \tag{7.2}
\end{equation*}
$$

where the spin-averaged Fermi momentum $k_{F}^{q}$ has also been introduced. Instead of the densities associated with the four spin/isospin species, one may prefer to use scalar/vector-isoscalar/isovector densities $\left(\rho_{0}, \rho_{1}, \vec{s}_{0}, \vec{s}_{1}\right)$ (EQS. (1.63a-1.63d)) to characterize the system. The scalar-isoscalar particle density $\rho_{0}$ is the only non-zero component in spin-unpolarized symmetric nuclear matter. It reads

$$
\begin{array}{lr}
\rho_{0}=\frac{2}{3 \pi^{2}} k_{F}^{3} & \text { in symmetric matter } \\
\rho_{0}=\frac{1}{3 \pi^{2}} k_{F}^{3}=\frac{1}{6 \pi^{2}} k_{F}^{n 3} & \text { in neutron matter. } \tag{7.3b}
\end{array}
$$

Eventually, spin/isospin "polarizations" are sometimes preferred. In such a case, the set of four variables used to characterize the system is

$$
\begin{equation*}
\left\{\rho_{0}, \beta \equiv \frac{\rho_{1}}{\rho_{0}}, \vec{\delta}_{0} \equiv \frac{\vec{s}_{0}}{\rho_{0}}, \vec{\delta}_{1} \equiv \frac{\vec{s}_{1}}{\rho_{0}}\right\} \tag{7.4}
\end{equation*}
$$
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where the neutron-proton asymmetry is introduced as

$$
\begin{equation*}
\beta \equiv \frac{\rho^{n}-\rho^{p}}{\rho^{n}+\rho^{p}}=\frac{\rho^{n}-\rho^{p}}{\rho_{0}} \tag{7.5}
\end{equation*}
$$

in a way that INM and PNM correspond to $\beta=0$ and $\beta=1$, respectively, and that

$$
\begin{equation*}
\rho^{n}=\frac{1+\beta}{2} \rho_{0}, \quad \rho^{p}=\frac{1-\beta}{2} \rho_{0} \tag{7.6}
\end{equation*}
$$

### 7.3 Averaged three-body vacuum interaction

While an exact treatment of the three-body interaction in either INM or light nuclei is possible but remains difficult, its approximation in terms of an effective, that is density-dependent, two-body vertex already provides results with a good precision [72; 73; 552]. We follow this approach for treating three-nucleon forces. Note that the resulting vertex will be referred to as "vacuum" NN $+\overline{\mathrm{NNN}}$ interaction although the averaging procedure over the third nucleon implies the presence of an underlying system, that is a Fermi sea, i.e. symmetric infinite nuclear matter in the present case.

### 7.3.1 Decomposition of the three-body Hamiltonian

The nuclear Hamiltonian in second quantized form, restricted to two- and three-body forces is given as

$$
\begin{equation*}
H=\sum_{i j} t_{i j} \hat{a}_{i}^{\dagger} \hat{a}_{j}+\frac{1}{2!^{2}} \sum_{i j k l} \bar{v}_{i j k l}^{\mathrm{NN}} \hat{a}_{i}^{\dagger} \hat{a}_{j}^{\dagger} \hat{a}_{l} \hat{a}_{k}+\frac{1}{3!^{2}} \sum_{i j k l m n} \bar{v}_{i j k l m n}^{\mathrm{NNN}} \hat{a}_{i}^{\dagger} \hat{a}_{j}^{\dagger} \hat{a}_{k}^{\dagger} \hat{a}_{n} \hat{a}_{m} \hat{a}_{l}+\cdots \tag{7.7}
\end{equation*}
$$

Physically, one hopes to include most of the NNN force effects in the form of density-dependent zero-, one-, and two-body forces obtained by averaging three, two, or one of the ingoing and outgoing single-particle states over the Fermi sea. Mathematically, this is accomplished by writing $H$ in normal-ordered form with respect to that non-interacting Fermi sea.

The normal ordering is performed using Wick's theorem [553] (normal phase) for strings of operators. Let $A_{i}$ represent either $\hat{a}_{i}^{\dagger}$ or $\hat{a}_{i}$. Wick's theorem states that

$$
\begin{align*}
A_{i} A_{j} A_{k} A_{l} \cdots A_{m} & =\mathcal{N}\left(A_{i} A_{j} A_{k} A_{l} \cdots A_{m}\right) \\
& +\mathcal{N}\left(\left(\widehat{A}_{i} A_{j} A_{k} A_{l} \cdots A_{m}\right)+\text { all other single contractions }\right) \\
& +\mathcal{N}\left(\left(\widehat{A}_{i} A_{j} \widehat{A}_{k} A_{l} \cdots A_{m}\right)+\text { all other double contractions }\right) \\
& \vdots  \tag{7.8}\\
& +\mathcal{N}(\text { all fully contracted terms })
\end{align*}
$$

where $\mathcal{N}$ denotes normal-ordering and the contraction is defined by $A_{i} A_{j}=\mathcal{N}\left(A_{i} A_{j}\right)+\overparen{A_{i}} A_{j}$. There are two non-vanishing contractions in the natural basis of the Slater determinant describing the unperturbed Fermi sea, i.e.

$$
\begin{equation*}
\hat{a}_{i} \hat{a}_{j}^{\dagger}=\delta_{i j} \theta\left(\epsilon_{i}-\epsilon_{F}\right)=\left(1-\rho_{i i}\right), \quad \hat{a}_{i}^{\dagger} \hat{a}_{j}=\delta_{i j} \theta\left(\epsilon_{F}-\epsilon_{i}\right)=\rho_{i i} \tag{7.9}
\end{equation*}
$$

The many-body Hamiltonian can be then recast into

$$
\begin{align*}
H=\langle H\rangle_{0}+\sum_{k p} f_{k p} \mathcal{N}\left(\hat{a}_{k}^{\dagger} \hat{a}_{p}\right) & +\frac{1}{2!^{2}} \sum_{k p q r} \bar{v}_{k p q r}^{\mathrm{NN}+\overline{\mathrm{NNN}} \mathcal{N}\left(\hat{a}_{k}^{\dagger} \hat{a}_{p}^{\dagger} \hat{a}_{r} \hat{a}_{q}\right)} \\
& +\frac{1}{3!^{2}} \sum_{k p q r s t} \bar{v}_{k p q r s t}^{\mathrm{NNN}} \mathcal{N}\left(\hat{a}_{k}^{\dagger} \hat{a}_{p}^{\dagger} \hat{a}_{q}^{\dagger} \hat{a}_{t} \hat{a}_{s} \hat{a}_{r}\right), \tag{7.10}
\end{align*}
$$

where the various terms are given by

$$
\begin{align*}
&\langle H\rangle_{0}=\sum_{i} t_{i i} \rho_{i i}+\frac{1}{2} \sum_{i j} \bar{v}_{i j i j}^{\mathrm{NN}} \rho_{i i} \rho_{j j}+\frac{1}{6} \sum_{i j k} \bar{v}_{i j k i j k}^{\mathrm{NNN}} \rho_{i i} \rho_{j j} \rho_{k k},  \tag{7.11a}\\
& f_{i j} \equiv t_{i j}+\sum_{k} \bar{v}_{i k j k}^{\mathrm{NN}} \rho_{k k}+\frac{1}{2} \sum_{k l} \bar{v}_{i k l i k l}^{\mathrm{NNN}} \rho_{k k} \rho_{l l},  \tag{7.11b}\\
& \bar{v}_{k p q r}^{\mathrm{NN}+\overline{\mathrm{NNN}}} \equiv \bar{v}_{k p q r}^{\mathrm{NN}}+\frac{1}{4} \sum_{i} \bar{v}_{k p i q r i}^{\mathrm{NNN}} \rho_{i i} \equiv \bar{v}^{\mathrm{NN}}+\bar{v}^{\overline{\mathrm{NNN}}} . \tag{7.11c}
\end{align*}
$$

If the above equations are written for an infinite homogenous system, the plane wave singleparticle basis is used. From momentum conservation, one can then show that the so-called Fock operator (" $f$ ") is diagonal in this representation and provides HF single-particle energies $\epsilon_{i}$ including the three-body force effects.

The previous equations suggest an obvious approximation where the "residual" NNN force involving a normal-ordered product of six creation/annihilation operators is dropped from $H$. In this case, the bulk of NNN force effects is explicitly included by calculating the NNN contribution to $v^{\mathrm{NN}+\mathrm{NNN}}$ (as well as to $\langle H\rangle_{0}$ and $\left.f\right)^{(1)}$.

### 7.3.2 Three-body contributions to the effective two-body interaction

 three-body force in nuclear matter is given from EQ. (7.11c) by

$$
\begin{equation*}
\left\langle\vec{k}_{1} \vec{k}_{2}\right| v^{\mathrm{NNN}}\left(1-P_{12}\right)\left|\vec{k}_{1}^{\prime} \vec{k}_{2}^{\prime}\right\rangle=\sum_{3}\left\langle\vec{k}_{1} \vec{k}_{2} \vec{k}_{3}\right| v^{\mathrm{NNN}}\left(1+P_{13} P_{12}+P_{23} P_{12}\right)\left(1-P_{12}\right)\left|\vec{k}_{1}^{\prime} \vec{k}_{2}^{\prime} \vec{k}_{3}^{\prime}\right\rangle \rho_{\vec{k}_{3} \vec{k}_{3}} \tag{7.13}
\end{equation*}
$$

from which we obtain the unsymmetrized vertex

$$
\begin{align*}
& \left\langle\vec{k}_{1} \vec{k}_{2}\right| v^{\mathrm{NNN}}\left|\vec{k}_{1}^{\prime} \vec{k}_{2}^{\prime}\right\rangle=\frac{1}{\mathcal{V}} \delta_{\vec{k}_{1}+\vec{k}_{2}, \vec{k}_{1}^{\prime}+\vec{k}_{2}^{\prime}\left(\vec{k}_{1} \vec{k}_{2}\left|v^{\mathrm{NNN}}\right| \vec{k}_{1}^{\prime} \vec{k}_{2}^{\prime}\right)}^{\left(\vec{k}_{1} \vec{k}_{2}\left|v^{\mathrm{NNN}}\right| \vec{k}_{1}^{\prime} \vec{k}_{2}^{\prime}\right)=\operatorname{Tr}_{3} \int \frac{d \vec{k}_{3}}{(2 \pi)^{3}}\left(\vec{k}_{1} \vec{k}_{2} \vec{k}_{3}\left|v^{\mathrm{NNN}}(1+\Pi)\right| \vec{k}_{1}^{\prime} \vec{k}_{2}^{\prime} \vec{k}_{3}\right) \rho_{\vec{k}_{3} \vec{k}_{3}}} . \tag{7.14a}
\end{align*}
$$

where the curved bras/kets remind that the overall delta function has been pulled off, whereas and $\Pi=P_{13} P_{12}+P_{23} P_{12}$.

[^35]
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However, the evaluation of $\operatorname{Tr}_{3}\left\langle v^{\mathrm{NNN}} \Pi\right\rangle$ is very difficult. First of all, the exchange operators imply that the momentum transfers in $v^{\mathrm{NNN}}\left(\vec{q}_{2}, \vec{q}_{3}\right)$ are no longer just $\vec{q}_{i}=\vec{k}_{i}-\vec{k}_{i}^{\prime}$, which translates into very complicated integrals over the Fermi sea. Moreover, spin/isospin structures that result from $\operatorname{Tr}_{3}\left\{v^{\mathrm{NNN}} \Pi\right\}$ create spin-violating operator structures (e.g., $\vec{\sigma}_{1}-\vec{\sigma}_{2}$ ) that are very complicated to include in standard infinite matter calculations based on decoupled partial waves.

To simplify further the calculations, the standard approximation [73; 554; 555] consists in removing the so-called "double-exchange" terms, that is to keep only

$$
\begin{equation*}
\left(\vec{k}_{1} \vec{k}_{2}\left|v^{\overline{\mathrm{NNN}}}\right| \vec{k}_{1}^{\prime} \vec{k}_{2}^{\prime}\right)=\operatorname{Tr}_{3} \int \frac{d \vec{k}_{3}}{(2 \pi)^{3}}\left(\vec{k}_{1} \vec{k}_{2} \vec{k}_{3}\left|v^{\mathrm{NNN}}\right| \vec{k}_{1}^{\prime} \vec{k}_{2}^{\prime} \vec{k}_{3}\right) \rho_{\vec{k}_{3} \vec{k}_{3}} \tag{7.15}
\end{equation*}
$$

This approximation is based on the fact that short-range three-body contributions are suppressed by the "wounds" in the pair wave functions resulting from the NN hard core. In our case neglecting double-exchanges is not as unfounded as it seems. For example, at the HF level, one finds that double-exchange terms only contribute about $1 / 3$ of the total three-body contribution.

To summarize, the above procedure amounts to defining the effective $\overline{\text { NNN }}$ contribution from NNN diagrams averaged on the third particle. This provides a two-body density-dependent diagram for the NN $+\overline{\text { NNN }}$ force in vacuum of the form given in Fig. 7.2, which implicitly contains direct and exchange terms relative to the two outgoing lines. The remaining part of "triples" contributions, that is diagram that cannot be approximated by effective two-body terms, is found to be negligible in benchmark nuclei [73].






Figure 7.2: Diagrammatic definition of the bare NN $+\overline{\text { NNN }}$ force from chiral-EFT diagrams at $\mathrm{N}^{2} \mathrm{LO}$, which is assumed to contain both direct and exchange terms.

### 7.3.3 Expressions for $v^{\overline{N N N}}$ with low-momentum interactions

The construction of three-body low-momentum interactions involves the use of a (smooth) three-body regulator with an associated momentum cutoff $\Lambda_{\text {NNN }}$ that reads

$$
\begin{equation*}
g_{\mathrm{NNN}}\left|\vec{k}_{1} \vec{k}_{2} \vec{k}_{3}\right\rangle=\left|\vec{k}_{1} \vec{k}_{2} \vec{k}_{3}\right\rangle \times \exp \left[-\left(\frac{\left(\varepsilon_{k_{1}}+\varepsilon_{k_{2}}+\varepsilon_{k_{3}}\right)-E_{P}}{\Lambda_{\mathrm{NNN}}^{2}}\right)^{n_{S}}\right], \tag{7.16}
\end{equation*}
$$

where $\varepsilon_{k}=\hbar^{2} k^{2} / 2 m, E_{P}=\hbar^{2}\left(\vec{k}_{1}+\vec{k}_{2}+\vec{k}_{3}\right)^{2} / 6 m$ and $n_{S}$ defines the sharpness of the RG cutoff. The NNN regulator can be ignored for HF calculations where $k_{F} \ll \Lambda_{\text {NNN }}$. In this case the integrals over $\vec{k}_{3}$ are trivial and one finds for the $\chi$-EFT two-body effective contributions from the vacuum chiral NNN force

$$
\begin{align*}
& \left(\vec{k}_{1} \vec{k}_{2}\left|v_{E}^{\overline{N_{N N}}}\right| \vec{k}_{1}^{\prime} \vec{k}_{2}^{\prime}\right)=\rho \frac{c_{E}}{f_{\pi}^{4} \Lambda_{\chi}} \vec{\tau}_{1} \cdot \vec{\tau}_{2},  \tag{7.17a}\\
& \left(\vec{k}_{1} \vec{k}_{2}\left|\overline{v_{D}^{N N N}}\right| \vec{k}_{1}^{\prime} \vec{k}_{2}^{\prime}\right)=-\rho \frac{g_{A}}{4 f_{\pi}^{2}} \frac{c_{D}}{f_{\pi}^{2} \Lambda_{\chi}} \frac{\left(\overrightarrow{\sigma_{1}} \cdot \vec{q}_{1}\right)\left(\vec{\sigma}_{2} \cdot \vec{q}_{1}\right)}{q_{1}^{2}+m_{\pi}^{2}} \vec{\tau}_{1} \cdot \vec{\tau}_{2},  \tag{7.17b}\\
& \left(\vec{k}_{1} \vec{k}_{2}\left|v_{c}^{\overline{N N N}}\right| \vec{k}_{1}^{\prime} \vec{k}_{2}^{\prime}\right)=-\rho \frac{g_{A}^{2}}{4 f_{\pi}^{2}} \frac{\left(\vec{\sigma} \cdot \vec{q}_{1}\right)\left(\vec{\sigma}_{2} \cdot \vec{q}_{1}\right)}{\left(\vec{q}_{1}^{2}+m_{\pi}^{2}\right)^{2}} \vec{\tau}_{1} \cdot \vec{\tau}_{2}\left[\frac{4 c_{1} m_{\pi}^{2}}{f_{\pi}^{2}}+\frac{2 c_{3}}{f_{\pi}^{2}} q_{1}^{2}\right] . \tag{7.17c}
\end{align*}
$$

On the other hand, to iterate the effective vertex to higher orders, one needs to properly account for the three-body regulator. In current calculations, its only effect is to replace

$$
\begin{equation*}
\int \frac{d \vec{k}_{3}}{(2 \pi)^{3}} \theta\left(k_{F}-\left|\vec{k}_{3}\right|\right) \longrightarrow \int \frac{d \vec{k}_{3}}{(2 \pi)^{3}} \theta\left(k_{F}-\left|\vec{k}_{3}\right|\right) g_{\mathrm{NNN}}\left(\vec{k}_{1}, \vec{k}_{2}, \vec{k}_{3}\right) g_{\mathrm{NNN}}\left(\vec{k}_{1}^{\prime}, \vec{k}_{2}^{\prime}, \vec{k}_{3}\right) \tag{7.18}
\end{equation*}
$$

in the definition of the effective vertex (Eq. (7.15)). This amounts to multiplying the above expressions for $v_{c}^{\overline{\mathrm{NNN}}}, v_{D}^{\overline{\mathrm{NNN}}}$ and $v_{E}^{\overline{\mathrm{NNN}}}$, by a correction factor

$$
\begin{equation*}
\zeta=\frac{4}{\rho} \int \frac{d \vec{k}_{3}}{(2 \pi)^{3}} \theta\left(k_{F}-\left|\vec{k}_{3}\right|\right) g_{\mathrm{NNN}}\left(\vec{k}_{1}, \vec{k}_{2}, \vec{k}_{3}\right) g_{\mathrm{NNN}}\left(\vec{k}_{1}^{\prime}, \vec{k}_{2}^{\prime}, \vec{k}_{3}\right) . \tag{7.19}
\end{equation*}
$$

Note that this correction factor has no angular dependence and so does not complicate the partial wave decomposition of $v^{\mathrm{NN}+\overline{\mathrm{NNN}}}$.

### 7.4 Nuclear matter equation of state

Several methods can be used to evaluate the equation of state of nuclear matter [552; 556]. For instance, the Variational Monte-Carlo (VMC) formalism [557; 558] constructs an approximation of the many-body wave function in nuclear matter by minimizing the average value of the vacuum Hamiltonian in a set of trial functions $|\Psi\rangle$. The latter are obtained from the wave function of the non-interacting free Fermi gas $|\Phi\rangle$ by adding explicitly two-body correlations through a correlation operator, i.e. $|\Psi\rangle=\mathcal{F}|\Phi\rangle$ where $\mathcal{F}$ is a product of two-body correlations functions

$$
\begin{equation*}
\mathcal{F}=\prod_{i<j} f\left(r_{i j}\right) \tag{7.20}
\end{equation*}
$$

The variational principle consists then in minimizing the expectation value of the correlated Hamiltonian

$$
\begin{equation*}
E=\frac{\langle\Phi| \mathcal{F}^{\dagger} H \mathcal{F}|\Phi\rangle}{\langle\Phi| \mathcal{F}^{\dagger} \mathcal{F}|\Phi\rangle}, \tag{7.21}
\end{equation*}
$$

with respect to the free parameters entering the correlator $\mathcal{F}$, and has been succesfully applied to realistic nucleon-nucleon interactions [559-561]. Another approach briefly in Chap. 6 is to
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perform Brueckner calculations at lowest or next order in the hole-line expansion [400; 562; 563]. The nuclear matter equation of state can be computed using the partial wave expansion of the $G$-matrix expressed in momentum space. One can also mention other methods such as the $S$-matrix approach [564], self-consistent spectral calculations [565], or the self-consistent Green's functions formalism [566]. Here, we focus on MBPT and Brueckner calculations.

### 7.4.1 Introductory remarks

The total energy per particle of spin-unpolarized infinite matter calculated via MBPT can be decomposed into an uncorrelated kinetic energy term and a correlation part as

$$
\begin{equation*}
\frac{E}{A}\left(k_{F}^{n}, k_{F}^{p}\right)=\frac{E^{K}}{A}\left(k_{F}^{n}, k_{F}^{p}\right)+\frac{E^{V}}{A}\left(k_{F}^{n}, k_{F}^{p}\right) . \tag{7.22}
\end{equation*}
$$

The kinetic part can be evaluated exactly, while the calculation of the correlation energy at lowest (HF) order using a two-body interaction expanded in partial waves is given below in Sec. 7.4.4. Such a derivation uses a partial wave expansion of the vertex, and thus consists in a converging series. Those formulæ are then adapted to calculations at second order in MBPT or resumming particle-particle ladders to all orders by (i) replacing the vacuum interaction with an effective one, and (ii) incorporating the additional dependencies of the latter on the total momentum $\vec{K}$ and the $G$-matrix starting energy $\omega$ (see below).

The system is put in a box of arbitrary volume $\mathcal{V}$, in which case the transformation from discrete sums to continuous integrals reads

$$
\begin{equation*}
\sum_{\vec{k}} \longrightarrow \frac{\mathcal{V}}{(2 \pi)^{3}} \int d \vec{k} \tag{7.23}
\end{equation*}
$$

Obviously dependencies on the volume should disappear in the final expression with the introduction of the total particle number $A=\rho \mathcal{V}$.

In the case where the Fermi sea is unique (PNM) or identical for protons and neutrons (SNM), one will note $E\left(k_{F}^{n}, k_{F}^{q}\right) \equiv E\left(k_{F}\right)$. However, keep in mind that, from Eq. (7.2)

- for symmetric matter $k_{F}=k_{F}^{n}=k_{F}^{p}$,
- for neutron matter $k_{F}=2^{-1 / 3} k_{F}^{n}$.

In the following, one assumes that the effect of superfluidity can be neglected for the $\operatorname{EOS}^{(2)}$ and pairing properties are treated separately by solving the gap equation without any feedback on occupations numbers nor the binding energy.

### 7.4.2 Kinetic energy

The uncorrelated kinetic energy is immediately

$$
\begin{align*}
E^{K}\left(k_{F}^{n}, k_{F}^{p}\right) & \equiv \\
& =\sum_{\sigma q} \frac{\mathcal{V}}{(2 \pi)^{3}} \int_{k<k_{F}^{q}} d \vec{k} \frac{\hbar^{2} k^{2}}{2 m}=\sum_{q} \frac{3}{5} \frac{\hbar^{2}\left(k_{F}^{q}\right)^{2}}{2 m} \rho^{q} \mathcal{V} . \tag{7.24}
\end{align*}
$$

[^36]The kinetic energy per nucleon is thus

$$
\begin{equation*}
\frac{E^{K}}{A}\left(k_{F}^{n}, k_{F}^{p}\right)=\sum_{q} \frac{3}{5} \frac{\hbar^{2}\left(k_{F}^{q}\right)^{2}}{2 m} \frac{\rho^{q}}{\rho_{0}} . \tag{7.25}
\end{equation*}
$$

## Symetric matter

For symmetric matter, one has $\beta=0$, that is

$$
\begin{equation*}
\frac{E^{K}}{A}\left(k_{F}\right)=\frac{3}{10} \frac{\hbar^{2} k_{F}^{2}}{m} . \tag{7.26}
\end{equation*}
$$

## Neutron matter

For neutron matter, one has $\beta=1$, that is

$$
\begin{equation*}
\frac{E^{K}}{A}\left(k_{F}^{n}\right)=\frac{3}{5} \frac{\hbar^{2} k_{F}^{n 2}}{2 m}=2^{2 / 3} \frac{3}{5} \frac{\hbar^{2} k_{F}^{2}}{2 m} . \tag{7.27}
\end{equation*}
$$

### 7.4.3 Correlation energy: generalities

The correlation energy of spin-unpolarized INM reads at the Hartree-Fock level as a double trace over the closed loops of the two-body potential $v$, i.e.

$$
\begin{align*}
E^{V}\left(k_{F}^{n}, k_{F}^{p}\right) \equiv & \\
= & \frac{1}{2} \sum_{i j k l}\langle i j| v\left(1-P_{12}\right)|k l\rangle \rho_{k i} \rho_{l j}  \tag{7.28a}\\
= & \frac{1}{2} \sum_{q_{1} q_{2}} \int_{\left|\vec{k}_{1}\right|<k_{F}^{q_{1}}} \\
& \int_{\left|\vec{k}_{2}\right|<k_{F}^{q_{2}}} \frac{\mathcal{V} \mathrm{~d} \vec{k}_{1}}{(2 \pi)^{3}} \frac{\mathcal{V} \mathrm{~d} \vec{k}_{2}}{(2 \pi)^{3}} \sum_{S S_{z}} \sum_{T T_{z}}\left\langle\left.\frac{1}{2} \frac{1}{2} q_{1} q_{2} \right\rvert\, T T_{z}\right\rangle^{2} \rho_{\vec{k}_{1} \vec{k}_{1}}^{q_{1}} \rho_{\vec{k}_{2} \vec{k}_{2}}^{q_{2}}  \tag{7.28b}\\
& \times\left\langle\vec{k}_{1} \vec{k}_{2} S S_{z} T T_{z}\right| v\left(1-P_{\vec{k}} P_{\sigma} P_{\tau}\right)\left|\vec{k}_{1} \vec{k}_{2} S S_{z} T T_{z}\right\rangle .
\end{align*}
$$

The summations over $\vec{k}_{i}$ run over occupied states $k_{i}<k_{F}^{q_{i}}$, and thus implicitly depend on the associated isospin $q_{i}$, which explains why the sum over $q_{1}$ and $q_{2}$ cannot be resolved yet, contrary to the one over $\sigma_{1}$ and $\sigma_{2}$.

Using the decomposition of the density matrix from Eq. (1.64), it is easy to prove that spin-orbit and tensor components of the two-body interaction will not contribute to the potential energy although they are still present at the vertex level ${ }^{(3)}$. For instance, given the expression of the tensor operator $\mathrm{S}_{12}$ (EQ. (5.3a)), the direct contribution from a pure tensor force $v(r) \mathrm{S}_{12}$ can be recast into

$$
\begin{equation*}
\langle v\rangle_{d}=\frac{1}{2} \int \mathrm{~d} \vec{r}_{1} \int \mathrm{~d} \vec{r}_{2} v(r)\left[\frac{3}{r^{2}}\left(\vec{r} \cdot \vec{s}_{0}\left(\vec{r}_{1}\right)\right)\left(\vec{r} \cdot \vec{s}_{0}\left(\vec{r}_{2}\right)\right)-\vec{s}_{0}\left(\vec{r}_{1}\right) \cdot \vec{s}_{0}\left(\vec{r}_{2}\right)\right], \tag{7.29}
\end{equation*}
$$

where only the local vector-isoscalar part of the density matrix is picked out. The exchange term is evaluated using $\mathrm{S}_{12} P_{12}=\mathrm{S}_{12} P_{\tau} P_{\vec{r}}$, that is

$$
\begin{equation*}
\langle v\rangle_{e}=-\frac{1}{4} \int \mathrm{~d} \vec{r}_{1} \int \mathrm{~d} \vec{r}_{2} v(r)\left[\frac{3}{r^{2}}\left(\vec{r} \cdot \vec{s}_{0}\left(\vec{r}_{1}, \vec{r}_{2}\right)\right)\left(\vec{r} \cdot \vec{s}_{0}\left(\vec{r}_{2}, \vec{r}_{1}\right)\right)-\vec{s}_{0}\left(\vec{r}_{1}, \vec{r}_{2}\right) \cdot \vec{s}_{0}\left(\vec{r}_{2}, \vec{r}_{1}\right)\right] . \tag{7.30}
\end{equation*}
$$

[^37]
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Using the expression of the spin density in INM, i.e.

$$
\begin{equation*}
\vec{s}^{q}\left(\vec{r}, \vec{r}^{\prime}\right)=\sum_{\sigma}(-1)^{\frac{1}{2}-\sigma} \frac{k_{F}^{\sigma q 3}}{2 \pi^{2}} \frac{j_{1}\left(k_{F}^{\sigma q}\left|\vec{r}-\vec{r}^{\prime}\right|\right)}{k_{F}^{\sigma}\left|\vec{r}-\vec{r}^{\prime}\right|} \vec{e}_{z} \tag{7.31}
\end{equation*}
$$

one sees that both direct and exchange term vanish in spin-unpolarized INM (where $k_{F}^{\uparrow q}=k_{F}^{\downarrow q}$ ). Likewise, for a pure spin-orbit coupling one gets the same result by decomposing the kinetic density into its scalar-vector/isoscalar-isovector components. Thus one is left only with the pure central terms of a given nucleon-nucleon interaction.

### 7.4.4 Correlation energy: partial wave expansion

The following derivation allows to evaluate potential energy contributions to nuclear matter equation of state for a generic vertex $v$. However it will be only valid when the Fermi sea is unique (PNM) or identical for protons and neutrons (INM). In this case one has

$$
\begin{align*}
E^{V}\left(k_{F}^{n}, k_{F}^{p}\right)= & \frac{1}{2} \int_{\left|\vec{k}_{1}\right|<k_{F}} \int_{\left|\vec{k}_{2}\right|<k_{F}} \frac{\mathcal{V} \mathrm{~d} \vec{k}_{1}}{(2 \pi)^{3}} \frac{\mathcal{V} \mathrm{~d} \vec{k}_{2}}{(2 \pi)^{3}} \sum_{S S_{z}} \sum_{T T_{z}} \rho_{\vec{k}_{1} \vec{k}_{1}} \rho_{\vec{k}_{2} \vec{k}_{2}} \\
& \times\left\langle\vec{k}_{1} \vec{k}_{2} S S_{z} T T_{z}\right| v\left(1-P_{\vec{k}} P_{\sigma} P_{\tau}\right)\left|\vec{k}_{1} \vec{k}_{2} S S_{z} T T_{z}\right\rangle  \tag{7.32}\\
= & \frac{(2 \pi)^{3} \mathcal{V}}{2} \int \frac{\mathrm{~d} \vec{k}}{(2 \pi)^{3}} \frac{\mathrm{~d} \vec{K}}{(2 \pi)^{3}} \sum_{S S_{z} T T_{z}} \sum_{i} \theta\left(k_{F}-|\vec{K} / 2+\vec{k}|\right) \theta\left(k_{F}-|\vec{K} / 2-\vec{k}|\right) \\
& \times\left\langle\vec{k} S S_{z} T T_{z}\right| v\left(1-P_{\vec{k}} P_{\sigma} P_{\tau}\right)\left|\vec{k} S S_{z} T T_{z}\right\rangle . \tag{7.33}
\end{align*}
$$

Now from a partial wave expansion one gets

$$
\begin{align*}
& E^{V}\left(k_{F}^{n}, k_{F}^{p}\right)=\frac{(4 \pi)^{2} \mathcal{V}}{2} \int \frac{d \vec{k}}{(2 \pi)^{3}} \int \frac{d \vec{K}}{(2 \pi)^{3}} \theta\left(k_{F}-|\vec{K} / 2+\vec{k}|\right) \theta\left(k_{F}-|\vec{K} / 2-\vec{k}|\right) \\
& \times \sum_{\substack{S S_{z} \\
T T_{z}}} Y_{L}^{L_{z}}(\hat{k}) Y_{L^{\prime}}^{L_{z}^{\prime *}}(\hat{k}) C_{L_{z}^{\prime}}^{L^{\prime} S_{z} J_{J_{z}} J_{z}} C_{L_{z}}^{L S S_{z} J_{z}}\left(1-(-1)^{L+S+T}\right) v_{L L^{\prime}}^{J S S_{z} T T_{z}}(k, k) . \\
& \begin{array}{c}
T T_{z} \\
L L_{z} \\
L_{z} \\
L_{z}
\end{array} \\
& L^{\prime} L_{z}^{z} \tag{7.34}
\end{align*}
$$

After some manipulations (see Appendix D.4), the final result can be explicited for SNM and PNM.

## Symmetric matter

One finds for symmetric matter $E^{V}\left(k_{F}, k_{F}\right) \equiv E^{V}\left(k_{F}\right)$, where

$$
\begin{equation*}
E^{V}\left(k_{F}\right)=(4 \pi)^{2} \rho \mathcal{V} \int_{0}^{k_{F}} \frac{k^{2} d k}{(2 \pi)^{3}} \sum_{\substack{L S J \\ T T_{z}}}\left(1-(-1)^{L+S+T}\right)[J] v_{L L^{\prime}}^{J S T T_{z}}(k, k)\left(1-\frac{3}{2} \frac{k}{k_{F}}+\frac{1}{2}\left[\frac{k}{k_{F}}\right]^{3}\right) \tag{7.35}
\end{equation*}
$$

where one recalls that $[J] \equiv J+1$. Thus, assuming charge-independence of the potential and summing over $T_{z}{ }^{(4)}$

$$
\begin{equation*}
\frac{E^{V}}{A}\left(k_{F}\right)=\frac{4}{\pi} \int_{0}^{k_{F}} k^{2} d k \sum_{L S J T}{ }^{\prime}[J][T] v_{L}^{J S T}(k, k)\left(1-\frac{3}{2} \frac{k}{k_{F}}+\frac{1}{2}\left[\frac{k}{k_{F}}\right]^{3}\right) \tag{7.36}
\end{equation*}
$$

[^38]where $\sum^{\prime}$ denotes that the sum runs only on odd values of $L+S+T$.

## Neutron matter

For neutron matter one has equivalently

$$
\begin{equation*}
\frac{E^{V}}{A}\left(k_{F}^{n}, 0\right) \equiv \frac{E^{V}}{A}\left(k_{F}^{n}\right)=\frac{48}{\pi} \int_{0}^{k_{F}^{n}} k^{2} d k \sum_{L S J}^{\prime}[J] v_{L}^{J S 1}(k, k)\left(1-\frac{3}{2} \frac{k}{k_{F}^{n}}+\frac{1}{2}\left[\frac{k}{k_{F}^{n}}\right]^{3}\right) . \tag{7.37}
\end{equation*}
$$

### 7.4.5 Correlation energy: MBPT calculations

To compute the EOS including the averaged three-nucleon force or the effect of particle-particle ladders, identical formulæ may be applied by replacing the vacuum NN force with the corresponding vertex computed in INM. However, the additional dependencies of the effective vertices must be properly handled.

Using $v^{\mathrm{NN}+\overline{\mathrm{NNN}}}$ at the HF level, the vertex simply carries a dependency on the Fermi level stemming from the average procedure on the third nucleon in INM. Thus Eqs. $(7.36,7.37)$ can be applied directly while the three-body contribution is reevaluated for each density bin.

One can also carry out full Brueckner-Hartree-Fock calculations starting from $v^{\mathrm{NN}+\overline{\mathrm{NNN}}}$, before investigating perturbative approximations at finite orders in particle-particle ladders. The $G$-matrix calculated in INM in a plane wave basis carries dependencies on the total momentum $\vec{K}$ and on the starting energy $\omega$. It satisfies the self-consistent Bethe-Goldstone equation (Eq. (6.7a))

$$
\begin{align*}
&\left\langle\vec{k}^{\prime}\right| G^{T T z}(\vec{K}, \omega)|\vec{k}\rangle=\left\langle\vec{k}^{\prime}\right| v^{\mathrm{NN}+\overline{\mathrm{NNN}}}|\vec{k}\rangle+\int \frac{\mathrm{d} \vec{k}^{\prime \prime}}{(2 \pi)^{3}}\left\langle\vec{k}^{\prime}\right| v^{\mathrm{NN}+\overline{\mathrm{NNN}}\left|\vec{k}^{\prime \prime}\right\rangle} \\
& \times \frac{Q^{T T_{z}}\left(\vec{K}, \vec{k}^{\prime \prime}\right)}{\omega-\left[\epsilon_{\vec{k} / 2+\vec{k}^{\prime \prime}}^{q}+\epsilon_{\vec{k} / 2-\vec{k}^{\prime \prime}}^{q^{\prime}}\right]+i \delta}\left\langle\vec{k}^{\prime \prime}\right| G^{T T_{z}}(\vec{K}, \omega)|\vec{k}\rangle, \tag{7.38}
\end{align*}
$$

where (i) a $\pm i \delta$ regularization scheme is used to avoid poles when $\omega \leq \epsilon_{\vec{K} / 2+\vec{k}^{\prime \prime}}^{q}+\epsilon_{\vec{K} / 2-\vec{k}^{\prime \prime}}^{q^{\prime}}$, (ii) an isospin dependence must be made explicit when the proton and neutron Fermi seas are different, which disappears for symmetric matter, and (iii) superfluidity is neglected, i.e.

$$
\begin{equation*}
\rho_{\vec{k} \vec{k}}^{q} \equiv \Theta\left(k_{F}^{q}-k\right), \quad\left(1-\rho_{\vec{k} \vec{k}}^{q}\right) \equiv \Theta\left(k-k_{F}^{q}\right) . \tag{7.39}
\end{equation*}
$$

For all calculations displayed in the present document, single-particle energies are computed in the Hartree-Fock approximation, i.e.

$$
\begin{equation*}
\epsilon_{k}^{q}\left(k_{f}^{n}, k_{F}^{p}\right)=\frac{\hbar^{2} k^{2}}{2 m_{q}}+\frac{1}{2 \pi^{2}} \sum_{L S J T q^{\prime}}[J] \int_{0}^{k_{F}^{q}} \mathrm{~d} k^{\prime} v_{L}^{J S T T_{z}}\left(k, k^{\prime}\right), \tag{7.40}
\end{equation*}
$$

where $T_{z}=q+q^{\prime}$.
A convenient way to solve Eq. (7.38) consists in treating first the Pauli blocking operator (Eq. (6.7a))

$$
\begin{equation*}
Q^{T T_{z}}(\vec{K}, \vec{k}) \equiv\left[1-\rho_{(\vec{K} / 2+\vec{k})(\vec{K} / 2+\vec{k})}^{q}\right]\left[1-\rho_{(\vec{K} / 2-\vec{k})(\vec{K} / 2-\vec{k})}^{q^{\prime}}\right], \tag{7.41}
\end{equation*}
$$

## Ab-initio approach to the nuclear many-body problem

through an angular averaging procedure over $\vec{K}[562 ; 567 ; 568]$, which leads in symmetric infinite matter to

$$
\tilde{Q}(K, k) \equiv\left\{\begin{array}{lll}
0 & \text { for } & k \leq \sqrt{k_{F}^{2}-K^{2}}  \tag{7.42}\\
1 & \text { for } & k_{F}+K \leq k, \\
\frac{K^{2}+k^{2}-k_{F}^{2}}{2 k K} & \text { for } & k_{F}+K>k>\sqrt{k_{F}^{2}-K^{2}}
\end{array}\right.
$$

The averaging procedure gives a very good approximation, for instance, for the effect of J-coupling on the binding energies [569], and a treatment of the full angular dependency of the Pauli operator is found to be negligible for the scope of this study [429].

Then, the starting energy $\omega$ is taken on-shell at the level of EQ. (7.33), that is

$$
\begin{equation*}
\omega=\epsilon_{\vec{K} / 2+\vec{k}}^{q}+\epsilon_{\vec{K} / 2-\vec{k}}^{q^{\prime}}, \tag{7.43}
\end{equation*}
$$

such that the energy denominator of EQ. (7.38) can be separated in hole-hole- and particle-particle contributions, i.e.

$$
\begin{equation*}
\varepsilon^{\mathrm{pp}}\left(\vec{K}, \vec{k}^{\prime \prime}\right) \equiv \epsilon_{\vec{K} / 2+\vec{k}^{\prime \prime}}+\epsilon_{\vec{K} / 2-\vec{k}^{\prime \prime}}, \quad \quad \varepsilon^{\mathrm{hh}}(\vec{K}, \vec{k}) \equiv \epsilon_{\vec{K} / 2+\vec{k}}+\epsilon_{\vec{K} / 2-\vec{k}} \tag{7.44}
\end{equation*}
$$

The latter can be averaged over the relative angle between the total and relative momenta, i.e.

$$
\begin{align*}
\tilde{\varepsilon}^{\mathrm{pp}}\left(K, k^{\prime \prime}\right) & =\frac{1}{2} \int \mathrm{~d} \cos (\theta) \frac{\varepsilon^{\mathrm{pp}}\left(\vec{K}, \vec{k}^{\prime \prime}\right) Q\left(\vec{K}, \vec{k}^{\prime \prime}\right)}{\tilde{Q}\left(K, k^{\prime \prime}\right)} & \theta=\hat{K} \cdot \hat{k}^{\prime \prime}  \tag{7.45a}\\
\tilde{\varepsilon}^{\mathrm{hh}}(K, k) & =\frac{1}{2} \int \operatorname{d} \cos (\theta) \frac{\varepsilon^{\mathrm{hh}}(\vec{K}, \vec{k}) H(\vec{K}, \vec{k})}{\tilde{H}(K, k)} & \theta=\hat{K} \cdot \hat{k} \tag{7.45b}
\end{align*}
$$

where $H(\vec{K}, \vec{k})$ is the exact two-hole projector and $\tilde{H}(K, k)$ its angular-averaged value, defined in analogy with the Pauli blocking operator.

Given such a procedure, the intermediate two-body propagator entering the Goldstone equation is simplified in such a way that a partial wave decomposition of the $G$-matrix in symmetric matter can be done into $G_{L L^{\prime}}^{J S T T_{z}}\left(k, k^{\prime} ; K, \omega=\tilde{\varepsilon}^{\text {hh }}\right)$. The coupling between partial waves that is carried out at the level of the $G$-matrix computation, before the EOS is evaluated using only $L$-diagonal matrix elements, allows to include indirectly the tensor interaction.

Matrix elements of the effective interaction still carry a dependence on the magnitude of the total impulsion $K$. The latter can be handled by two different approaches, i.e.

- taking an average value of $K=\sqrt{\frac{6}{5}} k_{F}$, such that the integration over the hole-hole phase space $\theta\left(k_{F}-|\vec{K} / 2+\vec{k}|\right) \theta\left(k_{F}-|\vec{K} / 2-\vec{k}|\right)$ remains identical and EQS. $(7.36,7.37)$ can be directly applied,
- computing exactly the remaining integral over $K \in\left[0,2 k_{F}\right]$ at the level of Eq. (7.34).

We will use the second approach in the following, given that an accurate treatment of the center-of-mass (c.o.m.) matters for the EOS at the 1 MeV level [429].

### 7.4.6 Infinite matter properties

From the isospin-symmetric and asymmetric matter equations of state, several quantities of interest can be defined. Empirical values for these quantities have been determined using different aproaches, and are summarized in TAB. $\{7.1\}$.

- the SNM saturation point characterized by the density $\rho_{\text {sat }}$ (or Fermi momentum $k_{F}^{\text {sat }}$ ) and energy per particle $E_{\text {sat }} / A$. $\rho_{\text {sat }}$ can be evaluated from charge distributions in heavy nuclei including Coulomb and surface corrections [570; 571], whereas the saturation energy per particle $E_{\text {sat }} / A$ (bulk energy $a_{V}$ ) and symmetry energy $a_{\tau}$ can be evaluated from liquid drop formulæ adjusted on experimental masses [572-576],
- the bulk compressibility $K_{\infty}$ which characterizes the response of symmetric nuclear matter against compression around $\rho=\rho_{\text {sat }}$, provided the saturation point exists, i.e.

$$
\begin{equation*}
\left.K_{\infty} \equiv 9 \rho_{\text {sat }}^{2} \frac{\partial^{2} E / A}{\partial \rho^{2}}\right|_{\substack{\rho=\rho_{\text {sat }} \\ \beta=0}}=\left.k_{F}^{\text {sat }}{ }^{2} \frac{\partial^{2} E / A}{\partial k_{F}^{2}}\right|_{\substack{c_{F}=k_{F}^{\text {sat }} \\ \beta=0}} . \tag{7.46}
\end{equation*}
$$

$K_{\infty}$ can be extracted from Gogny EDF calculations[332] or microscopic calculations of the giant isoscalar monopole resonance [541],

- the symmetry energy $a_{\tau}$ which characterizes the response of symmetric matter in the presence of a fluctuation of the isospin composition, that is

$$
\begin{equation*}
\left.a_{\tau} \equiv \frac{1}{2} \frac{\partial^{2} E / A}{\partial \beta^{2}}\right|_{\substack{\rho=\rho_{\mathrm{sat}} \\ \beta=0}} . \tag{7.47}
\end{equation*}
$$

$a_{\tau}$ is also evaluated from liquid drop formulæ [572-576],

- the effective mass $m^{*}(k)$ defined as the momentum-dependent mass corresponding to single-particle energies dressed by the nuclear interaction, i.e. ${ }^{(5)}$

$$
\begin{equation*}
\frac{m_{q}^{*}\left(k, k_{F}^{n}, k_{F}^{p}\right)}{m_{q}} \equiv\left[1+\left.\frac{m_{q}}{k} \frac{\mathrm{~d} \epsilon^{q}\left(p, k_{F}^{n}, k_{F}^{p}\right)}{\mathrm{d} p}\right|_{p=k}\right]^{-1} . \tag{7.49}
\end{equation*}
$$

The effective mass is obtained in finite nuclei from nucleus-nucleon scattering using an optical potential [577], or from isoscalar giant quadrupole resonance studies.

| $\rho_{\text {sat }}\left[\mathrm{fm}^{-3}\right]$ | $0.17 \pm 0.02$ |
| :--- | ---: |
| $E_{\text {sat }} / A[\mathrm{MeV}]$ | $-16.0 \pm 1.0$ |
| $a_{\tau}[\mathrm{MeV}]$ | $30.0 \pm 2.0$ |
| $K_{\infty}[\mathrm{MeV}]$ | $215.0 \pm 15.0$ |
| $\left(m^{*} / m\right)_{s}$ | $0.70 \pm 0.05$ |

Table 7.1: Empirical values for infinite nuclear matter properties (see text).
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### 7.4.7 Results

Part of the results presented in this section come from unpublished work [387], whereas other calculations and analysis useful for later are originally produced within the frame of this work through modifications of the tools provided by S. K. Bogner.

### 7.4.7.1 $G$-matrix calculations

The matrix elements of the vacuum NN and NN $+\overline{\mathrm{NNN}}$ interactions are compared to those of the in-medium nuclear interaction at second order in MBPT or including particle-particle ladders to all orders in FIGS. $(7.3,7.4)$ for the ${ }^{1} \mathrm{~S}_{0}$ and ${ }^{3} \mathrm{~S}_{1-}{ }^{3} \mathrm{D}_{1}$ channels and at different densities. Using the perturbative $V_{\text {low } k}$ as the starting vacuum interaction, the rapid convergence of the $G$-matrix series is observed at the level of matrix elements and suggests that MBPT calculations with $V_{\text {low } k}$ are almost converged at second order in particle-particle ladders. This convergence is very rapid in the singlet channel and matrix elements of NN and (averaged) NNN forces are already very close to those of the in-medium $G$-matrix for $k_{F}=1.33 \mathrm{fm}^{-1}$. The latter is not observed at $k_{F}=0.9 \mathrm{fm}^{-1}$ where at least the third order in particle-particle ladders is needed.
 $K$-independent, one sees that the $K$-dependence of the second order MBPT and the full $G$-matrix remains small. On the other hand, the same level of convergence is reached in the triplet channel only when second order diagrams are included in the effective vertex. This proves that the convergence of matrix elements, in addition to the one of the equation of state must be properly checked when working at the vertex level (see SEc. 8.2) and that different channels might require different MBPT orders. The $K$-dependence is more significant in the ${ }^{3} \mathrm{~S}_{1}$ channel, while matrix elements of $v^{\mathrm{NN}+\overline{\mathrm{NNN}}}$ are (i) almost independent of $K$, and (ii) very close to the $G$-matrix.

(a) Density $k_{F}=1.33 \mathrm{fm}^{-1}$

(b) Density $k_{F}=0.9 \mathrm{fm}^{-1}$

Figure 7.3: Matrix elements of the (effective) two-body vertices at various levels of MBPT in the ${ }^{1} \mathrm{~S}_{0}$ channel, that is the vacuum $V_{\text {low } k}$ computed at $\Lambda=2.1 \mathrm{fm}^{-1}$ from $\mathrm{N}^{3} \mathrm{LO}, V_{\text {low } k}$ complemented by the averaged threebody force, the deduced second-order vertex and the fully on-shell $G$-matrix. Three-body averaging and MBPT calculations are performed in symmetric nuclear matter for two different densities, and only matrix elements relevant for the INM EOS calculations up to the Fermi level are computed. Note that numerical wiggles around $k_{F}$ are irrelevant for the nuclear matter EOS since they are smeared out by the form factor $\left(1-\frac{3}{2} \frac{k}{k_{F}}+\frac{1}{2}\left[\frac{k}{k_{F}}\right]^{3}\right)$ in Eq. (7.36). When the full c.o.m. dependence is treated such oscillations also are suppressed around $k_{F}$.


Figure 7.4: Same as in Fig. 7.3 for the ${ }^{3} \mathrm{~S}_{1}-{ }^{3} \mathrm{D}_{1}$ channel at $k_{F}=1.33 \mathrm{fm}^{-1}$.

### 7.4.7.2 Nuclear matter equation of state

When using only bare NN forces at the Hartree-Fock level, the nuclear matter equation of state is far from any satisfactory results. Indeed, as shown in Fig. 7.5 for different values of the RG cutoff $\Lambda$, SNM equation of state does not even saturate at the Hartree-Fock level when omitting three-body forces [12-15; 578]. Still, low-momentum interactions bind INM at the HF level, in opposition to standard nucleon-nucleon models possessing hard-core repulsion. When the averaged three-nucleon interaction is added, the saturation is obtained, but is far from (i) the empirical point, and (ii) results from calculations performed using VMC or BBG methods.

The EOS can then be computed at higher orders in MBPT. While particle-particle ladders are non-perturbative for standard NN forces characterized by large intrinsic resolution scales, e.g. Argonne V18 [387], the ladder series is rapidly converging with $V_{\text {low } k}$, since

- non-perturbative behaviors caused by the hard core and tensor couplings have been suppressed. Indeed, Weinberg eigenvalues associated to the short-range repulsion correspond to perturbative regimes of the Born series when the RG cutoff $\Lambda$ is lowered enough [505], as discussed in Sec. 5.3.5.
- in-medium effects also drive positive Weinberg eigenvalues corresponding to virtual or bound states into the perturbative regime as a result of Pauli blocking effects [387].


Figure 7.5: Symmetric nuclear matter equation of state computed at the HF level using $V_{\text {low } k}$ from $\mathrm{N}^{3} \mathrm{LO}$ for two RG cutoffs $\Lambda$ plus a complementary $\overline{\mathrm{NNN}}$ interaction. The three-body bare interaction coming from chiral perturbation theory is refitted at each $\Lambda$. The empirical region for the saturation point and the empirical EOS are represented in yellow. Ab initio results from variational Monte-Carlo [559] and Bethe-Brueckner-Goldstone [563] (BBG) calculations with realistic NN (AV14) and NNN (Urbana) forces are presented as filled symbols.
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(a) $\Lambda=2.0 \mathrm{fm}^{-1}$

(b) $\Lambda=2.8 \mathrm{fm}^{-1}$

Figure 7.6: Symmetric nuclear matter equation of state computed at different levels of many-body complexity. Conventions and ingredients given for Fig. 7.5 still hold.

The symmetric nuclear matter equations of state corresponding to the different orders of interest are presented in Fig. 7.6 for two values of the RG cutoff $\Lambda$. While HF calculations with the vacuum $\mathrm{NN}+\overline{\mathrm{NNN}}$ force saturated with non-satisfactory properties, adding the second order in MBPT drives the saturation point in perfect agreement with empirical estimates, as indicted in TAB. $\{7.2\}$. The compressibility found by these calculations are smaller than empirical values extracted from EDf calculations using empirical functionals. In addition, calculations are essentially converged at second order, as seen from the comparison with $G$-matrix calculations,

|  |  | $k_{F}^{\text {sat }}\left[\mathrm{fm}^{-1}\right]$ | $\rho_{\text {sat }}\left[\mathrm{fm}^{-3}\right]$ | $E_{\text {sat }} / A[\mathrm{MeV}]$ | $K_{\infty}[\mathrm{MeV}]$ |
| :--- | :--- | :--- | :---: | :---: | :---: |
| $\Lambda=2.0 \mathrm{fm}^{-1}$ | HF | 1.297 | 0.147 | -8.20 | 156.7 |
|  | $2^{\text {nd }}$ order | 1.335 | 0.161 | -15.19 | 203.0 |
|  | $G$-matrix | 1.330 | 0.159 | -15.17 | 190.1 |
| $\Lambda=2.4 \mathrm{fm}^{-1}$ | HF | 1.216 | 0.122 | -5.01 | 114.9 |
|  | $2^{\text {nd }}$ order | 1.321 | 0.156 | -15.33 | 211.6 |
|  | $G$-matrix | 1.311 | 0.152 | -15.20 | 189.8 |
|  | HF | 1.144 | 0.101 | -2.70 | 81.1 |
|  | $2^{\text {nd }}$ order | 1.337 | 0.161 | -15.70 | 235.7 |
|  | $G$-matrix | 1.331 | 0.160 | -15.48 | 215.2 |

Table 7.2: Saturation properties of symmetric infinite nuclear matter at various levels of many-body complexity and for three different RG cutoffs $\Lambda$ for the vacuum NN $V_{\text {low } k}$ plus averaged three-body force. The three-body force is always included in the calculations.
except slight differences in the low-density regime. This might indicate that bulk properties of finite nuclei calculated from low-momentum NN $+\overline{\text { NNN }}$ interactions could be restricted to the second order in MBPT. In all cases, calculations with the full $G$-matrix tend to slightly decrease the energy per particle and compressibility at saturation. Meanwhile, almost no $\Lambda$-dependence of the results is seen for the EOS at second order and beyond. The saturation density remains almost unchanged while the energy per particle and the compressibility increase slightly with $\Lambda$. This constitutes an important result since a $\Lambda$-independence of the many-body result indicates that the corresponding calculation is likely to be converged.

Same conclusions hold for the potential energy separated into $(S, T)$ channels, presented in Fig. 7.7, where one notes an excellent convergence of the calculations at second order in MBPT. Having such detailed information from ab initio calculations is of importance as empirical EDFs reproducing SNM/PNM equations of state display large discrepancies when separated into $(S, T)$ channels $[159 ; 188]$. The strongest impact of the three-body force is seen in spin-triplet channels.
 energy (i) changes sign in the $S=1, T=1$ channel, (ii) is largely reduced at large $k_{F}$ in the $S=1, T=0$ channel, and (iii) the correlation energy is enhanced in the $S=0, T=0$ channel in the presence of three-body forces. Secondly, the effect of MBPT is negligible in spin-singlet channels, while it is most important in the $S=1, T=0$ channel. We note that in-medium effects always increase the binding energy in $(S, T)$ channels. Meanwhile, the effect of the RG cutoff $\Lambda$ is mostly seen in the $S=1, T=0$ channel where the three-body contribution is largely reduced at the HF level when $\Lambda$ increase, while the final EOS including MBPT remains almost $\Lambda$-independent. Likewise, while the present results obtained using low-momentum interactions provide an EOS similar to BBG calculations performed using more conventional nuclear forces, discrepancies are observed in ( $S, T$ ) channels, in particular for isospin-triplet ones, where differences of $\pm 10 \mathrm{MeV}$ that compensate each other in the total EOS are observed in Fig. 7.7. This would call for (i) studying the variations of the EOS when starting from different NN models, and (ii) improving the single-particle energies that enter MBPT calculation at large $\Lambda$ where the HF approximations becomes unappropriate.

Finally, Fig. 7.8 presents the further decomposition of the correlation energy into partial waves. One sees that in the singlet ${ }^{1} \mathrm{~S}_{0}$ channel MBPT only slightly corrects the lowest order,

## Ab-initio approach to the nuclear many-body problem


(a) $\Lambda=2.0 \mathrm{fm}^{-1}$

(b) $\Lambda=2.8 \mathrm{fm}^{-1}$

Figure 7.7: Decomposition of the symmetric nuclear matter equation of state from Fig. 7.6a into $(S, T)$ channels. The range of admitted empirical values for the saturation density is represented by vertical yellow lines.
while in the triplet ${ }^{3} \mathrm{~S}_{1}-{ }^{3} \mathrm{D}_{1}$ channel at least the first order in particle-particle ladders is needed (see also Fig. 7.9), as was already noticed at the level of matrix elements. Generally speaking, MBPT effects are significant in coupled channels/at small densities, whereas the (average) threebody force that comes from $\mathrm{N}^{2} \mathrm{LO}$ is good enough to provide an accurate correlation energy in all other partial waves/at large $k_{F}$. Furthermore, one notices that the effect of the (averaged) NNN force in each individual $p$ wave enhances the effect of the vacuum two-body force. This suggests that, as far as the binding energy is concerned, the averaged three-body forces acts as an effective spin-orbit interaction [579]. This corroborates what has already been observed on the level of spectroscopy. Meanwhile, $v^{\overline{\mathrm{NNN}}}$ counteracts $v^{\mathrm{NN}}$ in the ${ }^{3} \mathrm{~S}_{1}$ channel. Nevertheless, while some approximations remain, such as the treatment of double-exchange terms in the averaged three-body force, the computation of nuclear matter using many-body perturbation theory is possible with low-momentum vacuum forces and provides very satisfactory results.
相






[ $\left.\Lambda^{2} \mathrm{~N}\right] \mathrm{V} /^{10 \mathrm{od}}{ }_{\mathrm{H}}$

Figure 7.8: Decomposition of the symmetric nuclear matter equation of state from Fig. 7.6a into partial waves for a RG cutoff $\Lambda=2.0 \mathrm{fm}^{-1} . S=0$ channels are put on the left-hand side, while $T=1$ can be identified by the green triangles. For coupled channels, the summed contribution from $L=J \pm 1$ partial waves is represented. The range of accepted empirical values for the saturation density is represented by vertical yellow lines.
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### 7.5 Pairing gaps

We are now interested in computing the pairing gap in the $S=0, T=1$ channel $^{(6)}$ in infinite nuclear matter [581]. Given that (i) there is a renormalization of the pairing gap in infinite matter due to higher-order effects associated with couplings to density, spin and isospin fluctuations [251; 252], and that (ii) such a renormalization might be different in finite nuclei and infinite nuclear matter [253-256], we restrict ourselves to studying pairing gaps at lowest order in $v^{\mathrm{NN}}$. In addition, recent calculations seem to indicate that gaps provided in semi-magic nuclei at lowest order in the vacuum NN interaction are already close to experimental data [582].

The gap equation [581] reads in INM at lowest order in the vacuum two-body interaction (see Fig. 6.5)

$$
\begin{equation*}
\Delta^{q}\left(\vec{k}, k_{F}^{q}\right)=-\int \frac{\mathrm{d} \vec{k}^{\prime}}{(2 \pi)^{3}} v^{\mathrm{NN}}\left(\vec{k}, \vec{k}^{\prime}\right) \frac{\Delta^{q}\left(\vec{k}^{\prime}, k_{F}^{q}\right)}{2 E_{\vec{k}^{\prime}}^{q}}, \tag{7.50}
\end{equation*}
$$

where $E_{\vec{k}}^{q}$ is the quasiparticle energy associated with momentum $\vec{k}$

$$
\begin{equation*}
E_{\vec{k}}^{q}=\sqrt{\left(\epsilon_{\vec{k}}^{q}-\mu^{q}\right)^{2}+\Delta^{q}\left(\vec{k}, k_{F}^{q}\right)^{2}}, \tag{7.51}
\end{equation*}
$$

$\epsilon_{\vec{k}}^{q}$ being single-particle energies, and $\mu^{q}$ the chemical potential for isospin $q$. EQ. (7.50) can be expanded using a partial wave decomposition of the gap (EQ. (5.20)) into [110]

$$
\begin{equation*}
\Delta^{q}\left(\vec{k}, k_{F}^{q}\right) \equiv \sum_{L L_{z}} \sqrt{\frac{4 \pi}{[L]}} Y_{L}^{L_{z}}(\hat{k}) \Delta_{L L_{z}}^{q}\left(k, k_{F}^{q}\right) . \tag{7.52}
\end{equation*}
$$

Performing an angular averaging of the gap, i.e.

$$
\begin{equation*}
\Delta^{q 2}\left(\vec{k}, k_{F}^{q}\right) \equiv \frac{1}{4 \pi} \int \mathrm{~d} \hat{k} \sum_{L L_{z}} \frac{4 \pi}{[L]} Y_{L}^{L_{z}{ }^{*}}(\hat{k}) Y_{L}^{L_{z}}(\hat{k}) \Delta_{L L_{z}}^{q}\left(k, k_{F}^{q}\right) \equiv \sum_{L} \Delta_{L}^{q}{ }^{2}\left(k, k_{F}^{q}\right), \tag{7.53}
\end{equation*}
$$

Eq. (7.50) becomes in each uncoupled partial wave

$$
\begin{equation*}
\Delta_{L}^{q}\left(k, k_{F}^{q}\right)=-\int \frac{\mathrm{d} k^{\prime}}{2 \pi^{2}} v_{L}^{J S T}\left(k, k^{\prime}\right) \frac{\Delta_{L}^{q}\left(k^{\prime}, k_{F}^{q}\right)}{2 \sqrt{\left(\epsilon_{\vec{k}^{\prime}}^{q}-\mu^{q}\right)^{2}+\sum_{L} \Delta_{L}^{q}{ }^{2}\left(k^{\prime}, k_{F}^{q}\right)}} . \tag{7.54}
\end{equation*}
$$

Finally, one assumes that the coupling between partial waves coming from the denominator in Eq. (7.54) can be neglected. Corresponding equations can be obtained for coupled partial waves, such as the ${ }^{3} \mathrm{P}_{2}{ }^{-3} \mathrm{~F}_{2}$ channels, which are of interest for the study of neutron stars [116]. We only consider here the dominant component of pairing for finite nuclei, that is the ${ }^{1} S_{0}$ channel, for which the gap equation reads

$$
\begin{equation*}
\Delta_{0}^{q}\left(k, k_{F}^{q}\right) \equiv \Delta^{q}\left(k, k_{F}^{q}\right)=-\int \frac{k^{\prime 2} \mathrm{~d} k^{\prime}}{(2 \pi)^{2}} v_{0}^{010}\left(k, k^{\prime}\right) \frac{\Delta^{q}\left(k^{\prime}, k_{F}^{q}\right)}{\sqrt{\left(\epsilon_{\vec{k}^{\prime}}^{q}-\mu^{q}\right)^{2}+\Delta^{q^{2}}\left(k^{\prime}, k_{F}^{q}\right)}} \tag{7.55}
\end{equation*}
$$

[^41]Eq. (7.55) must be solved self-consistently together with the associated equation for the chemical potential $\mu^{q(7)}$

$$
\begin{equation*}
\rho_{0}=2 \rho_{q}=4 \int \frac{\mathrm{~d} \vec{k}}{(2 \pi)^{3}} \frac{1}{2}\left[1-\frac{\epsilon_{\vec{k}}-\mu}{E_{\vec{k}}}\right]=\int \frac{k^{2} \mathrm{~d} k}{\pi^{2}}\left[1-\frac{\epsilon_{k}-\mu}{E_{k}}\right], \quad \text { in symmetric matter, } \tag{7.56a}
\end{equation*}
$$

$$
\begin{equation*}
\rho_{0}=\rho_{n}=2 \int \frac{\mathrm{~d} \vec{k}}{(2 \pi)^{3}} \frac{1}{2}\left[1-\frac{\epsilon_{\vec{k}}^{n}-\mu^{n}}{E_{\vec{k}}^{n}}\right]=\int \frac{k^{2} \mathrm{~d} k}{2 \pi^{2}}\left[1-\frac{\epsilon_{k}^{n}-\mu^{n}}{E_{k}^{n}}\right], \quad \text { in neutron matter . } \tag{7.56b}
\end{equation*}
$$

In most cases we compute gaps using free kinetic single-particle energies $\epsilon_{k}^{q}=\hbar^{2} k^{2} / 2 m^{(8)}$. For standard interactions, the chemical potential $\mu$ can be well approximated by the Fermi energy of the free Fermi gas $\hbar^{2} k_{F}^{2} / 2 m$. However in extreme situations, this is not true any more [43], and the set of coupled self-consistent equations (EqS. (7.55,7.56a)) has to be solved. Since the pairing gap carries a momentum dependence, these equations are solved using the damping method, i.e. for a given Fermi momentum $k_{F}$

1. start from an initial guess for $\Delta_{0}^{q}\left(k, k_{F}^{q}\right)$, noted $\Delta_{0}^{q[0]}\left(k, k_{F}^{q}\right)$ (typically a constant gap equal to the Fermi energy),
2. compute from EqS. (7.56a,7.56b) the Fermi momentum (dichotomy),
3. compute the iterated gap

$$
\begin{equation*}
\Delta_{0}^{q[1 / 2]}\left(k, k_{F}^{q}\right)=-\int \frac{k^{\prime 2} \mathrm{~d} k^{\prime}}{(2 \pi)^{2}} v_{0}^{010}\left(k, k^{\prime}\right) \frac{\Delta_{0}^{q[0]}\left(k^{\prime}, k_{F}^{q}\right)}{\sqrt{\left(\frac{\hbar^{2} k^{\prime 2}}{2 m_{q}}-\mu^{q}\right)^{2}+\Delta_{0}^{q[0]^{2}}\left(k^{\prime}, k_{F}^{q}\right)}}, \tag{7.57}
\end{equation*}
$$

4. if the difference between $\Delta_{0}^{q[0]}\left(k, k_{F}^{q}\right)$ and $\Delta_{0}^{q[1 / 2]}\left(k, k_{F}^{q}\right)$ is small, then exit, else define a new starting point

$$
\begin{equation*}
\Delta_{0}^{q[1]}\left(k, k_{F}^{q}\right)=\kappa \Delta_{0}^{q[0]}\left(k, k_{F}^{q}\right)+(1-\kappa) \Delta_{0}^{q[1 / 2]}\left(k, k_{F}^{q}\right), \tag{7.58}
\end{equation*}
$$

where $\kappa$ is a damping factor (typ. $\kappa \approx 0.25$ ), and start again from step 2.
The latter method allows a good convergence for standard nuclear interactions, while more involved approaches are sometimes necessary [583]. The final gap function $\Delta^{q}\left(k, k_{F}^{q}\right)$ has both a density $\left(k_{F}^{q}\right)$ and a momentum $(k)$ dependence, but one often refers to the quantity $\Delta^{q}\left(k_{F}^{q}, k_{F}^{q}\right)$ as the pairing gap.

Results for DDDI pairing functionals have already been presented in Sec. 1.4. The neutron gap calculated using $V_{\text {low } k}$ derived from AV18 at different RG cutoffs $\Lambda$ is presented in Fig. 7.10. The pairing gap computed at lowest order in $v^{\mathrm{NN}}$ and using free kinetic energies is independent on the RG cutoff [584], which reflects the strong connection between such a gap and the scattering phase shifts [585] that are equally well reproduced for all $\Lambda$. Using dressed particles, in-medium effects affect the magnitude of the pairing gap and the $\Lambda$-independence might be lost [586590]. An example of such an influence is presented in Fig. 7.11, where neutron pairing gaps in pure neutron matter are computed using both free kinetic and Hartree-Fock single-particle energies [591]. In-medium effects in the self-energy at lowest order reduce the pairing gap significantly. At the same level, the reduction would be even larger in symmetric nuclear matter. One observes though that the cutoff dependence remains negligible.

[^42]
## Ab-initio approach to the nuclear many-body problem



Figure 7.10: Neutron gap obtained from $V_{\text {low } k}$ starting from Argonne V18 and for different RG cutoffs $\Lambda$. Free kinetic energies are used as single-particle energies.


Figure 7.11: Neutron gap calculated in neutorn matter from $V_{\text {low } k}$ using free and HF self-energies.

### 7.6 Quantitative characterization of perturbative behaviors

In the following we attempt to define safeguards that will be used in the construction of analytical non-empirical effective vertices later on, in order to ensure that the fitted interactions are essentially perturbative, and can be treated with reasonable basis sets in SR- and MR-EDF calculations (e.g. (Q)RPA calculations). Indeed, it is crucial for further calculations that the perturbative behavior identified in SEC. 7.4 .7 at $\Lambda \approx 2.0 \mathrm{fm}^{-1}$ is maintained. As a guideline, we will try to quantitatively relate convergence properties of the Born/ladder series of the vacuum interaction to properties of its matrix elements, in particular the possible existence of large positive off-diagonal matrix elements in momentum space, which usually translate into hard-core-like non-perturbative behaviors. In that respect, simple rules can be exhibited from the study of Weinberg eigenvalues. We will use vacuum Weinberg eigenvalues, i.e. defined with respect to the Born series without Pauli blocking effects. This might be questionable as the purpose is to provide guidelines for finite nuclei/nuclear matter where a treatment of in-medium effects is crucial. In fact, it has been proven that the effect of Pauli blocking is to drive all $\eta_{\nu}$ towards zero as the medium density increases [505]. Thus, using vacuum eigenvalues corresponds to a worst case scenario. Likewise, we focus on the ${ }^{1} \mathrm{~S}_{0}$ channel, since it is the most unfavorable channel regarding Weinberg eigenvalues $\left(\eta^{1}>\eta^{3}\right.$ in most cases).

The general idea is to relate (i) the "perturbativeness" of a given potential, evaluated through the cutoff-dependent Weinberg eigenvalue $\eta_{-}^{1}$, (ii) the presence of positive off-diagonal matrix elements, i.e. the quantity

$$
\begin{equation*}
V_{\max }^{\mathrm{od}}(\Lambda)=\max _{k}\left[v^{\mathrm{NN}}(0, k ; \Lambda)\right] \tag{7.59}
\end{equation*}
$$

and (iii) the "momentum coupling range" $k_{\max }$, that is the maximum relative momentum with which a two-body state at zero relative momentum is non-negligibly coupled through $v^{\mathrm{NN}}$. We propose several definitions for the latter coupling range

1. $k_{\max }^{[1]} \equiv \Lambda$ as a zero ${ }^{\text {th }}$-order approximation,
2. $v^{\mathrm{NN}}\left(0, k_{\max }^{[2]} ; \Lambda\right)=1 \mathrm{MeV}$, where one assumes that matrix elements lower than (arbitrary) 1 MeV will not contribute to INM or finite nuclei binding energies. $k_{\max }^{[2]}$ will not be evaluated if off-diagonal matrix elements never exceed 1 MeV ,
3. $v^{\mathrm{NN}}\left(0, k_{\max }^{[3]} ; \Lambda\right)=V_{\max }^{\text {od }}(\Lambda)$,
4. $v^{\mathrm{NN}}\left(0, k_{\max }^{[4]} ; \Lambda\right)=V_{\max }^{\text {od }}(\Lambda) / 100$, which corresponds to the most defavorable case,

To be of practical use, the coupling ranges $k_{\max }^{[i]}$ will be converted into

1. the equivalent energy cut $E_{\max }^{[i]}$ in the single-particle continuum which would be necessary to consider in spherical HFB calculations to include all matrix elements with relative momenta $k<k_{\max }^{[i]}$. $E_{\max }^{[i]}$ is thus approximated by a scattering energy with respect to an "average" potential whose depth is approximatively taken as $E_{0} \approx 55 \mathrm{MeV}^{(9)}$, i.e.

$$
\begin{equation*}
E_{\max }^{[i]} \approx \frac{\hbar^{2} k_{\max }^{[i]}{ }^{2}}{2 m}-E_{0} \tag{7.60}
\end{equation*}
$$

2. the equivalent number $N_{\max }^{[i]}$ of shells necessary to consider for spherical calculations performed in a harmonic oscillator basis. The latter is evaluated through

$$
\begin{equation*}
N_{\max }^{[i]} \approx \frac{1}{\hbar \Omega} \frac{\hbar^{2} k_{\max }^{[i]}}{2 m}-3 / 2 \tag{7.61}
\end{equation*}
$$

[^43]An average value for the oscillator parameter $\hbar \Omega \approx 10 \mathrm{MeV}$ is considered, as a typical value used for Gogny-EDF calculations.


Figure 7.12: Correlation between different coupling ranges $E_{\max }^{[i]} / N_{\max }^{[i]}$ (see text) and the lowest negative Weinberg eingenvalue $\eta_{-}^{1}$ in the ${ }^{1} \mathrm{~S}_{0}$ channel for different values of the RG cutoff $\Lambda$.


Figure 7.13: Correlation between different coupling ranges $E_{\max }^{[i]} / N_{\max }^{[i]}$ (see text) and the RG cutoff $\Lambda$ in the ${ }^{1} \mathrm{~S}_{0}$ channel

The correlation between $E_{\max }^{[i]} / N_{\max }^{[i]}$ and $\eta_{-}^{1}$ is presented in FIG. 7.12 for two different starting potentials, e.g. Argonne V18 and chiral $\mathrm{N}^{3} \mathrm{LO}$, while the correlation between $E_{\max }^{[i]} / N_{\max }^{[i]}$ and $\Lambda$ is presented in Fig. 7.13. First of all, one sees that the position of the greatest off-diagonal matrix element $(i=3)$ is not a valid criterion since it does not vary much with $\Lambda$ whereas one knows that the (non-)perturbative character of the interaction does evolve with $\Lambda$.

On the other hand, values of $E_{\max }^{[i]} / N_{\max }^{[i]}$ for other choices of $k_{\max }$ display very similar behaviors. One finds as expected that the energy cutoff/number of HO shells that is needed to include all non-vanishing matrix elements in a given calculation increases with $\Lambda / \eta_{-}^{1}$. This corresponds to the need for larger bases as the interaction becomes less perturbative. The difference between AV18 and $\mathrm{N}^{3} \mathrm{LO}$ is clearly seen when $\Lambda$ reaches the intrinsic resolution scale
of chiral potentials which is of the order of $4.0-5.0 \mathrm{fm}^{-1}$. Thus, values of $E_{\max }^{[i]} / N_{\max }^{[i]}$ keep growing for AV18-based potentials as $\Lambda$ increases while they saturate for chiral forces. Finally, one can evaluate that, in order to keep the required basis size below around the typical value of 20 oscillator shells, the lowest negative Weinberg eigenvalue should be kept below about $0.4^{(10)}$, or $\Lambda$ below $3.0 \mathrm{fm}^{-1}$. As seen in Fig. 7.14, where the correlation between $V_{\max }^{\mathrm{od}}$ and $\eta_{-}^{1}$ is presented, this indicates that nuclear forces exhibiting off-diagonal positive matrix elements of the order of 5 MeV do not necessarily manifest non-perturbative behaviors.


Figure 7.14: Correlation between the maximum off-diagonal matrix elements and the lowest negative Weinberg eingenvalue in the ${ }^{1} \mathrm{~S}_{0}$ channel $\eta_{-}^{1}$ for $V_{\text {low } k}$ at different RG cutoffs $\Lambda$.

[^44]
## Part III

Non-empirical effective forces


- [Stewie] How you uh, how you comin' on that novel you're working on? Huh? Gotta a big, uh, big stack of papers there? Gotta, gotta nice litte story you're working on there? Your big novel you've been working on for 3 years? Huh? Gotta, gotta compelling protaganist? Yeah? Gotta obstacle for him to overcome? Huh? Gotta story brewing there? Working on, working on that for quite some time? Huh? [...] Yeah? Yeah? No, no, you deserve some time off.


## Introduction

In the previous part, we have presented modern approaches to vacuum nuclear interactions and in-medium many-body calculations. While standard potential models such as Argonne V18, CD-Bonn or nuclear forces derived from chiral effective field theory provide a very accurate description of bare NN/NNN forces, the recent advent of vacuum interactions based on the renormalization group constitutes a new paradigm opening new paths for low-energy nuclear structure calculations of medium- and heavy-mass nuclei. Indeed, low-momentum interactions preserve low-energy physical observables such as scattering phase shifts and bound state properties with the same precision as phenomenological models but, in contrary to the latter, are by essence soft-core perturbative forces, as proven for the two-body part through convergence properties of the associated Born series. Moreover, and after recasting the three-body force as an effective density-dependent two-body vertex, many-body correlations become treatable within the context of many-body perturbation theory. As a consequence, low-momentum interactions constitute an appealing starting point to construct effective vertices entering the EDF employed in finite nuclei calculations.

The drawback of low-momentum potentials in that respect is that RG flow equations are solved numerically in such a way that $V_{\text {low }} k$ is given as arrays of discretized values on a momentum-space mesh. On the contrary, systematic EDF calculations require convenient analytical expressions of the effective vertices in order to pre-calculate as many integrals as possible. For instance, matrix elements of the Gogny effective force can be computed analytically in a harmonic oscillator basis. If these were to be computed numerically, six-dimensional integrals would have to be performed in such a way that large-scale calculations would not be feasible at all.

To improve on the limits of empirical Skyrme/Gogny EDFs, the last part of this dissertation presents a first step towards an explicit connection between microscopic vacuum/in-medium nuclear forces and EDF models. In that respect, the objectives of the construction of the non-empirical vertex $v_{\text {BDRS }}$ can be summarized as follows.

- $v_{\text {BDRS }}$ will be defined analytically with an expression that can be used directly, or with limited modifications, in existing nuclear structure codes using so far the Gogny effective interaction. One will thus profit from the experience previously acquired in performing such EDF calculations.
- The free parameters of $v_{\text {BDRS }}$ will not be adjusted (at first) on experimental data, but on microscopic models of bare/in-medium nuclear forces. In that respect, one of the aims is to improve the predictive power of calculations targeting so far unknown nuclei.
- To extract as much physics as possible in the process, several realizations of $v_{\text {BDRS }}$ will be constructed, corresponding to different levels of many-body complexity and/or envisioned long-term strategies.
- Starting from the vacuum interaction implies that $v_{\text {BDRS }}$ contains, among others, finiterange spin-orbit and tensor components. This already corresponds to going beyond existing

EDFs which only account for a simplistic zero-range spin-orbit force and usually omit tensor terms.

The construction of $v_{\text {BDRS }}$ is now carried out in a pedestrian way. Firstly, Chap. 8 presents all formal ingredients from the analytical retained expression for $v_{\text {BDRS }}$, which is justified and commented on for all of its envisioned implementations, to its partial wave expansion. The fitting strategy is then discussed, Chap. 9 being a mandatory digression introducing the numerical framework that will be used to perform the adjustement, i.e. evolutionary techniques based on a hybridation of simplex and genetic algorithms, as well as post-fit analysis methods (covariance analysis, theoretical error bars...). Finally, Chap. 10 presents the very first results of the adjustement procedure. Precise analytical representations of $V_{\text {low } k}$ are constructed and present very good physical properties, which opens new perspectives for non-empirical EDF calculations.

Part of this work has therefore been dedicated to establishing a long-term strategy that extends beyond the scope of this thesis. We have established several possible ways that are worth being pursued. These complementary approaches will allow to perform cross-checks and comparisons as well as to evaluate the loss of precision inherent to (more and more) effective approaches. This third tier of the dissertation reflects one year and a half of work in this direction, which explains why only the first few steps have been undertaken. Still, we have chosen to provide a complete discussion concerning long-term strategies and guidelines.

## Chapter 8

## Defining non-empirical vertices


#### Abstract

The definition of non-empirical effective vertices is obtained through a mapping of the EDF formalism onto MBPT. The guidelines to proceed to such a mapping at lowest order in two-particle-irreducible vertices are given. Then, the expression of the microscopic vertex $v_{\text {BDRS }}$ used to construct those effective vertices is presented and discussed in all of its envisioned realizations. The partial wave expansion of $v_{\mathrm{BDRS}}$ is performed and the nuclear matter equation of state is derived using such a generalized gaussian vertex including finite-range spin-orbit and tensor terms. Finally, the adjustment procedure of the free parameters of $v_{\mathrm{BDRS}}$ is discussed, in particular for the features that do not depend on the details of the scenario chosen to build it (i.e. levels of MBPT complexity).
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### 8.1 Non-empirical effective vertices for the EDF formalism

The definition of non-empirical effective vertices proceeds through a matching of the two formalisms so far introduced, i.e. the SR-EDF method presented in Chap. 1 and many-body perturbation theory from which in-medium effective vertices can be explicitly constructed using

```
WWWMWM Effective two-body vertex v veff
Effective two-body vertex veff
```

Table 8.1: Additional conventions for the effective vertices that appear in non-empirical EDF calculations
vacuum low-momentum interactions as a starting point. We explicit now general guidelines to perform such a matching.

On the one hand, and as discussed in Chap. 6, we consider in the present work the many-body energy calculated at lowest order in two-particle-irreducible vertices. The associated binding energy, expressed in the natural basis of the unperturbed vacuum, reads

$$
\begin{equation*}
E_{0}=\sum_{i, q} t_{i i}^{q} \rho_{i i}^{q}+\frac{1}{2} \sum_{i j, q q^{\prime}} \overline{\mathcal{G}}_{i j i j}^{\mathrm{NN}+\overline{\mathrm{NNN}}}\left(E_{i}^{q}+E_{j}^{q^{\prime}}\right) \rho_{i i}^{q} \rho_{j j}^{q^{\prime}}+\frac{1}{4} \sum_{i j, q} \bar{v}_{i \bar{\imath} \bar{j} \overline{\mathrm{~N}}}^{\mathrm{NNN}} \overline{\mathrm{NN}} \kappa_{i \bar{\imath}}^{q} \kappa_{j \bar{\jmath}}^{q *}, \tag{8.1}
\end{equation*}
$$

where $\mathcal{G}^{\mathrm{NN}+\overline{\mathrm{NNN}}}$ (possibly reduced to second order for a perturbative vacuum force) and $v^{\mathrm{NN}+\overline{\mathrm{NNN}}}$ denote the Brueckner matrix and the vacuum interaction, respectively. The binding energy is of course complemented with the appropriate definitions of the normal and anomalous self-energies (see Fig. 6.5).

On the other hand, the binding energy in the HFB realization of the SR-EDF formalism (Sec. 1.3), expressed in the canonical basis of the reference product state, reads

$$
\begin{equation*}
\mathcal{E}\left[\rho, \kappa, \kappa^{*}\right] \equiv \sum_{i, q} t_{i i}^{q} \rho_{i i}^{q}+\frac{1}{2} \sum_{i j, q q^{\prime}} \bar{v}_{i j i j}^{\rho \rho} \rho_{i i}^{q} \rho_{j j}^{q^{\prime}}+\frac{1}{4} \sum_{i j, q} \bar{v}_{i \bar{i} j \bar{j}}^{\kappa \kappa} \kappa_{i \bar{i}}^{q} \kappa_{j \bar{\jmath}}^{q *} . \tag{8.2}
\end{equation*}
$$

The expressions given in EqS. $(8.1,8.2)$ display obvious similarities, meaning that the SR-EDF should be constructible from MBPT. In that context, the symmetry-breaking reference state of the SR-EDF formalism is nothing but the unperturbed product state of MBPT. However, the mapping of the standard SR-EDF formalism onto MBPT is not as straightforward at it may seem at this point and necessitates some words of caution.

Firstly, the historical separation of the correlation energy entering the SR-EDF into a so-called particle-hole channel that only depends on the normal density matrix and a particle-particle channel that is bilinear in $\kappa$, with $\bar{v}^{\kappa \kappa}$ possibly further depending on $\rho$, does not fit in general with MBPT as the latter generates diagrams which a priori mixes normal and anomalous propagators, i.e. dependencies on $\rho$ and $\kappa$. As a matter of fact, the proper definition of particle-hole and particle-particle channels can only be accomplished at the level of the one-body-fields through

$$
\begin{equation*}
h_{j i}^{q} \equiv \frac{\delta \mathcal{E}}{\delta \rho_{i j}^{q}} \equiv \sum_{k l, q^{\prime}} \bar{v}_{i k j l}^{\mathrm{ph}} \rho_{l k}^{q^{\prime}}, \quad \Delta_{i j}^{q} \equiv \frac{\delta \mathcal{E}}{\delta \kappa_{i j}^{q *}} \equiv \sum_{k l} \bar{v}_{i k j l}^{\mathrm{pp}} \kappa_{l k}^{q}, \tag{8.3}
\end{equation*}
$$

where the corresponding effective vertices $\bar{v}^{\mathrm{ph}}$ and $\bar{v}^{\mathrm{pp}}$ can be defined. This suggests to perform the mapping of the EDF onto MBPT at the level of the one-body fields. In the present study however (i) the Brueckner matrix is computed as if the system were not superfluid ${ }^{(1)}$, i.e. $\mathcal{G}=G$, so that it does not depend on the pairing tensor, and (ii) the vacuum interaction enters the

[^45]lowest-order anomalous diagram, so that the latter is bilinear in $\kappa$ and depends linearly on $\rho$ through the averaged three-body force. As a result, the correlation energy in EQ. (8.1) does split into two terms whose structures fit those usually considered in standard nuclear EDFs (Eq. (8.2)). Such a situation makes it easy to perform the mapping at the level of the binding energy, i.e. defining $v^{\rho \rho} \equiv \mathcal{G}^{\mathrm{NN}+\overline{\mathrm{NNN}}}$ and $v^{\kappa \kappa} \equiv v^{\mathrm{NN}+\overline{\mathrm{NNN}}}$ (see Figs. (8.1,8.2)), still fulfilling the topological constraints on $v^{\mathrm{ph}}$ and $v^{\mathrm{pp}(2)}$ [535] (see Fig. 6.1). Again, such a mapping is easily realized thanks to the restrictive set of diagrams incorporated in our MBPT scheme ${ }^{(3)}$.

Secondly, the $G$-matrix depends on single-particle energies. Such dependencies do not appear in the standard formulation of the SR-EDF method where the energy is postulated to be a functional of the normal and anomalous density matrices only. From that point of view, the matching advocated above does not fit with the current EDF formalism. To proceed further, it is necessary (i) to recast such energy dependencies in terms of more appropriate variables, or (ii) to provide an energy-dependent formulation of the SR-EDF formalism in analogy to orbitaldependent DFT [592] and possibly design approximation schemes that simplify the treatment of energy dependencies [593].


Figure 8.1: Identification of the "particle-hole" effective EDF vertex $v^{\rho \rho}$ with the


[IV]
Figure 8.2: Same as in Fig. 8.1 for the "particle-particle" effective EDF vertex Fig. 8.2. At lowest order in two-particle irreducible vertices, $v^{\kappa \kappa}$ is mapped onto $v^{\mathrm{NN}+\mathrm{NNN}}$.

Working at the level of the effective vertices $v^{\rho \rho}$ and $v^{\kappa \kappa}$, the binding energy of EQS. (8.1,8.2) is simply obtained by closing the external legs onto the Fermi sea of interest and adding the kinetic energy. The result is shown diagrammatically in Fig. 8.3.

[^46]

Figure 8.3: Diagrammatic representation of the SR-EDF (top) in terms of the effective vertices $v^{\rho \rho}$ and $v^{\kappa \kappa}$, and (bottom) from MBPT at lowest order in two-particle-irreducible vertices.

### 8.2 Long-term strategies

In the previous section, the many-body content of the effective vertices $v^{\rho \rho}$ and $v^{\kappa \kappa}$ has been stated from the general viewpoint. Starting from there, our goal is to design a microscopic vertex $v_{\text {BDRS }}$ of gaussian structure from which $v^{\rho \rho}$ and $v^{\kappa \kappa}$ can be computed, in such a way that they can be handled through modifications of existing codes using HO basis sets to make systematic EDF calculations of finite nuclei tractable. Within such an approach, the physical content of $v_{\mathrm{BDRS}}$ and its relationship with $v^{\rho \rho}$ and $v^{\kappa \kappa}$ will vary, i.e. several realizations $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$ will be considered, as explained in details below. If the general operator structure is common to all realizations, the adjustment procedure of its free parameters, generically denoted by $Y_{i}^{[\mathrm{X}]}$, will differ in agreement with the physics incorporated into $v_{\text {BDRS }}^{[\mathrm{X}]}$. Such a strategy is inspired from previous studies in that direction [594], but benefits from (i) the new paradigm constituted by low-momentum interactions, (ii) breakthroughs in the construction of modern three-body forces, and (iii) the possible connection between EDF and MBPT. Let us now explicit the different strategies that we envision to follow ${ }^{(4)}$.

### 8.2.1 Strategy 1: representation of the vacuum NN interaction

The microscopic vertex $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ is constructed to represent the vacuum nucleon-nucleon interaction, at the level of diagram [I] (Fig. 7.2), i.e.


The free parameters $Y_{i}^{[\mathrm{bare}(2)]}$ of $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ are adjusted to reproduce $V_{\mathrm{low} k}$ in momentum space. There is no in-medium dependence of the vertex as the vacuum nucleon-nucleon force only depends on incoming $\vec{k}$ and outgoing $\vec{k}^{\prime}$ relative momenta. Thus, the couplings $Y_{i}^{[b a r e(2)]}$ are density-independent. In a second step, the effective vertices $v^{\rho \rho / \kappa \kappa}$ are constructed (i) by adding to $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ the averaged three-body averaged force $v^{\overline{\mathrm{NNN}}}$ as given by FIG. 7.2, and (ii) by evaluating explicitly the appropriate diagrams from $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}+v^{\overline{\mathrm{NNN}}}$. To compute finite nuclei,

[^47]we envision in this case to approximate the diagrammatic calculation of $v^{\rho \rho}$ in terms of products of energy-dependent one-body densities, from which a quasi-local functional can be derived by applying the DME [593]. Indeed, performing exact second-order MBPT calculations of heavy open-shell nuclei in a systematic manner is still largely out of reach, in particular given that we have in mind to produce non-empirical EDFs that are eventually tractable in MR-EDF calculations.

### 8.2.2 Strategy 2: representation of the vacuum NN + $\overline{\text { NNN }}$ interaction

The microscopic vertex $v_{\mathrm{BDRS}}^{[\text {bare }(3)]}$ is constructed to represent the sum of the bare nucleon-nucleon and averaged NNN force, at the level of diagram [II] (Fig. 7.2), i.e.


The adjustment procedure takes as an input INM calculations of $v^{\mathrm{NN}+\overline{\mathrm{NNN}}}$ [429]. Since the three-body force is approximated by a density-dependent two-body one through closing the third leg over the INM Fermi sea(s) (see Sec. 7.3), $v_{\mathrm{BDRS}}^{[\text {bare }(3)]}$ carries dependencies on $\vec{k}, \vec{k}^{\prime}$ and on the medium density possibly characterized by the densities ( $\rho_{0}, \rho_{1}, \vec{s}_{0}, \vec{s}_{1}$ ). Thus, free parameters $Y_{i}^{[\text {bare (3)] }}$ will already depend on such densities ${ }^{(5)}$. In a second step, the construction of $v^{\rho \rho / \kappa \kappa}$ proceeds in the exact same way as in strategy 1.

### 8.2.3 Strategy 3: representation of the in-medium effective vertices

The microscopic vertices $v_{\mathrm{BDRS}}^{[\rho \rho] /[\kappa \kappa]}$ are defined to reproduce directly $v^{\rho \rho / \kappa \kappa}$ computed in SNM from $v^{\mathrm{NN}+\mathrm{NNN}}$, at the level of diagrams [III-IV], i.e.


The adjustment procedure takes as an input MBPT calculations of $v^{\rho \rho / \kappa \kappa}$ computed in INM [429]. The vertex $v_{\text {BDRS }}^{[\kappa \kappa]}$ carries in principal dependencies on $\vec{k}, \vec{k}^{\prime}$ and in-medium densities ${ }^{(6)}$. The vertex $v_{\mathrm{BDRS}}^{[\rho \rho]}$ carries additional dependencies on the magnitude of the total momentum $\vec{K}$ and on the starting energy $\omega$. The latter (i) is taken on-shell when calculating the INM equation of state, i.e. $\omega=\epsilon_{\vec{K} / 2+\vec{k}}+\epsilon_{\vec{K} / 2-\vec{k}}$, where the two single-particle states involved are hole states, and (ii) is eventually averaged over the angle between $\vec{K}$ and $\vec{k}$. The starting energy is thus recast into an extra dependence of $v_{\mathrm{BDRS}}^{[\rho \rho]}$ on $K, k$ and on ( $\rho_{0}, \rho_{1}, \vec{s}_{0}, \vec{s}_{1}$ ). The overall $K$ dependence is averaged over the Fermi sea such that diagram [III] only depends on $\vec{k}, \vec{k}^{\prime}$ and ( $\rho_{0}, \rho_{1}, \vec{s}_{0}, \vec{s}_{1}$ ) in the end. As for $Y_{i}^{[\text {bare(3)] }}$, coupling constants $Y_{i}^{[\rho \rho] /[\kappa \kappa]}$ are medium-dependent, where density

[^48]dependencies of $Y_{i}^{[\rho \rho]}$ not only account for the three-body force effects but also for many-body correlations. Finally, in-medium dependencies of $v_{\mathrm{BDRS}}^{[\rho \rho] /[\kappa \kappa]}$ will be approximated through a local density approximation in order to compute finite nuclei. The treatment of the starting energy dependence of the effective vertex at the level of INM, and its recast into a momentum dependence, removes the difficulty to consider an energy-dependent EDF formalism when proceeding to finite nuclei calculations.

Our ultimate goal is to perform finite nuclei calculations. Still, one sees that more and more in-medium effects are directly resummed into $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$ at the level of infinite nuclear matter as one goes from strategy 1 to strategy 3. This corresponds to averaging the corresponding correlations in a homogenous system and simplifying accordingly finite nuclei calculations. Still, it is crucial to realize that in all envisioned strategies, the matching is done at the vertex level rather than at the binding energy level, as always done so far to build (empirical) EDFs, in which the momentum dependence of the effective vertices is averaged out while the contribution of its residual spin-orbit and tensor components cancels out [147; 160; 595; 596]. Strategy 3 for instance amounts to constructing the effective vertices in homogeneous matter but keeping a full account of the momentum dependence of all their components, and "closing the external legs" only when calculating the finite system.

The three complementary approaches outlined above and summarized in Fig. 8.4 will allow one to perform cross-checks and comparisons as well as to evaluate the loss of precision inherent to (more and more) effective approaches, i.e. going from strategy 1 to strategy 3. Considering the quality of the SR-EDF calculations thus obtained, one can envision as a last step to perform a linear refit of $Y_{i}^{[\mathrm{X}]}$ through finite nuclei calculations within a given parameter space that is yet to be determined and provided by the first adjustment. This corresponds to incorporating additional many-body effects into $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$, while keeping an explicit connection with underlying vacuum two- and three-body forces.

### 8.3 Expression and key features

The operator structure of the effective vertex $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$ is written below in its full generality, that is in an appropriate form for finite nuclei, possibly asymmetric in spin and isospin. Thus, we somehow start from the end and provide simpler forms to be used in infinite nuclear matter, in particular for spin and isospin symmetric matter. When necessary, the specificities of the different realizations $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$ are discussed in framed boxes, i.e.
[bare(2)] level
[bare(2)] accounts for the strict NN vacuum interaction. Its coupling constants $Y_{i}^{[\text {bare(2)] }}$ do not relate to any Fermi sea and are medium-independent.

## [bare(3)/ $\rho \rho / \kappa \kappa]$ levels

$[\operatorname{bare}(3) / \rho \rho / \kappa \kappa]$ cases. Coupling constants $Y_{i}^{[\mathrm{X}]}$ are medium-/density-dependent and relate to a reference unperturbed Fermi sea.


Figure 8.4: Summary of the long-term strategy to construct microscopic bare/effective vertices $v_{\mathrm{BDRS}}$ and the steps required starting from each realization of $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$ to compute finite nuclei through EDF calculations. We are constructing non-antisymmetrized vertices, that is exchange terms are explicitly computed at the level of the EDF calculations. This implies that diagrammatic definitions given here are valid as long as one assumes that the involved vertices are not antisymmetrized.

### 8.3.1 Analytical operatorial form

The vertex $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$ is expressed using a gaussian-based structure similar to the Gogny effective vertex ${ }^{(7)}$, where finite-range spin-orbit and tensor forces are introduced. The latter typically couples ${ }^{3} \mathrm{~S}_{1}$ to ${ }^{3} \mathrm{D}_{1}$ ("even" tensor) and ${ }^{3} \mathrm{P}_{2}$ to ${ }^{3} \mathrm{~F}_{2}$ (" odd" tensor) partial waves. The generic expression reads

$$
\begin{align*}
v_{\mathrm{BDRS}}^{[\mathrm{X}]}(\vec{r}, \vec{R}, \Lambda)= & \sum_{i=1}^{N}\left[\sum_{S S_{z} T T_{z}} f_{c, i}^{S S_{z} T T_{z}}\left([\mathrm{X}], \vec{r}, \vec{R}, \mu_{i}, \Lambda\right) \prod_{S S_{z}} \prod_{T T_{z}}\right]  \tag{8.9a}\\
& +\sum_{S_{z} T T_{z}} f_{s o}^{1 S_{z} T T_{z}}\left([\mathrm{X}], \vec{r}, \vec{R}, \mu_{s o}, \Lambda\right)\left(\vec{\sigma}_{1}+\vec{\sigma}_{2}\right) \cdot \vec{r} \wedge \vec{k} \prod_{S=1 S_{z}} \prod_{T T_{z}}  \tag{8.9b}\\
& +\sum_{S_{z} T T_{z}} f_{t}^{1 S_{z} T T_{z}}\left([\mathrm{X}], \vec{r}, \vec{R}, \mu_{t}, \Lambda\right) \mathrm{S}_{12} \prod_{S=1 S_{z}} \prod_{T T_{z}} \tag{8.9c}
\end{align*}
$$

where $[\mathrm{X}]=[\operatorname{bare}(2) / \operatorname{bare}(3) / \rho \rho / \kappa \kappa]$. The form factors $f_{x}^{S S_{z} T T_{z}}\left([\mathrm{X}], \vec{r}, \vec{R}, \mu_{x}\right)$ are different for the [bare $(2)]$ and $[\operatorname{bare}(3) / \rho \rho / \kappa \kappa]$ levels but are defined in both cases as gaussian-type factors of ranges $\mu_{x}$. The projector on $S=1$ waves in the spin-orbit and tensor terms is unnecessary as can be seen from the partial wave expansion (Appendix E.2.2), but we keep it nevertheless. Subscripts $x=c ; s o ; t$ denote respectively central, spin-orbit and tensor parts of the vertex. Note that the form factor is slightly different for the tensor part. Indeed:
[bare(2)] level
The form factors $f_{x}^{S S_{z} T T_{z}}([\operatorname{bare}(2)],[\ldots])$ read

$$
\begin{align*}
f_{x}^{S S_{z} T T_{z}}\left([\operatorname{bare}(2)], \vec{r}, \vec{R}, \mu_{x}, \Lambda\right) & \equiv C_{x}^{S S_{z} T T_{z}}[\Lambda] e^{-\frac{r^{2}}{\mu_{x}^{2}}} \tag{8.10a}
\end{align*} \quad x=c ; s o,
$$

The functions $C_{x}^{S S_{z} T T_{z}}$ are $\Lambda$-dependent coupling constants.

[^49]
## [bare(3)/ $\rho \rho / \kappa \kappa$ ] levels

The form factors $f_{x}^{S S_{z} T T_{z}}([\mathrm{X}],[\ldots])$ read

$$
\begin{array}{r}
f_{x}^{S S_{z} T T_{z}}\left([\mathrm{X}], \vec{r}, \vec{R}, \mu_{x}, \Lambda\right) \equiv C_{x}^{S S_{z} T T_{z}}\left[\rho_{0}(\vec{R}), \rho_{1}(\vec{R}), \vec{s}_{0}(\vec{R}), \vec{s}_{1}(\vec{R}), \Lambda\right] e^{-\frac{r^{2}}{\mu_{x}^{2}}} \quad \begin{array}{c}
x=c ; s o, \\
f_{t}^{S S_{z} T T_{z}}\left([\mathrm{X}], \vec{r}, \vec{R}, \mu_{t}, \Lambda\right) \equiv C_{t}^{S S_{z} T T_{z}}\left[\rho_{0}(\vec{R}), \rho_{1}(\vec{R}), \vec{s}_{0}(\vec{R}), \vec{s}_{1}(\vec{R}), \Lambda\right] r^{2} e^{-\frac{r^{2}}{\mu_{t}^{2}}} .
\end{array} \quad \text { (8.11b) }
\end{array}
$$

The functions $C_{x}^{S S_{z} T T_{z}}$ contain in-medium effects associated with the averaging of the three-body force and the resummation of correlations to second order/of all particleparticle ladders in perturbation theory ( $[\rho \rho] /[\kappa \kappa]$ levels). They are encoded through dependencies on $\rho_{T}(\vec{R})$ and $\vec{s}_{T}(\vec{R})$, which refer to isoscalar and isovector densities (EqS. (1.63a-1.63d)). Such dependencies relate to a local approximation applied to inmedium dependencies resummed in infinite matter. The envisioned density dependence is in principle much richer than for the DX Gogny forces since it appears in all terms of the vertex.

The four densities $\rho_{T}(\vec{R})$ and $\vec{s}_{T}(\vec{R})$ characterize completely the (local) spin-isospin content of the system under consideration. Dependencies of the couplings $f^{S T}$ on these originate from the dependence of self-energies on the composition of the system that appear in the denominator of the in-medium propagator (Eq. (6.7a)). When using free kinetic energies, those dependencies disappear. The second source of density dependencies is the dependence of the Pauli operator on the Fermi energies of the interacting nucleons. Finally, the averaging procedure for the three-nucleon force induces additional density dependencies. Obviously, those in-medium effects resummed into the vertex do not only depend on the overall composition of the matter but also on the spin and isospin of the two interacting nucleons in spin/isospin polarized matter ${ }^{(8)}$. The latter provides $v_{\text {BDRS }}$ with a dependence of the effective vertex on $T_{z}$ and $S_{z}$ which complements the one brought by charge-symmetry/charge-invariance breaking effects in the vacuum interaction one starts from. If the matter is not polarized in spin for instance, the dependencies on $S_{z}$ and $\vec{s}_{T}(\vec{R})$ drop alltogether. If the matter is further symmetric in isospin, the dependencies on $T_{z}$ and on $\rho_{1}(\vec{R})$ will drop and one is left with an overall dependence on the scalar-isoscalar density $\rho_{0}(\vec{R})$.

## [bare(3)/ $\rho \rho / \kappa \kappa$ ] levels

At first, $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$ is going to be built in isospin-symmetric spin-unpolarized nuclear matter. Thus, only dependencies on $\rho_{0}(\vec{R})$ will be considered, which will be the same for all $(S, T)$. Note that, if ground states of even-even nuclei are indeed spin unpolarized, we are mainly dealing with isospin asymmetric (exotic) nuclei which implies in principle a dependence on $\rho_{1}(\vec{R})$. Such a dependence does not exist in usual Skyrme / Gogny functionals and extracting it along the lines outlined above is one of the long-term motivations of this work.

[^50]
## Non-empirical effective forces

Dependencies on $S_{z}$ and $T_{z}$ correspond to charge-symmetry- and charge-independence-breaking interactions that will not be considered in the present dissertation. Thus superscripts $S_{z}$ and $T_{z}$ will be dropped and one will use the shorthand notation $f^{S S_{z} T T_{z}} \equiv f^{S T}$.

### 8.3.2 Tensor interaction

A few comments about the tensor part of the effective vertex are in order. It appears that expressing the tensor force using a pure gaussian form factor in coordinate space [334] may not be the most convenient form with respect to the adjustement procedure (see Sec. 8.5) that is performed in momentum space. This point is discussed in Appendix E.1.4.1.

As a consequence, a different form factor $f_{t}^{S T}$ needs to be introduced (EQS. (8.10b,8.11b)). One starts from the exact derivation of the tensor force originating from OPE (Appendix D.1). The pseudoscalar meson exchange reads

$$
\begin{equation*}
v_{\pi}(\vec{r})=\left(\vec{\tau}_{1} \cdot \vec{\tau}_{2}\right)\left(\vec{\sigma}_{1} \cdot \vec{\nabla}\right)\left(\vec{\sigma}_{2} \cdot \vec{\nabla}\right) v_{0}(\vec{r}) \tag{8.12}
\end{equation*}
$$

where $v_{0}(\vec{r})$ is a Yukawa potential $\frac{e^{-\mu r}}{r}$. One can separate the pure tensor component from the central one to obtain explicitly

$$
\begin{align*}
& v_{\pi}(\vec{r})=\mu^{3}\left(\frac{g_{A}}{\sqrt{2} f_{\pi}}\right)^{2}\left(\vec{\tau}_{1} \cdot \vec{\tau}_{2}\right)\left[\mathrm{S}_{12}\left(1+\frac{1}{3 \mu r}+\frac{1}{(\mu r)^{2}}+\frac{1}{(\mu r)^{3}}\right) e^{-\mu r}\right. \\
& +\frac{1}{3}\left(\vec{\sigma}_{1} \cdot \vec{\sigma}_{2}\right)\left[\frac{e^{-\mu r}}{\mu r}-\frac{4 \pi}{3 \mu^{3}} \delta(\vec{r})\right] . \tag{8.13}
\end{align*}
$$

In momentum space, one finds that

$$
\begin{equation*}
v_{\pi}(\vec{q})=-4 \pi\left(\vec{\tau}_{1} \cdot \vec{\tau}_{2}\right)\left(\vec{\sigma}_{1} \cdot \vec{q}\right)\left(\vec{\sigma}_{2} \cdot \vec{q}\right) \tilde{v}_{0}(\vec{q}), \tag{8.14}
\end{equation*}
$$

where $\tilde{v}_{0}(\vec{q})$ is the Fourier transform of $v_{0}(\vec{r})$, i.e.

$$
\begin{equation*}
v_{0}(\vec{r})=\int \frac{\mathrm{d} \vec{q}}{(2 \pi)^{3}} e^{i \vec{q} \cdot \vec{r}} \tilde{v}_{0}(\vec{q}) \tag{8.15}
\end{equation*}
$$

The previous arguments allow to find the most convenient form for the tensor force to be included in $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$. If one uses a pure gaussian form factor in coordinate space multiplied by the cartesian tensor operator $S_{12}$, the associated vertex in momentum space is complicated and the partial wave decoupling that is required in the fitting procedure becomes extremely difficult to perform, if not impossible. Rather, we choose a simple expression in momentum space that remains tractable when transformed back into coordinate space, i.e.

$$
\begin{equation*}
\tilde{v}_{0}(\vec{q}) \equiv\left(\mu_{t} \sqrt{\pi}\right)^{3} e^{-\frac{1}{4} \mu_{t}^{2} q^{2}}, \tag{8.16}
\end{equation*}
$$

such that the tensor force in momentum spaces becomes

$$
\begin{equation*}
v_{t}(\vec{q})=-\left(\vec{\tau}_{1} \cdot \vec{\tau}_{2}\right)\left[\left(\vec{\sigma}_{1} \cdot \vec{q}\right)\left(\vec{\sigma}_{2} \cdot \vec{q}\right)-\frac{1}{3}\left(\vec{\sigma}_{1} \cdot \vec{\sigma}_{2}\right) q^{2}\right]\left(\mu_{t} \sqrt{\pi}\right)^{3} e^{-\frac{1}{4} \mu_{t}^{2} q^{2}} \tag{8.17}
\end{equation*}
$$

and transforms in coordinate space into

$$
\begin{equation*}
v_{t}(\vec{r})=\frac{4}{3 \mu_{t}^{4}}\left(\vec{\tau}_{1} \cdot \vec{\tau}_{2}\right) \mathrm{S}_{12} r^{2} e^{-\frac{r^{2}}{\mu_{t}^{2}}} \tag{8.18}
\end{equation*}
$$

where the form factor is a gaussian multiplied by $r^{2}$, which can be handled in calculations in a HO basis. In the end, the prefactor is reinjected into the coupling constant $C_{t}^{S T}$, which leads to the expression of EQ. (8.9c).

One may note that

$$
\begin{equation*}
\left(\vec{\tau}_{1} \cdot \vec{\tau}_{2}\right)=2 T(T+1)-3 \tag{8.19}
\end{equation*}
$$

thus a bare tensor interaction from one-pion exchange is three times stronger in the isospin singlet channel than in the triplet one, and of opposing sign. However, in EQ. (8.9c) the relative strength of the two isospin channels is relaxed in order to allow more freedom in the fit and to account for in-medium effects. In the case where $V_{\text {low } k}$ is provided from a NN model that explicitly contains a correlated 2PE exchange part (which is not the case for AV18), such a decoupling allows to account for the corresponding tensor contribution. Note that we only keep here the pure tensor contribution of $\tilde{v}_{0}(\vec{q})$.

### 8.3.3 Various remarks

Additional remarks are at play here.

1. The parameters of $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$ depend on the RG cutoff $\Lambda^{(9)}$. This dependence will be used to provide "theoretical error bars" on the parameters of the force, thus giving a natural parameter space for a linear refit.
2. Dependencies on spin and isospin projections $\left(S_{z}, T_{z}\right)$ are dropped and the central term of $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$ can be recast in terms of the standard prefactors appearing in the Gogny effective force (Eq. (1.76a))

$$
\begin{align*}
C_{c, i}^{S T}[(\ldots), \Lambda] & =W_{i}+(-1)^{S+1} B_{i}+(-1)^{T} H_{i}+(-1)^{S+T+1} M_{i}  \tag{8.20a}\\
W_{i} & \equiv \frac{1}{4}\left[+C_{c, i}^{00}[(\ldots), \Lambda]+C_{c, i}^{10}[(\ldots), \Lambda]+C_{c, i}^{01}[(\ldots), \Lambda]+C_{c, i}^{11}[(\ldots), \Lambda]\right],  \tag{8.20b}\\
B_{i} & \equiv \frac{1}{4}\left[-C_{c, i}^{00}[(\ldots), \Lambda]+C_{c, i}^{10}[(\ldots), \Lambda]-C_{c, i}^{01}[(\ldots), \Lambda]+C_{c, i}^{11}[(\ldots), \Lambda]\right],  \tag{8.20c}\\
H_{i} & \equiv \frac{1}{4}\left[+C_{c, i}^{00}[(\ldots), \Lambda]+C_{c, i}^{10}[(\ldots), \Lambda]-C_{c, i}^{01}[(\ldots), \Lambda]-C_{c, i}^{11}[(\ldots), \Lambda]\right],  \tag{8.20d}\\
M_{i} & \equiv \frac{1}{4}\left[-C_{c, i}^{00}[(\ldots), \Lambda]+C_{c, i}^{10}[(\ldots), \Lambda]+C_{c, i}^{01}[(\ldots), \Lambda]-C_{c, i}^{11}[(\ldots), \Lambda]\right] . \tag{8.20e}
\end{align*}
$$

3. The number $N$ of gaussian terms present in the central part is to be determined. The usual Gogny D1S interaction uses two gaussians with ranges $\mu_{1}=0.7 \mathrm{fm}$ and $\mu_{2}=1.2 \mathrm{fm}$ which might qualitatively be related to meson exchanges. In the present work, matrix elements of the vertex will be adjusted for each partial wave. Each gaussian term contributing to all partial waves $(s-, p \text {-, } d \text {-waves... })^{(10)}$, it may turn out useful to increase the number of terms in the fitting procedure. However one has to remember that gaussian functions do not form an orthogonal basis of $\mathcal{L}^{2}\left(\mathbb{R}^{+}\right)$thus, if many gaussians are used to represent a given function, the coupling constants and ranges can be somewhat arbitrary. This shows that extra care has to be used if variations of $N$ are to be considered.

The total number of parameters is $5 N+6$, that is 16 and 21 parameters for $N=2$ and $N=3$, respectively. This is to be compared with the number of parameters of standard NN interactions which is of the order of 40 . This is the approximate number of free parameters
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## Non-empirical effective forces

that are needed for an accurate reproduction of experimental data, as shown by previous studies in the context of chiral effective field theory [597].

```
[bare(2)] level
```

A general restriction is to have a representation of $V_{\text {low } k}$ as good as possible with a number of gaussian terms as little as possible, in order to keep a physical interpretation of these terms (meson exchanges).
4. At the $[\operatorname{bare}(3)] /[\rho \rho] /[\kappa \kappa]$ levels, density dependencies are constrained from symmetry considerations. The invariance of the final energy density functional under rotations in real/isospin space requires that the functional is a scalar under those transformations. Thus, while the dependence on the scalar/isoscalar densities is unrestricted, one must form scalar products of vector/isovector densities in the functional ${ }^{(11)}$.
5. As we presently omit the role of $v^{\overline{N N N}}$ in the pairing channel, the first step is to use $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ as the effective vertex $v^{\kappa \kappa}$. The latter will be further restricted to $S=0, T=1$ channels, which are responsible for pairing correlations in nuclei. For implementation purposes, one can thus write

$$
\begin{equation*}
v_{\mathrm{BDRS}}^{[\kappa \kappa]}(\vec{r})=\frac{1}{4} \sum_{i=1}^{2}\left[C_{c, i}^{10}[\Lambda]-C_{c, i}^{10}[\Lambda] P_{\sigma}-C_{c, i}^{10}[\Lambda] P_{\tau}+C_{c, i}^{10}[\Lambda] P_{\sigma} P_{\tau}\right] e^{-\frac{r^{2}}{\mu_{i}^{2}}} \tag{8.21}
\end{equation*}
$$

6. The starting vacuum NN and (averaged) NNN interactions are intrinsically non-local. This suggests that a proper representation of such non-locality might be a first step of interest. Indeed, while our final goal is to design a local effective vertex $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$, an intermediate step dedicated to a detailed study of non-local components which provide information concerning parts that are left out in EDF approaches based on effective vertices.

### 8.4 Useful expressions for $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$

In the following, expressions of $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$ that will be necessary for the adjustment procedure are provided (i) in momentum space, (ii) for infinite nuclear matter, and (iii) expanded into partial waves. Only the results of the calculations that are detailed in appendix (Appendix E) are presented here.

### 8.4.1 Momentum space

The adjustment of $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$ is done in momentum space where the plane wave basis is the natural basis of interest. We use the conventions outlined in SEC. 5.3.1, and the compact notation ${ }^{(12)}$ for the coupling constants $C_{x}^{S T}\left[\rho_{0}(\vec{R}), \rho_{1}(\vec{R}), \vec{S}_{0}(\vec{R}), \vec{S}_{1}(\vec{R}), \Lambda\right] \equiv C_{x}^{S T}(\vec{R}, \Lambda)$. The spatial part of the matrix elements of the vertex becomes for the direct term

$$
\begin{align*}
\left\langle\vec{k}_{k} \vec{k}_{l}\right| v_{\mathrm{BDRS}}^{[\mathrm{X}]}(\Lambda)\left|\vec{k}_{i} \vec{k}_{j}\right\rangle_{\mathrm{dir}}^{S T} & =\left.\int \mathrm{d} \vec{r}_{1} \mathrm{~d} \vec{r}_{2} \mathrm{~d} \vec{r}_{3} \mathrm{~d} \vec{r}_{4}\left\langle\vec{k}_{k} \vec{k}_{l} \mid \vec{r}_{1} \vec{r}_{2}\right\rangle v_{\mathrm{BDRS}}^{[\mathrm{X}]}\left(\vec{r}_{i}, \vec{k}_{i}, \Lambda\right)\left\langle\vec{r}_{3} \vec{r}_{4} \mid \vec{k}_{i} \vec{k}_{j}\right\rangle\right|_{S T} \\
& =\left.\int \mathrm{d} \vec{r}_{1} \mathrm{~d} \vec{r}_{2}\left\langle\vec{k}_{k} \vec{k}_{l} \mid \vec{r}_{1} \vec{r}_{2}\right\rangle v_{\mathrm{BDRS}}^{[\mathrm{X}]}(\vec{r}, \vec{R}, \overleftarrow{k},, \vec{k}, \Lambda)\left\langle\vec{r}_{1} \vec{r}_{2} \mid \vec{k}_{i} \vec{k}_{j}\right\rangle\right|_{S T} \tag{8.22}
\end{align*}
$$

[^52]where the overlaps are
\[

$$
\begin{equation*}
\left\langle\vec{k}_{k} \vec{k}_{l} \mid \vec{r}_{1} \vec{r}_{2}\right\rangle=e^{-i \vec{k}_{k} \cdot \vec{r}_{1}} e^{-i \vec{k}_{l} \cdot \vec{r}_{2}}, \quad\left\langle\vec{r}_{3} \vec{r}_{4} \mid \vec{k}_{i} \vec{k}_{j}\right\rangle=e^{i \vec{k}_{i} \cdot \vec{r}_{3}} e^{i \vec{k}_{j} \cdot \vec{r}_{4}} \tag{8.23}
\end{equation*}
$$

\]

Matrix elements for the direct terms of the central, spin-orbit and tensor parts read respectively ${ }^{(13)}$

$$
\begin{align*}
&\left\langle\vec{k}_{k} \vec{k}_{l}\right| v_{\mathrm{BDRS}}^{[\mathrm{X}]}(\Lambda)\left|\vec{k}_{i} \vec{k}_{j}\right\rangle_{i, \mathrm{dir}}^{S T}=\left(\mu_{i} \sqrt{\pi}\right)^{3} e^{-\frac{1}{4} \mu_{i}^{2} q^{2}} \tilde{C}_{i}^{S T}\left(\vec{K}^{\prime}-\vec{K}, \Lambda\right) \prod_{S} \prod_{T}  \tag{8.24a}\\
& \begin{aligned}
&\left\langle\vec{k}_{k} \vec{k}_{l}\right| v_{\mathrm{BDRS}}^{[\mathrm{X}]}(\Lambda)\left|\vec{k}_{i} \vec{k}_{j}\right\rangle_{s o, \mathrm{dir}}^{S=1 T}=i \frac{\mu_{s o}^{2}\left(\mu_{s o} \sqrt{\pi}\right)^{3}}{2} e^{-\frac{1}{4} \mu_{s o}^{2} q^{2}} \tilde{C}_{i}^{S T}\left(\vec{K}^{\prime}-\vec{K}, \Lambda\right) \\
& \times\left(\vec{\sigma}_{1}+\vec{\sigma}_{2}\right) \cdot \vec{k}^{\prime} \wedge \vec{k} \prod_{S=1} \prod_{T}
\end{aligned}
\end{align*}
$$

$$
\begin{align*}
&\left\langle\vec{k}_{k} \vec{k}_{l}\right| v_{\mathrm{BDRS}}^{[\mathrm{X}]}(\Lambda)\left|\vec{k}_{i} \vec{k}_{j}\right\rangle_{t, \mathrm{dir}}^{S=1 T}=-\left(\mu_{t} \sqrt{\pi}\right)^{3} \frac{\mu_{t}^{4}}{4} \tilde{C}_{t}^{S T}\left(\vec{K}^{\prime}-\vec{K}, \Lambda\right) \\
& \times\left[3\left(\vec{\sigma}_{1} \cdot \vec{q}\right)\left(\vec{\sigma}_{2} \cdot \vec{q}\right)-\left(\vec{\sigma}_{2} \cdot \vec{\sigma}_{2}\right) q^{2}\right] e^{-\frac{1}{4} \mu_{t}^{2} q^{2}} \prod_{S=1} \prod_{T} \tag{8.24c}
\end{align*}
$$

where $\tilde{C}_{i}^{S T}\left(\vec{K}^{\prime}-\vec{K}, \Lambda\right)$ is the Fourier transform of the coupling constant

$$
\begin{equation*}
\tilde{C}_{i}^{S T}\left(\vec{K}^{\prime}-\vec{K}, \Lambda\right)=\int \mathrm{d} \vec{R} e^{-i \vec{R} \cdot\left(\vec{K}^{\prime}-\vec{K}\right)} C_{i}^{S T}(\vec{R}, \Lambda) . \tag{8.25}
\end{equation*}
$$

In the [bare(2)] case, one has typically

$$
\begin{equation*}
\left\langle\vec{k}_{k} \vec{k}_{l}\right| v_{\mathrm{BDRS}}^{[\text {bare }(2)]}(\Lambda)\left|\vec{k}_{i} \vec{k}_{j}\right\rangle_{i, d i r}^{S T}=\left(\mu_{i} \sqrt{\pi}\right)^{3} e^{-\frac{1}{4} \mu_{i}^{2} q^{2}} C_{i}^{S T}[\Lambda](2 \pi)^{3} \delta\left(\vec{K}^{\prime}-\vec{K}\right) \prod_{S} \prod_{T}, \tag{8.26}
\end{equation*}
$$

since the couplings are independent of $\vec{R}$ in this strategy.

### 8.4.2 Infinite matter: vertices

In-medium dependencies of $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$ must be appropriately specified. We will directly write the expression of the effective vertex in the case of spin/isospin symmetric nuclear matter, where density-dependent strengths only depend on the scalar-isoscalar density $\rho_{0}$. In this case the coupling constants become independent of $\vec{R}$, thus

$$
\tilde{C}_{i}^{S T}\left(\vec{K}^{\prime}-\vec{K}, \Lambda\right)=C_{i}^{S T}\left[\rho_{0}, \Lambda\right](2 \pi)^{3} \delta\left(\vec{K}^{\prime}-\vec{K}\right) .
$$

The effective vertex can therefore be written in momentum space as

$$
\begin{equation*}
\left\langle\vec{k}_{k} \vec{k}_{l}\right| v_{\mathrm{BDRS}}^{[\mathrm{X}]}(\Lambda)\left|\vec{k}_{i} \vec{k}_{j}\right\rangle \equiv \delta\left(\vec{K}-\vec{K}^{\prime}\right) v_{\mathrm{BDRS}}^{[\mathrm{X}]}\left(\vec{k}^{\prime}, \vec{k}, \Lambda\right), \tag{8.27}
\end{equation*}
$$

[^53]where, writing only the direct term, one has
\[

$$
\begin{align*}
v_{\mathrm{BDRS}}^{[\mathrm{X}]}\left(\vec{k}^{\prime}, \vec{k}, \Lambda\right)= & \sum_{i=1}^{N}\left[\sum_{S T} \frac{C_{i}^{S T}\left[\rho_{0}, \Lambda\right]}{(2 \pi)^{3}}\left(\mu_{i} \sqrt{\pi}\right)^{3} e^{-\frac{1}{4} \mu_{i}^{2} q^{2}} \prod_{S} \prod_{T}\right]  \tag{8.28a}\\
& +\sum_{T} i \frac{C_{s o}^{1 T}\left[\rho_{0}, \Lambda\right]}{(2 \pi)^{3}} \frac{\mu_{s o}^{2}\left(\mu_{s o} \sqrt{\pi}\right)^{3}}{2} e^{-\frac{1}{4} \mu_{s o}^{2} q^{2}}\left(\vec{\sigma}_{1}+\vec{\sigma}_{2}\right) \cdot \vec{k}^{\prime} \wedge \vec{k} \prod_{S=1} \prod_{T}  \tag{8.28b}\\
& -\sum_{T} \frac{C_{t}^{1 T}\left[\rho_{0}, \Lambda\right]}{(2 \pi)^{3}} \frac{\mu_{t}^{4}\left(\mu_{t} \sqrt{\pi}\right)^{3}}{4}\left[3\left(\vec{\sigma}_{1} \cdot \vec{q}\right)\left(\vec{\sigma}_{2} \cdot \vec{q}\right)-\left(\vec{\sigma}_{1} \cdot \vec{\sigma}_{2}\right) q^{2}\right] e^{-\frac{1}{4} \mu_{t}^{2} q^{2}} \prod_{S=1} \prod_{T} . \tag{8.28c}
\end{align*}
$$
\]

### 8.4.3 Infinite matter: correlation energy

With gaussian (effective) vertices, the computation of SNM/PNM equations of state can be done exactly, without a (truncated) partial wave summation. It can be proven that these two methods are rigorously equivalent (see Appendix D). One considers a gaussian vertex restricted to a central term ${ }^{(14)}$

$$
\begin{equation*}
v(\vec{r})=\sum_{S T} \sum_{i} C_{i}^{S T}\left[\rho_{0}\right] e^{-\frac{r^{2}}{\mu_{i}^{2}}} \prod_{S} \prod_{T} \equiv \sum_{S T} \sum_{i} v_{i}^{S T}(\vec{r}) \prod_{S} \prod_{T}, \tag{8.29}
\end{equation*}
$$

containing, if necessary, density-dependent couplings, depending only on $\rho_{0}$ in the present work. The potential energy reads after some manipulations

$$
\begin{align*}
& E^{V}\left(k_{F}^{n}, k_{F}^{p}\right)=A \sum_{S T} {[S] C_{i}^{S T}\left[\rho_{0}\right] \sum_{M_{T}} \sum_{q_{1} q_{2}} \sum_{i}\left\langle\left.\frac{1}{2} \frac{1}{2} q_{1} q_{2} \right\rvert\, T M_{T}\right\rangle^{2} } \\
& \times\left[\frac{1}{48 \sqrt{\pi}}\left(\frac{X_{i}^{q_{1}} X_{i}^{q_{2}}}{X_{i}}\right)^{3}-(-1)^{S+T} \frac{1}{8 \sqrt{\pi}} \frac{F\left(X_{i}^{q_{1}}, X_{i}^{q_{2}}\right)}{X_{i}^{3}}\right] \\
&=\frac{A}{8 \sqrt{\pi}} \sum_{S T}[S] \sum_{i} \frac{C_{i}^{S T}\left[\rho_{0}\right]}{X_{i}^{3}}\left[\frac{1}{6}\left(T X_{i}^{n 6}+T X_{i}^{p 6}+\left(X_{i}^{n} X_{i}^{p}\right)^{3}\right)\right. \\
&\left.\quad-(-1)^{S+T}\left(T F\left(X_{i}^{n}, X_{i}^{n}\right)+T F\left(X_{i}^{p}, X_{i}^{p}\right)+\frac{F\left(X_{i}^{n}, X_{i}^{p}\right)+F\left(X_{i}^{p}, X_{i}^{n}\right)}{2}\right)\right], \tag{8.30}
\end{align*}
$$

where

$$
\begin{align*}
X_{i}^{q_{j}}= & \mu_{i} k_{F}^{q_{j}},  \tag{8.31a}\\
I\left(X_{i}^{q_{1}}, X_{i}^{q_{2}}\right)= & \frac{\pi^{2}}{6}\left(\frac{2}{\mu_{i}}\right)^{6} F\left(X_{i}^{q_{1}}, X_{i}^{q_{2}}\right),  \tag{8.31b}\\
F(X, Y)= & e^{-\left(\frac{X+Y}{2}\right)^{2}}\left(X^{2}+Y^{2}-X Y-2\right)-e^{-\left(\frac{X-Y}{2}\right)^{2}}\left(X^{2}+Y^{2}+X Y-2\right), \\
& +\frac{\sqrt{\pi}}{2} \operatorname{erf}\left(\frac{X+Y}{2}\right)\left(X^{3}+Y^{3}\right)+\frac{\sqrt{\pi}}{2} \operatorname{erf}\left(\frac{X-Y}{2}\right)\left(X^{3}-Y^{3}\right)  \tag{8.31c}\\
\operatorname{erf}(X)= & \frac{2}{\sqrt{\pi}} \int_{0}^{X} \mathrm{~d} u e^{-u^{2}} . \tag{8.31d}
\end{align*}
$$

[^54]
## Symmetric matter

One has for symmetric matter $X_{i}^{n}=X_{i}^{p}=X_{i}$, and

$$
\begin{equation*}
F\left(X_{i}, X_{i}\right)=e^{-X_{i}^{2}}\left(X_{i}^{2}-2\right)-3 X_{i}^{2}+2+\sqrt{\pi} \operatorname{erf}\left(X_{i}\right) X_{i}^{3} \tag{8.32}
\end{equation*}
$$

The potential energy is then

$$
\begin{equation*}
\frac{E^{V}}{A}\left(k_{F}\right)=\sum_{S T} \frac{1}{8 \sqrt{\pi}}[S][T] \sum_{i} C_{i}^{S T}\left[\rho_{0}\right]\left[\frac{X_{i}^{3}}{6}-(-1)^{S+T} \frac{F\left(X_{i}, X_{i}\right)}{X_{i}^{3}}\right] \tag{8.33}
\end{equation*}
$$

for which the $(S, T)$ decomposition is explicit.

## Neutron matter

Likewise for neutron matter $X_{i}^{n 3}=2 X_{i}^{3}, X_{i}^{p}=0$, and

$$
\begin{equation*}
F\left(X_{i}, 0\right)=F\left(0, X_{i}\right)=F(0,0)=0 \tag{8.34}
\end{equation*}
$$

The potential energy is then

$$
\begin{equation*}
\frac{E^{V}}{A}\left(k_{F}^{n}\right)=\sum_{S} \frac{1}{4 \sqrt{\pi}}[S] \sum_{i} C_{i}^{S 1}\left[\rho_{0}\right]\left[\frac{X_{i}^{n 3}}{6}+(-1)^{S} \frac{F\left(X_{i}^{n}, X_{i}^{n}\right)}{X_{i}^{n 3}}\right] \tag{8.35}
\end{equation*}
$$

### 8.4.4 Partial wave decomposition

Since $v_{\text {BDRS }}$ has a similar structure to the Gogny effective force, we provide here momentum-space partial-wave decompositions for both of them in the framework of SEC. 5.3.2. This might be useful in the case where one tries to apply the same fitting protocol of $v_{\mathrm{BDRS}}$ to directly construct (non-empirical) forces that are strictly restricted to the original Gogny form. As explained, the separation into independent $J$ channels in the case of microscopic effective vertices relies on an angular averaging of the Pauli operator $[562 ; 567 ; 568]$ which we suppose to be accurate here.

The following functions are used

$$
\begin{align*}
\frac{\tilde{g}_{0}^{i}\left(k, k^{\prime}\right)}{4 \pi} & \equiv \frac{e^{-\frac{1}{4} \mu_{i}^{2}\left(k^{2}+k^{\prime 2}\right)}}{\Gamma_{i}} \operatorname{sh}\left(\Gamma_{i}\right)  \tag{8.36a}\\
\frac{\tilde{g}_{1}^{i}\left(k, k^{\prime}\right)}{4 \pi \sqrt{3}} & \equiv-\frac{e^{-\frac{1}{4} \mu_{i}^{2}\left(k^{2}+k^{\prime 2}\right)}}{\Gamma_{i}^{2}}\left[\Gamma_{i} \operatorname{ch}\left(\Gamma_{i}\right)-\operatorname{sh}\left(\Gamma_{i}\right)\right]  \tag{8.36b}\\
\frac{\tilde{g}_{2}^{i}\left(k, k^{\prime}\right)}{4 \pi \sqrt{5}} & \equiv \frac{e^{-\frac{1}{4} \mu_{i}^{2}\left(k^{2}+k^{\prime 2}\right)}}{\Gamma_{i}^{3}}\left[-3 \Gamma_{i} \operatorname{ch}\left(\Gamma_{i}\right)+\left(3+\Gamma_{i}^{2}\right) \operatorname{sh}\left(\Gamma_{i}\right)\right]  \tag{8.36c}\\
\frac{\tilde{g}_{3}^{i}\left(k, k^{\prime}\right)}{4 \pi \sqrt{7}} & \equiv-\frac{e^{-\frac{1}{4} \mu_{i}^{2}\left(k^{2}+k^{\prime 2}\right)}}{\Gamma_{i}^{4}}\left[\Gamma_{i}\left(15+\Gamma_{i}^{2}\right) \operatorname{ch}\left(\Gamma_{i}\right)-3\left(5+2 \Gamma_{i}^{2}\right) \operatorname{sh}\left(\Gamma_{i}\right)\right]  \tag{8.36d}\\
\frac{\tilde{g}_{4}^{i}\left(k, k^{\prime}\right)}{4 \pi \sqrt{9}} & \equiv \frac{e^{-\frac{1}{4} \mu_{i}^{2}\left(k^{2}+k^{\prime 2}\right)}}{\Gamma_{i}^{5}}\left[-5 \Gamma_{i}\left(21+2 \Gamma_{i}^{2}\right) \operatorname{ch}\left(\Gamma_{i}\right)+\left(105+45 \Gamma_{i}^{2}+\Gamma_{i}^{4}\right) \operatorname{sh}\left(\Gamma_{i}\right)\right]  \tag{8.36e}\\
\frac{\tilde{g}_{5}^{i}\left(k, k^{\prime}\right)}{4 \pi \sqrt{11}} & \equiv-\frac{e^{-\frac{1}{4} \mu_{i}^{2}\left(k^{2}+k^{\prime 2}\right)}}{\Gamma_{i}^{6}}\left[\Gamma_{i}\left(945+105 \Gamma_{i}^{2}+\Gamma_{i}^{4}\right) \operatorname{ch}\left(\Gamma_{i}\right)-15\left(63+28 \Gamma_{i}^{2}+\Gamma_{i}^{4}\right) \operatorname{sh}\left(\Gamma_{i}\right)\right]  \tag{8.36f}\\
\Gamma_{i} & \equiv \frac{1}{2} \mu_{i}^{2} k k^{\prime} . \tag{8.36~g}
\end{align*}
$$

### 8.4.4.1 D1X/D2 interactions

One finds for the first partial waves

$$
\begin{align*}
& v_{\mathrm{D} 1 \mathrm{X} / \mathrm{D} 2}\left({ }^{1} S_{0}, k, k^{\prime}\right)=\frac{1}{2 \pi^{2}} \sum_{i=1}^{2}\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{0}^{i}\left(k^{\prime}, k\right)}{4 \pi}\left[W_{i}-B_{i}-H_{i}+M_{i}\right]+2 t_{0} \rho_{0}^{\alpha}\left(1-x_{0}\right), \\
& v_{\mathrm{D} 1 \mathrm{X} / \mathrm{D} 2}\left({ }^{3} S_{1}, k, k^{\prime}\right)=\frac{1}{2 \pi^{2}} \sum_{i=1}^{2}\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{0}^{i}\left(k^{\prime}, k\right)}{4 \pi}\left[W_{i}+B_{i}+H_{i}+M_{i}\right]+2 t_{0} \rho_{0}^{\alpha}\left(1+x_{0}\right),  \tag{8.37b}\\
& v_{\mathrm{D} 1 \mathrm{X} / \mathrm{D} 2}\left({ }^{1} P_{1}, k, k^{\prime}\right)=-\frac{1}{2 \pi^{2}} \sum_{i=1}^{2}\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{1}^{i}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}}\left[W_{i}-B_{i}+H_{i}-M_{i}\right],  \tag{8.37c}\\
& v_{\mathrm{D} 1 \mathrm{X} / \mathrm{D} 2}\left({ }^{3} P_{0}, k, k^{\prime}\right)=-\frac{1}{2 \pi^{2}} \sum_{i=1}^{2}\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{1}^{i}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}}\left[W_{i}+B_{i}-H_{i}-M_{i}\right]+\frac{8}{3} W_{L S} k k^{\prime},  \tag{8.37~d}\\
& v_{\mathrm{D} 1 \mathrm{X} / \mathrm{D} 2}\left({ }^{3} P_{1}, k, k^{\prime}\right)=-\frac{1}{2 \pi^{2}} \sum_{i=1}^{2}\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{1}^{i}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}}\left[W_{i}+B_{i}-H_{i}-M_{i}\right]+\frac{4}{3} W_{L S} k k^{\prime},  \tag{8.37e}\\
& v_{\mathrm{D} 1 \mathrm{X} / \mathrm{D} 2}\left({ }^{3} P_{2}, k, k^{\prime}\right)=-\frac{1}{2 \pi^{2}} \sum_{i=1}^{2}\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{1}^{i}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}}\left[W_{i}+B_{i}-H_{i}-M_{i}\right]-\frac{4}{3} W_{L S} k k^{\prime},  \tag{8.37f}\\
&  \tag{8.37~g}\\
& \\
& v_{\mathrm{D} 1 \mathrm{X} / \mathrm{D} 2}\left({ }^{1} D_{2}, k, k^{\prime}\right)=\frac{1}{2 \pi^{2}} \sum_{i=1}^{2}\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{2}^{i}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}}\left[W_{i}-B_{i}-H_{i}+M_{i}\right],  \tag{8.37h}\\
& v_{\mathrm{D} 1 \mathrm{X} / \mathrm{D} 2}\left({ }^{3} D_{1}, k, k^{\prime}\right)=v_{\mathrm{D} 1 \mathrm{X} / \mathrm{D} 2}\left({ }^{3} D_{2}, k, k^{\prime}\right)=v_{\mathrm{D} 1 \mathrm{X} / \mathrm{D} 2}\left({ }^{3} D_{3}, k, k^{\prime}\right)
\end{align*}
$$

Equivalently, for D2

$$
\begin{align*}
& v_{\mathrm{D} 2}\left({ }^{1} S_{0}, k, k^{\prime}\right)=\frac{1}{2 \pi^{2}} \sum_{i=1}^{3}\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{0}^{i}\left(k^{\prime}, k\right)}{4 \pi}\left[W_{i}-B_{i}-H_{i}+M_{i}\right]  \tag{8.38a}\\
& v_{\mathrm{D} 2}\left({ }^{3} S_{1}, k, k^{\prime}\right)=\frac{1}{2 \pi^{2}} \sum_{i=1}^{3}\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{0}^{i}\left(k^{\prime}, k\right)}{4 \pi}\left[W_{i}+B_{i}+H_{i}+M_{i}\right],  \tag{8.38b}\\
& v_{\mathrm{D} 2}\left({ }^{1} P_{1}, k, k^{\prime}\right)=-\frac{1}{2 \pi^{2}} \sum_{i=1}^{3}\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{1}^{i}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}}\left[W_{i}-B_{i}+H_{i}-M_{i}\right]  \tag{8.38c}\\
& v_{\mathrm{D} 2}\left({ }^{3} P_{0}, k, k^{\prime}\right)=-\frac{1}{2 \pi^{2}} \sum_{i=1}^{3}\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{1}^{i}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}}\left[W_{i}+B_{i}-H_{i}-M_{i}\right]+\frac{8}{3} W_{L S} k k^{\prime},  \tag{8.38~d}\\
& v_{\mathrm{D} 2}\left({ }^{3} P_{1}, k, k^{\prime}\right)=-\frac{1}{2 \pi^{2}} \sum_{i=1}^{3}\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{1}^{i}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}}\left[W_{i}+B_{i}-H_{i}-M_{i}\right]+\frac{4}{3} W_{L S} k k^{\prime},  \tag{8.38e}\\
& v_{\mathrm{D} 2}\left({ }^{3} P_{2}, k, k^{\prime}\right)=-\frac{1}{2 \pi^{2}} \sum_{i=1}^{3}\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{1}^{i}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}}\left[W_{i}+B_{i}-H_{i}-M_{i}\right]-\frac{4}{3} W_{L S} k k^{\prime}, \tag{8.38f}
\end{align*}
$$

$$
\begin{align*}
v_{\mathrm{D} 2}\left({ }^{1} D_{2}, k, k^{\prime}\right) & =\sum_{i=1}^{3}\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{2}^{i}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}}\left[W_{i}-B_{i}-H_{i}+M_{i}\right],  \tag{8.38~g}\\
v_{\mathrm{D} 2}\left({ }^{3} D_{1}, k, k^{\prime}\right) & =v_{\mathrm{D} 2}\left({ }^{3} D_{2}, k, k^{\prime}\right)=v_{\mathrm{D} 2}\left({ }^{3} D_{3}, k, k^{\prime}\right) \\
& =\frac{1}{2 \pi^{2}} \sum_{i=1}^{3}\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{2}^{i}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}}\left[W_{i}+B_{i}+H_{i}-M_{i}\right], \tag{8.38h}
\end{align*}
$$

with the convention that components $\tilde{g}_{\lambda}^{3}\left(k^{\prime}, k\right)$ include an extra $\rho_{0}^{\alpha}$ factor, to simplify the notations.

### 8.4.4.2 BDRS vertex

We give here all channels needed to evaluate matrix elements and phase shifts up to $L=2$. Note that evaluating scattering phase shifts in the coupled ${ }^{3} \mathrm{P}_{2}$ channel requires matrix elements in the ${ }^{3} \mathrm{P}_{2},{ }^{3} \mathrm{~F}_{2}$ and coupled ${ }^{3} \mathrm{P}_{2}-{ }^{3} \mathrm{~F}_{2}=\epsilon_{2}$ channels (see SEc. 5.3.3). Equivalently for the ${ }^{3} \mathrm{D}_{3}$ channel one needs matrix elements in the ${ }^{3} \mathrm{D}_{3},{ }^{3} \mathrm{G}_{3}$ and coupled ${ }^{3} \mathrm{D}_{3}{ }^{-3} \mathrm{G}_{3}=\epsilon_{3}$ channels.

One finds

$$
\begin{align*}
v_{\mathrm{BDRS}}^{[\mathrm{X}]}\left({ }^{1} S_{0}, k, k^{\prime}\right)= & \frac{1}{2 \pi^{2}} \sum_{i=1}^{N} C_{i}^{01}\left[\rho_{0}, \Lambda\right]\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{0}^{i}\left(k^{\prime}, k\right)}{4 \pi},  \tag{8.39a}\\
\left.v_{\mathrm{BDRS}}^{[\mathrm{X}]}{ }^{3} S_{1}, k, k^{\prime}\right)= & \frac{1}{2 \pi^{2}} \sum_{i=1}^{N} C_{i}^{10}\left[\rho_{0}, \Lambda\right]\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{0}^{i}\left(k^{\prime}, k\right)}{4 \pi},  \tag{8.39b}\\
v_{\mathrm{BDRS}}^{[\mathrm{X}]}\left({ }^{1} P_{1}, k, k^{\prime}\right)= & \frac{1}{2 \pi^{2}} \sum_{i=1}^{N} C_{i}^{00}\left[\rho_{0}, \Lambda\right]\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{1}^{i}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}},  \tag{8.39c}\\
\left.v_{\mathrm{BDRS}}^{[\mathrm{X}]}{ }^{3} P_{0}, k, k^{\prime}\right)= & \frac{1}{2 \pi^{2}} \sum_{i=1}^{N} C_{i}^{11}\left[\rho_{0}, \Lambda\right]\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{1}^{i}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}} \\
& +4 \frac{1}{2 \pi^{2}} C_{s o}^{11}\left[\rho_{0}, \Lambda\right] \frac{\mu_{s o}^{2}\left(\mu_{s o} \sqrt{\pi}\right)^{3}}{2} k k^{\prime}\left[\frac{1}{3} \frac{\tilde{g}_{0}^{s o}\left(k^{\prime}, k\right)}{4 \pi}-\frac{1}{3} \frac{\tilde{g}_{2}^{s o}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}}\right](8 .  \tag{8.39d}\\
& -\frac{1}{2 \pi^{2}} C_{t}^{11}\left[\rho_{0}, \Lambda\right] \frac{\mu_{t}^{4}\left(\mu_{t} \sqrt{\pi}\right)^{3}}{4} \\
& \times \frac{4}{3}\left[5 \frac{\tilde{g}_{0}^{t}\left(k^{\prime}, k\right)}{4 \pi} k k^{\prime}+3\left(k^{2}+k^{\prime 2}\right) \frac{\tilde{g}_{1}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}}+\frac{\tilde{g}_{2}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}} k k^{\prime}\right], \\
\left.v_{\mathrm{BDRS}}^{[\mathrm{X}]}{ }^{3} P_{1}, k, k^{\prime}\right)= & \frac{1}{2 \pi^{2}} \sum_{i=1}^{N} C_{i}^{11}\left[\rho_{0}, \Lambda\right]\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{1}^{i}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}} \\
& +2 \frac{1}{2 \pi^{2}} C_{s o}^{11}\left[\rho_{0}, \Lambda\right] \frac{\mu_{s o}^{2}\left(\mu_{s o} \sqrt{\pi}\right)^{3}}{2} k k^{\prime}\left[\frac{1}{3} \frac{\tilde{g}_{0}^{s o}\left(k^{\prime}, k\right)}{4 \pi}-\frac{1}{3} \frac{\tilde{g}_{2}^{s o}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}}\right]  \tag{8.39e}\\
& -\frac{1}{2 \pi^{2}} C_{t}^{11}\left[\rho_{0}, \Lambda\right] \frac{\mu_{t}^{4}\left(\mu_{t} \sqrt{\pi}\right)^{3}}{4} \\
& \times \frac{2}{3}\left[5 \frac{\tilde{g}_{0}^{t}\left(k^{\prime}, k\right)}{4 \pi} k k^{\prime}+3\left(k^{2}+k^{\prime 2}\right) \frac{\tilde{g}_{1}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}}+\frac{\tilde{g}_{2}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}} k k^{\prime}\right],
\end{align*}
$$

$$
\begin{align*}
v_{\mathrm{BDRS}}^{[\mathrm{X}]}\left({ }^{3} P_{2}, k, k^{\prime}\right)= & \frac{1}{2 \pi^{2}} \sum_{i=1}^{N} C_{i}^{11}\left[\rho_{0}, \Lambda\right]\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{1}^{i}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}} \\
& -2 \frac{1}{2 \pi^{2}} C_{s o}^{11}\left[\rho_{0}, \Lambda\right] \frac{\mu_{s o}^{2}\left(\mu_{s o} \sqrt{\pi}\right)^{3}}{2} k k^{\prime}\left[\frac{1}{3} \frac{\tilde{g}_{0}^{s o}\left(k^{\prime}, k\right)}{4 \pi}-\frac{1}{3} \frac{\tilde{g}_{2}^{s o}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}}\right] \quad(8.3  \tag{8.39f}\\
& -\frac{1}{2 \pi^{2}} C_{t}^{11}\left[\rho_{0}, \Lambda\right] \frac{\mu_{t}^{4}\left(\mu_{t} \sqrt{\pi}\right)^{3}}{4} \\
& \times \frac{2}{15}\left[5 \frac{\tilde{g}_{0}^{t}\left(k^{\prime}, k\right)}{4 \pi} k k^{\prime}+3\left(k^{2}+k^{\prime 2}\right) \frac{\tilde{g}_{1}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}}+\frac{\tilde{g}_{2}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}} k k^{\prime}\right],
\end{align*}
$$

$v_{\mathrm{BDRS}}^{[\mathrm{X}]}\left({ }^{1} D_{2}, k, k^{\prime}\right)=\frac{1}{2 \pi^{2}} \sum_{i=1}^{N} C_{i}^{01}\left[\rho_{0}, \Lambda\right]\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{2}^{i}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}}$,
$v_{\mathrm{BDRS}}^{[\mathrm{X}]}\left({ }^{3} D_{1}, k, k^{\prime}\right)=\frac{1}{2 \pi^{2}} \sum_{i=1}^{N} C_{i}^{10}\left[\rho_{0}, \Lambda\right]\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{2}^{i}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}}$

$$
\begin{align*}
& -6 \frac{1}{2 \pi^{2}} C_{s o}^{10}\left[\rho_{0}, \Lambda\right] \frac{\mu_{s o}^{2}\left(\mu_{s o} \sqrt{\pi}\right)^{3}}{2} \frac{k k^{\prime}}{5}\left[\frac{\tilde{g}_{1}^{s o}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}}-\frac{\tilde{g}_{3}^{s o}\left(k^{\prime}, k\right)}{4 \pi \sqrt{7}}\right]  \tag{8.39h}\\
& +\frac{1}{2 \pi^{2}} C_{t}^{10}\left[\rho_{0}, \Lambda\right] \frac{\mu_{t}^{4}\left(\mu_{t} \sqrt{\pi}\right)^{3}}{4} \\
& \quad \times \frac{2}{5}\left[7 k k^{\prime} \frac{\tilde{g}_{1}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}}+5\left(k^{2}+k^{\prime 2}\right) \frac{\tilde{g}_{2}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}}+3 k k^{\prime} \frac{\tilde{g}_{3}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{7}}\right]
\end{align*}
$$

$v_{\mathrm{BDRS}}^{[\mathrm{X}]}\left({ }^{3} D_{2}, k, k^{\prime}\right)=\frac{1}{2 \pi^{2}} \sum_{i=1}^{N} C_{i}^{10}\left[\rho_{0}, \Lambda\right]\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{2}^{i}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}}$

$$
\begin{align*}
& -2 \frac{1}{2 \pi^{2}} C_{s o}^{10}\left[\rho_{0}, \Lambda\right] \frac{\mu_{s o}^{2}\left(\mu_{s o} \sqrt{\pi}\right)^{3}}{2} \frac{k k^{\prime}}{5}\left[\frac{\tilde{g}_{1}^{s o}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}}-\frac{\tilde{g}_{3}^{s o}\left(k^{\prime}, k\right)}{4 \pi \sqrt{7}}\right]  \tag{8.39i}\\
& +\frac{1}{2 \pi^{2}} C_{t}^{10}\left[\rho_{0}, \Lambda\right] \frac{\mu_{t}^{4}\left(\mu_{t} \sqrt{\pi}\right)^{3}}{4} \\
& \quad \times \frac{2}{5}\left[7 k k^{\prime} \frac{\tilde{g}_{1}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}}+5\left(k^{2}+k^{\prime 2}\right) \frac{\tilde{g}_{2}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}}+3 k k^{\prime} \frac{\tilde{g}_{3}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{7}}\right]
\end{align*}
$$

$v_{\mathrm{BDRS}}^{[\mathrm{X}]}\left({ }^{3} D_{3}, k, k^{\prime}\right)=\frac{1}{2 \pi^{2}} \sum_{i=1}^{N} C_{i}^{10}\left[\rho_{0}, \Lambda\right]\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{2}^{i}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}}$

$$
\begin{align*}
& +4 \frac{1}{2 \pi^{2}} C_{s o}^{10}\left[\rho_{0}, \Lambda\right] \frac{\mu_{s o}^{2}\left(\mu_{s o} \sqrt{\pi}\right)^{3}}{2} \frac{k k^{\prime}}{5}\left[\frac{\tilde{g}_{1}^{s o}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}}-\frac{\tilde{g}_{3}^{s o}\left(k^{\prime}, k\right)}{4 \pi \sqrt{7}}\right]  \tag{8.39j}\\
& +\frac{1}{2 \pi^{2}} C_{t}^{10}\left[\rho_{0}, \Lambda\right] \frac{\mu_{t}^{4}\left(\mu_{t} \sqrt{\pi}\right)^{3}}{4} \\
& \quad \times \frac{4}{35}\left[7 k k^{\prime} \frac{\tilde{g}_{1}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}}+5\left(k^{2}+k^{\prime 2}\right) \frac{\tilde{g}_{2}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}}+3 k k^{\prime} \frac{\tilde{g}_{3}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{7}}\right],
\end{align*}
$$

$$
v_{\mathrm{BDRS}}^{[\mathrm{X}]}\left(\epsilon_{3}, k, k^{\prime}\right)=-\frac{1}{2 \pi^{2}} C_{t}^{10}\left[\rho_{0}, \Lambda\right] \frac{\mu_{t}^{4}\left(\mu_{t} \sqrt{\pi}\right)^{3}}{4}
$$

$$
\begin{equation*}
\times \frac{24 \sqrt{3}}{7}\left[\frac{1}{2} k^{2} \frac{\tilde{g}_{2}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}}+k k^{\prime} \frac{\tilde{g}_{3}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{7}}+\frac{1}{2} k^{\prime 2} \frac{\tilde{g}_{4}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{9}}\right], \tag{8.39o}
\end{equation*}
$$

where the coupling constants are independent of $\rho_{0}$ in the [bare(2)] case.

### 8.5 Adjustment procedure

We provide now general guidelines concerning the adjustement procedure, remembering that observables of interest are different for the different realizations of $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$.

As already mentioned, the underlying purpose behind the construction of $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$ is to adjust bare/effective vertices on microscopic inputs rather than on experimental data, in order to gain predictive power in unknown regions of the nuclear chart. In that respect, the free parameters $Y_{i}^{[\mathrm{X}]}$ will be adjusted on specific properties of $V_{\text {low } k}$ or effective in-medium interactions computed from $V_{\text {low } k}$ in MBPT at various levels of complexity (see SEc. 8.2). Correspondingly, several strategies have to be devised regarding which observables are taken as inputs in the fit procedure.
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$$
\begin{align*}
& v_{\mathrm{BDRS}}^{[\mathrm{X}]}\left({ }^{3} F_{2}, k, k^{\prime}\right)=\frac{1}{2 \pi^{2}} \sum_{i=1}^{N} C_{i}^{11}\left[\rho_{0}, \Lambda\right]\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{3}^{i}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}} \\
& +\frac{1}{2 \pi^{2}} C_{s o}^{11}\left[\rho_{0}, \Lambda\right] \frac{\mu_{s o}^{2}\left(\mu_{s o} \sqrt{\pi}\right)^{3}}{2} k k^{\prime} \frac{8}{7}\left[\frac{\tilde{g}_{2}^{s o}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}}-\frac{\tilde{g}_{4}^{s o}\left(k^{\prime}, k\right)}{4 \pi \sqrt{9}}\right]  \tag{8.39k}\\
& -\frac{1}{2 \pi^{2}} C_{t}^{11}\left[\rho_{0}, \Lambda\right] \frac{\mu_{t}^{4}\left(\mu_{t} \sqrt{\pi}\right)^{3}}{4} \\
& \times \frac{8}{35}\left[9 k k^{\prime} \frac{\tilde{g}_{2}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}}+7\left(k^{2}+k^{\prime 2}\right) \frac{\tilde{g}_{3}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{7}}+5 k k^{\prime} \frac{\tilde{g}_{4}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{9}}\right], \\
& v_{\mathrm{BDRS}}^{[\mathrm{X}]}\left({ }^{3} G_{3}, k, k^{\prime}\right)=\frac{1}{2 \pi^{2}} \sum_{i=1}^{N} C_{i}^{10}\left[\rho_{0}, \Lambda\right]\left(\mu_{i} \sqrt{\pi}\right)^{3} \frac{\tilde{g}_{4}^{i}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}} \\
& -\frac{1}{2 \pi^{2}} C_{s o}^{10}\left[\rho_{0}, \Lambda\right] \frac{\mu_{s o}^{2}\left(\mu_{s o} \sqrt{\pi}\right)^{3}}{2} k k^{\prime} \frac{10}{9}\left[\frac{\tilde{g}_{3}^{s o}\left(k^{\prime}, k\right)}{4 \pi \sqrt{7}}-\frac{\tilde{g}_{5}^{s o}\left(k^{\prime}, k\right)}{4 \pi \sqrt{11}}\right]  \tag{8.391}\\
& +\frac{1}{2 \pi^{2}} C_{t}^{10}\left[\rho_{0}, \Lambda\right] \frac{\mu_{t}^{4}\left(\mu_{t} \sqrt{\pi}\right)^{3}}{4} \\
& \times \frac{10}{63}\left[11 k k^{\prime} \frac{\tilde{g}_{3}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{7}}+9\left(k^{2}+k^{\prime 2}\right) \frac{\tilde{g}_{4}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{9}}+7 k k^{\prime} \frac{\tilde{g}_{5}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{11}}\right], \\
& v_{\mathrm{BDRS}}^{[\mathrm{X}]}\left(\epsilon_{1}, k, k^{\prime}\right)=-\frac{1}{2 \pi^{2}} C_{t}^{10}\left[\rho_{0}, \Lambda\right] \frac{\mu_{t}^{4}\left(\mu_{t} \sqrt{\pi}\right)^{3}}{4} \\
& \times 4 \sqrt{2}\left[\frac{1}{2} k^{2} \frac{\tilde{g}_{0}^{t}\left(k^{\prime}, k\right)}{4 \pi}+k k^{\prime} \frac{\tilde{g}_{1}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}}+\frac{1}{2} k^{\prime 2} \frac{\tilde{g}_{2}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}}\right],  \tag{8.39m}\\
& v_{\mathrm{BDRS}}^{[\mathrm{X}]}\left(\epsilon_{2}, k, k^{\prime}\right)=+\frac{1}{2 \pi^{2}} C_{t}^{11}\left[\rho_{0}, \Lambda\right] \frac{\mu_{t}^{4}\left(\mu_{t} \sqrt{\pi}\right)^{3}}{4} \\
& \times \frac{12 \sqrt{6}}{5}\left[\frac{1}{2} k^{2} \frac{\tilde{g}_{1}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{3}}+k k^{\prime} \frac{\tilde{g}_{2}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{5}}+\frac{1}{2} k^{\prime 2} \frac{\tilde{g}_{3}^{t}\left(k^{\prime}, k\right)}{4 \pi \sqrt{7}}\right], \tag{8.39n}
\end{align*}
$$

What is crucial is that the adjustment is done at the vertex level in all cases, which allows to adjust at the same time the central, spin-orbit and tensor terms. This is at variance with possible strategies using only non-spin-polarized quantities such as the INM EOS to which tensor and spin-orbit components do not contribute. Typically, all $L \leq 2$ partial waves, corresponding to the main interaction channels, will be kept in the procedure. Indeed, as seen in SEc. 8.4.4, $S=1$ and $L>1$ waves are sensitive to both spin-orbit and tensor coupling. One sees here the need to carefully choose the variables of interest in the fitting protocol. If one only uses matrix elements, the parameters $Y_{i}^{[\mathrm{X}]}$ are chosen to minimize the deviation, or chi-square

$$
\begin{equation*}
\chi^{2}=\sum_{L L^{\prime} S J T} \sum_{i, j}\left[\frac{\left(v^{[\mathrm{X}]}\right)_{L L^{\prime}}^{J S T}\left(k_{i}, k_{j} ; \Lambda,[\ldots]\right)-\left(v_{\mathrm{BDRS}}^{[\mathrm{X}]}\right)_{L L^{\prime}}^{J S T}\left(k_{i}, k_{j} ; Y_{i}^{[\mathrm{X}]},[\ldots]\right)}{\left(\delta v^{[\mathrm{X}]}\right)_{L L^{\prime}}^{J S T}\left(k_{i}, k_{j} ; \Lambda,[\ldots]\right)}\right]^{2} \tag{8.40}
\end{equation*}
$$

where the first sum runs over the chosen set of partial waves, and the second one correspond to the discretized mesh $\left\{k_{i}\right\}$ over which $V_{\text {low } k}$ is sampled. Likewise $v^{[\mathrm{X}]}$ stands for the two-body vertex at the appropriate level of MBPT complexity, that is (i) $v^{[\mathrm{X}]}=V_{\text {low } k}$ for $[\mathrm{X}]=[\operatorname{bare}(2)]$, (ii) $v^{[\mathrm{X}]}=V_{\text {low }} k+\overline{\mathrm{NNN}}$ for $[\mathrm{X}]=[\operatorname{bare}(3)]$, and (iii) $v^{[\mathrm{X}]}$ comes from MBPT calculations for $[\mathrm{X}]=[\rho \rho] /[\kappa \kappa]$. Note that the latter are not necessarily restricted to second order in particleparticle ladders as the full sum might also be considered ${ }^{(15)}$. Additionally, the chi square function is weighted by tolerances margins $\left(\delta v^{[\mathrm{X}]}\right)_{L L^{\prime}}^{J S T}$ that are yet to be explicited. The latter will allow to put constraints on specific regions of the $\left(k, k^{\prime}\right)$ space provided by an a priori knowledge of the underlying physics. For instance, adding more weight on diagonal matrix elements will improve the reproduction of fully on-shell quantities such as scattering phase shifts or the nuclear matter equation of state.

As a second step, additional constraints can be put into the total merit function of EQ. (8.40). For instance, in the [bare(2)] case, the cost function can be complemented by a similar chi square on the scattering phase shifts or on deuteron properties (binding energies, radius...). In the present work, we chose to focus on the reproduction of the matrix elements. The next chapter is dedicated to the algorithm that we are using to find optimal values for the effective ranges and coupling constants.
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## Chapter 9

## Stochastic model optimization in large dimension space


#### Abstract

This chapter presents the fitting techniques that are used for the optimization of the free parameters of $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$. The presentation is given in a model-independent framework, that is for a generic merit function. The method is based on an hybridation between a local search algorithm and a stochastic phase space exploration using genetic techniques, which are briefly presented. The corresponding FITPACK library is validated on a few standard test cases. In a second step, scaling properties, in particular with respect to the genetic population size and the dimensionality, suggest that parallelization might be needed for very complex problems, e.g. large number of variables to be optimized. Two different methods are discussed, i.e. simplex parallelization or island-parallel genetic algorithm, implemented in the FITPACK environment, and profiled. Finally, post-analysis techniques that allow to define stochastic error bars are also introduced.
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### 9.1 Introduction

Data modeling is common in many domains, e.g. applied or theoretical science, or finance. Many algorithms are available to solve such optimization problems, usually recast in terms of minimization of a merit, or cost, function [182; 598-602]. While some of them are specifically taylored to the problem they are applied to, techniques can be generically decomposed into (i)
downhill-based methods which follow local gradients/neighboring values of the merit function to reach its minimum (Powell's, conjugate gradient, quasi-Newton techniques...), and (ii) combinatorial/continuous techniques (e.g. simulated annealing [603-605]), depending on whether the phase space allowed for the parameters to be optimized is discrete or continuous, which make use of random jumps to prevent premature convergence in secondary minima. The latter is one of the most serious problems that arise for model optimization. Indeed, while standard gradient-based algorithms are adequate in the case of simple cost functions, they find their limits when the global optimum of a cost function (i) is hardly distinguishable from many secondary minima, or (ii) corresponds to a very narrow phase space region that is not reached when following local gradients. As exemplified in Fig. 9.1, the result of simple algorithms will then depend on the initialization point, which becomes a limiting factor in high dimensionality ${ }^{(1)}$, even using impulsion-conserving downhill methods, that are able to prevent premature convergence in metastable secondary minima. On the contrary, genetic algorithms [606; 607] (GAs) based on stochastic exploration of the phase space can handle complex merit functions, but at a numerical cost. Their ability to treat very different complex problems makes them ideal candidates for the purpose of this work.


Figure 9.1: Illustration of the limitations of very simple optimization techniques for a 1D cost function $f$ depending on one parameter $\mu$ to be adjusted that possesses (i) one global minimum (a), (ii) a metastable minimum (d), and (iii) two stable secondary minima (b-c). Depending on the starting point of a minimization algorithm based on a simple downhill method, the optimal minimum (i) can be found in any case (green region), (ii) might be reached using impulsion-based techniques to overcome the metastable minimum (orange region), or (iii) will never be found, as the algorithm will be stuck in secondary minima (red region).

The solution which has been retained exploits the strengths of both approaches. It consists in combining (i) a stochastic cost-driven exploration of the phase space by means of a genetic

[^56]algorithm, which globally moves the search area, and (ii) a local minimum search based on the simplex/Nelder-Mead algorithm [608] (SA), which locally explores the phase space around the region defined at the level of (i). Both of these approaches are briefly introduced in SEC. 9.2 and SEC. 9.3, before their hybridation is discussed in SEC. 9.4 and results for standard benchmarks are presented.

The optimization problem will be generically reduced to the optimization of a merit function

$$
\begin{equation*}
f \equiv f_{N}^{P} \equiv f_{\{\mu\}}\left(X_{1} \ldots X_{N}\right) \tag{9.1}
\end{equation*}
$$

which depends on $N$ variables $\left\{X_{1} \ldots X_{N}\right\}$ and a set $\{\mu\}=\left\{\mu_{1} \ldots \mu_{P}\right\}$ of $P$ continuous parameters to be adjusted. When necessary, the global extremum of $f$ will be noted $\hat{\mu}$. One defines a diagrammatic representation of a given algorithm using the following building blocks


Figure 9.2: Diagrams for a flow representation of an algorithm.

We acknowledge that function optimization constitutes by itself a whole field of study, and the following chapter is obviously non-exhaustive on such a subject. For instance, many variations are possible for a given algorithm, most of the time regarding specific features of the cost function. We only present here general aspects, and we refer the reader to review papers in REF. [609] for more information.

### 9.2 Nelder-Mead method

The simplex algorithm (SA) performs a local function optimization by requiring only evaluations of the merit function $f$, in contrary to other downhill-base approaches that also requires the
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computation of derivatives of $f$, such as Powell's algorithm. Additionally, it allows a continuous optimization up to an arbitrary precision, in contrary to canonical genetic algorithms (see SEC. 9.3). The trade-off is that simplex-based minimization involves a lot of evaluations and might not be the most cost-efficient approach for problems where the evaluation of $f$ is the limiting factor.


Figure 9.3: Diagramatic representation of the simplex algorithm.
The algorithm defined in Fig. 9.3 consists in evolving a volume, the "simplex", delimited by $P+1$ points $P_{i} \in \mathbb{R}^{P+1}$ called vertices such that (i) the simplex volume ultimately goes to zero, and (ii) the global optimum of the cost function is maintained within the simplex, such that in the end a high-precision approximation of $\hat{\mu}$ is easily defined from the final vertices. It can be represented as the repeated application of the Nelder-Mead algorithm [608; 610], as in Fig. 9.4. The latter consists in applying elementary steps to a given simplex that define additional points, which are kept or discarded depending on whether they correspond to decreasing or increasing the cost function. It depends on four parameters, i.e. (i) the reflexion coefficient $\rho>0$ (typ. 1), (ii) the expansion coefficient $\chi>1$ (typ. 2), (iii) the contraction coefficient $0<\gamma<1$ (typ. 0.5), and (iv) the shrinkage coefficient $0<\sigma<1$ (typ. 0.5).

More precisely, elementary operations, illustrated in Fig. 9.5 in the two-dimension case ${ }^{(2)}$, are defined as

- order consists in sorting the vertices $\left\{P_{1} \ldots P_{P+1}\right\}$ according to the cost function, e.g. $f\left(P_{1}\right)<f\left(P_{2}\right)<\ldots<f\left(P_{P+1}\right)$,
- reflect computes the reflected point $P_{r}$ of the worst vertex with respect to the centroid $\bar{P}$ of the $P$ best ones, i.e.

$$
\begin{equation*}
P_{r}=\bar{P}+\rho\left(\bar{P}-P_{P+1}\right), \quad \bar{P}=\frac{1}{P} \sum_{i=1}^{P} P_{i} \tag{9.2}
\end{equation*}
$$

The reflected point $P_{r}$ replaces then $P_{P+1}$ if it corresponds to a better value of $f$. Otherwise one goes to the next step,
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Figure 9.4: Diagramatic representation of the elemetary Nelder-Mead step involved in the simplex algorithm.

- expand computes the expansion point $P_{e}$ from $P_{r}$ if the reflected point was better than the best vertex $P_{1}$ in terms of $f$, i.e.

$$
\begin{equation*}
P_{e}=\bar{P}+\chi\left(P_{r}-\bar{P}\right) . \tag{9.3}
\end{equation*}
$$

The expanded point $P_{e}$ replaces then $P_{P+1}$ if it corresponds to a better value of $f$. This corresponds to the situation where the global minimum of $f$ was not included in the initial simplex, in which case one tries to move it towards a more accurate search region. Otherwise one will continue to the next step,

- contraction tries to reduce the simplex overall volume, with respect to the best vertex between $P_{r}$ and $P_{P+1}$, that it tries to move this vertex towards the centroid $\bar{P}$, by defining the inner or outer contracted points as

$$
\begin{equation*}
P_{c} \equiv P_{o c / i c}=\bar{P}+\gamma\left(P_{r / P+1}-\bar{P}\right) \tag{9.4}
\end{equation*}
$$

These points replace $P_{P+1}$, that is the simplex shrinks with respect to the worst vertex if they correspond to better solutions than $P_{P+1}$,

- if none of the operations presented above have led to an update of the inital simplex, it means that $P_{1}$ is already very close to the global minimum of $f$ in comparison with the


## Non-empirical effective forces



Figure 9.5: Elementary steps of the Nelder-Mead algorithm in two dimensions.
other vertices, in which case the shrink step corresponds to reducing the simplex volume by moving each vertex towards $P_{1}$, i.e.

$$
\begin{equation*}
\forall i=2 \ldots P+1, \quad P_{i}=s\left(P_{i}\right)=P_{1}+\sigma\left(P_{i}-P_{1}\right) \tag{9.5}
\end{equation*}
$$

Finally, the convergence criteria to end the algorithm is usually taken as a comparison of the distance between the best and worst vertices of the simplex $f\left(P_{P+1}\right)-f\left(P_{1}\right)$ with a convergence criterion $\epsilon$.

While the Nelder-Mead algorithm works very well for simple models, in the presence of complex cost functions its convergence becomes very dependent on the simplex initialization, which leads to low success probabilities as the program is easily trapped in secondary minima. The latter is illustrated in TAB. $\{9.3\}$, where the probability of success of the latter algorithm is evaluated for common benchmarking cost functions that are recalled in Appendix F.1. They correspond to different classes of problems, i.e. (i) functions with one $\left(f_{1}-f_{6}\right)$, several $\left(f_{16}-f_{22}\right)$ or many $\left(f_{7}-f_{15}\right)$ secondary minima (unimodal or multimodal functions), (ii) sharp or smooth cost functions around the global extremum, and (iii) the dimensionality $n$ of the problem. Values that are used for the initial search space are large enough to catch the complexity of the problem, and the simplex algorithm is restarted 250 times with a random initialization of the starting simplex within this space.

The simplex algorihm finds its limits when the merit profile becomes complex and many local traps are present. Even for quite simple problems $\left(f_{4}-f_{6}\right)$ convergence is only reached for some cases, while for the most difficult problems the global optimum is almost never reached.

The latter illustrates the limits of the simplex algorithm for complex optimization problems, where the probability of success depends on the actual cost function. This constitutes therefore a non-efficient solution for a versatile fitting procedure.

### 9.3 Canonical genetic algorithms

Genetic algorithms rely on an analogy with natural selection, that is "survival of the fittest" [606; 607]. In this context, it can be summarized as follows:

A population of several individuals evolves according to a given fitness function. At each generation they reproduce and partly transmit their genome to their offspring. Finally, the offspring can randomly mutate, leading to the apparition of new phenotypes. In all cases, only the best individuals will survive in the next generation, such that the overall fitness of the population increases.


Figure 9.6: Diagramatic representation of a generic algorithm.
Thus genetic algorithms consists in evolving a given population such that only the best phenotypes, coming from reproduction and mutation operations, survive, and can be diagramatically represented as in FIG. 9.6. An implementation of a GA corresponds then to defining the elementary mutation, reproduction (selection+crossover) and merging procedures, which are summarized as follows.

- Reproduction selects two (or more) individuals based on their fitness (the more fit they are, the more likely they will be selected) that will reproduce with a given probability and generate new offsprings to which they transmit partly their own genotype.
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- Mutation corresponds to a random change in one or several phenotypes, that will be carried on to the next generation only if they correspond to more fit individuals.
- Merging builds the next generation from existing individuals (initial population+offspring) by keeping only the more fit elements, and potentially including several biases, such that the aging of an individual or external migrations...

Function optimization is only one application of genetic techniques, and a whole field of computational science is dedicated to the use of evolutionary methods, such as genetic programming where the program used for solving a given problem is itself evolved towards an "optimal" solution, in terms of speed, efficiency... For fitting purposes, a genetic algorithm makes use of (i) a stochastic exploration of phase space provided by random mutations, in the sense that mutated individuals can constitute attractive points in unexplored areas, (ii) a natural selection of the best characterictics using reproduction phases in which one may build from two individuals a better one.

Canonical GAs correspond to combinatorial optimization problems, such as the traveling salesman ${ }^{(3)}$, where the set of possible solutions is discrete. In this case, and to preserve a biological analogy, an individual is encoded into a binary sequence (a "gene") ${ }^{(4)}$. The elementary GA building blocks are defined as follows:

- mutation corresponds to bit flips at random positions and for randomly selected individuals with a given probability,

| 1 0 1 1 0 0 1 0 |
| :--- |

Table 9.1: Mutation step in a canonical genetic algorithm with binary encoding: several bits are randomly flipped. For illustration we show results using standard and Gray code embeddings [611].

Note that this justifies the use of Gray code [611-613] for the encoding rather than just a simple binary embedding. Indeed, Grey code has no boundary effect, i.e. any bit flip leads to a random increment in the decoded value, in contrary to canonical binary encoding where the magnitude of the change in the decoded value depends on the significance of the flipped bit, as illustrated by TAB. \{9.1\}. The latter lead to the phenomenon of Hamming walls, where to many simultaneous mutations are necessary to increase slightly the decoded value,

- reproduction consists in selecting two individuals in the genetic population, which are mated into two offsprings using binary crossovers, as illustrated in TAB. \{9.2\}. Several methods exist for the selection of mating individuals [614], e.g. roulette [615], tournament [616] or linear ranking[617; 618] selection, such that the selection process is usualy considered as an independent step of a GA. Likewise, multiple crossover methods can be envisioned (see Tab. $\{9.2\}$ ).
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Table 9.2: Crossover step in a canonical genetic algorithm with binary encoding: different possible methods.

- merge corresponds to building a new population with the same size than the initial one by keeping only the best fit individuals.

In comparison to standard downhill-based fitting methods, it can be proven that genetic algorithms always converge to the absolute minimum of a given merit function [619], given that the population evolves long enough and that elitism is enforced, that is the best individual of a given population always carries on to the next generation However, since they rely on a correlated evolution of several individuals, the number of evaluations of the cost function is drastically increased, which can lead to very expensive calculations.

### 9.4 Simplex-coded genetic algorithms

The application of canonical GAs to continuous optimization problems raises some issues, in particular when high-accuracy fitting is needed. Indeed, binary encoding has an intrinsic precision which depends on the number of bits used which corresponds therefore to the maximum precision to which adjusted parameters can be known ("genetic noise"). Likewise, while they can scan very rapidly large phase space regions, which is of very interest in high dimensionality, local search around a given minimum is quite slow. To bypass this, several solutions based on dynamic ranging of the encoding process can be used, e.g. dynamic parameter encoding [620], adaptive precision coding [621], fuzzy logic encoding [622-624], or stochastic coding [625]. In both cases, the continuous interval in which parameters are coded shrinks as the algorithm evolves. Another approach consists in using directly real-valued GAs, which requires a redefinition of the elementary operations. It is also possible to combine GAs with continuous optimization techniques that work up to an arbitrary precision, that is exploiting both the global search ability of GAs and efficient local search routines given by the complementary algorithm. Different approaches have been pursued so far with various local search techniques, such as Hopfield Neural Networks, dynamic hillclimbing [626], or messy genetic algorithm [627]. In all cases genetic techniques are now used in many domains, e.g. engineering science [628-634], simulation and stratagey in video games [635] or real-life situations [636; 637], scheduling problems [638; 639], stock market trading [640-642]...

Recent studies of nuclear resonances [643; 644] or bound state wave functions [645] by means of genetic algorithms constitute, to our knowledge, the first applications of GAs in theoretical nuclear physics. The solution that we have retained consists in using a local solver based on the simplex algorithm presented in SEC. 9.2, and the algorithm is presented in the following.

## Non-empirical effective forces

Different hybridations schemes between GAs and simplex algorithms are possible [646-650], depending on how the reproduction and mutation phases are defined. A memetic algorithm ${ }^{(5)}$ derived from the simplex-coded genetic algorithm (SCGA) will be used [651]. It consists in exploration(GA)-exploitation(simplex) phases, where individuals and offsprings are improved at each generation to accelerate local convergence by a small number of Nelder-Mead iterations. The elementary GA building blocks are defined as follows.

- The genetic population is composed of $M$ simplexes $\left\{P_{1}^{j} \ldots P_{P+1}^{j}\right\}$, which act as individuals. At initialization they are randomly distributed within a given hypercube of $\mathbb{R}^{P}$. The fitness of an individual is then defined as the cost $f\left(P_{1}^{j_{0}}\right)$ of the best vertex in the associated simplex.
- Mutation consists in blowing up a simplex, that is spreading out all vertices from the best one with an arbitrary ratio $\tau$

$$
\begin{equation*}
\forall i=2 \ldots P, j=1 \ldots M, \quad P_{i}^{j}=P_{1}^{j}+\tau\left(P_{i}^{j}-P_{1}^{j}\right) \tag{9.6}
\end{equation*}
$$



Figure 9.7: Mutation step in a hybrid genetic algorithm (black $\rightarrow$ red): a given simplex is blown up from its best vertex $P_{1}^{j}$.

- Crossover acts on a random number of simplexes selected by linear ranking up to a maximal value (typ. $2 \sim 6$ ) and generates new offsprings by creating simplexes within the space spanned by the initial ones. This follows the description of crossover phases in canonical GAs where the phenotypes of offsprings are randomly constructed from the initial ones.
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Figure 9.8: Crossover step in a hybrid genetic algorithm: new simplexes (green) are randomly resampled within the phase space (red) spanned by the initial ones (black).

- Convergence criteria are based on (i) the distance between the best and worst vertices of the best simplex $f\left(P_{P+1}^{j_{0}}-P_{1}^{j_{0}}\right)$, and (ii) the dispersion of the merit among all simplexes.

Note that no binary encoding is used this approach, which prevents the apparition of genetic noise and allows to compute $\hat{\mu}$ up to an arbitrary precision.


Figure 9.9: Diagramatic representation of the hybrid simplex-genetic algorithm. After the new population is generated from the initial individuals and their offsprings, each surviving simplex undergoes a small number $\delta$ of NelderMead iterations to perform a local search.

### 9.5 The fitpack fit module

In collaboration with T. Lesinski, a complete fitting library called FITPACK has been coded and implements the algorithm previously presented. This program has been written in a modelindependent framework, such that it can be applied to any kind of cost function provided in terms of a user-defined module.

Obviously a lot of variations are then possible, e.g. concerning the encoding process, the mutation phase... but we did not enter such details that would require a huge amount of work. Indeed, the results of this algorithm applied to the realistic situations that we will encounter are already very good.

This library has been written such that the core algorithm can be easily applied to different user-implemented situations, beyond the original purpose of fitting $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$, such as constrained HF/HFB calculations in multidimensional collective space.

### 9.5.1 Efficiency benchmarking

|  | $P$ | SA success rate [\%] | $M$ | GA success rate [\%] | $\bar{N}_{\text {iters }}$ |
| :--- | ---: | :---: | ---: | :---: | ---: |
| $f_{1}$ | 4 | 100.00 | 500 | 100.00 | 11 |
|  | 10 | 100.00 | 500 | 100.00 | 17 |
|  | 20 | 6.20 | 2000 | 100.00 | 21 |
| $f_{2}$ | 4 | 100.00 | 500 | 100.00 | 10 |
|  | 10 | 99.79 | 500 | 100.00 | 14 |
|  | 20 | 15.00 | 2000 | 100.00 | 18 |
|  | 4 | 100.00 | 500 | 100.00 | 12 |
|  | 10 | 100.00 | 500 | 100.00 | 34 |
|  | 20 | 0.00 | 2000 | 100.00 | 71 |
|  | 4 | 24.80 | 500 | 100.00 | 25 |
| $f_{4}$ | 10 | 0.00 | 500 | 100.00 | 42 |
|  | 20 | 0.00 | 2000 | 100.00 | 72 |
|  | 4 | 82.79 | 500 | 100.00 | 24 |
| $f_{5}$ | 10 | 48.79 | 500 | 100.00 | 149 |
|  | 20 | 0.00 | 2000 | 100.00 | 298 |
| $f_{6}$ | 4 | 46.20 | 500 | 100.00 | 10 |
|  | 10 | 0.00 | 500 | 100.00 | 10 |
|  | 20 | 0.00 | 2000 | 100.00 | 10 |
| $f_{7}$ | 4 | 0.00 | 500 | 66.00 | 37 |
|  | 10 | 0.00 | 500 | 0.00 | 16 |

Table 9.3: Convergence rate for the simplex and genetic algorithms for different optimization problems spanning different classes of cost functions (see text). $\bar{N}_{\text {iters }}$ corresponds to the average number of iterations of FITPACK before convergence (absolute or premature) is reached.

|  | $P$ | SA success rate [\%] | $M$ | GA success rate $[\%]$ | $\bar{N}_{\text {iters }}$ |
| :--- | ---: | :---: | ---: | :---: | ---: |
| $f_{8}$ | 4 | 0.00 | 500 | 100.00 | 31 |
|  | 10 | 0.00 | 500 | 0.00 | 89 |
| $f_{9}$ | 4 | 0.60 | 500 | 100.00 | 16 |
|  | 10 | 0.00 | 500 | 0.00 | 195 |
| $f_{10}$ | 4 | 1.60 | 500 | 99.00 | 30 |
|  | 10 | 0.00 | 500 | 0.00 | 330 |
| $f_{11}$ | 4 | 0.00 | 500 | 100.00 | 24 |
|  | 10 | 0.00 | 500 | 100.00 | 21 |
| $f_{12}$ | 4 | 52.00 | 500 | 100.00 | 10 |
|  | 10 | 12.19 | 500 | 100.00 | 14 |
| $f_{13}$ | 4 | 15.40 | 500 | 100.00 | 11 |
|  | 10 | 0.00 | 500 | 100.00 | 19 |
| $f_{14}$ | 4 | 9.00 | 500 | 100.00 | 23 |
|  | 10 | 0.00 | 500 | 99.20 | 66 |
| $f_{15}$ | 2 | 0.20 | 500 | 100.00 | 10 |
| $f_{16}$ | 2 | 87.20 | 500 | 100.00 | 10 |
| $f_{17}$ | 2 | 100.00 | 500 | 100.00 | 10 |
| $f_{18}$ | 4 | 38.00 | 500 | 100.00 | 11 |
| $f_{19}$ | 4 | 38.39 | 500 | 100.00 | 11 |
| $f_{20}$ | 4 | 37.00 | 500 | 100.00 | 11 |
| $f_{21}$ | 2 | 2.60 | 500 | 100.00 | 10 |
| $f_{22}$ | 4 | 39.60 | 500 | 100.00 | 16 |
| 93 |  |  |  |  |  |

Table 9.3: (Continued) Convergence rate for the simplex and genetic algorithms for different problems.

The efficiency of FITPACK in comparison with the simplex algorithm can be illustrated by evaluating the probability of success in the optimization of the different merit functions already used for benchmarking the simplex algorithm (SEC. 9.2) presented in Appendix F.1. One again, 250 fits are performed using these different classes of optimization problems, and results are presented in TAB. $\{9.3\}$. The population size used in each case is heuristic to keep a rather small computation time, and we can conjecture that increasing the latter size should increase the probability of success. Nevertheless, one sees that

- for quite simple problems $\left(f_{1}-f_{6}, f_{16}-f_{22}\right)$ the success is always guaranteed if the starting population is large enough,
- as the dimensionality of the problem increases, the probability of success decreases while increasing the genetic population size improves the former,
- even with reduced sets of individuals, FITPACK allows to find almost surely the global optimum of the functions $f_{7}-f_{15}$ that correspond to a sampling of the most difficult optimization problems. The latter optimization becomes difficult in high dimensionality, as seen by the number of iterations required to achieve convergence, which suggests that large populations might be essential in this case. However (i) increasing the population size
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limits the performance of FITPACK, as seen below, which suggest the use of parallelization strategies, and (ii) the cost functions $f_{7}-f_{15}$ are much more complex than the realistic situations that we will encounter in the following.

### 9.5.2 Performance optimization

Disregarding convergence issues inferred in SEC. 9.5.1, FITPACK can find very quickly the optimal solution. However, in real-life situations several sources of inefficiencies must be considered.

- By construction, GAs require a lot of evaluations of the merit function. When the latter involves complex numerical calculations, for instance the computation of scattering phase shifts in our case, this drastically increases computation time.
- For cost functions with a lot of secondary minima and free parameters, the genetic population size has to be rather high, that is (i) combinatorial operations in the GA (selection, crossover...) become more and more limiting factors, since they scale as $M^{2}$, and (ii) it further increases the time spend to evaluate the cost function.
- When the number of parameters to be adjusted increases, the computation time increases because of intrinsic numerical combinatorics.

These issues are highlighted by performing benchmark calculations for various situations in which we adjusted (i) the dimensionality $P$ of the problem, (ii) the size of the genetic population $M$, an (iii) the time $\Delta t$ necessary for one evaluation of the merit function. In each case we computed the average time $\delta t$ spent to perform (a) a complete iteration, and (b) the crossover, simplex, mutation and selection steps in Fitpack. The results presented in Figs. (9.10,9.11,9.12) illustrate some intrinsic features and limitations of the simplex-genetic algorithm for very complex problems, i.e.

- most of the time is always spent performing simplex iterations ${ }^{(6)}$. The crossover and mutation phases almost do not contribute to the total computation time, which suggests that the optimization is very efficient, since FITPACK focuses on the actual minimization.
- the time spent per iteration scales linearly with the population size (Fig. 9.10) and the dimensionality (Fig. 9.11). The slope only depends on the computation time of the cost function, as it should be expected. When $P$ and $M$ increase, the time spend in genetic processes (crossover, selection and mutation) also increases because of combinatorics, but remains negligible in comparison with the simplex phase.
- on the contrary, the time spent per iteration scales as a power law with $\Delta t$, as seen in Fig. 9.12, While the computation time for genetic processes remains unchanged as $\Delta t$ increases, as it could be expected.

These results suggest that the computation time in FITPACK scales linearly with $P$ and $M$ and exponentially with $\Delta t$, thus the latter is the limiting factor. On the other hand, very complex optimization problem correspond to high dimensionality and complex cost functions and require large populations to avoid local traps, which may severely impact the efficency of our algorithm.

This calls for parallelization strategies [652] that make use of high-performance computing facilities with computer grids that can handle thousands of threads in parallel. In the case of FITPACK two different strategies can be considered depending on the situation. We have
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Figure 9.10: Scaling properties of FITPACK as a function of the dimensionality.
implemented both of them within FITPACK using the Message Passing Interface [653; 654] (MPI) libraries (OpenMPI [655] in the present case). MPI is a language-independent communications protocol which supports both point-to-point and collective communication between threads that evolve independently, that is distributed memory environments ${ }^{(7)}$. This is the tool of choice for using very large number of simultaneous threads, in comparison with OpenMP threaded shared memory where all threads can access the same memory but their number is limited by hardware architecture (typ. 8 maximum threads). In the following the content of a single thread will be diagramatically represented by a cross-hatched-filled framed box.

### 9.5.2.1 Brute-force parallelization

The simplest parallelization strategy consists in splitting the simplex evolutions between different CPUs, as illustrated in Fig. 9.13. In this scheme, a main ("father") thread handles the supervision of the whole process and the reproduction/crossover phases, but assigns to the other CPUs the simplex evolutions. The latter is best seen in Figs. $(9.14,9.16)$ which presents a communication flowchart in FITPACK using MPE profiling libraries and the JUMPSHOT 4.0 performance visualization utility [656], for a very simple cost function. In this case, four processes are used on the CCRT computer grid [657] (supercalculator in Bruyères-Le-Châtel), and one clearly recovers the flow chart from FIG. 9.13, i.e. the main thread assigns simplex evolutions to the remaining ones, but handles the rest of the algorithm (mutation, crossover).
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Figure 9.11: Scaling properties of FITPACK as a function of the population size.


Figure 9.12: $\quad$ Scaling properties of FITPACK as a function of the merit evaluation time.


Figure 9.13: First parallelization strategy for FITPACK. A main thread (light purple) assigns Nelder-Mead simplex evolutions to different slave threads (blue, green and yellow levels).

This strategy allows one to handle very large populations which is essential in high dimensionality. On the other hand, since the simplex evolution corresponds only to one elementary step in the whole procedure, this parallel implementation is subject to dead times in the slave threads. As shown in Fig. 9.17, we find indeed that slave threads spend about $80 \%$ of the total computation time while waiting for instructions ("RECV" state). The latter picture obviously depends on the evaluation time of the merit function. Dead times are negligible in the case where such an evaluation is very demanding, which will be the case for the fits considered in the present work ${ }^{(8)}$.
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Figure 9.14: Profiling of FITPACK using brute-force parallelization for a simple cost function, 20 simplexes and 4 threads. Color conventions are represented in Fig. 9.15, and arrow represent messages passing between the main thread (Rank 0) and slave ones. On this figure the time scale is too much compressed and many arrows stack into blurry white areas, indicating the periods when communications between threads occur.


Figure 9.15: Conventions for the Jumpshot profiling program.


Figure 9.16: Same as in Fig. 9.14 focusing on one evolution phase where the main thread assigns the simplex evolutions.
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Figure 9.17: Same as in Fig. 9.14 but displaying the aggregated time spend by all threads in each elementary step.

### 9.5.2.2 Island-parallel genetic algoritm



Figure 9.18: Island-parallel strategy for FITPACK. Each thread uses the best specimen from neighboring nodes during the selection process. Neighbors are randomly defined by putting arbitrarily each thread on a uniform grid, as seen in Fig. 9.19. Each node behaves exactly the same.

Another parallelization strategy where dead times are almost suppressed is called islandparallel GA (IPGA) which is a fully symmetric approach. It consists in evolving separately small populations on each thread ("islands"), but at regular intervals allow the best individuals from neighboring islands to participate in the mating process, that is the most fit individuals can "migrate" and diffuse the best phenotypes, as illustrated in Fig. 9.18. If the $T$ is the number of threads available and $M$ the population size on a given island, an IPGA is equivalent to a single GA with a population $M T$, but where all elementary routines are distributed on all threads.
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After a given number of GA iterations on each island (typ. $5 \sim 10$ ), all threads are randomly put on a grid such that each one has a small number of neighbors $\alpha$ (typ. 4, see Fig. 9.19), the best individuals of which are included in the following reproduction phase. The grid defines a migration model, i.e. a given thread sends data to nodes that are different from the ones it gets data from, which needs extra care when implementing the randomized connection matrix.


Figure 9.19: Connection grid for threads in the IPGA approach with $\alpha=4$ and $T=13$ threads, that is four neighbors for each node. At each generation, a thread is randomly put on a node, which defines its neighbors. Yellow nodes correspond to cyclic connections to not overload the schematics. Note that this defines a migration model, i.e. the nodes a given thread sends data to (black lines) are not the ones it gets data from.

MPE profiling of such an implementation can be found in Figs. (9.20,9.21). One sees that all threads have now a symmetric behavior, and spend most of their time computing evolution and mutation steps, i.e. dead times are greatly reduced, as seen through the aggregated time in Fig. 9.22. This approach is thus very useful to handle a very large population by dividing it between a large number of threads.


Figure 9.20: Profiling of FITPACK using island parallelization $(\alpha=4)$ for a simple cost function, 20 simplexes and 6 threads. Color conventions are represented in Fig. 9.15. Migration phases occur each five GA steps.
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Figure 9.21: Same as in Fig. 9.20 focusing on one migration phase where each thread uses neighboring specimen in the crossover process.


Figure 9.22: $\quad$ Same as in Fig. 9.20 but displaying the aggregated time spend by all threads in each elementary step.

### 9.6 Confidence intervals

The hybrid genetic-simplex algorithm presented previously allows to evaluate estimators of the free parameters of the model which is adjusted. However in realistic situations uncertainties of various origins have to be taken into account. As a consequence, each estimated parameter may be modified around its initial value without modifying the model significance. Thus a coherent framework when adjusting a model should include confidence intervals, i.e. intervals within which belongs the true value of the estimated parameter with a given probability. The construction of such intervals depends on whether the optimization can be recast in terms of a linear or a non-linear problem.

### 9.6.1 Linear model

A linear model corresponds to the case where the connection between explanatory variables $\left(X_{i}\right)_{i=1 \ldots N}{ }^{(9)}$ and response, or dependent, variables $\left(Y_{i}\right)_{i=1 \ldots N}$ is linear in terms of the parameters $\left(\beta_{i}\right)_{i=1 \ldots P}$ that are adjusted ${ }^{(10)}[658 ; 659]$, i.e.

$$
\begin{equation*}
\forall i=1 \ldots N, \quad Y_{i}=f\left(X_{i}, \beta\right)+\epsilon_{i}, \quad \beta \equiv\left(\beta_{1} \ldots \beta_{P}\right)^{\mathrm{T}} \tag{9.8}
\end{equation*}
$$

$f$ being $\beta$-linear, and $\epsilon \equiv\left(\epsilon_{1} \ldots \epsilon_{N}\right)^{\mathrm{T}}$ corresponds to error residuals. One assumes that these errors $\epsilon_{i}$ are independent and their distribution follows a normal law of standard deviation $\sigma_{i}$, i.e.

$$
\begin{equation*}
\epsilon=\mathcal{N}\left(0, \sigma^{2} \mathbb{I}\right) \tag{9.9}
\end{equation*}
$$

$\mathbb{I}$ being the identity matrix. One has then

$$
\begin{equation*}
Y=\mathcal{N}\left(X \beta, \sigma^{2} \mathbb{I}\right) \tag{9.10}
\end{equation*}
$$

where $X \equiv\left(X_{1} \ldots X_{N}\right)^{\mathrm{T}}$ is a $N \times P$ matrix which depends on the chosen model. For instance, if the model reads

$$
\begin{equation*}
\forall i=1 \ldots N, \quad Y_{i}=\beta_{1}+\beta_{2} X_{i}+\beta_{3} X_{i}^{2}+\epsilon_{i} \tag{9.11}
\end{equation*}
$$

the matrix $X$ is defined as

$$
X \equiv\left(\begin{array}{ccc}
1 & x_{1} & x_{1}^{2}  \tag{9.12}\\
1 & x_{2} & x_{2}^{2} \\
\vdots & \vdots & \vdots \\
1 & x_{N} & x_{N}^{2}
\end{array}\right)
$$

The best estimator $\hat{\beta}$ of $\beta$ is given by minimizing the model quadratic error, i.e.

$$
\begin{equation*}
\hat{\beta}=\min _{\beta}\|\varepsilon\|^{2}=\min _{\beta}\|Y-X \beta\|^{2} \tag{9.13}
\end{equation*}
$$

which leads to the well-known formula

$$
\begin{equation*}
\hat{\beta}=\left(X^{\mathrm{T}} X\right)^{-1} X^{\mathrm{T}} Y \tag{9.14}
\end{equation*}
$$

called lesser/lower/smaller square estimator of $\beta$, assuming that the square matrix $X^{\mathrm{T}} X$ is inversible. $\beta$ is a random variable with the following properties:
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$$
\begin{array}{ll}
\forall i=1 \ldots N, & Y_{i}=\beta_{1}+\beta_{2} X_{i}+\beta_{3} X_{i}^{2}+\epsilon_{i} \\
\forall i=1 \ldots N, & Y_{i}=\beta_{1}+\beta_{2} \sin \left(X_{i}\right)+\beta_{3} \tanh \left(X_{i}^{3}\right)+\epsilon_{i} \tag{9.7b}
\end{array}
$$
\]

correspond both to linear models.

- $\hat{\beta}$ a non-biased estimator of $\beta$, i.e $\mathrm{E}[\hat{\beta}]=\beta$. Indeed

$$
\begin{equation*}
\mathrm{E}[\hat{\beta}]=\mathrm{E}\left[\left(X^{\mathrm{T}} X\right)^{-1} X^{\mathrm{T}} Y\right]=\left(X^{\mathrm{T}} X\right)^{-1} X^{T} \mathrm{E}[Y]=\left(X^{\mathrm{T}} X\right)^{-1} X^{\mathrm{T}} X \beta=\beta \tag{9.15}
\end{equation*}
$$

- The variance of $\hat{\beta}$ is directly related to the variance of the errors $\sigma$. Indeed

$$
\begin{align*}
\operatorname{Var}[\hat{\beta}] & =\operatorname{Var}\left[\left(X^{\mathrm{T}} X\right)^{-1} X^{\mathrm{T}} Y\right]=\left(X^{\mathrm{T}} X\right)^{-1} X^{\mathrm{T}}\left(\left(X^{\mathrm{T}} X\right)^{-1} X^{\mathrm{T}}\right)^{\mathrm{T}} \operatorname{Var}[Y] \\
& =\left(X^{\mathrm{T}} X\right)^{-1} X^{\mathrm{T}} X\left(X^{\mathrm{T}} X\right)^{-1} \sigma^{2} \mathbb{I}=\sigma^{2}\left(X^{\mathrm{T}} X\right)^{-1} \equiv \sigma_{\hat{\beta}}^{2} \tag{9.16}
\end{align*}
$$

Matrix elements $\left(\sigma_{\hat{\beta}}^{2}\right)_{i j}$ of the square variance-covariance matrix $\sigma_{\hat{\beta}}^{2}$ represent the covariance between $\hat{\beta}_{i}$ and $\hat{\beta}_{j}$. In particular its diagonal matrix elements $\left(\sigma_{\hat{\beta}}^{2}\right)_{i i}$ correspond to the variance of $\hat{\beta}_{i}$.

- $\hat{\beta}$ is a linear function of the Gaussian random variable $Y$, thus one has

$$
\begin{equation*}
\hat{\beta} \sim \mathcal{N}(\mathrm{E}[\hat{\beta}], \operatorname{Var}[\hat{\beta}]) \sim \mathcal{N}\left(\beta, \sigma^{2}\left(X^{\mathrm{T}} X\right)^{-1}\right) \tag{9.17}
\end{equation*}
$$

One gets then

$$
\begin{equation*}
\forall j=1 \ldots P, \quad \hat{\beta}_{j} \sim \mathcal{N}\left(\beta_{j}, \sigma_{\hat{\beta}_{j}}^{2}\right) \tag{9.18}
\end{equation*}
$$

where $\sigma_{\hat{\beta}_{j}}^{2} \equiv \sigma^{2}\left(X^{\mathrm{T}} X\right)_{j j}^{-1}$. That is

$$
\begin{equation*}
\forall j=1 \ldots P, \quad \frac{\hat{\beta}_{j}-\beta_{j}}{\sigma_{\hat{\beta}_{j}}} \sim \mathcal{N}(0,1) \tag{9.19}
\end{equation*}
$$

EQ. (9.19) can be used directly for the construction of confidence intervals in the linear model. The final result depends whether the distribution of initial errors $\sigma$ is known a priori.

If $\sigma$ is known, so are the values of $\sigma_{\hat{\beta}_{j}}$. The confidence interval for the standardized variable associated with $\hat{\beta}_{j}$ corresponding to a given confidence level is provided by the central limit theorem, i.e.

$$
\begin{equation*}
P\left(\left|\frac{\hat{\beta}_{j}-\beta_{j}}{\sigma_{\hat{\beta}_{j}}}\right| \leq a_{\alpha / 2}\right)=1-\alpha \tag{9.20}
\end{equation*}
$$

where $a_{\alpha / 2}$ is the $\alpha / 2$-percentile of the standardized normal law table ${ }^{(11)}$, some values of which can be found in TAB. $\{9.4\}$. That is the confidence interval for $\hat{\beta}_{j}$ is associated to a desired confidence level $1-\alpha$ through

$$
\begin{equation*}
P\left(\beta_{j} \in\left[\hat{\beta}_{j}-\sigma_{\hat{\beta}_{j}} a_{\alpha / 2}, \hat{\beta}_{j}+\sigma_{\hat{\beta}_{j}} a_{\alpha / 2}\right]\right)=1-\alpha \tag{9.23}
\end{equation*}
$$

[^65]| $\alpha$ | $\mathcal{N}$ | $\chi^{2}(k)$ |  | $\mathcal{T}(k)$ |  |
| :--- | :---: | ---: | ---: | ---: | ---: |
|  |  | $k=2$ | $k=10$ | $k=2$ | $k=10$ |
| 0.2 | 1.2816 | 3.2189 | 13.4420 | 1.8856 | 1.3722 |
| 0.1 | 1.6449 | 4.6052 | 15.9870 | 2.9200 | 1.8125 |
| 0.05 | 1.9600 | 5.9915 | 18.3070 | 4.3027 | 2.2281 |
| 0.02 | 2.3264 | 7.8240 | 21.1608 | 6.9646 | 2.7638 |
| 0.01 | 2.5758 | 9.2103 | 23.2093 | 9.9248 | 3.1693 |
| 0.005 | 2.8070 | 10.5966 | 25.1882 | 14.0890 | 3.5814 |
| 0.002 | 3.0902 | 12.4292 | 27.7216 | 22.3271 | 4.1437 |
| 0.001 | 3.2905 | 13.8155 | 29.5883 | 31.5991 | 4.5869 |
| 0.0001 | 3.8906 | 18.4207 | 35.5640 | 99.9925 | 6.2111 |
| 0.00001 | 4.4172 | 23.0259 | 41.2962 | 316.2254 | 8.1503 |

Table 9.4: Quantiles for normal and Student laws.

On the other hand, when $\sigma$, thus $\sigma_{\hat{\beta}_{j}}$, is not known we have to estimate it, through the estimator of $\epsilon$, i.e.

$$
\begin{equation*}
\hat{\epsilon}=\|\hat{Y}-X \hat{\beta}\|, \quad \quad \hat{\sigma}^{2}=\frac{1}{n-p} \sum_{i=1}^{n} \hat{\epsilon}_{i}^{2}, \quad \quad \hat{\sigma}_{\hat{\beta}_{j}}^{2}=\hat{\sigma}^{2}\left(X^{\mathrm{T}} X\right)^{-1} \tag{9.24}
\end{equation*}
$$

According to Cochran's theorem ${ }^{(12)}(n-p) \hat{\sigma}_{\hat{\beta}_{j}}^{2} / \sigma_{\hat{\beta}_{j}}^{2}$ follows then a $\chi^{2}$ distribution with $(n-p)$ degrees of freedom. It follows that

$$
\begin{equation*}
\frac{\hat{\beta}_{j}-\beta_{j}}{\hat{\sigma}_{\hat{\beta}_{j}}} \sim \mathcal{T}(n-p) \tag{9.26}
\end{equation*}
$$

where $\mathcal{T}(k)$ is a Student law with $k$ degrees of freedom. Indeed, one has for two random variables $Z$ and $U$

$$
\left\{\begin{array}{l}
Z \sim \mathcal{N}(0,1)  \tag{9.27}\\
U \sim \chi^{2}(k)
\end{array} \quad \Rightarrow \quad \frac{Z}{\sqrt{U / k}} \sim \mathcal{T}(k)\right.
$$

Confidence intervals for $\beta$ can then be evaluated with the same method as in the case where $\sigma$ is known, i.e.

$$
\begin{equation*}
P\left(\beta_{j} \in\left[\hat{\beta}_{j}-\hat{\sigma}_{\hat{\beta}_{j}} t_{\alpha / 2}, \hat{\beta}_{j}+\hat{\sigma}_{\hat{\beta}_{j}} t_{\alpha / 2}\right]\right)=1-\alpha \tag{9.28}
\end{equation*}
$$

where $t_{\alpha / 2}$ is the $(\alpha / 2)$ quantile of the Student law with $n$ degrees of freedom.

### 9.6.2 Non-linear model

Many realistic optimization problems correspond to non-linear situations, where the relation between explanatory and answer variables is written as

$$
\begin{equation*}
Y=\eta(\beta, X)+\epsilon \tag{9.29}
\end{equation*}
$$
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such that the best model minimizes the quadratic error, i.e.

$$
\begin{equation*}
\min _{\beta}\|\varepsilon\|^{2}=\min _{\beta}\|Y-\eta(\beta)\|^{2} \tag{9.30}
\end{equation*}
$$

In contrary to the linear model, no analytic solutions of EQ. (9.30) exist, and iterative methods have to be used to approach the solution (Gauss-Newton, Newton-Raphson or scores methods, simplex or genetic algorithms...). Since the distribution of errors does not follow a priori a given law, one cannot use directly the formulæ from SEC. 9.6.1.

The linearization method consists in a possible solution, where $\eta(\beta)$ is approximated by a Taylor expansion at first order around $\hat{\beta}$, i.e.

$$
\begin{equation*}
\eta(\beta) \simeq \eta(\hat{\beta})+\nabla \eta(\hat{\beta})(\beta-\hat{\beta})+\ldots \tag{9.31}
\end{equation*}
$$

The confidence region for $\beta$ with probability $(1-\alpha)$ is then defined as the interval such that [660]

- if $\sigma^{2}$ is known,

$$
\begin{equation*}
(\beta-\hat{\beta})^{\mathrm{T}} \hat{V}^{-1}(\beta-\hat{\beta}) \leqslant \sigma^{2}\left(\chi_{P, \alpha / 2}^{2}\right)^{-1}(1-\alpha) \tag{9.32}
\end{equation*}
$$

- if $\sigma^{2}$ is unknown, using its estimator

$$
\begin{equation*}
(\beta-\hat{\beta})^{\mathrm{T}} \hat{V}^{-1}(\beta-\hat{\beta}) \leqslant \hat{\sigma}^{2}\left(\chi_{P, \alpha / 2}^{2}\right)^{-1}(1-\alpha) \tag{9.33}
\end{equation*}
$$

where $\hat{V}=\left(\nabla^{\mathrm{T}} \eta(\hat{\beta}) \nabla \eta(\hat{\beta})\right)^{-1}$, and $\chi_{P, \alpha / 2}^{2}$ denotes the $\alpha / 2$ quantile of the $\chi^{2}$ distribution with $P$ degrees of freedom.

On the other hand, when (i) the hypotheses of the linear model are not verified, (ii) such a linearization is not possible, or (iii) we only access estimates for $\beta$ and no estimator $\hat{\beta}$, other methods have to be used. In particular, the quality of the estimated values that are obtained using iterative methods for non-linear problems can be evaluated using the bootstrap method [661-666]. The latter allows a construction of a large sample of estimates whose distribution is not known a priori, but from which confidence intervals are constructed using the same method as in SEC. 9.6.1. Bootstrapping allows then to estimate properties of an estimator by measuring those properties when sampling from an approximating distribution. That is the fitting algorithm is repeated for slight variations of the input conditions that preserve the model significance, and the values of the estimates are converted into error bars.

Let us introduce the formalism in the case where resamples are built from of the observed dataset. Suppose that we have a sample $X=\left(X_{1}, X_{2} \ldots X_{N}\right)$, and we are interested in a statistic $\theta=\mathcal{S}(X)$, using the studentized bootstrap, or bootstrap-t, method [667; 668], where the distribution of $(\hat{\theta}-\theta) / \hat{\sigma}$ is approximated by an auxiliary distribution $\left(\hat{\theta}^{*}-\theta\right) / \hat{\sigma}^{*}$. From $X$ one generates $B$ bootstrap samples noted $\left\{x^{* 1}, x^{* 2} \ldots x^{* B}\right\}$ of common length $N$ by random sampling with replacement. One evaluates then the quantity

$$
\begin{equation*}
Z^{*}(b)=\frac{\hat{\theta}^{*}(b)-\hat{\theta}}{\hat{\epsilon}^{*}(b)} \tag{9.34}
\end{equation*}
$$

where $\hat{\theta}^{*}(b)=\mathcal{S}\left(x^{* b}\right)$ is the estimation of $\theta$ for the sample $x^{* b}$ and $\hat{\epsilon}^{*}(b)$ is the standard error estimation

$$
\begin{equation*}
\hat{\epsilon}^{*}(b)=\sqrt{\operatorname{Var}\left[\hat{\theta}^{*}(b)\right]} \tag{9.35}
\end{equation*}
$$

The distribution of $Z^{*}(b)$ constitutes the so-called bootstrap table, from which the $\alpha$-quantiles noted $t_{\alpha}$ are estimated through

$$
\begin{equation*}
\frac{1}{B} \operatorname{card}\left\{Z^{*}(b) \leq \hat{t}_{\alpha}\right\}=1-\alpha \tag{9.36}
\end{equation*}
$$

The bootstrap-t confident interval reads then

$$
\begin{equation*}
\left[\hat{\theta}-\hat{t}_{1-\alpha} \hat{\epsilon}, \hat{\theta}-\hat{t}_{\alpha} \hat{\epsilon}\right] \tag{9.37}
\end{equation*}
$$

In practice such intervals are obtained by ordering the values of $\beta_{j}^{*}$ in the bootstrap table noted $\left(\tilde{\beta}_{1}^{*} \ldots \tilde{\beta}_{B}^{*}\right)$, such that

$$
\begin{equation*}
\hat{\beta}_{j} \in\left[\tilde{\beta}_{j}^{\lceil B \alpha\rceil}, \tilde{\beta}_{j}^{\lfloor B(1-\alpha)\rfloor}\right] \tag{9.38}
\end{equation*}
$$

Finally, in the case where $\mathcal{S}$ is not know, a similar algorithm based on resampling can be applied to evaluate confidence intervals, which consists in the following steps:

1. the initial parameters $\beta^{*}$ are estimated using a given iterative method,
2. the answer variables $Y$ are estimated by $\hat{Y}$ using $\beta^{*}$,
3. we estimate the errors by $\hat{\epsilon}=Y-\hat{Y}$,
4. from the values of $\hat{\epsilon}=\left(\epsilon_{1} \ldots \epsilon_{N}\right)$, we construct $B$ bootstrap samples using sampling with replacement noted $\left(\epsilon^{* 1} \ldots \epsilon^{* B}\right)$,
5. for each $\epsilon^{* i}$ one evaluates the new answer variable $\hat{Y}^{* i}=\hat{Y}+\epsilon^{* i}$,
6. for each $\hat{Y}^{* i}$ one estimates the values $\beta_{j}^{* i=1 \ldots B}$ of $\beta$ by the same method used to obtain $\beta^{*}$,
7. the latter values of $\beta_{j}^{* i=1 \ldots B}$ are sorted by increasing value for each $j$ into the sequence $\tilde{\beta}_{j}=\left(\tilde{\beta}_{j}^{1} \ldots \tilde{\beta}_{j}^{B}\right)$,
8. the confidence intervals with $(1-2 \alpha)$ probability are then for each $j\left[\tilde{\beta}_{j}^{\lceil B \alpha\rceil}, \tilde{\beta}_{j}^{\lfloor B(1-\alpha)\rfloor}\right]$.

Let us illustrate the method in a linear case where confidence intervals can be evaluated using the method from SEC. 9.6.1 of the bootstrap method that we have just introduced. We consider a model

$$
\begin{equation*}
\forall i=1 \ldots 100, \quad y_{i}=15-4 x_{i}+5 x_{i}^{2}+15 x_{i}^{3}+\varepsilon_{i}, \quad x_{i} \in[-1,1] \tag{9.39}
\end{equation*}
$$

where a random error $\epsilon_{i} \sim \mathcal{N}(0,3)$ is added at each bin. In Fig. 9.23 are represented (i) the data points, (ii) the ideal curve without the errors $\epsilon$, and (iii) the curve corresponding to the adjusted linear model

$$
\begin{equation*}
\forall i=1 \ldots 100, \quad y_{i}=\beta_{0}+\beta_{1} x_{i}+\beta_{2} x_{i}^{2}+\beta_{3} x_{i}^{3} \tag{9.40}
\end{equation*}
$$

Confidence intervals from the Student and bootstrap methods are summarized in TAB. $\{9.5\}$, and are found to be very close to each other. Bootstrap intervals are bigger than Student ones, given that for a linear model where the error distribution is known a priori the Student method provides the best possible error bars.


Figure 9.23: Linear model used to illustrate the construction of confidence intervals. The data points are obtained by adding random errors to the ideal curve in red, while the optimized linear model is represented in blue.

|  | Exact | Estimated | Student |  | Bootstrap |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  |  |  | Max | Min | Max |  |
| $\beta_{0}$ | 15.00 | 14.9946 | 14.9641 | 15.0251 | 14.7870 | 15.1989 |
| $\beta_{1}$ | -4.00 | -3.8696 | -4.1217 | -3.6174 | -4.4449 | -3.2722 |
| $\beta_{2}$ | 5.00 | 5.0560 | 4.9059 | 5.2061 | 4.5965 | 5.5459 |
| $\beta_{3}$ | 15.00 | 14.9727 | 14.3936 | 15.5519 | 14.1148 | 15.8705 |

Table 9.5: Confidence intervals obtained for the linear example from Fig. 9.23 with two different methods.

## Chapter 10

# Results: operatorial representation of the bare nucleon-nucleon force 


#### Abstract

This chapter presents the first results of the adjustment procedure for $v_{\text {BDRS }}$, and several cases of interest are discussed. At first, only the ${ }^{1} \mathrm{~S}_{0}$ partial wave for $v_{\mathrm{BDRS}}^{[\text {bare } 2 \text { ] }]}$ is adjusted, aiming at a microscopic description of pairing. That is, focus for now is put on strategy 1. It is highlighted that including explicitly the RG cutoff function in the momentum space expression of $v_{\text {BDRS }}$ allows a very precise description of $V_{\text {low } k}$ in that particular channel, with the tradeoff that such representation is unlikely to be used in existing EDF calculations in a harmonic oscillator basis. Nevertheless, several very important features can be extracted within this approach, in particular concerning the decomposition of the potential in terms of zero-/finite-range components. Then, the extraction of the strictly gaussian vertex is performed, firstly restricted to the ${ }^{1} \mathrm{~S}_{0}$ partial wave, and then extended to all $L \geq 2$ matrix elements, which allows to grab the contributions of spin-orbit and tensor couplings. The addition of theoretical uncertainties provides additional guidelines concerning the long-term strategy which is initiated by this dissertation, that is the construction of non-empirical vertices for finite-range EDF calculations.
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## $10.1{ }^{1} \mathrm{~S}_{0}$ channel: separable representation

Let us first present briefly results obtained by T. Lesinski using a parallel approach, that is a separable representation of $V_{\text {low } k}$ restricted to the ${ }^{1} \mathrm{~S}_{0}$ partial wave [669]. The latter representation is motivated by the presence of a virtual state in the ${ }^{1} \mathrm{~S}_{0}$ channel [1;670]. This finite-range expression can be plugged in the particle-particle channel of Skyrme-EDF calculations using a new code written in a Bessel functions basis, while yielding to an accurate description for both matrix elements and phase shifts of the initial interaction. The separable interaction is defined as

$$
\begin{equation*}
v_{\mathrm{sep}}\left(k, k^{\prime}\right)=\sum_{\alpha=1}^{R} g_{\alpha}(k) \lambda_{\alpha} g_{\alpha}\left(k^{\prime}\right), \tag{10.1}
\end{equation*}
$$

where $R$ is the rank of the representation, typically $2-3$ for low-momentum interactions with $\Lambda \lesssim 2.3 \mathrm{fm}^{-1}$, and the functions $g$ are form factors. One possible definition for these form factors are exponential-polynomial expressions

$$
\begin{equation*}
g_{\alpha}(k)=\left[\sum_{n} x_{\alpha n}\left(\frac{a_{\alpha}^{2} k^{2}}{2}\right)^{n}\right] \exp \left(-\frac{a_{\alpha}^{2} k^{2}}{2}\right) \tag{10.2}
\end{equation*}
$$

where the sum over $n$ runs on a small set of integer values, typically 4 , and the total form factor is normalized such that $x_{\alpha n_{\text {min }}}=1$. Some results concerning rank-2 and rank-3 representations of $V_{\text {low } k}$ for $\Lambda=1.8 \mathrm{fm}^{-1}$ and $\Lambda=2.5 \mathrm{fm}^{-1}$, respectively, are presented in Fig. 10.1. Numerical values for the parameters $\left\{a_{\alpha}, \lambda_{\alpha}, x_{\alpha n}\right\}$ are summarized on TAB. $\{10.1\}$. The very good description of the phase shifts by the separable representation is also seen on Fig. 10.2.

### 10.2 Explicit inclusion of renormalization group cutoffs

### 10.2.1 Motivations

An explicit introduction of the RG cutoff amounts to defining a $R G$-induced effective vertex in momentum space as

$$
\begin{equation*}
\tilde{V}^{[\mathrm{ind}]}\left(\vec{k}_{1}, \vec{k}_{2}, \vec{k}_{3}, \vec{k}_{4}\right) \equiv \tilde{V}^{[\mathrm{ind}]}\left(\vec{k}_{i}\right)=\tilde{V}_{0}(\vec{q})(2 \pi)^{3} \delta\left(\vec{K}-\vec{K}^{\prime}\right) \times \tilde{g}(k) \tilde{g}\left(k^{\prime}\right), \tag{10.3}
\end{equation*}
$$

for a generic RG cutoff function $\tilde{g}^{(1)}$ (see SEC. 5.4.1), whereas $\tilde{V}_{0}$ denotes the momentum space representation of a local potential. Several arguments can be put forward for such an idea.
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Figure 10.1: Diagonal $\left(k=k^{\prime}\right)$ and off-diagonal $\left(k^{\prime} \simeq 0\right)$ matrix elements for a separable representation of $V_{\text {low } k}$ in the ${ }^{1} \mathrm{~S}_{0}$ channel.

|  | $\Lambda=1.8 \mathrm{fm}^{-1}$ |  | $\Lambda=2.1 \mathrm{fm}^{-1}$ |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\alpha$ | 1 | 2 | 1 | 2 | 3 |
| $a_{\alpha}[\mathrm{fm}]$ | 1.557932 | 1.758800 | 1.364033 | 1.161567 | 1.645158 |
| $x_{\alpha 0}$ | 1.0 |  | 1.0 |  |  |
| $x_{\alpha 1}$ | 0.148392 | 1.0 |  | 1.0 |  |
| $x_{\alpha 2}$ | 0.340435 | -0.556468 | 0.314835 | -0.227809 | 1.0 |
| $x_{\alpha 3}$ | -0.058734 | 0.404733 | -0.094650 | -0.044524 | 0.287585 |
| $x_{\alpha 4}$ |  | -0.053844 |  | 0.015023 | -0.272929 |
| $x_{\alpha 5}$ |  |  | -0.000430 |  | 0.056317 |
| $\lambda_{\alpha \alpha}\left[\mathrm{MeV.fm}{ }^{3}\right]$ | -999.995 | -998.5034 | -992.5480 | -1736.8452 | 223.2350 |

Table 10.1: Parameters for a separable representation of $V_{\text {low } k}$ at two cutoffs $\Lambda$.


Figure 10.2: ${ }^{1} \mathrm{~S}_{0}$ phase shifts of $V_{\text {low } k}$ and its separable representation, with the same conventions as in Fig. 10.1.
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- The RG formalism states that the relevant part of high-energy physics beyond the cutoff $\Lambda$ is properly recast into the low-energy part that enters nuclear stucture calculations. This means that there is actually no significance in using values of $v_{\text {BDRS }}$ beyond $\Lambda$ in the fit procedure. This argument can be extrapolated in the case of a smooth $V_{\text {low } k}$.
- For reasonable values of $\Lambda$ used in low-energy nuclear physics (around $2.1 \mathrm{fm}^{-1}$ ), matrix elements of $V_{\text {low } k}$ present a sharp inflexion around $\Lambda$, where they go to zero. Such an inflexion cannot be reproduced by any gaussian parametrization, which is at the origin of the theoretical uncertainties defined in the following (large tolerance allowed around $\Lambda$ ). The introduction of RG cutoffs allows a better reproduction of this large curvature.
- This approach amounts to representing $V_{\text {low } k}$, which is intrinsically non-local, by an interaction where the non-locality is explicitly factorized. However, such a factorization in momentum space does not lead to an equivalent factorization in coordinate space.
- The partial wave decomposition of a gaussian presents some peculiar behaviors, especially in the ${ }^{1} \mathrm{~S}_{0}$ channel. Indeed, if one considers a gaussian of arbitrary range $\mu_{0}=2.1 \mathrm{fm}$, matrix elements as a function of the magnitude of the momentum transfer $|\vec{q}|$, represented in FIg. 10.3a, are negligible for $q \gtrsim 2.1 \mathrm{fm}^{-1}$.

(a) As a function of the total momentum transfer $q$

(b) As a function of the entering relative momentum $k$ in the ${ }^{1} \mathrm{~S}_{0}$ channel for diagonal (red) and off-diagonal (blue) matrix elements, without the phase factor

Figure 10.3: Matrix elements in momentum space of a simple gaussian.

However, the behavior of the matrix elements of such a gaussian in the ${ }^{1} \mathrm{~S}_{0}$ channel as a function of entering and outgoing momenta $\left(k, k^{\prime}\right)$ is very different, as shown in FIG. 10.3b. Indeed, one has (i) non-negligible diagonal matrix elements up to $k \approx 3.5 \mathrm{fm}^{-1}$, (ii) negligible off-diagonal matrix elements ${ }^{(2)}$ for $k \gtrsim 2.1 \mathrm{fm}^{-1}$. Such high-momentum components are necessary for a good reconstruction of the initial vertex. Let us consider as a toy model the initial vertex

$$
\begin{equation*}
\tilde{V}_{0}(\vec{q})=\exp \left(-\frac{1}{4} \mu_{0}^{2} q^{2}\right) \tag{10.4}
\end{equation*}
$$

[^68]where $\vec{q}=\vec{k}-\vec{k}^{\prime}$, and the vector $\vec{k}$ is put on the $[0 z)$ axis, which means, because of axial symmetry, that the only two relevant degrees of freedom for $\vec{k}^{\prime}$ are its projections $k_{x}^{\prime}$ and $k_{z}^{\prime}$ on the $x$ and $z$ axis, respectively. From this starting point one can evaluate (i) the exact values for the potential $\tilde{V}_{0}(\vec{q})$ for several magnitudes of the vector $\vec{k}$ noted $k_{z}$, and $\left(k_{x}^{\prime}, k_{z}^{\prime}\right)$, and (ii) the potential $\tilde{V}_{0}^{\text {reco }}\left(k_{z}, k_{x}^{\prime}, k_{z}^{\prime}\right)$, reconstructed from a partial wave expansion of $\tilde{V}_{0}(\vec{q})$. Fig. 10.4 shows a comparison between these two approaches, and one can see that for rather small values of $k_{z}$, the partial wave summation quickly converges to the original value of $\tilde{V}_{0}(\vec{q})$.


Figure 10.4: Toy model reconstruction of $\tilde{V}_{0}(\vec{q})$ from its partial wave expansion, for several values of $k_{z}$. From left to right panels: inital vertex, reconstructed vertex with $\ell<5$ partial waves, $\ell=0$ term without the phase factor, difference between the initial and reconstructed matrix elements using $\ell<5$ partial waves.

One can also evaluate the reconstructed vertex $\tilde{V}_{1}^{\text {reco }}\left(k_{z}, k_{x}^{\prime}, k_{z}^{\prime}\right)$ from a partial wave expansion of $\tilde{V}_{0}(\vec{q})$ with a RG cutoff function enforced in each partial wave. Results are represented on Figs. $(10.5,10.6)$ with sharp and smooth RG cutoff functions. Low- $k$ matrix elements are still very accurately reproduced. This proves that one can "artificially" deteriorate the high- $k$ part of the matrix elements without affecting drastically matrix elements below the RG cutoff $\Lambda$.
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Figure 10.5: Same as in Fig. 10.4 but where partial wave matrix elements have a sharp RG cutoff at $\Lambda=2.1 \mathrm{fm}^{-1}$.


Figure 10.6: Same as in Fig. 10.4 but where partial wave matrix elements have a smooth exponential RG cutoff (SEC. 5.4.1) at $\Lambda=2.1 \mathrm{fm}^{-1}$ with $n=2$.

### 10.2.2 One-dimension toy model

The consequences of the introduction of RG cutoff functions in momentum space back into coordinate space must be evaluated, in particular whether it leads to a form which can be implemented in traditional structure codes or not. One starts from a toy model where all important features appear, i.e. simple 1D case $(d=1)$ with the central gaussian potential

$$
\begin{equation*}
\tilde{V}_{0}(q)=(\mu \sqrt{\pi}) \exp \left(-\frac{1}{4} \mu^{2} q^{2}\right), \tag{10.5}
\end{equation*}
$$

And one aims at evaluating in coordinate space the RG-induced vertex

$$
\begin{equation*}
\tilde{V}^{[\mathrm{ind]}}\left(k_{i}\right)=\tilde{V}_{0}(q)(2 \pi) \delta\left(K-K^{\prime}\right) \times \tilde{g}(k) \tilde{g}\left(k^{\prime}\right) . \tag{10.6}
\end{equation*}
$$

Transformation rules read then

$$
\begin{align*}
& \tilde{V}_{0}^{[\mathrm{X}]}\left(k_{i}\right)=\quad \int \mathrm{d} r_{i} e^{-i\left(r_{1} k_{1}-r_{3} k_{3}+r_{2} k_{2}-r_{4} k_{r}\right)} V_{0}^{[\mathrm{X}]}\left(r_{i}\right),  \tag{10.7a}\\
& V_{0}^{[\mathrm{X}]}\left(r_{i}\right)=\frac{1}{(2 \pi)^{4}} \int \mathrm{~d} k_{i} e^{+i\left(r_{1} k_{1}-r_{3} k_{3}+r_{2} k_{2}-r_{4} k_{r}\right)} \tilde{V}_{0}^{[\mathrm{X}]}\left(k_{i}\right) . \tag{10.7b}
\end{align*}
$$

Let us first recall important properties for the 1D Dirac delta function, defined as the limit of nascent delta functions, that will be useful later on, i.e.

$$
\begin{align*}
\delta(x) & =\lim _{a \rightarrow 0} \delta_{a}(x),  \tag{10.8a}\\
\delta_{a}(x) & =\frac{1}{\pi r} \sin \left(\frac{r}{a}\right),  \tag{10.8b}\\
\delta_{a}(x) & =\frac{1}{a \sqrt{\pi}} e^{-r^{2} / a^{2}} . \tag{10.8c}
\end{align*}
$$

In particular, from EQ. (10.8b) one recovers

$$
\begin{equation*}
\left\langle r \mid r^{\prime}\right\rangle=\frac{1}{(2 \pi)} \int \mathrm{d} k e^{i k\left(r-r^{\prime}\right)}=\delta\left(r-r^{\prime}\right) \tag{10.9}
\end{equation*}
$$

### 10.2.2.1 Initial vertex in coordinate space

The uncorrected vertex

$$
\begin{equation*}
\tilde{V}_{0}^{[\mathrm{NC}]}\left(k_{i}\right)=(2 \pi) \tilde{V}_{0}(q) \delta\left(K-K^{\prime}\right), \tag{10.10}
\end{equation*}
$$

reads immediately in coordinate space

$$
\begin{align*}
V_{0}^{\left[\mathrm{NC]}\left(r_{i}\right)=\right.} & \frac{1}{(2 \pi)^{3}} \int \mathrm{~d} k \mathrm{~d} k^{\prime} \mathrm{d} K \mathrm{~d} K^{\prime} \tilde{V}_{0}(q) \delta\left(K-K^{\prime}\right) \\
& \quad \times \exp \left[i\left(k\left(r_{1}-r_{2}\right)+\frac{K}{2}\left(r_{1}+r_{2}\right)-k^{\prime}\left(r_{3}-r_{4}\right)-\frac{K^{\prime}}{2}\left(r_{3}+r_{4}\right)\right)\right] \\
= & \frac{1}{(2 \pi)^{2}} \delta\left(\frac{r_{1}+r_{2}-r_{3}-r_{4}}{2}\right) \int \mathrm{d} k \mathrm{~d} k^{\prime} \exp \left[i\left(k\left(r_{1}-r_{2}\right)-k^{\prime}\left(r_{3}-r_{4}\right)\right)\right] \tilde{V}_{0}(q) \\
= & \frac{1}{(2 \pi)^{2}} \delta\left(\frac{r_{1}+r_{2}-r_{3}-r_{4}}{2}\right) \\
& \quad \times \int \frac{\mathrm{d} q \mathrm{~d} q^{\prime}}{2} \exp \left[i\left(\frac{q\left(r_{1}-r_{2}+r_{3}-r_{4}\right)}{2}+\frac{q^{\prime}\left(r_{1}-r_{2}-r_{3}+r_{4}\right)}{2}\right)\right] \tilde{V}_{0}(q) \\
= & \frac{1}{(2 \pi)} \frac{1}{2} \delta\left(R-R^{\prime}\right) \delta\left(\frac{r-r^{\prime}}{2}\right) \int \mathrm{d} q \exp \left[\frac{i q\left(r_{1}-r_{2}+r_{3}-r_{4}\right)}{2}\right] \tilde{V}_{0}(q) \\
= & \frac{1}{(2 \pi)} \delta\left(r_{1}-r_{3}\right) \delta\left(r_{2}-r_{4}\right) \int \mathrm{d} q e^{-i q r} \tilde{V}_{0}(q) \\
= & \delta\left(r_{1}-r_{3}\right) \delta\left(r_{2}-r_{4}\right) V_{0}(r), \tag{10.11}
\end{align*}
$$

where

$$
\begin{equation*}
V_{0}(r)=e^{-\frac{r^{2}}{\mu^{2}}} \tag{10.12}
\end{equation*}
$$

### 10.2.2.2 RG cutoff function in coordinate space

The RG cutoff part from EQ. (10.6) reads

$$
\begin{equation*}
\tilde{V}^{[\mathrm{RG}]}\left(k_{i}\right)=\tilde{g}(k) \tilde{g}\left(k^{\prime}\right) . \tag{10.13}
\end{equation*}
$$

This leads in coordinate space to

$$
\begin{align*}
V^{[\mathrm{RG}]}\left(r_{i}\right)= & \frac{1}{(2 \pi)^{4}} \int \mathrm{~d} k \mathrm{~d} k^{\prime} \mathrm{d} K \mathrm{~d} K^{\prime} \tilde{g}(k) \tilde{g}\left(k^{\prime}\right) \\
& \quad \times \exp \left[i\left(k\left(r_{1}-r_{2}\right)+\frac{K}{2}\left(r_{1}+r_{2}\right)-k^{\prime}\left(r_{3}-r_{4}\right)-\frac{K^{\prime}}{2}\left(r_{3}+r_{4}\right)\right)\right] \\
= & \delta(R) \delta\left(R^{\prime}\right) \frac{1}{(2 \pi)} \int \mathrm{d} k e^{-i k r} \tilde{g}(k) \frac{1}{(2 \pi)} \int \mathrm{d} k^{\prime} e^{-i k^{\prime} r} \tilde{g}\left(k^{\prime}\right) \\
= & \delta(R) \delta\left(R^{\prime}\right) g(r) g\left(r^{\prime}\right), \tag{10.14}
\end{align*}
$$

the RG functions in coordinate space being left to be evaluated.

### 10.2.2.3 RG-induced non-local vertex in coordinate space

Recovering the full RG-induced vertex in coordinate space $V^{[\text {ind }]}\left(r_{i}\right)$ makes use of the convolution theorem. The latter reads for non-unitary Fourier transforms

$$
\begin{equation*}
\widetilde{(f * g)}(t)=\tilde{f}(\omega) \cdot \tilde{g}(\omega), \tag{10.15}
\end{equation*}
$$

where [•] is the normal product, and [*] the convolution one defined as

$$
\begin{equation*}
(f * g)(t)=\int \mathrm{d} \tau f(\tau) g(t-\tau) \tag{10.16}
\end{equation*}
$$

One gets then

$$
\begin{align*}
V_{0}^{[\mathrm{ind}]}\left(r_{i}\right)= & \left(V^{[\mathrm{NC}]} * V_{0}^{[\mathrm{RG}]}\right)\left(r_{i}\right) \\
= & \int \mathrm{d} \tau_{\mathrm{i}} \mathrm{~V}^{[\mathrm{NC]}}\left(\mathrm{r}_{\mathrm{i}}-\tau_{\mathrm{i}}\right) \mathrm{V}_{0}^{[\mathrm{RG}]}\left(\tau_{\mathrm{i}}\right) \\
= & \int \mathrm{d} \tau_{i} \delta\left(r_{1}-r_{3}-\tau_{1}+\tau_{3}\right) \delta\left(r_{2}-r_{4}-\tau_{2}+\tau_{4}\right) V_{0}\left(r_{2}-r_{1}-\tau_{2}+\tau_{1}\right) \\
& \times \delta\left(\frac{\tau_{1}+\tau_{2}}{2}\right) \delta\left(\frac{\tau_{3}+\tau_{4}}{2}\right) g\left(\tau_{2}-\tau_{1}\right) g\left(\tau_{4}-\tau_{3}\right) \\
& \quad \times \mathrm{d} \gamma \mathrm{~d} \gamma^{\prime} \delta\left(r_{1}-r_{3}-\frac{\gamma^{\prime}-\gamma}{2}\right) \delta\left(r_{2}-r_{4}+\frac{\gamma^{\prime}-\gamma}{2}\right) V_{0}\left(\frac{r+r^{\prime}}{2}-\frac{\gamma+\gamma^{\prime}}{2}\right) g(\gamma) g\left(\gamma^{\prime}\right) \tag{10.17a}
\end{align*}
$$

$$
\begin{equation*}
=2 \int \mathrm{~d} \epsilon \mathrm{~d} \epsilon^{\prime} \delta\left(r_{1}-r_{3}-\epsilon^{\prime}\right) \delta\left(r_{2}-r_{4}+\epsilon^{\prime}\right) V_{0}\left(\frac{r+r^{\prime}}{2}-\epsilon\right) g\left(\epsilon^{\prime}-\epsilon\right) g\left(\epsilon^{\prime}+\epsilon\right) \tag{10.17b}
\end{equation*}
$$

$$
\begin{equation*}
=\delta\left(R-R^{\prime}\right) \int \mathrm{d} \epsilon V_{0}\left(\frac{r+r^{\prime}}{2}-\epsilon\right) g\left(\frac{r^{\prime}-r}{2}-\epsilon\right) g\left(\frac{r^{\prime}-r}{2}+\epsilon\right), \tag{10.17c}
\end{equation*}
$$

using the variable change

$$
\left[\begin{array} { r l r l } 
{ \gamma = \tau _ { 2 } - \tau _ { 1 } } & { \Gamma } & { = \frac { 1 } { 2 } ( \tau _ { 1 } + \tau _ { 2 } ) }  \tag{10.18a}\\
{ \gamma ^ { \prime } = \tau _ { 4 } - \tau _ { 3 } } & { \Gamma ^ { \prime } = \frac { 1 } { 2 } ( \tau _ { 3 } + \tau _ { 4 } ) }
\end{array} \Leftrightarrow \left[\begin{array}{lll}
\tau_{1}=\Gamma-\frac{\gamma}{2} & \tau_{2}=\Gamma+\frac{\gamma}{2} \\
\tau_{3}=\Gamma^{\prime}-\frac{\gamma^{\prime}}{2} & \tau_{4}=\Gamma^{\prime}+\frac{\gamma^{\prime}}{2}
\end{array}\right.\right.
$$

$$
\left[\begin{array} { r l } 
{ \epsilon } & { = \frac { \gamma ^ { \prime } - \gamma } { 2 } }  \tag{10.18b}\\
{ \epsilon ^ { \prime } } & { = \frac { \gamma ^ { \prime } + \gamma } { 2 } }
\end{array} \Leftrightarrow \left[\begin{array}{rl}
\gamma & =\epsilon^{\prime}-\epsilon \\
\gamma^{\prime} & =\epsilon^{\prime}+\epsilon
\end{array}\right.\right.
$$

One sees that non-localities appear at the level of EQ. (10.17c) but are not expressed in terms of an explicit factorization of the kind

$$
\begin{equation*}
V_{0}^{[\mathrm{ind}]}\left(r_{i}\right) \equiv V(r) h\left(r_{1}-r_{3}\right) h\left(r_{2}-r_{4}\right) \tag{10.19}
\end{equation*}
$$

On the contrary, it is dubious that the expressions found for $V_{0}^{[\text {ind }]}\left(r_{i}\right)$ can be implemented in existing EDF codes in a HO basis. Nevertheless, designing at first a RG-induced gaussian vertex remains of interest since it will lead to high-precision representations of the bare NN force $V_{\text {low } k}$, setting reference points for studies without RG cutoff functions.

In the limit case $\tilde{g}(k)=1$ one recovers easily Eq. (10.11) using Eq. (10.17a). In all other non-trivial cases, one can note that RG cutoff functions always verify

$$
\begin{equation*}
\tilde{g}(k) \underset{k \ll \Lambda}{\approx} 1 \quad \tilde{g}(k) \underset{k \gg \Lambda}{\approx} 0, \tag{10.20}
\end{equation*}
$$

i.e. associated Fourier transforms $g(r)$ will always be peaked around zero (see below). One sees that non-local induced vertices $V_{0}^{[\text {ind }]}\left(r_{i}\right)$ will always correspond to rather small "non-local detunings" characterized for instance by the values of $\left(r_{1}-r_{3}\right)$ or $\left(r_{2}-r_{4}\right)$. That is, the range in the non-local direction is expected to remain small.

### 10.2.3 Applications

Let us now evaluate RG-induced vertices for the toy model case using the most common RG cutoff functions.

## Sharp cutoff

For the sharp cutoff $V_{\text {low } k}$, one has immediately

$$
\begin{equation*}
\tilde{g}(k)=\Theta(\Lambda-|k|), \quad g(r)=\frac{\sin (\Lambda r)}{\pi r} \tag{10.21}
\end{equation*}
$$

where one recovers the proper limits as the cutoff goes to infinity, since

$$
\begin{equation*}
\tilde{g}(k) \underset{\Lambda \rightarrow+\infty}{\longrightarrow} 1 \quad g(r) \underset{\Lambda \rightarrow+\infty}{\longrightarrow} \delta(r) \quad \text { (from EQ. (10.8b)) } \tag{10.22}
\end{equation*}
$$

While the expression of $V_{0}^{[\mathrm{ind}]}\left(r_{i}\right)$ does not seem to be analytical in this case, it can be numerically computed (see below). This cutoff function will be noted as $g_{\infty}$, since this will be the limit of all smooth cutoff functions considered in this dissertation.

## Smooth cutoff: exponential regulator

The smoothing parameter $\epsilon \in \mathbb{N}$ for the exponential regulator is noted $n$. Exponential RG cutoff functions read then

$$
\begin{equation*}
\tilde{g}_{n}(k)=\exp \left[-\left(\frac{k}{\Lambda}\right)^{2 n}\right] \equiv \tilde{g}_{n}^{1}(k) \tag{10.23}
\end{equation*}
$$

and one gets

$$
\begin{array}{ll}
\tilde{g}_{n}^{1}(k) \underset{n \rightarrow+\infty}{\longrightarrow} \tilde{g}_{\infty}^{1}(k), & g_{n}^{1}(r) \underset{n \rightarrow+\infty}{\longrightarrow} g_{\infty}^{1}(r), \\
\tilde{g}_{n}^{1}(k) \underset{\Lambda \rightarrow+\infty}{\longrightarrow} 1, & g_{n}^{1}(r) \underset{\Lambda \rightarrow+\infty}{\longrightarrow} \delta(r) \quad \text { (from EQ. (10.8c)) } \tag{10.24b}
\end{array}
$$

In the simple gaussian case $n=1$, we have immediately

$$
\begin{equation*}
g_{1}^{1}(r)=\frac{\Lambda}{2 \sqrt{\pi}} e^{-\frac{1}{4} k^{2} \Lambda^{2}} . \tag{10.25}
\end{equation*}
$$

That is the RG-induced vertex can be expressed as

$$
\begin{align*}
V_{0}^{[\mathrm{ind]}]}\left(r_{i}\right) & =\delta\left(R-R^{\prime}\right) \int \mathrm{d} \epsilon V_{0}\left(\frac{r+r^{\prime}}{2}-\epsilon\right) g_{1}^{1}\left(\frac{r^{\prime}-r}{2}-\epsilon\right) g_{1}^{1}\left(\frac{r^{\prime}-r}{2}+\epsilon\right) \\
& =\delta\left(R-R^{\prime}\right)\left[\frac{\Lambda^{2} e^{-\frac{1}{2} \Lambda^{2} r^{-2}}}{2 \sqrt{2 \pi} \sqrt{\Lambda^{2}+\frac{2}{\mu^{2}}}}\right] \exp \left(-\frac{r^{+2}}{\mu^{2}+\frac{2}{\Lambda^{2}}}\right) \\
& \equiv \delta\left(R-R^{\prime}\right) h_{\Lambda}^{1}\left(r^{-}\right) h_{\Lambda}^{2}\left(r^{+}\right), \tag{10.26}
\end{align*}
$$

such that one has an explicit decorrelation between

- An "average" local vertex in terms of $r^{+} \equiv\left(r+r^{\prime}\right) / 2$, of range $\sqrt{\mu^{2}+\frac{2}{\Lambda^{2}}}$.
- A non-local correction, which only depends on $r^{-} \equiv\left(r-r^{\prime}\right) / 2$ with an effective range $\sqrt{2} / \Lambda$, which measures the non-locality of the RG-induced potential.
In the limit $\Lambda \rightarrow+\infty$, one recovers a pure local vertex, i.e.

$$
\begin{align*}
& h_{\Lambda}^{1}\left(r^{-}\right) \underset{\Lambda \rightarrow+\infty}{\sim} \frac{1}{2}\left(\frac{\Lambda}{\sqrt{2}}\right) \frac{1}{\sqrt{\pi}} e^{-\left(\frac{\Lambda}{\sqrt{2}}\right)^{2} r^{-2}}, \\
& \underset{\Lambda \rightarrow+\infty}{\sim} 2 \delta\left(r^{-}\right) \text {from EQ. (10.8c), } \\
& \underset{\Lambda \rightarrow+\infty}{\sim} \delta\left(r^{\prime}-r\right)  \tag{10.27a}\\
& h_{\Lambda}^{2}\left(r^{-}\right) \underset{\Lambda \rightarrow+\infty}{\sim} V_{0}\left(r^{+}\right)=V_{0}(r) . \tag{10.27b}
\end{align*}
$$

For higher values of $n$, Fourier transforms of RG cutoff functions remain analytical, but are much more complicated. For instance

$$
\begin{align*}
& g_{2}^{1}(r)=\frac{1}{8 \pi}\left(\Lambda^{5 / 2} \Gamma\left(\frac{5}{4}\right)\left[0 \mathcal{F}_{2}\right]\left(; \frac{1}{2}, \frac{3}{2} ; \frac{\Lambda^{4} r^{4}}{256}\right)-\Lambda^{3} r^{2} \Gamma\left(\frac{3}{4}\right)\left[0 \mathcal{F}_{2}\right]\left(; \frac{5}{4}, \frac{3}{2} ; \frac{\Lambda^{4} r^{4}}{256}\right)\right),  \tag{10.28a}\\
& g_{3}^{1}(r)=\frac{\Lambda^{5}}{432}\left(\frac{\left[0 \mathcal{F}_{4}\right]\left(; \frac{7}{6}, \frac{4}{3}, \frac{3}{2}, \frac{5}{3} ;-\frac{\Lambda^{6} r^{6}}{46656}\right)}{\Gamma\left(\frac{7}{6}\right)}-\frac{36\left[{ }_{0} \mathcal{F}_{4}\right]\left(; \frac{2}{3}, \frac{5}{6}, \frac{7}{6}, \frac{4}{3} ;-\frac{\Lambda^{6} r^{6}}{46656}\right)}{\Lambda^{2} \sqrt{\pi}}\right. \\
& \left.\quad-\frac{864\left[0 \mathcal{F}_{4}\right]\left(; \frac{1}{3}, \frac{1}{2}, \frac{2}{3}, \frac{5}{6} ;-\frac{\Lambda^{6} r^{6}}{46656}\right)}{\Lambda^{4} \Gamma\left(-\frac{1}{6}\right)}\right) \tag{10.28b}
\end{align*}
$$

## Non-empirical effective forces

where $\left[{ }_{p} \mathcal{F}_{q}\right]\left(a_{1} \ldots a_{p} ; b_{1} \ldots b_{q} ; x\right)$ are hypergeometric functions, i.e. functions defined in the form of hypergeometric series that read

$$
\begin{align*}
c_{0} & =1  \tag{10.29a}\\
\frac{c_{k+1}}{c_{k}} & =\frac{P(k)}{Q(k)}=\frac{\left(k+a_{1}\right)\left(k+a_{2}\right) \ldots\left(k+a_{p}\right)}{\left(k+b_{1}\right)\left(k+b_{2}\right) \ldots\left(k+b_{q}\right)(k+1)} \tag{10.29b}
\end{align*}
$$

such that

$$
\begin{align*}
{\left[{ }_{p} \mathcal{F}_{q}\right]\left(a_{1} \ldots a_{p} ; b_{1} \ldots b_{q} ; x\right) } & =\sum_{k=0}^{\infty} c_{k} x^{k}  \tag{10.30a}\\
e^{x} & =\left[{ }_{0} \mathcal{F}_{0}\right](; ; x)=\left[{ }_{1} \mathcal{F}_{1}\right](a ; a ; x)  \tag{10.30b}\\
& =\sum_{k=0}^{n} \frac{x^{k}}{k!}+\frac{x^{n+1}}{(n+1)!}\left[{ }_{1} \mathcal{F}_{1}\right](1 ; n+2 ; x) \tag{10.30c}
\end{align*}
$$

Hypergeometric functions that enter the expressions of $g_{n}^{i}(r)$ remain however close to a cardinal sine in coordinate space. Using exponential RG cutoff leads in all cases to non-local potentials, where the non-local range that can be roughly represented by $\left(r^{\prime}-r\right)$ remains small.

Indeed, and as seen in Fig. 10.7a where exponential RG cutoffs are represented in coordinate and momentum spaces, the "non-locality" does not extend significally beyond a few fms. Furthermore, the convergence $g_{n}^{1} \underset{n \rightarrow+\infty}{\longrightarrow} g_{\infty}$ is seen graphically.

## Smooth cutoff: alternative regulators

Previous arguments stand for other RG cutoff functions $g_{\epsilon}(r)$, such as the Woods-Saxon and hyperbolic tangent regulators defined by

$$
\begin{align*}
& \tilde{g}_{\epsilon}(k)=\frac{1}{1+\exp \left(\frac{k^{2}-\Lambda^{2}}{\epsilon^{2}}\right)} \equiv \tilde{g}_{\epsilon}^{2}(k)  \tag{10.31a}\\
& \tilde{g}_{\epsilon}(k)=\frac{1}{2}\left[1+\tanh \left(\frac{\Lambda^{2}-k^{2}}{\Lambda \epsilon|k|}\right)\right] \equiv \tilde{g}_{\epsilon}^{3}(k) \tag{10.31b}
\end{align*}
$$

These functions have all proper asymptotic behaviors, that is they verify

$$
\begin{array}{ll}
\tilde{g}_{\epsilon}(k) \underset{\epsilon \rightarrow+\infty}{\longrightarrow} \tilde{g}_{\infty}(k), & g_{\epsilon}(r) \underset{\epsilon \rightarrow+\infty}{\longrightarrow} g_{\infty}(r), \\
\tilde{g}_{\epsilon}(k) \underset{\Lambda \rightarrow+\infty}{\longrightarrow} 1, & g_{\epsilon}(r) \underset{\Lambda \rightarrow+\infty}{\longrightarrow} \delta(r), \tag{10.32b}
\end{array}
$$

and their expressions $g_{\epsilon}^{i}(r)$ in coordinate space, although not analytical, can be numerically evaluated, as seen in Figs. (10.7b,10.7c) for a cutoff $\Lambda=2.1 \mathrm{fm}^{-1}$. Same conclusions than for exponential RG cutoffs hold, i.e. (i) the limited non-local range, and (ii) the convergence $g_{\epsilon}^{i} \underset{\epsilon \rightarrow \infty}{\longrightarrow} g_{\infty}$.

## Non-local vertices

RG-induced non-local vertices $V_{0}^{[\text {ind }]}$, expressed as a function of $r^{+}$and $r^{-}$, can then be evaluated, analytically for the exponential $n=1$ cutoff, and numerically for sharp and exponential $n>1$ cutoffs. Results are presented in Figs. $(10.8,10.9)$, where one sees

- the convergence of the induced potential towards a Dirac function as a function of $r^{-}$when the RG cutoff goes to large values,

(a) Exponential cutoff $g_{n}^{1}:$ (red) $n=1 \ldots 4$ (blue)


(b) Woods-Saxon cutoff $g_{\epsilon}^{2}:($ red $) \epsilon=1 ; 0.75 ; 0.5 ; 0.25$ (blue)

(c) Hyperbolic tangent cutoff $g_{\epsilon}^{3}:($ red $) \epsilon=1 ; 0.75 ; 0.5 ; 0.25$ (blue)

Figure 10.7: RG cutoff functions $g_{\epsilon}^{i}$ in momentum space (left) and Fourier transforms in coordinate space (right). The limit function $g_{\infty}$ is represented in green.


Figure 10.8: RG-induced non-local vertex in coordinate space as a function of $r^{+}=\left(r^{\prime}+r\right) / 2$ and $r^{-}=\left(r^{\prime}-r\right) / 2$ for an exponential RG cutoff function with $n=1$ and $\mu=1.2 \mathrm{fm}$.


Figure 10.9: Same as in Fig. 10.8 for a sharp RG cutoff function. $z$ scales are identical to the ones in Fig. 10.8 for each $\Lambda$ value.

- a "ripple effect" in the sharp cutoff case. These cardinal sine-like oscillations seen in coordinate space are caused by the discontinuity of the sharp RG cutoff, and should also be observed when using standard smooth cutoffs that remain very close to a unit step function in momentum space. For these reasons, the cutoff function $\tilde{g}_{1}^{1}(k)$ (simple exponential) seems to be the more "physically sound". However such a function deteriorates the behavior of $V_{\text {low } k}$ at small momentum [491], and values of $n \sim 6-8$ are advised. Please note however that (i) such oscillations are smoothened out in the 3D case (SEC. 10.2.4), (ii) no real prescription exist to express non-local nuclear forces, the choice of $r^{+} / r^{-}$as variables of interest allows however to recover the proper limit cases, and (iii) such non-local vertices are specific of low-momentum interactions, since for large values of $\Lambda$ non-local behaviors disappear. Indeed, for large $\Lambda$ one notices that the RG-induced solution is very close to the non-induced one. Finally, one might try to define a RG cutoff function $G_{\epsilon}$ which verifies

$$
\begin{array}{rlrl}
\tilde{G}_{\epsilon}(k) \underset{\Lambda \rightarrow+\infty}{\longrightarrow} \tilde{G}_{\infty}(k), & \tilde{G}_{\epsilon}(k) \underset{\Lambda \rightarrow+\infty}{\longrightarrow} 1, \\
\tilde{G}_{\epsilon}(|k| \lesssim \Lambda) & \approx 1, & \tilde{G}_{\epsilon}(|k| \gtrsim \Lambda) \approx 0, \\
G_{\epsilon}(r) & >0, & \tag{10.33c}
\end{array}
$$

that might be complicated but would remove non-local oscillations at small $\Lambda$. The latter could be then implemented in existing RG codes since cutoffs are numerically evaluated at the beginning of the program once and for all. However, it seems that EqS. (10.33a,10.33b) are exclusive with Eq. (10.33c).

### 10.2.4 Realistic RG-induced vertices

Let us now make brief comments concerning the generalization of the 1D toy model for a realistic nuclear interaction.

- All derivations from the toy model will hold for the 3D case, and final expressions in coordinate space will still involve Fourier transforms of the RG cutoff functions that are however more complicated because of angular dependencies. The only simple case is the gaussian RG cutoff, where results of the previous section stand. In all other cases the final convolution is a lot harder to treat.
- Equivalent derivations for spin-orbit and tensor terms are possible but are left pending at this point.
- In any cases, we still expect the apparition of non-local potentials in coordinate space, with the same features that arose in the toy model, i.e. (i) complex non-local dependencies, (ii) a limited range in the non-local direction characterized by $\vec{r}^{-} \equiv \vec{r}-\vec{r}^{\prime}$, and (iii) vanishing non-local components at large RG cutoffs $\Lambda$.

Let us now make explicit some 3D cutoff functions.

## Sharp RG cutoff

For the sharp cutoff function one gets immediately

$$
\begin{align*}
\tilde{g}_{\infty}(k) & =\Theta(\Lambda-|\vec{k}|)  \tag{10.34a}\\
g_{\infty}(r) & =\frac{1}{(2 \pi)^{3}} \int \mathrm{~d} \vec{k} e^{i \vec{k} \cdot \vec{r}} \tilde{g}_{\infty}(\vec{k}) \\
& =\frac{1}{(2 \pi)^{2}} \int \sin (\theta) \mathrm{d} \theta \int k^{2} \mathrm{~d} k e^{i k r \cos (\theta)} \Theta(\Lambda-k) \\
& =\frac{2}{(2 \pi)^{2}} \int k^{2} \mathrm{~d} k \frac{\sin (k r)}{k r} \Theta(\Lambda-k) \\
& =\frac{2}{(2 \pi)^{2}} \frac{[\sin (\Lambda r)-\Lambda r \cos (\Lambda r)]}{r^{3}} \tag{10.34b}
\end{align*}
$$

$g_{\infty}(r)$ is represented in Fig. 10.10, alongside with the equivalent function obtained in the 1D case. The oscillatory behavior is still present, but is smoothened out which suggests a quenching of the non-local ripple effect in 3D, whereas the effective range of such a function is a little increased.


Figure 10.10: Sharp RG cutoff function $g_{\infty}$ in coordinate space for the 3 D (blue) and 1 D (red) cases and $\Lambda=2.1 \mathrm{fm}^{-1}$. The 1D case is rescaled such that values at $r=0$ are identical.

## Smooth RG cutoff

For smooth exponential cutoffs one obtains

$$
\begin{align*}
& \tilde{g}_{n}(k)=\exp \left[-\left(\frac{k}{\Lambda}\right)^{2 n}\right]  \tag{10.35a}\\
& g_{1}(r)=\frac{\Lambda^{3}}{8 \pi^{3 / 2}} \exp \left[-\frac{1}{4} \Lambda^{2} r^{2}\right]  \tag{10.35b}\\
& g_{2}(r)=-\frac{\Lambda^{3}}{48 \pi^{2}}\left(\Lambda^{2} r^{2} \Gamma\left(\frac{5}{4}\right)\left[0 \mathcal{F}_{2}\right]\left(; \frac{3}{2}, \frac{7}{4} ; \frac{\Lambda^{4} r^{4}}{256}\right)-8 \Gamma\left(\frac{7}{4}\right)\left[0 \mathcal{F}_{2}\right]\left(; \frac{1}{2}, \frac{5}{4} ; \frac{\Lambda^{4} r^{4}}{256}\right)\right) . \tag{10.35c}
\end{align*}
$$

These functions are represented in Fig. 10.11, where once again a reduction of oscillations at large $r$ is observed in comparison with the 1D case.


Figure 10.11: Smooth RG exponential cutoff functions $g_{n}$ in the 3D case in coordinate space for $n=1$ (red) up to $n=4$ (blue) and $\Lambda=2.1 \mathrm{fm}^{-1}$. The limit function $g_{\infty}(r)$ is represented in green.

### 10.3 Results for $v_{\mathrm{BDRS}}^{[\operatorname{bare(2)]}}:{ }^{1} \mathbf{S}_{0}$ channel with RG cutoffs

In all the following gaussian terms are ordered by increasing range, that is $\mu_{1}$ will correspond to the shorter range and $\mu_{N}$ to the longest one. In this subsection $v_{\mathrm{BDRS}}^{[\text {bare } 2 \text { ] }]}$ will denote the gaussian representation with explicit RG cutoffs. Unless precised, we will use for input a smooth neutronneutron $V_{\text {low } k}\left(T_{z}=+1\right)$. $N=3$ gaussians have been used and allow a precise representation of matrix elements, whereas only six parameters are to be adjusted.

### 10.3.1 Fit setup

Prior to performing the actual fit, several quantities still are to be defined. The most important parameters of fitpack are displayed in Tab. $\{10.2\}$. They correspond to rather standard parameters for a genetic algorithm, e.g. crossover and mutation probabilities of $80 \%$ and $20 \%$, respectively. For a fit restricted to the ${ }^{1} \mathrm{~S}_{0}$ channel, only $2 N$ parameters are to be adjusted, $N$ being the number of gaussian terms in $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$. Indeed, (i) spin-orbit and tensor coupling do not contribute to this particular channel, and (ii) only $S=0, T=1$ coupling constants have to be considered. For these reasons, a rather small population size, i.e. between 300 and 1000 simplexes, is enough.

The two-dimension $k$-mesh $\left(k_{i}, k_{j}\right)$ that will be used is defined as a regular sampling of the interval $[0, \Lambda \sqrt{2}]$. In the case of a sharp RG cutoff for $V_{\text {low } k}$, it corresponds to putting an equal constraint on non-zero matrix elements $\left(k, k^{\prime}\right)<\Lambda$ and zero matrix elements $\left(k, k^{\prime}\right)>\Lambda$. Indeed, the number of sampled points in both of these regions in the 2D mesh will be the same. Other choices for the mesh are possible, e.g. Gauss-Legendre quadrature points, but were not found to impact significantly the results. In any case, the introduction of RG cutoff fucntions for $v_{\mathrm{BDRS}}^{[\text {bare }(2)]}$ alleviates this issue, which is obvious for instance using sharp cutoff functions.

Theoretical uncertainties $\left(\delta V_{\text {low } k}\right)_{0}^{001}\left(k_{i}, k_{j} ; \Lambda\right) \equiv \delta V_{\text {low } k}\left(k_{i}, k_{j} ; \Lambda\right)$ that enter the cost function are defined in order to allow a different weighting of diagonal and off-diagonal matrix elements, that is to put more constraints on specific regions in $\left(k, k^{\prime}\right)$ space, as introduced in SEc. 8.5. The general idea is (i) to put more constraints on diagonal matrix elements, since most physical observables are fully on-shell quantities, and (ii) to allow more freedom where $V_{\text {low } k}$ has a large
curvature, since it cannot be sampled efficiently by a combination of "smooth" form factors. In that respect, one defines

$$
\begin{align*}
& \delta V_{\text {low } k}\left(k_{i}, k_{j}\right) \equiv \sigma_{V}\left(k_{i}, k_{j}\right)\left(V_{\mathrm{low} k}^{\max }-V_{\mathrm{low} k}^{\min }\right) \mathcal{F}\left(k_{i}, k_{j}\right),  \tag{10.36a}\\
& \sigma_{V}\left(k_{i}, k_{j}\right) \equiv\left\{\begin{array}{r}
\left(\sigma_{0}\right)+\left(\sigma_{+}\right) \mathcal{G}\left[\frac{\Delta V_{\mathrm{low} k}\left(k_{i}, k_{j}\right)}{\Delta V_{\mathrm{low} k}^{\max }}\right], \\
\left(\sigma_{0}\right)+\left(\sigma_{-}\right) \mathcal{G}\left[\frac{\Delta V_{\mathrm{low} k}\left(k_{i}, k_{j}\right)}{\Delta V_{\mathrm{low}}^{\min }}\right], \\
\mathcal{F}\left(k_{i}, k_{j}\right)
\end{array}\right.  \tag{10.36b}\\
& \equiv \frac{1+\kappa}{\kappa+\nu}\left[1+(\kappa-1)\left|\frac{k_{i}-k_{j}}{k_{i}+k_{j}}\right|^{\nu}\right]  \tag{10.36c}\\
& \mathcal{G}(X) \equiv X^{\beta} \tag{10.36d}
\end{align*}
$$

where $Y^{\min }$ and $Y^{\max }$ denote respectively the minimum and maximum values of the quantity $Y$ on the 2D mesh $\left(k_{i}, k_{j}\right)$, whereas $\Delta V_{\text {low } k}\left(k_{i}, k_{j}\right)$ is the local curvature of $V_{\text {low } k}$ defined through a finite-difference expression for the Laplacian on the 2D momentum mesh by ${ }^{(3)}$

$$
\begin{gather*}
\Delta V_{\text {low } k}\left(k_{i}, k_{j}\right)=2\left(\frac{V_{\text {low } k}\left(k_{i}, k_{j+1}\right)}{\alpha_{2}\left(\alpha_{2}+\alpha_{4}\right)}+\frac{V_{\text {low } k}\left(k_{i-1}, k_{j}\right)}{\alpha_{1}\left(\alpha_{1}+\alpha_{3}\right)}+\frac{V_{\text {low } k}\left(k_{i}, k_{j-1}\right)}{\alpha_{4}\left(\alpha_{2}+\alpha_{4}\right)}+\frac{V_{\text {low } k}\left(k_{i+1}, k_{j}\right)}{\alpha_{3}\left(\alpha_{1}+\alpha_{3}\right)}\right. \\
 \tag{10.38a}\\
\alpha_{1}=k_{i}-k_{i-1}, \tag{10.38b}
\end{gather*}
$$

That is, (i) $\mathcal{F}\left(k_{i}, k_{j}, \Lambda\right)$ corresponds to the weighting between diagonal/off-diagonal components, while preserving an average value along the direction $k-k^{\prime}$, (ii) $\mathcal{G}(X)$ defines the relative importance of high curvatures, i.e. mostly aroung the RG cutoff $\Lambda$, and (iii) $\sigma_{V}\left(k_{i}, k_{j}\right)$ relates the local Laplacian of $V_{\text {low } k}$ with a relative tolerance with respect to the total magnitude in the channel $\left(V_{\text {low } k}^{\max }-V_{\text {low } k}^{\min }\right),\left(\sigma_{0}\right) /\left(\sigma_{+}\right) /\left(\sigma_{-}\right)$being the relative tolerances assigned to the points having zero, minimum and maximum curvatures, respectively. Typical values for the various parameters entering EQS. (10.36a-10.36d) are found in TAB. $\{10.2\}$. An example of such error bars can be found on Fig. 10.12. As expected, one sees that more accuracy is demanded around the diagonal part of the interaction, with some freedom allowed around the cutoff $\Lambda$. In the following these theoretical uncertainties on the matrix elements will not be represented unless specified to not overload the graphics. Note that these uncertainties are defined up to an arbitrary multiplicative constant. Indeed, only the relative weighting of these errors matters in the minimization of the cost function.

### 10.3.2 Convergence issues

Fit attempts have been made in two steps. The first one consisted in a rough search for the optimal regions for the free parameters. In a second step the fit code is re-run with these approximate search regions. For values of the RG cutoff $\Lambda \lesssim 3.5 \mathrm{fm}^{-1}$, initial limits which are accurate to constrain with efficiency the search space are summarized in TAB. $\{10.3\}$ (Procedure I).

[^69]can be applied.

| FITPACK control parameters |  |  |
| :--- | :---: | :---: |
| GA population size | 750 |  |
| Initial (relative) dispersion of simplexes | 0.35 |  |
| GA selection type | Biaised roulette |  |
| Elitism | True |  |
| GA number of simplexes in crossover | 3 |  |
| GA crossover rate | $80 \%$ |  |
| GA mutation rate | $20 \%$ |  |
| Simplex mutation blow-up ratio | 5. |  |
| Number of simplex interations between GA step | 5 |  |
| GA stop: max variation of merit between simplexes | $10 .^{-7}$ |  |
| GA stop: max (relative) dispersion of best simplex | $10 .^{-7}$ |  |
| Theoretical uncertainties |  |  |
| $\left(\sigma_{0}\right)$ | $0.1 \%$ |  |
| $\kappa$ | $\left(\sigma_{-}\right)$ |  |
| $\kappa$ | $1 \%$ |  |

Table 10.2: Control parameters that enter the fit procedure, i.e. for FITPACK and the definition of theoretical uncertainties.


Figure 10.12: Definition of theoretical uncertainties on $V_{\text {low } k}$ for a smooth cutoff $\Lambda=2.1 \mathrm{fm}^{-1}$.

|  | Procedure I |  | Procedure II |  | Procedure III |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
|  | Min | Max | Min |  | Max | Min |
| Max |  |  |  |  |  |  |
| $\mu_{1}[\mathrm{fm}]$ | 0.0 | 0.5 | 0.0 | 0.5 | -0.1 | 0.5 |
| $C_{1}^{10}[\mathrm{MeV}]$ | 0.0 | 400000.0 |  |  |  |  |
| $S_{1}^{10}\left[\mathrm{MeV} . \mathrm{fm}^{3}\right]$ |  |  | 0.0 | 800.0 | 0.0 | 800.0 |
| $\mu_{2}[\mathrm{fm}]$ | 0.9 | 1.5 | 0.9 | 1.5 | 0.9 | 1.5 |
| $C_{2}^{10}[\mathrm{MeV}]$ | -200.0 | 0.0 |  |  |  |  |
| $S_{2}^{10}\left[\mathrm{MeV} . \mathrm{fm}^{3}\right]$ |  |  | -1500.0 | -500.0 | -1500.0 | -500.0 |
| $\mu_{3}[\mathrm{fm}]$ | 2.6 | 3.8 | 2.6 | 3.8 | 2.6 | 3.8 |
| $C_{3}^{10}[\mathrm{MeV}]$ | -10.0 | 10.0 |  |  |  |  |
| $S_{3}^{10}\left[\mathrm{MeV} . \mathrm{fm}^{3}\right]$ |  |  | -500.0 | 0.0 | -500.0 | 0.0 |

Table 10.3: Initial limits for parameters used in the fit of $V_{\text {low } k}$ with three gaussians in the ${ }^{1} \mathrm{~S}_{0}$ channel, with different procedures detailed in the text.

With the fit procedure presented in Chap. 9, the convergence to the absolute minimum of the merit function $\chi^{2}$ was very hard to reach, in particular for the parameter $C_{1}^{01}$ associated with the shortest range $\mu_{1}$. To illustrate this, 30 successive fits with the same initial limits have been done using $\Lambda=1.8 \mathrm{fm}^{-1}$, where the problem is more explicit. Optimized values of $\chi^{2}$ presented in Fig. 10.13a are all very similar, as well as values of the ranges presented in Fig. 10.13b. It appears that $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ presents a (very) short, a medium and a long-range component, and this will be discussed more extensively later on. When looking at small variations of the fitted parameters, that is in logarithmic scale in Fig. 10.13d, medium and long ranges remain very stable, but important instabilities are seen for the short-range component. The latter are obvious when considering coupling constants $C_{i}^{10}$, presented in Figs. (10.13c,10.13e,10.13f). We find that the parameter $\mu_{1}$ always hits the bottom hard limit $\mu=0 \mathrm{fm}$, while the associated coupling constant $C_{1}^{10}$ hits the upper limit, whatever high the latter is set to.

The strength $C_{1}^{10}$ tends to infinity when the associated range $\mu_{1}$ goes to zero, i.e. a safe assumption is that one has been using inaccurate degrees of freedom. To solve this issue, we found one should adjust in place of $C_{i}^{10}$ the zero-momentum coupling strengths for each term defined through

$$
\begin{equation*}
S_{i}^{10} \equiv\left(\mu_{i} \sqrt{\pi}\right)^{3} C_{i}^{10} . \tag{10.39}
\end{equation*}
$$

That is the ${ }^{1} \mathrm{~S}_{0}$ partial wave to be adjusted now reads

$$
\begin{equation*}
v_{\mathrm{BDRS}}^{[\mathrm{X}]}\left({ }^{1} S_{0}, k, k^{\prime}\right)=\frac{1}{2 \pi^{2}} \sum_{i=1}^{N} S_{i}^{01}\left[\rho_{0}, \Lambda\right] \frac{\tilde{g}_{0}^{i}\left(k^{\prime}, k\right)}{4 \pi} . \tag{10.40}
\end{equation*}
$$

The latter are represented in Fig. 10.14, and are found to be almost identical for each set of fitted parameters. This suggests that relevant degrees of freedom for a representation of $V_{\text {low } k}$ when using explicit RG cutoff functions are indeed the parameters $\left\{\mu_{i}, S_{i}^{10}\right\}$. Using these parameters instead of $\left\{\mu_{i}, C_{i}^{10}\right\}$, the fit limits can be now set to more reasonable values presented in Tab. $\{10.3\}$ (Procedure II). To characterize further the relative impact of each gaussian term, we also introduce relative strengths at zero momentum $R_{i}^{10}$ defined for each gaussian as

$$
\begin{equation*}
R_{i}^{10} \equiv \frac{\left|S_{i}^{10}\right|}{\sum_{i}\left|S_{i}^{10}\right|} . \tag{10.41}
\end{equation*}
$$

## Non-empirical effective forces



Figure 10.13: Results for 30 different fits of the smooth neutron-neutron $V_{\text {low } k}$ with $N=3$ gaussian terms and explicit RG cutoff functions.


Figure 10.14: Coupling constants $S_{i}^{10}$ and relative strengths $R_{i}^{10}$ for 30 different fits using $\left\{\mu_{i}, C_{i}^{10}\right\}$ as degrees of freedom (see text).

Running once more 30 fits for $\Lambda=1.8 \mathrm{fm}^{-1}$, with these new degrees of freedom yields to quite different results presented in Fig. 10.15 and TAB. $\{10.4\}$. The average optimal value of $\chi^{2}$ is slightly decreased, that is the change of degrees of freedom allowed a better optimization of the search process. However, while the value of $S_{1}^{10}$ remains very stable and well within the pre-built hard limits, the associated range $\mu_{1}$ still oscillates a lot (actually, more than in the previous case). Generally speaking, while the total merit is decreased, the spread of all parameters is found to be slightly increased, which is not promising.


Figure 10.15: Same as in Fig. 10.13 with $\left\{\mu_{i}, S_{i}^{10}\right\}$ as degrees of freedom in the fit.

## Non-empirical effective forces

The oscillations of $\mu_{1}$ come from the fact that it still hits the bottom hard limit $\mu_{1}=0 \mathrm{fm}$. As a general principle, any fit results where one parameter hits a hard limits is subject to caution, since the stochastic exploration of phase space is not efficient around pre-built boundaries. To solve this problem, one can use an additional property of the representation $\left\{\mu_{i}, S_{i}^{10}\right\}$. In the latter, ranges $\mu_{i}$ are only used at even powers, that is one can do the actual fit while allowing ranges to be negative and keeping for "physical" parameters their absolute values. This allows to remove $\mu_{1}=0 \mathrm{fm}$ as a boundary. Thus we set the lower limit for $\mu_{1}$ to -0.1 fm and ran again 30 fits with every other parameters kept to the same values (Procedure III).


Figure 10.16: Same as in Fig. 10.15 with a negative lower limit for the ranges $\mu_{i}$.
Final results are found in Fig. 10.16 and TAB. \{10.4\}. The optimized $\chi^{2}$ is decreased by a few percents. Some oscillations still occur for $\mu_{1}$, but with a much reduced dispersion. Generally speaking, the latter procedure reduces the spread for each $\chi^{2}, \mu_{i}, S_{i}^{10}, R_{i}^{10}$ by about one order of magnitude. Running 30 fits with randomized initializations leads now to almost identical values for the optimized merit $\chi^{2}$. This proves a posteriori the efficiency of the genetic algorithm. Procedure III will be used in the remaining of this section, unless specified.

### 10.3.3 First results

Using the optimized fitting procedure, parameters $\left\{\mu_{i}, S_{i}^{10}\right\}$ are adjusted to reproduce the matrix elements of $V_{\text {low } k}$ in the ${ }^{1} \mathrm{~S}_{0}$ partial wave. The results, presented in Fig. 10.17 for $\Lambda=1.8 \mathrm{fm}^{-1}$, are very encouraging since matrix elements of $v_{\mathrm{BDRS}}^{[\text {bare }(2)]}$ are on top of $V_{\text {low }}$ almost everywhere, at the pencil precision. To show this perfect agreement, scattering phase shifts in the ${ }^{1} \mathrm{~S}_{0}$ channel as well as the INM gap equation of the fitted interaction are represented in Fig. 10.18, and agree perfectly with $V_{\text {low } k}$, even if these quantities were not constrained by the fit. The accuracy of the

|  |  | Procedure I |  | Procedure II |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\bar{X}$ | $\Delta X$ | $\bar{X}$ | $\Delta X$ |
| $\chi^{2}$ |  | 0.0499398 | 0.0000145 | 0.0498379 | 0.0000064 |
|  | [fm] | 0.02533 | 0.00177 | 0.00153 | 0.00315 |
| $C_{1}^{10}$ | [MeV] | $2.5447 \times 10^{6}$ | $5.5467 \times 10^{5}$ | $1.8016 \times 10^{16}$ | $9.5316 \times 10^{16}$ |
| $S_{1}^{10}$ | [MeV.fm ${ }^{3}$ ] | 223.5328 | 0.0482 | 223.1919 | 0.0113 |
| $R_{1}^{10}$ | [\%] | 15.4456 | 0.0023 | 15.4292 | 0.0005 |
| $\mu_{2}$ | [fm] | 1.22926 | 0.00004 | 1.22952 | 0.00002 |
| $C_{2}^{10}$ | [MeV] | -96.4554 | 0.0121 | -96.3698 | 0.0029 |
| $S_{2}^{10}$ | [MeV.fm ${ }^{3}$ ] | -997.6655 | 0.0377 | -997.4039 | 0.0269 |
| $R_{2}^{10}$ | [\%] | 68.9364 | 0.0020 | 68.9506 | 0.0011 |
| $\mu_{3}$ | [fm] | 3.36885 | 0.00078 | 3.36938 | 0.00019 |
| $C_{3}^{10}$ | [MeV] | -1.0617 | 0.0001 | -1.0608 | 0.0003 |
| $S_{3}^{10}$ | [MeV.fm ${ }^{3}$ ] | -226.0271 | 0.0107 | -225.9531 | 0.0168 |
| $R_{3}^{10}$ | [\%] | 15.6180 | 0.0004 | 15.6201 | 0.0013 |
|  |  | Procedure III |  |  |  |
|  |  | $\bar{X}$ | $\Delta X$ |  |  |
| $\chi^{2}$ |  | 0.0498362 | 0.0000011 |  |  |
| $\mu_{1}$ | [fm] | 0.00058 | 0.00131 |  |  |
| $C_{1}^{10}$ | [MeV] | $2.6125 \times 10^{17}$ | $1.4070 \times 10^{18}$ |  |  |
| $S_{1}^{10}$ | [MeV.fm ${ }^{3}$ ] | 223.1898 | 0.0053 |  |  |
| $R_{1}^{10}$ | [\%] | 15.4292 | 0.0003 |  |  |
| $\mu_{2}$ | [fm] | 1.22951 | 0.00001 |  |  |
| $C_{2}^{10}$ | [MeV] | -96.3701 | 0.0026 |  |  |
| $S_{2}^{10}$ | [MeV.fm ${ }^{3}$ ] | -997.3945 | 0.0076 |  |  |
| $R_{2}^{10}$ | [\%] | 68.9502 | 0.0008 |  |  |
| $\mu_{3}$ | [fm] | 3.36930 | 0.00010 |  |  |
| $C_{3}^{10}$ | [MeV] | -1.0610 | 0.0001 |  |  |
| $S_{3}^{10}$ | [MeV.fm ${ }^{3}$ ] | -225.9591 | 0.0098 |  |  |
| $R_{3}^{10}$ | [\%] | 15.6206 | 0.0006 |  |  |

Table 10.4: Optimization results for 30 fits with different procedures (see text): optimized merit $\chi^{2}$, ranges $\mu_{i}$, coupling constants $C_{i}^{10}$, zero-momentum coupling constants $S_{i}^{10}$ and relative strengths at zero momentum $R_{i}^{10}$.

## Non-empirical effective forces

representation suggests that the symmetric matter EOS with $v_{\text {BDRS }}^{[\text {bare }(2)]}$ computed at different levels of MBPT complexity in place of $V_{\text {low } k}$ will also provide identical saturation properties ${ }^{(4)}$. As a last check, a comparison of Weinberg eigenvalues and scattering parameters is done in TAB. \{10.5\}.


Figure 10.17: Matrix elements for neutron-neutron $V_{\text {low } k}$ for smooth cutoff $\Lambda=1.8 \mathrm{fm}^{-1}$ and $v_{\mathrm{BDRS}}^{[\text {bare }(2)]}$ with $N=3$ in the ${ }^{1} \mathrm{~S}_{0}$ channel.

|  | $\eta_{0}$ | $\eta_{+}$ | $\eta_{-}$ | $a_{0}(n n)[\mathrm{fm}]$ | $r_{0}[\mathrm{fm}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $V_{\text {low } k}\left(\Lambda=1.8 \mathrm{fm}^{-1}\right)$ | 0.901 | 0.042 | -0.011 | -18.49 | 2.75 |
| $v_{\text {BDRS }}^{\text {[bare }(2)]}\left(\Lambda=1.8 \mathrm{fm}^{-1}\right)$ | 0.901 | 0.042 | -0.012 | -18.43 | 2.81 |

Table 10.5: Comparison of Weinberg eigenvalues and scattering parameters for neutronneutron $V_{\text {low } k}$ at $\Lambda=1.8 \mathrm{fm}^{-1}$ and fitted $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ with $N=3$ in the ${ }^{1} \mathrm{~S}_{0}$ channel.


Figure 10.18: Scattering phase shifts and INM gap equation for neutron-neutron $V_{\text {low } k}$ and $v_{\text {BDRS }}^{[\text {bare }(2)]}$ with $N=3$ in the ${ }^{1} \mathrm{~S}_{0}$ channel.

[^70]The latter results confirm a posteriori the assumption that RG cutoffs should be explicitly implemented in the fit procedure for high-precision representations for $V_{\text {low }} k$, with the tradeoff that these representations might not be useable for finite nuclei structure codes. The accuracy of such a procedure stems from the fact that non-localities are explicitly included in $v_{\mathrm{BDRS}}^{[\text {bare(2)] }}$ through the RG cutoff functions and shows that such a factorization of non-localities seems to be encoded in $V_{\text {low } k}$.

Values for the fitted parameters can be found in TAB. $\{10.6\}$. It is found that the short range converges to extremely small values, while the coupling constant $S_{1}^{10}$ remains rather stable around 225 MeV . It seems to be a safe approximation to take $\mu_{1} \approx 0 \mathrm{fm}$ for values of $\Lambda$ close to $1.8 \mathrm{fm}^{-1}$, that is the first gaussian component corresponds to a zero-range term. The latter can be understood in Fig. 10.19, where matrix elements of the fitted interaction are represented with and without the RG cutoff functions. It appears that the $\mu_{1} \approx 0 \mathrm{fm}$ term acts as a "positive baseline" for matrix elements in momentum space. The latter are suppressed around $\Lambda$ by the RG cutoff functions which provide the sharp inflexion point for $k, k^{\prime} \approx \Lambda$. This zero-range term is expressed in coordinate space as

$$
\begin{equation*}
S_{1}^{10} \delta(\vec{r}) \approx 225 \mathrm{MeV} \cdot \mathrm{fm}^{3} \delta(\vec{r}) \tag{10.42}
\end{equation*}
$$

The deconvolution of this contact term into a RG induced-vertex can be easily evaluated using Eq. (10.18b), leading to a fully separable form

$$
\begin{equation*}
V_{1}^{[\mathrm{ind}]}\left(r_{i}\right) \equiv \mathcal{C} \delta\left(\vec{R}-\vec{R}^{\prime}\right) g(\vec{r}) g\left(\vec{r}^{\prime}\right) \tag{10.43}
\end{equation*}
$$



Figure 10.19: Matrix elements of $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ at $\Lambda=1.8 \mathrm{fm}^{-1}$ with and without the RG cutoff functions.

On the other hand, the quantity $R_{i}^{10}$ which measures the relative weights of each term shows that the main contribution to the potential in momentum space comes from the medium-range gaussian, while the other two components have almost exactly similar weights of the order of $15 \%$. In particular this indicates that three gaussians are indeed needed for an accurate representation. The variable $R_{i}^{10}$ is of interest as it proves that, for instance, the long-range term

## Non-empirical effective forces

has a very small absolute coupling constant $C_{3}^{10}$, but contributes significantly in momentum space.
When increasing slightly the RG cutoff $\Lambda$ up to $2.1 \mathrm{fm}^{-1}$, one finds that the zero-range approximation breaks down ( $\mu_{1} \approx 0.1 \mathrm{fm}$ ), but the idea of a "constant" baseline still holds. In both cases one obtains very high-accuracy representations of $V_{\text {low } k}$, as illustrated in Fig. 10.20.


Figure 10.20: Same as in Figs. $(10.17,10.18)$ for $\Lambda=2.1 \mathrm{fm}^{-1}$.

### 10.3.4 Evolution with the RG cutoff $\Lambda$

The evolution of the fitted parameters $\left\{\mu_{i}, S_{i}^{01}\right\}$ as the RG cutoff runs down is found in Fig. 10.21 for a reasonable range of values for $\Lambda$.

The evolution of the optimized $\chi^{2}$ as a function of $\Lambda$ is not very meaningful per se, since theoretical uncertainties in the fit, thus the definition of the cost function, evolve with the RG cutoff. Indeed, uncertainties depend on the local Laplacian of matrix elements of $V_{\text {low } k}$. On the other hand, much information is gained from the evolution of different quantities as a function of $\Lambda$. The evolution of $\mu_{1}$ in particular is peculiar in the low- $\Lambda$ regime. It decreases smoothly with $\Lambda$ before going abruptly to zero for $\Lambda \lesssim 2.1 \mathrm{fm}^{-1}$. This might indicate the existence of a critical scale below which one "effective degree of freedom" has been integrated out. This critical point seems to occur at the frontier between domains where the RG function cuts off matrix elements in the $V<0$ region or the $V>0$ region, as indicated in Fig. 10.22 through the matrix elements of $V_{\text {low } k}$ at various values of $\Lambda$.


Figure 10.21: Parameters of the $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ at different $\Lambda$.

Non-empirical effective forces

We will refer in the following to "zero-range regime" the region $\Lambda \lesssim 2.1 \mathrm{fm}^{-1}$, where the short-range term $\mu_{1}$ is consistent with zero. In this regime, values of the coupling constants $S_{1}^{10}$, thus relative strengths $R_{i}^{10}$ are found to be almost constant.

For $\Lambda>2.1 \mathrm{fm}^{-1}$, the evolution of $S_{i}^{10}$ is rather smooth. The general trend is that $S_{1}^{10}$ associated with the shortest range increases (that is this term becomes more repulsive) while at the same time $S_{2}^{10}$, associated with the intermediate range, also increases (that is this term becomes more attractive), in something which resembles a see-saw mechanism. This could be investigated more closely by doing a principal component analysis of the results. Evolutions of $R_{1}^{10}$ and $R_{2}^{10}$ confirm that there is an "exchange of relative strength" between these two terms.

Meanwhile, the long-range part seems almost unaffected by a change of $\Lambda$. The latter information is confirmed by the evolution of $R_{3}^{10}$ as a function of $\Lambda$ which remains almost constant. This suggests that long-range physics is unaffected by the RG flow in the ${ }^{1} \mathrm{~S}_{0}$ channel, and might provide essential information concerning the central contribution from the long-range part of the nuclear interaction corresponding to OPE. In particular, a comparison between a true one-pion exchange (Yukawa potential) and the $\mu_{3}$ term should be of interest.

|  | $\Lambda=1.8 \mathrm{fm}^{-1}$ | $\Lambda=2.1 \mathrm{fm}^{-1}$ | $\Lambda=2.5 \mathrm{fm}^{-1}$ |  |
| :--- | :--- | :---: | :---: | :---: |
| $\chi^{2}$ |  | 0.0498 | 0.0655 | 0.1769 |
| $\mu_{1}$ | $[\mathrm{fm}]$ | 0.0002 | 0.0011 | 0.3692 |
| $S_{1}^{10}$ | $[\mathrm{MeV.fm}$ |  |  |  |
| $R_{1}^{10}$ | $[\%]$ | 223.19 | 222.27 | 331.69 |
| $\mu_{2}$ | $[\mathrm{fm}]$ | 15.43 | 15.41 | 20.01 |
| $S_{2}^{10}$ | $[\mathrm{MeV.fm}$ |  |  |  |
| $R_{2}^{10}$ | $[\%]$ | -997.39 | 1.2295 | -992.69 |
| $\mu_{3}$ | $[\mathrm{fm}]$ | 68.95 | 68.82 | 1.1507 |
| $S_{3}^{10}$ | $\left[\mathrm{MeV} . \mathrm{fm}^{3}\right]$ | -225.96 | 3.3573 | -1069.72 |
| $R_{3}^{10}$ | $[\%]$ | 15.62 | -227.44 | 64.52 |

Table 10.6: Optimization results for different RG cutoff $\Lambda$ for $v_{\mathrm{BDRS}}^{[\text {bare(2)] }}$ (averaged on 30 fits).

### 10.3.5 Representation accuracy

An interesting quantity to compute is the errors bars magnitude necessary to have a $\chi^{2}=1$ fit, i.e. such that $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ accurately describes $V_{\text {low } k}$ in the statistical sense. Such results are presented in Fig. 10.23 for $\Lambda=2.1 \mathrm{fm}^{-1}$. A maximum value $\left|\delta v\left(\chi^{2}=1\right)\right|^{\max } \approx 200 \mathrm{keV}$ and an average one $\left|\overline{\delta v}\left(\chi^{2}=1\right)\right| \approx 50 \mathrm{keV}$ are observed, that is the fitted $v_{\mathrm{BDRS}}^{[\text {bare }(2)]}$ represents $V_{\text {low } k}$ at the 50 keV level. Values of $\left|\overline{\delta v}\left(\chi^{2}=1\right)\right|$ as a function of $\Lambda$ can be found in Fig. 10.24. The latter value increases with $\Lambda$ which suggests that the accuracy of the current expression for $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ expressed in terms of (i) three gaussians, and (ii) a gaussian representation, deteriorates as the resolution scale increases. Given that we are mostly interested in representing $V_{\text {low } k}$ at small RG cutoff for EDF calculations, this issue can be disregarded. Additionally, the level of accuracy of $v_{\mathrm{BDRS}}$ remains of the order of 200 keVs for $\Lambda=3.5 \mathrm{fm}^{-1}$, which remains satisfactory anyway.


Figure 10.23: Rescaled theoretical error bars on $V_{\text {low } k}$ such that $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ will be a $\chi^{2}=1$ fit at $\Lambda=2.1 \mathrm{fm}^{-1}$.

Such results are almost constant with small redefinitions of the error bars, which proves that the gaussian + RG representation is very precise.


Figure 10.24: Average error $\left|\overline{\delta v}\left(\chi^{2}=1\right)\right|$ of theoretical error bars on $V_{\text {low } k}$ such that $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ will be a $\chi^{2}=1$ fit as a function of $\Lambda$.

### 10.3.6 Impact of the RG cutoff function

A change of the RG cutoff function is supposed to affect only matrix elements of $V_{\text {low } k}$ in the $k, k^{\prime} \approx \Lambda$ region, except in extreme cases which have additional pathologies, such as an exponential regulator with very small $n$ or a Woods-Saxon one with high $\epsilon$. To investigate
this issue, $\left\{\chi^{2}, \mu_{i}, S_{i}^{10}, R_{i}^{10} \ldots\right\}$ have been computed for $\Lambda=2.1 \mathrm{fm}^{-1}$, with different RG cutoff functions $g(k)$ as listed below, that will be referred to as "Run ID" in this section and were represented in Fig. 5.12

1. Sharp cutoff.
2. Exponential cutoff $n=2$,
3. Exponential cutoff $n=3$,
4. Exponential cutoff $n=4$,
5. Exponential cutoff $n=5$,
6. Exponential cutoff $n=6$,
7. Exponential cutoff $n=7$,
8. Exponential cutoff $n=8$,
9. Woods-Saxon cutoff $\epsilon=1.00$,
10. Woods-Saxon cutoff $\epsilon=0.80$,
11. Woods-Saxon cutoff $\epsilon=0.60$,
12. Woods-Saxon cutoff $\epsilon=0.40$,
13. Woods-Saxon cutoff $\epsilon=0.20$.

Matrix elements of the fitted $V_{\text {BDRS }}$ are represented in some of these test cases on Fig. 10.25, where in all cases a very good agreement between $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ and $V_{\text {low } k}$ is seen. Theoretical uncertainties are represented here, since they depend on the RG cutoff function, and are magnified by a factor of ten ${ }^{(5)}$.

Optimization results, presented in Fig. 10.26, need to be commented on. Firstly, the convergence of all quantities for exponential regulators as a function of $n$ is clearly seen. However, for small values of $n$ (typically $2-3$ ) the reproduction of $V_{\text {low } k}$ seems at first very unaccurate from the value of the optimized $\chi^{2}$. However in this situation the RG regulator cuts into the low- $k$ region, which reduces the curvature of $V_{\text {low } k}$ and decreases theoretical uncertainties. As a consequence the overall value of the cost function $\chi^{2}$ increases. Furthermore, numerical values for the fitted parameters are not very different from the other cases, which suggests that the unusually large value for $\chi^{2}$ is meaningless.

For all these fits there is an overall agreement in terms of the decomposition of the total potential into

- a long-range part $\mu_{3} \approx 3.2 \mathrm{fm}$ with a very small coupling constant, which varies a little depending on the RG cutoff function used for $V_{\text {low } k}$,
- a medium-range part $\mu_{2} \approx 1.2 \mathrm{fm}$, which is found to be the most stable with respect to the RG cutoff, and whose associated parameters $\left(\mu_{2} / C_{2}^{10}\right)$ are very close to the second gaussian of Gogny D1S,
- a short-range part which varies with the RG cutoff. The latter was to be expected, since short-range terms contribute the most to high-k matrix elements. Fig. 10.27 shows the shape of diagonal and off-diagonal terms for several values of the range $\mu$ with a simple gaussian. As expected, terms with lower values of $\mu$ will be much more affected by a change of the RG cutoff function.
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Figure 10.25: Matrix elements of $v_{\mathrm{BDRS}}^{[\mathrm{bare(2)]}}$ adjusted on $V_{\text {low } k}$ at $\Lambda=2.1 \mathrm{fm}^{-1}$ with different cutoff schemes. Theoretical uncertainties have been magnified by a factor 10 .

For all quantities, there is a good agreement between results for the Woods-Saxon regulators and the sharp one, which are very close in momentum space with the range of $\epsilon$ that we used. WS regulators used here are quite close to a step function. Different values of $\chi^{2}$ are simply related to different theoretical uncertainties for $V_{\text {low } k}$. The fast convergence of all quantities with exponential RG regulators as a function of increasing $n$ is also seen. However, converged values differ from the ones in the WS/sharp cases. As an example, the long-range part of the interaction changes between WS and exponential regulators, the associated range by about 0.2 fm and the zero-momentum coupling constant $S_{3}^{10}$ by about 30 MeV . However, the long-range relative strength $R_{3}^{10}$ remains unchanged, which suggests that changes in $\left\{\mu_{3}, S_{3}^{10}\right\}$ compensate each other. Taking the sharp $V_{\text {low } k}$ as a reference point, one finds that exponential regulators tend to underestimate the relative strength of the short-range component, while overestimating the one for the medium range. Such differences are related to the fact that $g_{\epsilon}(\Lambda)=1 / 2$ for Woods-Saxon regulators, while $g_{\epsilon}(\Lambda)=1 / e$ for exponential ones as already outlined before. A study of error bars on these parameters will indicate that this is not a very serious issue (see SEC. 10.3.10).

As a conclusion, for small values of $\Lambda, V_{\text {low } k}$ can therefore be very well represented, independently of the RG cutoff function used, by the sum of a contact term plus two gaussians of medium and long ranges. We suggest the diagrammatic representation from Fig. 10.28, where

## Non-empirical effective forces



Figure 10.26: Evolution of the parameters of $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ fit from $V_{\text {low } k}$ with different RG cutoff functions and $\Lambda=2.1 \mathrm{fm}^{-1}$.


Figure 10.27: Form factors of $v_{\mathrm{BDRS}}^{[\text {bare }(2)]}$ in the ${ }^{1} \mathrm{~S}_{0}$ channel, for different effectives ranges $\mu=0.2$ (red)... 4.0 (blue) fm. Integer values of $\mu$ are highlighted in bold lines.
the cut on relative momenta of incoming and outgoing lines induced by the RG cutoff is explicited by the smooth red boundaries.


Figure 10.28: Diagrammatic representation of $V_{\text {low } k}$ at small $\Lambda$.

|  | $v_{\text {BDRS }}^{\text {[bare(2)] }}$ |  |  |  |  | Gogny D1S |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
|  | Sharp | Exp. $n=2$ | Exp. $n=8$ | WS $\epsilon=0.4$ |  |  |
| $\chi^{2}$ |  | 0.2474 | 1.4252 | 0.0656 | 0.1194 |  |
| $\mu_{1}$ | $[\mathrm{fm}]$ | 0.247 | 0.182 | 0.016 | 0.171 | 0.700 |
| $S_{1}^{10}$ | $\left[\mathrm{MeV} . \mathrm{fm}^{3}\right]$ | 266.35 | 225.29 | 222.43 | 242.35 | 364.47 |
| $R_{1}^{10}$ | $[\%]$ | 17.43 | 15.37 | 15.42 | 16.36 | 24.05 |
| $\mu_{2}$ | $[\mathrm{fm}]$ | 1.182 | 1.271 | 1.230 | 1.208 | 1.200 |
| $S_{2}^{10}$ | $\left[\mathrm{MeV} . \mathrm{fm}^{3}\right]$ | -1007.84 | -1065.60 | -992.79 | -999.44 | -1150.92 |
| $R_{2}^{10}$ | $[\%]$ | 65.94 | 72.68 | 68.81 | 67.47 | 75.95 |
| $\mu_{3}$ | $[\mathrm{fm}]$ | 3.167 | 3.621 | 3.357 | 3.266 |  |
| $S_{3}^{10}$ | $\left[\mathrm{MeV} . \mathrm{fm}^{3}\right]$ | -254.15 | -175.36 | -227.50 | -239.45 |  |
| $R_{3}^{10}$ | $[\%]$ | 16.62 | 11.96 | 15.77 | 16.16 |  |

Table 10.7: Optimization results for $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ and different RG cutoff functions for $V_{\text {low } k}$ at $\Lambda=2.1 \mathrm{fm}^{-1}$.

### 10.3.7 Evolution with the number of gaussians

Increasing the total number of gaussians is expected to increase the overall precision, thus decrease the total merit $\chi^{2}$. Fits with increasing numbers of gaussians have been performed for $\Lambda=2.1 \mathrm{fm}^{-1}$. Results are presented in Fig. 10.29. The overall improvement of the reproduction of $V_{\text {low } k}$ matrix elements is clearly seen as the number of gaussians used increases. For $N=2$, one gets a quite unaccurate reproduction $\left(\chi^{2} \approx 16.01\right)$ since one gaussian is used for the zero-range baseline, and only one gaussian is effectively available. As $N$ increases (i) the evolution of $\mu_{i}$ and $R_{i}^{10}$ shows consecutive fragmentations of the long and medium ranges of the interaction from the $N=3$ reference point, and (ii) the short-range term cannot be approximated by a zero-range term any more... On the other hand the fact that several gaussians have very close ranges shows

## Non-empirical effective forces

that one tries to reproduce higher-order components in $k$, i.e.

$$
\begin{equation*}
\exp \left[-\frac{(\mu(1+\epsilon) k)^{2}}{2}\right]-\exp \left[-\frac{(\mu k)^{2}}{2}\right] \approx-\epsilon(\mu k)^{2} \exp \left[-\frac{(\mu k)^{2}}{2}\right] \tag{10.44}
\end{equation*}
$$

Still, the non-uniqueness of a gaussian decomposition becomes more critical as $N$ increases, and one tends to lose an interpretation of $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ in terms of physical degrees of freedom.


Figure 10.29: Evolution of the parameters of the $v_{\mathrm{BDRS}}^{[\text {bare(2)] }}$ fit from $V_{\text {low }} k$ with different number of gaussians $N$ for $\Lambda=2.1 \mathrm{fm}^{-1}$.

One can evaluate the precision of the fit as well as areas of missing precision by computing the matrix elements differences $V_{\text {low }}\left(k, k^{\prime}\right)-v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}\left(k, k^{\prime}\right)$, presented in FIG. 10.30. Increasing the number of gaussians in the fit greatly reduces the small structures that are observed, so there will be a tradeoff between the precision of the representation and the number of parameters involved. Of course, this is to be validated by the quality obtained on final observables. As far as pure vacuum-like observables (scattering phase shifts, deuteron properties...) are concerned, $N=3$ is sufficient for $\Lambda \lesssim 3.5 \mathrm{fm}^{-1}$ as discussed previously. However it remains to assess the quality of the reproduction of observables which probe off-shell properties, e.g. the nuclear matter equation of state a second order in MBPT.

### 10.3.8 Isospin-symmetry breaking

To evaluate how well the isospin-symmetry breaking of the initial force can be approximated by $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$, three fits have been performed to reproduce the matrix elements of $V_{\text {low } k}$ at $\Lambda=2.1 \mathrm{fm}^{-1}$, starting from the nuclear part of AV18, that is without electromagnetic terms.


Figure 10.30: $v_{\mathrm{BDRS}}^{[\text {bare(2)] }}$ residuals in the ${ }^{1} \mathrm{~S}_{0}$ channel for $\Lambda=2.1 \mathrm{fm}^{-1}$ and different numbers of gaussians. Note that color scales are different.

Results are presented in Tab. $\{10.8\}^{(6)}$.
In all three cases, $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ represents acurately $V_{\text {low } k}$ at the cost of slight variations of the free parameters, which confirms that highly-precise parametrizations can be adjusted within this RG-induced framework. Furthermore

- relative strengths $R_{i}^{10}$ do not depend on the isospin projection $T_{z}$. This would be in agreement with a meson exchange model where relative strengths of each diagram are only fixed by the exchange mesons mass ratios,
- the coupling strengths of the long-range term $\mu_{3}$ (the "pion") is not affected at all by $T_{z}$, which would confirm the hypothesis that the long-range part of $V_{\text {low } k}$ is well represented by a charge-independent OPE-like term,
- ranges and strengths of $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ change with $T_{z}$, in a way where the $T_{z}=0$ interaction is always the weakest one in absolute value, and $T_{z}= \pm 1$ terms are roughly equal. This symmetry is more obvious for the long ranges (equal values for $\mu_{2 / 3}$ for $T_{z}= \pm 1$ ) than for the short one.

Note that in all cases such features should be strongly affected by the starting interaction $V_{\text {low }} k$ derives from. A last comment can be made with respect to the fit strategy for the [bare(2)] level. In the case of the construction of an operatorial representation of the bare $V_{\text {low } k}$ to be used in the pairing channel, one will have to choose the isospin projection $T_{z}$ used as an input in the fit. Since proton-neutron pairing is usually neglected, we only need for $v^{\kappa \kappa}$ an accurate representation for neutron-neutron and proton-proton interactions. To our opinion, previous results suggest that, including theoretical error bars, the nuclear part of the NN force can be very well equivalently represented by fits of its $T_{z}=0, \pm 1$ components. In that respect, the choice of $T_{z}$ for the interaction constructed to represent $v^{\kappa \kappa}$, e.g. the pairing part of the nuclear EDF, will not be as critical as one could have expected.

[^72]|  | $T_{z}=-1(\mathrm{pp})$ | $T_{z}=0(\mathrm{np})$ | $T_{z}=+1(\mathrm{nn})$ |  |
| :--- | :--- | :---: | :---: | :---: |
|  | AV 18 |  |  |  |
| $a_{0}$ | $[\mathrm{fm}]$ | -17.164 | -23.084 | -18.818 |
| $r_{0}$ | $[\mathrm{fm}]$ | 2.865 | 2.703 | 2.834 |
|  |  | $V_{\text {low }}$ |  |  |
| $a_{0}$ | $[\mathrm{fm}]$ | -17.156 | -23.078 | -18.809 |
| $r_{0}$ | $[\mathrm{fm}]$ | 2.861 | 2.703 | 2.831 |
|  |  |  |  |  |
| $a_{0}$ | $[\mathrm{fm}]$ | -17.115 | -23.018 | -18.762 |
| $r_{0}$ | $[\mathrm{fm}]$ | 2.830 | 2.679 | 2.801 |
| $\chi^{2}$ |  | 0.1017 | 0.0771 | 0.0999 |
| $\mu_{1}$ | $[\mathrm{fm}]$ | 0.1344 | 0.0091 | 0.1101 |
| $S_{1}^{10}$ | $\left[\mathrm{MeV} . \mathrm{fm}^{3}\right]$ | 233.02 | 220.12 | 229.77 |
| $R_{1}^{10}$ | $[\%]$ | 15.96 | 15.35 | 15.75 |
| $\mu_{2}$ | $[\mathrm{fm}]$ | 1.2241 | 1.2049 | 1.2237 |
| $S_{2}^{10}$ | $\left[\mathrm{MeV} . \mathrm{fm}^{3}\right]$ | -997.32 | -988.01 | -999.13 |
| $R_{2}^{10}$ | $[\%]$ | 68.30 | 68.91 | 68.49 |
| $\mu_{3}$ | $[\mathrm{fm}]$ | 3.3480 | 3.1879 | 3.3471 |
| $S_{3}^{10}$ | $\left[\mathrm{MeV} . \mathrm{fm}^{3}\right]$ | -229.77 | -229.79 | -229.85 |
| $R_{3}^{10}$ | $[\%]$ | 15.74 | 15.73 | 15.76 |

Table 10.8: Optimization results for different isospin projections for $V_{\text {low } k}$ at $\Lambda=2.1 \mathrm{fm}^{-1}$ derived from the nuclear part only of AV18.

### 10.3.9 Comparison with separable interactions

FIg. 10.31 compares matrix elements for $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ and the rank-2 separable representation of $V_{\text {low } k}$ in the ${ }^{1} \mathrm{~S}_{0}$ channel at $\Lambda=1.8 \mathrm{fm}^{-1}$ [669]. While they both roughly provide very accurate (i) approximations of matrix elements of $V_{\text {low } k}$, and (ii) equivalent reproductions of physical observables such as scattering phase shifts, $v_{\mathrm{BDRS}}^{[\text {bare }(2)]}$ seems to do a better job around the cutoff value $\Lambda$. The latter is best seen on Fig. 10.32, which shows residuals defined as

$$
\begin{equation*}
\delta v\left(k, k^{\prime}\right)=\left|V_{\mathrm{low} k}\left(k, k^{\prime}\right)-v_{\mathrm{sep} / \mathrm{BDRS}}\left(k, k^{\prime}\right)\right| \tag{10.45}
\end{equation*}
$$

The total residual

$$
\begin{equation*}
\Delta_{\mathrm{sep} / \mathrm{BDRS}} v=\sqrt{\frac{2}{N(N+1)} \sum_{i<j}^{N}\left(V_{\text {low } k}\left(k_{i}, k_{j}\right)-v_{\mathrm{sep} / \mathrm{BDRS}}\left(k_{i}, k_{j}\right)\right)^{2}}, \tag{10.46}
\end{equation*}
$$

can be evaluated for a common mesh $\left\{k_{i} \in[0, \Lambda \sqrt{2}], i=1,100\right\}$, and reads

$$
\begin{equation*}
\Delta_{\mathrm{BDRS}} v \approx 28 \mathrm{keV}, \quad \Delta_{\mathrm{sep}} v \approx 604 \mathrm{keV}, \tag{10.47}
\end{equation*}
$$

where only 6 free parameters are used for $v_{\text {BDRS }}^{[\text {bare }(2)]}$ instead of 12 for $v_{\text {sep }}$. This suggests that (i) the explicit treatment of non-localities that is done in both approaches is essential in the ${ }^{1} \mathrm{~S}_{0}$


Figure 10.31: Matrix elements for $V_{\text {low } k}, v_{\text {sep }}$ and fitted $v_{\text {BDRS }}^{[\text {bare(2)] }}$ at $\Lambda=1.8 \mathrm{fm}^{-1}$ in the ${ }^{1} \mathrm{~S}_{0}$ channel.
channel which presents a virtual di-nucleon state, (ii) at the tradeoff of a more complex scheme, $v_{\mathrm{BDRS}}^{[\text {bare }(2)]}$ better approximates off-diagonal matrix elements while higher-order form factors are needed for $v_{\text {sep }}$ [669], and (iii) in order to have a good description of the phase shifts, a good reproduction of matrix elements of the kind $\left(k \approx \Lambda, k^{\prime} \lesssim \Lambda\right)$ is not needed, and theoretical uncertainties can be raised in this region when necessary. This should turn out to be useful for the strict gaussian $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$ (without RG cutoffs).


Figure 10.32: Residuals $\delta_{\text {sep } / \operatorname{BDRS}} v\left(k, k^{\prime}\right)$ in the ${ }^{1} \mathrm{~S}_{0}$ channel for $\Lambda=2.1 \mathrm{fm}^{-1}$.

### 10.3.10 Uncertainties analysis

Let us now turn to an essential feature that provides a new perspective to the results previously presented, i.e. a post-fit analysis in terms of confidence intervals. Uncertainties on the adjusted parameters $\left\{\mu_{i}, S_{i}^{10}\right\}$ can be essentially broken down into three different origins.

1. The fit intrinsic error that arises from the use of a stochastic algorithm with random initializations. That is, the final result might depend on the starting configuration of FITPACK.
2. The representation error, that is the uncertainty coming from the choice of the analytical expression of $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ as a sum of gaussian terms which is supposed to grasp the exact structure of $V_{\text {low } k}$.
3. The input error that comes from the small variations of $V_{\text {low } k}$ with respect to (i) changes in the RG cutoff function, and (ii) changes in the starting vacuum realistic interaction. Indeed, while $V_{\text {low } k}$ is usually considered in itself as a vacuum two-body force, we have to take into account such small variations, that are already well known [87], when constructing a high-precision parametrization.

### 10.3.10.1 Fit intrinsic error

As shown in SEC. 10.3.2, the intrinsic dispersion of the fitted parameters on 30 fits with random initializations remains very small. This suggests that this source of error should be well under control in the procedure. To illustrate the latter point, we performed 30 fits by changing the convergence threshold $10^{-\epsilon}$ of FITPACK, which corresponds to (i) the (relative) merit dispersion between all simplexes, and (ii) the (relative) hypervolume of the best specimen. Results are presented in Fig. 10.33 for the dispersion $\sigma_{X}$ and the relative dispersion $\sigma_{X} / X$ of the optimal cost and the fitted parameters $\mu_{i}$ and $S_{i}^{10}$. As a striking result, one sees that the dispersion scales linearly with the convergence threshold, that is the intrinsic precision of the fit can be set to any (arbitrary) small value by changing the control parameters of fitpack. Given the precision chosen in the previous results $(\epsilon=7)$, one can thus safely disregard any error coming from the intrinsic precision of FITPACK. This can be confirmed a posteriori by the uncertainties that arise from other sources, that are of the order of a few percents, in comparison with the ones that one has to consider in the present case, that never exceed a few parts per million.


Figure 10.33: Relative and absolute dispersions for the fitted parameters and the optimized merit $\chi^{2}$ as a function of the convergence threshold of FITPACK. The high relative dispersion for $\mu_{1}$ stems from the fact that the optimized value of $\mu_{1}$ corresponds to a zero-range term.

We notice finally, that the best (relative) precision is always obtained for the medium-range component $\left\{\mu_{2}, S_{2}^{10}\right\}$, while the worst one corresponds to the short-range term in $v_{\text {BDRS }}^{[\text {bare }(2)]}$.

### 10.3.10.2 Representation and $V_{\text {low } k}$ error: principle

The last two sources of error will be treated using the bootstrap algorithm developed in collaboration with L. Illourmane that is presented in SEC. 9.6. Owing to the general principle of this method for error estimates, that is randomly resampling an initial data set with respect to a given statistics, we define a (arbitrary large) set of $B$ variations of ${ }^{1} \mathrm{~S}_{0}$ matrix elements for $V_{\text {low } k}$ that (i) remain close to the original one, and (ii) are used to perform an equivalent number of adjustments which provide theoretical errors on $\mu_{i}$ and $S_{i}^{10}$ using the standard procedure from Sec. 9.6, i.e.

$$
\begin{equation*}
Y_{i} \in\left[\left(Y_{i}^{\prime}\right)_{\alpha B},\left(Y_{i}^{\prime}\right)_{(1-\alpha) B}\right] \tag{10.48}
\end{equation*}
$$

$\left(Y_{i}^{\prime}\right)_{1 \ldots B}$ corresponding to ordered values of the $B$ fitted parameters. We define resampled matrix elements of $V_{\text {low } k}$ as

$$
\begin{equation*}
\forall(i, j), \quad V_{\text {low } k}^{[B]}\left(k_{i}, k_{j}\right) \equiv V_{\text {low } k}\left(k_{i}, k_{j}\right)+\delta v^{[B]}\left(k_{i}, k_{j}\right), \tag{10.49}
\end{equation*}
$$

where the random deviations $\delta v^{[B]}$ are yet to be specified. We choose to use a form of residuals resampling which preserves a physical meaning, in the sense that the resampling is not performed independently bin by bin, but instead provides "smooth" random variation around the original $V_{\text {low } k}$. The range of such variations depends on (i) the point of computation, e.g. we are precise for $k=k^{\prime} \approx 0 \mathrm{fm}^{-1}$ diagonal components and allow more freedom for off-diagonal matrix elements around the RG cutoff $\Lambda$, and (ii) depends on the category of error that are probed. Indeed we define

$$
\begin{equation*}
\forall(i, j), \quad \delta v^{[B]}\left(k_{i}, k_{j}\right) \equiv \mathcal{R}^{[B]}\left(k_{i}, k_{j}\right) \times \delta v\left(k_{i}, k_{j}\right) \tag{10.50}
\end{equation*}
$$

where

- $\mathcal{R}^{[B]}$ is a random two-dimensional curve in $[-1,+1]$, that is a smooth curve where at each point $\left(k_{i}, k_{j}\right)$ the probability law of $\mathcal{R}^{[B]}\left(k_{i}, k_{j}\right)$ is centered and of variance $1 / 2^{(7)}$. The construction principle of such a curve relies on statistics and is detailed in Appendix F.2,
- $\delta v\left(k_{i}, k_{j}\right)$ is a (positive) error magnitude that defines the local range within which $V_{\text {low } k}$ is resampled, defined as

$$
\begin{equation*}
\delta v\left(k_{i}, k_{j}\right) \equiv\left|V_{\text {low } k}\left(k_{i}, k_{j}\right)-v_{\mathrm{BDRS}}^{[\operatorname{bare}(2)]}\left(k_{i}, k_{j}\right)\right| \quad \text { for the representation error, } \tag{10.51a}
\end{equation*}
$$

$$
\begin{equation*}
\delta v\left(k_{i}, k_{j}\right) \equiv \max _{C}\left|V_{\text {low } k}\left(k_{i}, k_{j} ; C\right)-v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}\left(k_{i}, k_{j}\right)\right| \quad \text { for the } V_{\text {low } k} \text { error, } \tag{10.51b}
\end{equation*}
$$

where $V_{\text {low } k}\left(k_{i}, k_{j} ; C\right)$ corresponds to the low-momemtum interaction calculated with a different RG cutoff function and/or a different starting vacuum interaction. Obviously both of these errors can be combined by taking for $\delta v\left(k_{i}, k_{j}\right)$ at each point the greatest value of all error sources.
EQ. (10.50) provides a way to evaluate variations of $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ between a small range of variations of $V_{\text {low } k}$, i.e. assuming that the initial $V_{\text {low } k}$ from which $v_{\text {BDRS }}^{[\text {[bare }(2)]}$ is derived does not constitute an absolute reference. Note that the ideal approach would consist in taking the deviations $\delta v\left(k_{i}, k_{j}\right)$ within the alloted range while strictly preserving the two-body observables constrained by the $R G$ flow, e.g. the scattering phase shifts ${ }^{(8)}$. We only use here as a first step a pure statistical

[^73]resampling, that lead to very small variations of such observables (see SEC. 10.3.10.5).
In the following we will use $B=200$ resamplings which was found to be an accurate prescription, and will provide intervals at $90 \%$ confidence level, i.e. $\alpha=0.05$.

### 10.3.10.3 Representation error: case study

To illustrate how the study of confidence intervals might provide essential informations, let us get back to the case where $v_{\mathrm{BDRS}}^{[\text {bare(2)] }}$ was adjusted for different RG cutoff functions (SEC. 10.3.6). We had found that starting from AV18 and using different cutoffs, e.g. a sharp one and an exponential one, the free parameters of $v_{\mathrm{BDRS}}^{[\text {bare(2)] }}$ where very close to each other but with small differences. Using the bootstrap procedure, the error bars associated with each parameter are found in TAB. $\{10.9\}$ for $\Lambda=2.1 \mathrm{fm}^{-1}$. One finds that

- error bars for the coupling constants $S_{i}^{10}$ are of the order of a few $\mathrm{MeVs.fm}^{3}$, while error bars for the effective ranges are of the order of 0.05 fm except for the short range term. In all cases, error bars are much larger for the short-range term and the smallest for the medium-range one, which is (i) consistent with the previous interpretations, and (ii) similar to the situation of standard models of vacuum NN potentials for which the shortest range always corresponds to the most uncertain one,
- values for these error bars are, as expected, much larger than the intrinsic uncertainties (SEC. 10.3.10.1),
- taking into account such uncertainties, the interactions $v_{\operatorname{BDRS}}^{[\text {bare(2)] }}$ coming from a low-momentum interaction with a sharp and a smooth cutoff become almost non-exclusive. When all levels or uncertainties are considered this becomes an exact result (see below). This suggests that $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ might be defined as a universal object, regardless of the cutoff procedure for $V_{\text {low } k}$,
- their order of magnitude is also consistent with the small variations of $\left\{\mu_{i}, S_{i}^{10}\right\}$ as a function of $T_{z}$ when CIB/CSB effects are included.

|  | Smooth |  |  | Sharp |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Min | Fit | Max | Min | Fit | Max |
| $\mu_{1}[\mathrm{fm}]$ | 0.000 | 0.000 | 0.117 | 0.203 | 0.246 | 0.292 |
| $S_{1}^{10}\left[\mathrm{Mev} . \mathrm{fm}^{3}\right]$ | 221.32 | 222.27 | 230.70 | 251.05 | 266.19 | 288.17 |
| $\mu_{2}[\mathrm{fm}]$ | 1.222 | 1.230 | 1.233 | 1.164 | 1.182 | 1.195 |
| $S_{2}^{10}[\mathrm{Mev.fm}]$ | -997.96 | -992.69 | -991.43 | -1021.81 | -1007.75 | -996.78 |
| $\mu_{2}[\mathrm{fm}]$ | 3.327 | 3.357 | 3.379 | 3.115 | 3.168 | 3.211 |
| $S_{2}^{10}\left[\mathrm{Mev}^{3} . \mathrm{fm}^{3}\right]$ | -230.83 | -227.45 | -225.29 | -262.33 | -254.09 | -247.54 |

Table 10.9: Representation error for the parameters of $v_{\mathrm{BDRS}}^{[\text {bare(2)] }}$ computed for $V_{\text {low } k}$ at $\Lambda=2.1 \mathrm{fm}^{-1}$ for a sharp and a smooth cutoff.

### 10.3.10.4 Total uncertainties

Adding the uncertainties on the definition itself of $V_{\text {low } k}$ can be one in two steps, i.e. (i) by computing associated error bars directly, or (ii) by combining errors on $V_{\text {low } k}$ and on the
representation at the level of $\delta v\left(k_{i}, k_{j}\right)$. Uncertainties associated with the initial condition of the RG flow equations are expected to correspond to the largest uncertainties, given the order of magnitude within which $V_{\text {low } k}$ is resampled. In that respect, we have used the bootstrap procedure in the following cases, starting from $V_{\text {low } k}$ computed with a smooth cutoff at $\Lambda=2.1 \mathrm{fm}^{-1}$

1. representation error,
2. difference with $V_{\text {low } k}$ coming from AV18 and a sharp cutoff ("cutoff uncertainty"),
3. difference with $V_{\text {low } k}$ coming from CD-Bonn and a smooth cutoff ("vacuum force uncertainty"),
4. difference $V_{\text {low } k}$ coming from CD-Bonn and AV18 and sharp/smooth cutoffs ("total $V_{\text {low } k}$ uncertainty"),
5. error with respect to the representation and $V_{\text {low } k}$ coming from CD-Bonn and AV18 and sharp/smooth cutoffs ("total uncertainty").

|  | Procedure |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 |  |
| $\mu_{1}[\mathrm{fm}]$ | $\min$ | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
|  | $\max$ | 0.117 | 0.137 | 0.304 | 0.294 | 0.299 |
| $S_{1}^{10}\left[\mathrm{Mev} . \mathrm{fm}^{3}\right]$ | $\min$ | 221.32 | 221.06 | 214.07 | 213.53 | 214.11 |
|  | $\max$ | 230.70 | 232.07 | 293.66 | 287.55 | 292.00 |
| $\mu_{2}[\mathrm{fm}]$ | $\min$ | 1.222 | 1.222 | 1.170 | 1.171 | 1.166 |
|  | $\max$ | 1.233 | 1.233 | 1.249 | 1.253 | 1.251 |
| $S_{2}^{10}\left[\mathrm{Mev} . \mathrm{fm}^{3}\right]$ | $\min$ | -997.96 | -1001.35 | -1041.68 | -1246.52 | -1042.74 |
|  | $\max$ | -991.43 | -991.17 | -985.00 | -978.20 | -983.44 |
| $\mu_{2}[\mathrm{fm}]$ | $\min$ | 3.327 | 3.333 | 3.239 | 3.215 | 3.232 |
|  | $\max$ | 3.379 | 3.371 | 3.441 | 3.453 | 3.460 |
| $S_{2}^{10}\left[\mathrm{Mev} . \mathrm{fm}^{3}\right]$ | $\min$ | -230.83 | -230.65 | -246.12 | -250.26 | -250.34 |
|  | $\max$ | -225.29 | 225.69 | -215.66 | -212.79 | -212.58 |

Table 10.10: $90 \%$ Confidence intervals for the parameters of $v_{\text {BDRS }}^{[\mathrm{bare}(2)]}$ computed for $V_{\text {low } k}$ at $\Lambda=2.1 \mathrm{fm}^{-1}$ and the procedures described in the text.

Results are presented in Tab. $\{10.10\}$. One observes that

- The uncertainty due to the RG cutoff function is of the same order as the representation error (procedures 1 and 2),
- When including variations associated with the initial RG condition one obtains larger uncertainties.

The latter results suggest a hierarchy of uncertainties for the fitted parameters of $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$, i.e.

$$
\begin{equation*}
\delta Y_{i}^{[\mathrm{intr}]} \ll \delta Y_{i}^{[\text {representation }]} \ll \delta Y_{i}^{\left[\mathrm{V}_{\text {low k }}\right]} \tag{10.52}
\end{equation*}
$$

Finally, one can compute total error bars for the parameters of $v_{\mathrm{BDRS}}^{[\text {bare }(2)]}$ as a function of the RG cutoff $\Lambda$. Results, presented in Fig. 10.34, suggest that (i) the interpretation from SEC. 10.3.4 still stands regarding in particular the zero-range approximation of the short-range part of $v_{\mathrm{BDRS}}^{[\text {bare(2)] }}$ in the low- $\Lambda$ regime, (ii) ideal, that is rather large, phase regions for a linear refitting of

## Non-empirical effective forces

the parameters of $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ can be provided within such a framework. The confidence intervals obtained in the present work remain narrow, and the relative variations allowed for each adjusted parameter never exceed a few percents, which proves the robustness of the inital operatorial representation that remains stable versus small variations of the $V_{\text {low } k}$ input within a physically sound interval. Additionally, the fact that these confidence intervals do not overlap with each other validates a choice of three well-defined gaussians. By adding more gaussians, as in SEC. 10.3.7, such intervals are expected to collide and any physically sound interpretation is lost. Finally, one sees a general trend where the magnitude of the confidence intervals increase with the resolution scale $\Lambda$, which suggests that an operatorial representation of vlowk with three gaussians remains only valid in a given interval for the RG cutoff, up to the point where the corresponding confidence intervals overlap with each other. Beyond that (i) more gaussians should be necessary, or (ii) the model should be tampered with. In any case, our model remains valid in the whole low- $\Lambda$ regime which is of interest for EDF calculations.

Note however that in a statistical sense, the random variables $\mu_{i}$ and $S_{i}^{10}$ are not independent, with correlations coming from (i) the non-orthogonality of gaussian functions, and (ii) intrinsic features of the gaussian + RG representation. In that respect one should keep in mind that the confidence intervals provided in this section must be complimented by a principal component analysis.


Figure 10.34: Parameters of the $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ at different $\Lambda$ including error bars.

### 10.3.10.5 Errors on physical observables

The previous error bars on the (non-observable) parameters of $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ can be translated into uncertainties on the physical observables associated with $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$, such as the scattering phase
shifts, the gap equation or the INM equation of state later on. Let $O\left(X_{i}\right)$ denote one of these quantities. Local uncertainties on $O\left(X_{i}\right)$ can be defined by

$$
\begin{equation*}
\forall i, \quad O^{\min / \max }\left(X_{i}\right)=\underset{\alpha \in \mathcal{A}}{\min / \max }\left[O\left(X_{i} ; \alpha\right)\right] \tag{10.53}
\end{equation*}
$$

where $\alpha$ denotes a set of parameters $\left\{\mu_{i}, S_{i}^{10}\right\}$ provided by the bootstrap analysis ${ }^{(9)}$. An example of such errors are provided by Figs. $(10.35,10.36,10.37)$ for the matrix elements, scattering phase shifts and the gap equation, respectively. These results suggest that the resampling procedure preserves in first approximation the two-body observables associated with the RG flow although it was not enforced at the level of the resampling procedure. On the other hand, it is of interest to study how these errors propagate into many-body observables that are not constrained by the RG approach, such as the INM EOS at various levels of complexity.


Figure 10.35: ${ }^{1} \mathrm{~S}_{0}$ Matrix elements of $v_{\mathrm{BDRS}}^{[\text {bare }(2)]}$ including error bars magnified by a factor of ten, represented by vertical lines.

In the following, additional preliminary results are provided and highlight different paths along which our work has to be further developed. Only general guidelines will be given.

### 10.4 Results for $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}: L \leq 2$ partial waves with RG cutoffs

A first possible extension of the previous works concerns the generalization of the fitting process to all relevant partial waves in the two- (and three-body) domains. In this case, the general expression for $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ from SEC. 8.4.4.2 can be used. The number of degrees of freedom involved in the fitting procedure increases dramatically, and overfitting clearly becomes an issue. On the other hand, FITPACK has been designed specifically to handle such a complex optimization problem, baring some adjustement of its various parameters.

[^74]

Figure 10.36: ${ }^{1} \mathrm{~S}_{0}$ scattering phase shifts of $v_{\mathrm{BDRS}}^{[\text {bare }(2)]}$ including error bars magnified by a factor of ten, represented by vertical lines.


Figure 10.37: ${ }^{1} \mathrm{~S}_{0}$ gap equation of $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ including error bars represented by vertical lines.


Figure 10.38: $\chi^{2}$ of the RG-induced $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ fitting process using 11 partial waves as a function of the number of FITPACK iterations on the CCRT computer grid.

Having access to large-scale computing capabilities at the CCRT computer grid [657], preliminary adjustements have been performed using 256 CPU nodes and FITPACK in order to fit a gaussian vertex $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ that reproduces with three gaussian terms the two-body $V_{\text {low } k}$ in all $L \leq 2$ partial waves. RG cutoffs at high momenta have been added in all channels using the same non-local momentum correction as in the previous section, considering that (i) they might provide better out-of-the box results, and (ii) the transformation back into coordinate space remains numerically possible. All 11 partial waves entering the fitting procedure have been given an equal weight in the total $\chi^{2}$ function to be minimized ${ }^{(10)}$. The full optimization contains 21 parameters and about 15 minutes are needed between each genetic recombination process. Fig. 10.38 presents the evolution of the total $\chi^{2}$ of the fit as a function of the number of iterations. The overall convergence of the process is clearly seen. On the other hand, the wall time limitation on the computer grid caused the whole process to timeout after about 48 hours of computation. Nevertheless, the resulting matrix elements shown in Fig. 10.40 already constitute very promising and encouraging results. Indeed

- in several partial waves ( $p$ waves, ${ }^{1} D_{2} \ldots$ ), a very good agreement between the fitted $v_{\text {BDRS }}^{[\text {bare }(2)]}$ and $V_{\text {low } k}$ is already seen. The corresponding scattering phase shifts presented in Fig. 10.39 also reproduce very well experimental data,
- for the ${ }^{1} S_{0}$ and ${ }^{3} D_{1}$ channels, the optimization process does not seem to be fully converged, which might be a consequence of the undesired computation timeout. Nevertheless, the overall shape of these matrix elements gives reasonable hopes that an adequate representation of $V_{\text {low } k}$ in these partial waves is possible,
- for the $\epsilon_{1},{ }^{3} S_{1}$ and ${ }^{3} D_{2}$ channels however the situation looks a little more complicated. Indeed, the rather large discrepancies between the matrix elements of $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ and $V_{\text {low } k}$ might be explained by several reasons, that is (i) a non-converged fitting procedure, in

[^75]which case a better global miminum could exist and has not been reached yet, or (ii) an intrinsic problem with the parametric definition of $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$, in particular in the tensor channels where the modified gaussian vertex might not be an accurate momentum-space representation. The latter point particularly calls for additional studies, since a definite answer cannot be put forward given the scope of these preliminary results.


Figure 10.39: Phase shifts of $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ in various partial waves using RG cutoffs compared to the ones of $V_{\text {low } k}$.

In any case, this example illustrates that a RG-induced momentum-space representation of $V_{\text {low }} k$ is not only possible in the ${ }^{1} S_{0}$ channel, but can also be generalized towards a more complete representation of the bare two-body vertex, while remaining a simple model with only a few parameters ${ }^{(11)}$.

### 10.5 Results for $v_{\mathrm{BDRS}}^{[\text {bare(2)] }}$ : no RG cutoffs in the ${ }^{1} \mathbf{S}_{0}$ channel

Similar preliminary results can also be given concerning another class of problem, that is the construction a full gaussian expression for $v_{\mathrm{BDRS}}^{[\text {bare }(2)]}$ that can be directy plugged into existing nuclear structure codes. In this case the non-local momentum correction previously defined cannot be of help any more to quench high-momenta matrix elements, but the following proof of principle illustrates the kind of accuracy that can be expected nevertheless.

In this preliminary result only the ${ }^{1} S_{0}$ channel is considered, aiming towards a gaussian representation of $V_{\text {low } k}$ in the particle-particle channel instead of empirical representation such as Gogny D1S. Once again three gaussian terms are used in the fitting process. It appears that the choice of theoretical tolerances is now becoming critical regarding the accuracy of the

[^76]







Figure 10.40: $v_{\mathrm{BDRS}}^{[\text {bare(2)] }}$ matrix elements using RG cutoffs in all $L \leq 2$ partial waves ( $T_{z}=0$ if $T=1$ ) compared to the ones of $V_{\text {low } k}$.
final results. Using previous results, it appears that (i) both the RG-induced $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ and the separable interaction yield to similar accuracies in terms of physical observables such as scattering phase shifts, while having quite different deep off-diagonal matrix elements (see SEC. 10.3.9), (ii) increasing the number of gaussians in the RG-induced representation does not improve by much the accuracy of $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ in comparison with $V_{\text {low } k}$ in this off-diagonal region (see SEC. 10.3.7), and (iii) the presence of small positive off-diagonal matrix elements does not affect the perturbative/non-perturbative behavior of a given bare interaction (see SEc. 7.6). For these reasons, we chose to keep the same expression as in EQ. (10.36a) for the theoretical uncertainties used in the fitting process, which provide more weighting to diagonal / small-momentum matrix elements.


Figure 10.41: Matrix elements of the full gaussian $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ in the ${ }^{1} S_{0}$ channel.
Fig. 10.41 shows the matrix elements of the fitted $v_{\mathrm{BDRS}}^{[\operatorname{bare}(2)]}$ in comparison with those of $V_{\text {low } k}$, where one clearly sees that

- there is a very good overall agreement between the two models, in particular in the low-momentum region,
- the fitted $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ exhibits positive matrix elements that are localized in the off-diagonal region. While these may correspond to a signature of hard core repulsion, the results of SEC. 7.6 suggest that the magnitude of these matrix elements, which remains below $6-7 \mathrm{MeVs}$, remains well within acceptable ranges concerning the perturbative many-body behavior of $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$.

Futhermore, physical observables for this newly fitted $v_{\mathrm{BDRS}}^{[\text {bare }(2)]}$ are presented in Figs. $(10.42,10.43)$ look very promising since both the gap equation and the scattering phase shifts remain very close to those of $V_{\text {low } k}$. The latter suggests that indeed a gaussian representation may indeed (i) carry out enough information embedded in the bare nucleon-nucleon force as shown in TAB. $\{10.11\}$ where the physical properties of both the RG-induced and full gaussian $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ vertices appear to be in good agreement with those of $V_{\text {low } k}$, and (ii) remain a realistic model for low-energy nuclear structure while keeping a simple and computationally-friendly structure. In addition TAB. $\{10.12\}$ presents a summary of the ranges and strenghtes of the two approaches used to fit


Figure 10.42: ${ }^{1} S_{0}$ scattering phase shifts of the full gaussian $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$.


Figure 10.43: ${ }^{1} S_{0}$ gap equation in symmetric nuclear matter of the full gaussian
$v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$.

|  |  | $v_{\text {BDRS }}^{\text {bare(2)] }}+R G$ |  | $v_{\text {BDRS }}^{\text {bare(2)] }}$ |  | Gogny D1S |  |
| :--- | :---: | :---: | ---: | ---: | ---: | ---: | ---: |
| $\mu_{1}[\mathrm{fm}]$ | $S_{1}^{10}\left[\mathrm{MeV.fm}^{3}\right]$ | 0.006 | 223.2 | 0.863 | -148.9 | 0.700 | 364.5 |
| $\mu_{2}[\mathrm{fm}]$ | $S_{2}^{10}\left[\mathrm{MeV.fm}^{3}\right]$ | 1.230 | -997.4 | 1.212 | -1748.9 | 1.200 | -1150.9 |
| $\mu_{3}[\mathrm{fm}]$ | $S_{3}^{10}\left[\mathrm{MeV.fm}^{3}\right]$ | 3.369 | -225.9 | 4.138 | 893.5 | N $/ \mathrm{A}$ |  |

Table 10.11: Ranges $\mu_{i}$ and strengthes $S_{i}^{10}$ of $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ in the ${ }^{1} S_{0}$ channel in the RGinduced approximation and the full gaussian representation, compared with the values of the Gogny D1S effective interaction.

|  | $V_{\text {low } k}$ | $v_{\text {BDRS }}^{[\text {bare(2)] }}+R G$ | $v_{\text {BDRS }}^{[\text {bare(2)] }}$ |
| :---: | :---: | :---: | :---: |
| $a_{0}[\mathrm{fm}]$ | -18.5 | -18.4 | -22.2 |
| $r_{0}[\mathrm{fm}]$ | 2.79 | 2.81 | 2.20 |
| $\eta_{0}$ | 0.901 | 0.901 | 0.915 |
| $\eta_{-}$ | -0.011 | -0.012 | -0.046 |

Table 10.12: ${ }^{1} S_{0}$ scattering length, effective range and Weinberg eigenvalues of $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ in the ${ }^{1} S_{0}$ channel in the RG-induced approximation and the full gaussian representation, compared with the values obtained for $V_{\text {low } k}$. As in SEC. 7.6, $\eta_{0}$ and $\eta_{-}$denote the largest and smallest eigenvalues of the scattering matrix, respectively.
$v_{\mathrm{BDRS}}^{[\text {bare }(2)]}$ vertices in comparison with the ones of the Gogny D1S interaction. One may notice that for the full gaussian model the ranges of the first two gaussians of $v_{\text {BDRS }}^{[\text {bare }(2)]}$ look similar to those of D1S.

## Conclusions

A large range of new perspectives for low-energy nuclear structure have been brought about by the recent advent of low-momentum vacuum interactions $V_{\text {low } k}$. For the first time, an explicit connection between realistic vacuum two- (and three-...) nuclear interactions and the nuclear energy density functional (EDF) that enters calculations of medium- and heavy-mass nuclei can be envisioned. This connection appears as a necessary step to improve the predictive power of EDF calculations for exotic nuclei far away from the valley of stability. In that respect, we have set up the first steps towards the construction of non-empirical EDFs based on effective two-body vertices, making use of recents achievements, namely

- low-momentum potentials that set a new paradigm for vacuum nuclear interactions, that reproduce low-energy two-body observables and constitute a starting point for perturbative many-body calculations,
- the construction of the three-body force in the context of chiral effective field theory, which can be transformed into density-dependent two body forces with a good precision,
- many-body calculations starting from such low-momentum two- and three-body forces, leading to a converged equation of state of symmetric nuclear matter at second order in manybody perturbation theory (MBPT) which displays good saturation properties in agreement with (i) empirical data and (ii) ab initio calculations using hard-core phenomenological potentials.

We have then proposed a possible connection between the effective two-body vertices $v^{\rho \rho}$ and $v^{\kappa \kappa}$ that act as basic ingredients in state-of-the-art EDF calculations and microscopic counterparts that are derived in the context of MBPT. More precisely, at lowest order in two-particle-irreducible vertices, $v^{\rho \rho}$ can be assimilated to the nuclear in-medium $G$-matrix computed from two- plus (averaged) three-body forces, and further reduced to second order in particle-particle ladders when starting from low-momentum interactions, whereas $v^{\kappa \kappa}$ is mapped onto the vacuum two-body force $V_{\text {low } k}$, possibly complemented by the contribution from the three-body force, i.e.


The following step consists in constructing such vertices in a manner that is suitable for systematic EDF calculations of medium- and heavy-mass nuclei, i.e. such that some integrations at play can be computed analytically in opposition to using directly low-momentum interactions as they are numerically produced by the renormalization group flow equations. In that respect, we have introduced three possible strategies to ultimately compute $v^{\rho \rho}$ and $v^{\kappa \kappa}$, corresponding to different realizations of a so-called underlying $v_{\mathrm{BDRS}}$ non-empirical effective vertex. The
latter is introduced as a gaussian local expression that includes finite-range spin-orbit and tensor contributions and is suitable for EDF calculations in a HO basis. In the strategy $1, v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ represents the vacuum nucleon-nucleon force and three-body/MBPT effects that enter $v^{\rho \rho}$ and $v^{\kappa \kappa}$ need to be diagrammatically calculated and approximated by products of energy-dependent one-body densities, from which a quasi-local functional can be derived by applying the DME [593]. In strategy 2, $v_{\text {BDRS }}^{[\text {bare(3)] }}$ represents the sum of the vacuum two- and three-body forces, such that in-medium effects entering $v_{\mathrm{BDRS}}$ are encoded through complex density dependencies of its coupling constants. Again, MBPT effects must be calculated in a second step in this strategy. In strategy 3 the effective vertices $v_{\mathrm{BDRS}}^{[\rho \rho] /[\kappa \kappa]}$ are constructed to represent $v^{\rho \rho}$ and $v^{\kappa \kappa}$ directly in infinite nuclear matter and thus resum in-medium correlations. These strategies correspond to resumming more and more in-medium effects into $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$ at the level of infinite nuclear matter as one goes from strategy 1 to strategy 3. The latter case corresponds to averaging the corresponding correlations in a homogenous system and simplifying accordingly finite nuclei calculations.

A fitting strategy of the free parameters of $v_{\text {BDRS }}$ has been devised and relies on (i) a reproduction of matrix elements in a subset of partial waves where $v_{\mathrm{BDRS}}$ is matched on the vacuum two-body low-momentum interaction or more complex observables depending on the chosen strategy, and (ii) a new fitting algorithm that makes use of evolutionary techniques, i.e. based on a hybridation between simplex and genetic algorithms that can handle very complex optimization problems in high dimensionality. Note that in all envisioned strategies the matching is done at the vertex level where spin-orbit and tensor components contribute even in INM, whereas they may cancel out in the binding energy. This brings up new perspectives in comparison with other strategies where such components are adjusted a posteriori on finite nuclei data $[147 ; 160 ; 595 ; 596]$.

The first set of results that have been presented relate to strategy 1, and highlight several areas of application for the non-empirical vertex $v_{\text {BDRS }}^{[\text {bare(2)] }}$

- The possibility to devise a high-precision analytical representation of $V_{\text {low } k}$, when the local $v_{\text {BDRS }}$ is complemented by a high-momentum cutoff function consistent with the cutoff functions entering the RG flow and thus incorporating explicitly the non-locality of $V_{\text {low } k}$. While the structure of such a so-called $R G$-induced $v_{\mathrm{BDRS}}$ does not seem to be tractable in existing EDF codes, it allows a precise study of the ingredients that enter vacuum two-body forces. For instance, the ${ }^{1} S_{0}$ channel can be separated at small RG cutoff $\Lambda$ into (i) a zero-range component stemming from the presence of a virtual di-nucleon state, and (ii) medium- and long-range parts that are well described by modified gaussians. The inclusion of theoretical error bars in this framework allows to describe $v_{\mathrm{BDRS}}^{[\text {bare }(2)]}$ as a universal object, regardless of (i) the realistic nucleon-nucleon force $V_{\text {low } k}$ is derived from, (ii) the cutoff procedure for high-momentum components that enters the RG flow equations, and (iii) other sources of uncertainties in the fitting procedure. Finally, one may note that the analysis, in particular concerning fits with increasing numbers of gaussians, suggests that incorporating higher-order components in $k, k^{\prime}$ in the definition of the matrix elements in momentum space, would allow a much better reproduction of low-momenutm interactions in the off-diagonal direction, e.g. in the ${ }^{1} \mathrm{~S}_{0}$ channel

$$
\begin{equation*}
v_{\mathrm{BDRS}}^{[\mathrm{X}]}\left({ }^{1} S_{0}, k, k^{\prime}\right)=(4 \pi) \sum_{i=1}^{N} \mathcal{P}_{i}\left(k^{2}, k^{\prime 2}\right) S_{i}^{01}\left[\rho_{0}, \Lambda\right] \frac{\tilde{g}_{0}^{i}\left(k^{\prime}, k\right)}{4 \pi} \tag{10.55}
\end{equation*}
$$

where $\mathcal{P}_{i}$ are polynomials in $k^{2}, k^{\prime 2}$ whose coefficients are free parameters that are to be adjusted, and that may differ in each partial wave. Of course such a fine tuning (i) is
very close to the construction of high-precision realistic NN models where in particular the short-range component is adjusted differently in each partial wave, and (ii) diverges from the initial goal to improve existing EDFs since the associated vertex in coordinate space becomes very complicated and cannot be easily implemented.

- The construction of a purely local gaussian expression for $v_{\text {BDRS }}$ that can be directly put into existing EDF codes working in a harmonic oscillator basis, with the tradeoff that intermediate-energy observables such as the scattering phase shifts are slightly worsened.

While a whole field of study concerning accurate operatorial representations of $V_{\text {low }} k$ remains opened, the ultimate goal of the present approach consists in computing finite nuclei. Let us now present short- and long-term prospects in that direction.

An immediate application envisioned in the context of strategy 1 consists in using the non-empirical vacuum nucleon-nucleon force in the particle-particle part of the EDF, while keeping an empirical model such as Gogny D1S in the particle-hole channel. This approach was already followed with a separable representation of $V_{\text {low } k}$ and led to pairing gaps in finite nuclei very close to experimental data [669]. In the present framework, similar calculations could be extended to deformed nuclei. In spherical nuclei it would be of interest to investigate the discrepancies in finite nuclei between separable and finite-range representations of the same initial object.

Then, on a longer time scale, the construction of the non-empirical effective vertex $v_{\mathrm{BDRS}}^{[\kappa \kappa]}$ in infinite nuclear matter, i.e. strategy 3, appears as the simplest approach to calculate finite nuclei using existing EDF codes. As a further extension of strategy 3, complex density dependencies of $v_{\mathrm{BDRS}}^{[\rho \rho]}\left(\rho_{1}, \vec{s}_{0}\right.$ and $\left.\vec{s}_{1}\right)$ can be envisioned. Obviously this would involve (i) complex fitting procedures using ab initio calculations of polarized INM, (ii) ameliorations of nuclear EDF codes to handle such dependencies. Such modifications should be of great interest in very exotic neutron-rich nuclei and for high-spin states.

Finally, a parallel approach must be ultimately envisioned, i.e. performing exact many-body calculations in finite nuclei using the vacuum force $v_{\mathrm{BDRS}}^{[\text {bare } 2)] /[\text { bare(3)] }}$ coming from strategies 1 and 2, corresponding to performing orbital-dependent EDF for which we have already set up general guidelines [593]. A parallel treatment of the latter two strategies will allow to evaluate the loss of precision that appear at each step, in particular in strategy $\mathbf{3}$ where in-medium correlations are resummed into $v_{\mathrm{BDRS}}^{[\rho \rho]}$ in INM and transported to finite nuclei through a local density approximation.

Last but not the least, all strategies should/might be complemented by a linear refitting of the free parameters of the vertices $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$ on finite nuclei data within the range provided by (i) the $\Lambda$-dependence of the coupling constants, and (ii) a study of theoretical error bars from resampling. This last step is of interest to have very accurate observables in the valley of stability, while keeping a predictive power for exotic nuclei.

Obviously, we have initiated a (very) long-term project, that requires additional manpower in order to come to maturity. While the very first results that we have obtained are very promising regarding (i) the capacity of $v_{\text {BDRS }}$ to handle a very complex nuclear interaction structure, and (ii) the possibility to make high-precision fits and robust post-fit analysis in terms of error bars and correlations, much work is yet to be done before large-scale EDF calculations using non-empirical functionals that are fully derived from vacuum interactions are performed. Although such a challenge seems overwhelming, the ultimate goal really is worth the difficulties.


- [Hiro] Yata!
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## Résumé

La méthode de la fonctionnelle de la densité d'énergie (EDF) est un outil de choix pour l'étude de la structure nucléaire à basse énergie, car elle permet des calculs de noyaux finis aussi bien pour des systèmes stables connus expérimentalement dont les propriétés sont reproduites avec une bonne précision, que pour des noyaux qui ne peuvent encore être produits mais sont prédits théoriquement. Dans la première partie de cette thèse, une nouvelle méthode quantitative est introduite pour caractériser l'existence et les propriétés des halos dans les noyaux moyens et lourds, ainsi que pour étudier l'impact des corrélations d'appariement ou du choix de la fonctionnelle d'énergie sur leur formation. Il apparait que la solidité de ces résultats est limitée par le faible pouvoir prédictif des fonctionnelles utilisées jusqu'à présent qui sont ajustées sur des données expérimentales. Dans la seconde partie de ce mémoire, nous entreprenons la construction de fonctionnelles non-empiriques qui reposent sur un nouveau paradigme pour les forces nucléon-nucléon dans le vide, à savoir les interactions low-momentum engendrées par l'application des méthodes du groupe de renormalisation. Ces potentiels à cœur mou sont utilisés comme point de départ d'une stratégie à long terme faisant le lien entre les techniques modernes de résolution du problème à N corps et les méthodes EDF. Nous donnons ainsi des perspectives pour construire différentes réalisations d'un modèle non-empirique d'interaction $v_{\mathrm{BDRS}}^{[X]}$ incluant les effets de milieu à différents niveaux d'approximation et pouvant être traité dans les codes dédiés à la structure nucléaire. Dans ce mémoire, la première étape de ce travail est initiée par l'ajustement d'une représentation opératorielle des forces low-momentum dans le vide réalisé au moyen d'un algorithme parallèle d'intelligence artificielle. Les premiers résultats mettent en valeur la possibilité d'incorporer la physique nécessaire à la structure de basse énergie dans ce vertex gaussien.

## Abstract

The energy density functional (EDF) formalism is the tool of choice for large-scale low-energy nuclear structure calculations both for stable experimentally known nuclei whose properties are accurately reproduced and systems that are only theoretically predicted. We highlight in the present dissertation the capability of EDF methods to tackle exotic phenomena appearing at the very limits of stability, that is the formation of nuclear halos. We devise a new quantitative and model-independent method that characterizes the existence and properties of halos in mediumto heavy-mass nuclei, and quantifies the impact of pairing correlations and the choice of the energy functional on the formation of such systems. These results are found to be limited by the predictive power of currently-used EDFs that rely on fitting to known experimental data. In the second part of this dissertation, we initiate the construction of non-empirical EDFs that make use of the new paradigm for vacuum nucleon-nucleon interactions set by so-called low-momentum interactions generated through the application of renormalization group techniques. These soft-core vacuum potentials are used as a stepstone of a long-term strategy which connects modern many-body techniques and EDF methods. We provide guidelines for designing several non-empirical models $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$ that include in-medium many-body effects at various levels of approximation, and can be handled in state-of-the art nuclear structure codes. In the present work, the first step is initiated through the adjustement of an operatorial representation of low-momentum vacuum interactions using a custom-designed parallel evolutionary algorithm. The first results highlight the possibility to grasp most of the relevant physics for low-energy nuclear structure using this numerically convenient gaussian vertex.


[^0]:    ${ }^{1}$ Thanks a lot to Christopher Wesselborg who managed to dig up this souvenir from PRC's archives.

[^1]:    ${ }^{1}$ Taking a single order parameter of the form $q=|q| e^{i \varphi}$ corresponds to the situation where the considered symmetry group can be parametrized by a single continuous parameter $\varphi$. In the case of rotational symmetry, the $S O(3)$ non-abelian Lie group is parametrized by three Euler angles $(\alpha, \beta, \gamma)$.
    ${ }^{2}$ This constrains the expression of the EDF. Taking the example of the $U(1)$ group associated with the particle number symmetry, only products $\kappa^{q} \kappa^{q *}$ can appear in the definition of $\mathcal{E}\left[\rho, \kappa, \kappa^{*}\right]$ as $\kappa^{q} \sim e^{2 i \varphi}$ and $\kappa^{q *} \sim e^{-2 i \varphi}$.

[^2]:    ${ }^{3}$ Under the constraint that $\mathcal{E}\left[\rho^{q}, \kappa^{q}, \kappa^{q *}\right]$ is a scalar with respect to all broken symmetries at the SR-EDF level.

[^3]:    ${ }^{4}$ In the case of parity- and signature-breaking systems the definition of the conjugated states by the Bogoliubov transformation is less trivial. In most cases one assumes that at least the $z$-signature is conserved.

[^4]:    ${ }^{5}$ The Russian representation is used in the following, since it simplifies the HFB problem for time-reversal invariant systems (SEC. 1.2.5.1).

[^5]:    ${ }^{6}$ The spin-orbit part of the vertex is usually omitted in the pairing channel, except in specific implementations [187].

[^6]:    ${ }^{1}$ Although the notion of orbital often refers to an independent-particle picture or a Hartree-Fock approximation, it is important to note that the EDF method includes correlations beyond such approximations. In fact, and as discussed in SEC. 3.1, the notion of orbital should rather be replaced by the one of overlap function in the present discussion.

[^7]:    ${ }^{2}$ Similar definitions could be applied to nuclei close to the proton drip-line, where a proton halo is expected instead of a neutron one.
    ${ }^{3}$ Results differ slightly from Ref. [289] because of the different pairing functional and regularization scheme used, as well as the larger number of $j$-shells taken into account in the present calculations. The influence of limiting the number of $j$ shells in the calculations will be discussed in SEc. 4.2.2.2.

[^8]:    ${ }^{4}$ Using model densities depending on three parameters would make the Helm model even more dependent on the fitting procedure.

[^9]:    ${ }^{1}$ The Coulomb interaction is omitted here, as the focus is on neutron halos. Spin degrees of freedom are also not explicitly included, but their introduction would not change the final results. Finally, the Hamiltonian is restricted to a two-body interaction. The conclusions would not change either with the introduction of the missing three-body force, because of its short range.

[^10]:    ${ }^{2}$ The sum over $\nu$ in EQ. (3.8) corresponds to a discrete sum over bound states of the $(N-1)$-body system and an integral over unbound resonant scattering channels.
    ${ }^{3}$ Antisymmetry is properly handled in EQ. (3.8), but is hidden in the overlap functions $\varphi_{\nu}$. It is carried out in the same way as when a (antisymmetrized) Slater determinant is expanded according to its first column. In that case, one has

    $$
    \operatorname{det}_{i, j=1 . . N}\left[\varphi_{i}\left(\vec{r}_{j}\right)\right]=\sum_{k=1}^{N}(-1)^{k+1} \varphi_{k}\left(\vec{r}_{1}\right) \operatorname{iet}_{\substack{i, j=1 . . N \\ i \neq k, j \neq 1}}\left[\varphi_{i}\left(\vec{r}_{j}\right)\right]
    $$

    In the previous sum, each of the individual terms are not antisymmetric under the exchange of particle coordinates but the total sum is. For a more complete discussion on this subject we refer the reader to REF. [312].

[^11]:    ${ }^{4}$ One could define another internal one-body density taking another pivot point, e.g. the center-of-mass of the $N$-body system. However, this leads to complications since the internal density obtained is no more definite positive. This point is discussed in Appendix C.

[^12]:    ${ }^{5}$ Rigorously, this is true only if the convergence of the overlap functions to their asymptotic regime is uniform in the mathematical sense, i.e. if they reach the asymptotic regime at a common distance $R$ [317]. This is not actually proven in nuclear physics, but has already been shown in atomic physics [99;319] for the electron charge density.
    ${ }^{6}$ Note that the asymptotics of $\rho^{p}$ and $\rho^{n}$ are different because of the charge factor (Hankel functions for neutrons, Whittaker functions for protons).
    ${ }^{7}$ This explains why high-order moments $\left\langle r^{n}\right\rangle$ of the density diverge when high- $\ell$ states are loosely bound, as it was observed in SEC. 2.1.1.
    ${ }^{8}$ For instance, if a $\ell=6$ component is less bound than a $\ell=0$ one by only a very few keVs, the former will only become the leading component in the asymptotic density at very large distance.

[^13]:    ${ }^{9}$ For neutron-rich medium-mass nuclei, protons are well confined in the nuclear interior, thus do not participate in the long-range part of the total density $\rho$. The two densities $\rho$ and $\rho^{n}$ can be used regardless to evaluate $N_{\text {halo }}$ and $\delta R_{\text {halo. }}$.

[^14]:    ${ }^{10}$ It has been checked in the case of the r.m.s. radius, and is all the more true as $n$ increases.
    ${ }^{11}$ However, numerical issues appear when going to high order moments. Indeed, $\left\langle r^{n}\right\rangle$ is more and more sensitive to the upper limit of integration as $n$ increases. Thus, the result may significantly depend on the box size used to discretize the continuum or on the size of the basis used to expand quasiparticle wave functions in HFB calculations.

[^15]:    ${ }^{1}$ In the shell model, the internal wave function is explicitly computed when the center-of-mass part of the $N$ body wave function can be mapped onto a $0 s$ state.
    ${ }^{2}$ The SR-EDF method, as it is applied to self-bound nuclei, might be not related to an existence theorem à la Hohenberg-Kohn.

[^16]:    ${ }^{3}$ It can be shown that the perturbative one-quasiparticle state $\beta_{i}{ }^{\dagger}|\Phi\rangle$ contains $N+u_{i}{ }^{2}-v_{i}{ }^{2}$ particles on the average if $|\Phi\rangle$ is constrained to $N$ particles on the average. It is only for deep-hole quasiparticle excitations $\left(v_{i}^{2} \approx 1\right)$ that the final state will be a good approximation of the $(N-1)$-body system. The correct procedure, that also contains some of the rearrangement terms alluded to above, consists of (i) constructing each one-quasiparticle state self-consistently by breaking time-reversal invariance and requiring ( $N-1$ ) particles in average, or (ii) creating the quasiparticle excitation on top of a fully paired vacuum designed such that the final state has the right average particle number [131;327]. Overlap functions and spectroscopic factors would have to be computed explicitly in such a context.

[^17]:    ${ }^{4}$ This is the point where the halo contribution effect becomes significant.

[^18]:    ${ }^{5}$ Single-particle states extracted from the calculation of ${ }^{80} \mathrm{Cr}$ without pairing cannot be used because the essential $3 s_{1 / 2}$ orbital belongs to the continuum and has plane wave asymptotics in this case.
    ${ }^{6} \mathrm{The}$ value of $r_{0}$ is also different for ${ }^{80} \mathrm{Cr}$ and ${ }^{80} \mathrm{Cr}^{*}$, but this does not affect the results significantly.

[^19]:    ${ }^{7}$ The pairing strength is readjusted to produce a fixed value of the neutron spectral gap in ${ }^{120} \mathrm{Sn}$. As some orbitals become less paired, others display larger individual gaps to maintain the same total neutron spectral gap.

[^20]:    ${ }^{8}$ The latter is also defined as Weinberg states.

[^21]:    ${ }^{1}$ The dependence on the impulsions of the incoming nucleons is a convenient way to treat the non-locality of the potential as well as taking into account relativistic effects.

[^22]:    ${ }^{2}$ In this case, the representation chosen involves $\mathbf{L}^{2}$ and $(\mathbf{L} \cdot \mathbf{S})^{2}$ operators instead of $Q_{12}$ and the second tensor.

[^23]:    ${ }^{3}$ That is, we are using non-unitary Fourier transforms:

    $$
    \begin{align*}
    \tilde{f}(k) & =\quad \int_{-\infty}^{+\infty} f(r) e^{-i k r} \mathrm{~d} r  \tag{5.16a}\\
    f(r) & =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} \tilde{f}(k) e^{+i k r} \mathrm{~d} k \tag{5.16b}
    \end{align*}
    $$

[^24]:    ${ }^{5}$ We choose here to use the spin/isospin projections $S_{z} / T_{z}$ rather that projections of spin/isospin angular momenta $M_{S} / M_{T}$. This constitutes a fully equivalent convention.

[^25]:    ${ }^{6}$ That is, it only couples between states of same spin $S$ and isospin $T$.

[^26]:    ${ }^{7}$ Using a principal value prescription instead of a $\pm i \delta$ scheme to regularize $G_{0}$ has important consequences. The choice adopted here corresponds to a stationary state formalism, in which the $T$-matrix is called reactance matrix [437], reaction matrix or Heitler's matrix, and is related to an hermitian representation of the scattering matrix. Other representations of the $T$-matrix can be defined corresponding for instance to a time-independent formulation of the scattering problem [439].
    ${ }^{8}$ In Eq. (5.31) the $T$-matrix is, as usual, expressed in fm units, while interaction matrix elements are in MeVs.

[^27]:    ${ }^{9}$ As long as the nucleons are not identical, in which case p-wave scattering dominates instead, but this is not the case here.

[^28]:    ${ }^{10}$ Similar definitions hold in the relativistic case [83].

[^29]:    ${ }^{11}$ One notes that exponential cutoffs might introduce a bias for $k \approx \Lambda$. Indeed, one has

    - $f(\Lambda)=1 / 2$ for sharp, Fermi-Dirac and hyperbolic tangent regulators,
    - $f(\Lambda)=1 / e$ for exponential regulators.

[^30]:    

[^31]:    ${ }^{12}$ One only uses in this case the two-body restriction of chiral forces for the flow equations. This will be implicit in the following

[^32]:    ${ }^{1} v$ represents the vacuum two-body nuclear interaction that may contain averaged three-body contributions.

[^33]:    Ab-initio approach to the nuclear many-body problem

[^34]:    ${ }^{2}$ This is equivalent to the condition $\mathcal{H}^{20}=0$ from SEC. 1.2.5.1.

[^35]:    ${ }^{1}$ When plugged into many-body calculations, this translates into performing MBPT calculations with $v^{\mathrm{NN}+\overline{\mathrm{NNN}}}$ replacing $v^{\mathrm{NN}}$ everywhere, i.e. by expliciting EQ. (6.10a) at second order in $v^{\mathrm{NN}+\overline{\mathrm{NNN}}}$ such that

    $$
    \begin{equation*}
    E_{0}=t_{0}+\frac{1}{2} \sum_{h h} \rho_{h h} \rho_{h^{\prime} h^{\prime}} \bar{v}_{h h^{\prime} h h^{\prime}}^{\mathrm{NN}} \overline{\overline{\mathrm{NNN}}}+\frac{1}{4} \sum_{h h^{\prime} p p^{\prime}} \rho_{h h} \rho_{h^{\prime} h^{\prime}}\left(1-\rho_{p p}\right)\left(1-\rho_{p^{\prime} p^{\prime}}\right) \frac{\left|\bar{v}_{h h^{\prime} p p^{\prime}}^{\mathrm{NN}+\overline{\mathrm{NNN}}}\right|^{2}}{f_{h h}+f_{h^{\prime} h^{\prime}}-f_{p p}-f_{p^{\prime} p^{\prime}}}+\cdots . \tag{7.12}
    \end{equation*}
    $$

[^36]:    ${ }^{2}$ This is incorrect for low-density neutron matter where one approaches a BCS-BEC phase transition.

[^37]:    ${ }^{3}$ This will be important in the following.

[^38]:    ${ }^{4}$ This implies that one assumes that the vacuum interaction is charge-independent. In practical calculations, one takes usually $T_{z}=0$ for CIB forces.

[^39]:    ${ }^{5}$ From this point one can make an additional effective mass approximation consisting in a parabolic approximation of the dressed single-particle energies around the Fermi level, that is

    $$
    \begin{equation*}
    \epsilon_{k}^{q} \approx \frac{\hbar^{2} k^{2}}{2 m^{*}\left(k_{F}^{q}\right)}+\epsilon_{0}^{q} \tag{7.48}
    \end{equation*}
    $$

[^40]:    Ab-initio approach to the nuclear many-body problem

[^41]:    ${ }^{6}$ Only pairing between particles of same isospin is considered. Indeed, there is little empirical evidence for static neutron-proton pair correlations in nuclei [580], although $T=0$ pairing might appear for $N=Z$ nuclei and explain partly the Wigner energy.

[^42]:    ${ }^{7}$ A factor 4 comes from spin and isospin multiplicity in symmetric matter.
    ${ }^{8}$ In this approximation, when the gap is given as a function of $k_{F}^{q}$, it is not affected by the isospin composition of the nuclear matter.

[^43]:    ${ }^{9}$ This corresponds to the usual depth of Woods-Saxon potential used in macroscopic models.

[^44]:    ${ }^{10}$ This corresponds to a worst case scenario, and in finite nuclei or nuclear matter more freedom might be allowed.

[^45]:    ${ }^{1}$ It is expected to be a good approximation except for systems in the strong BCS coupling regime, e.g. low-density neutron matter.

[^46]:    ${ }^{2}$ In Fig. 6.1, the rearrangement terms in $v^{\text {ph }}$ coming from $v^{\kappa \kappa}$, and related to the contribution of the three-body force to the anomalous diagram, are not displayed. This is because the latter will not be considered in the course of the present work. When it is computed in the future, the associated rearrangement term will have to be incorporated.
    ${ }^{3}$ This relates to our aim to only resum "bulk" correlations into the SR-EDF and leaves room for incorporating dynamical correlations in finite nuclei associated with spin, isospin and density fluctuations, as well as with symmetry restorations, through MR-EDF calculations.

[^47]:    ${ }^{4}$ Due to time constraints not all of them are touched on in the present dissertation.

[^48]:    ${ }^{5}$ The first step will be to compute in-medium dependencies in symmetric nuclear matter, thus only dependencies on $\rho_{0}$ will be considered, as explained later on.
    ${ }^{6}$ Dependencies of $v_{\mathrm{BDRS}}^{[\kappa \kappa]}$ on $\left(\rho_{0}, \rho_{1}, \vec{s}_{0}, \vec{s}_{1}\right)$ will not be touched on in the present work since the contribution from the three-body force to $v^{\kappa \kappa}$ will not be studied.

[^49]:    ${ }^{7}$ One cannot call $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$ a generalization of Gogny D1X/D2 in the general case, as different realizations of $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$ account for different levels of many-body physics. At the [bare(2)/bare(3)] levels, a direct comparison between $v_{\mathrm{BDRS}}^{[\mathrm{X}]}$ (bare) and Gogny (effective) is non-sense. At the $[\rho \rho / \kappa \kappa]$ level $v_{\mathrm{BDRS}}$ does represent a non-empirical extension of the Gogny empirical effective vertex.

[^50]:    ${ }^{8}$ Since we always consider nucleons with good isospin projection, the projection on $T_{z}$ in a two body matrix element is trivial since it corresponds to $T_{z}=q+q^{\prime}$, where $q$ and $q^{\prime}$ are the isospin of the interacting nucleons. Thus, it can be read directly from the isospin of the two particles involved. In infinite matter, the same is true for spin as one works in a basis where single-particle states have a good spin projection. Thus, the vertex is naturally separated into $S_{z}=\sigma+\sigma^{\prime}$ terms. This is however less trivial in finite nuclei where single-particle states of interest (HF basis for instance) mix the two spin projections as a result of the action of the spin-orbit and tensor components. This is true even for even-even nuclei which have no net spin density. In this case, the projection on $S_{z}$ must be performed explicitly.

[^51]:    ${ }^{9}$ There is an implicit $\Lambda$-dependence in the ranges $\mu_{x}$.
    ${ }^{10}$ This is easily seen when performing the Taylor expansion around $r=0$ of those terms.

[^52]:    ${ }^{11}$ The scalar product in spin/isospin space is defined through the usual cartesian scalar product of spin/isospin Pauli matrices.
    ${ }^{12}$ For the [bare(2)] implementation there is no $\vec{R}$-dependence of the coupling constants.

[^53]:    ${ }^{13}$ Exchange terms are easily computed by changing $\vec{q}$ into $\vec{q}^{\prime}$ in those expressions.

[^54]:    ${ }^{14}$ As recalled in Sec. 7.4.3, spin-orbit and tensor do not contribute to the binding energy of spin-saturated INM.

[^55]:    ${ }^{15}$ For small values of the RG cutoff $\Lambda$ the ladder series is converged at second order, whereas it is not the case for larger values where the hard core is not completely renormalized by the RG flow.

[^56]:    ${ }^{1}$ Indeed, the best approach would consist in taking starting points sampling uniformly the phase space, but this is out of question in high dimensionality since the evaluation time would scale exponentially with the number of free parameters.

[^57]:    ${ }^{2}$ Meaning that two parameters $\mu_{1}$ and $\mu_{2}$ must be fitted, and a simplex can be represented as a triangle.

[^58]:    ${ }^{3}$ The traveling salesman corresponds to the real-life situation where a salesman has to visit $N$ towns $V_{i}$ trying to optimize a specific cost function such as the minimal length of its journey, by adding specific requirement, e.g. reducing the number of times he has to cross a given river...
    ${ }^{4}$ For the traveling salesman problem for instance, this corresponds to encoding the sequence of visited towns.

[^59]:    ${ }^{5}$ Memetic algorithms correspond to a synergy of evolutionary or any population-based approach with separate individual learning or local improvement procedures.

[^60]:    ${ }^{6}$ The simplex evolution is actually split into two parts. Indeed, Nelder-Mead iterations are applied on (i) the offsprings from the crossover phase, and (ii) the total population after the merging. For simplicity we only represent in Figs. $(9.10,9.11,9.12)$ the time spent in the latter phase.

[^61]:    ${ }^{7}$ This corresponds to the case where each programs runs on its own private memory allocation and can only access the memory content of other threads by message passing.

[^62]:    ${ }^{8}$ For instance fits that involve at each evaluation of the merit function the computation of the scattering phase shifts, the gap equation or the symmetric nuclear matter equation of state.

[^63]:    Non-empirical effective forces

[^64]:    ${ }^{9}$ Such variables are also called regressors, exogenous variables, covariates, input variables or predictor variables.
    ${ }^{10}$ That is a linear model may be non-linear in terms of the exogenous variables, e.g.

[^65]:    ${ }^{11}$ For any variable $X$ following a known law $\mathcal{L}$ we have

    $$
    \begin{equation*}
    P\left(a_{(1-\alpha)}^{\prime} \leq X \leq a_{(\alpha)}^{\prime}\right)=1-2 \alpha \tag{9.21}
    \end{equation*}
    $$

    where the quantiles $a_{\alpha}^{\prime}$ depend on $\mathcal{L}$. In particular if the distribution is symmetric one has

    $$
    \begin{equation*}
    a_{(1-\alpha)}^{\prime}=-a_{(\alpha)}^{\prime}, \quad P\left(|X| \leq a_{\alpha / 2}^{\prime}\right)=1-\alpha \tag{9.22}
    \end{equation*}
    $$

[^66]:    ${ }^{12}$ If $\left(U_{i}\right)_{i=1 \ldots n}$ are independent standard normally distributed random variables, and if one can write

    $$
    \begin{equation*}
    \sum_{i=1}^{n} U_{i}^{2}=\sum_{j=1}^{k} Q_{j}, \quad \sum_{j=1}^{k} r_{j}=n \tag{9.25}
    \end{equation*}
    $$

    where $Q_{j}$ is a sum of squares of linear combinations of $\left(U_{i}\right)$ of rank $r_{j}$, then the random variables $\left(Q_{j}\right)_{j=1 \ldots k}$ are independent and each $Q_{j}$ follow a $\chi^{2}$ distribution with $r_{j}$ degrees of freedom.

[^67]:    ${ }^{1}$ In this section $\tilde{g}(k)$ will denote the momentum-space cutoff and $g(r)$ the associated coordinate-space one.

[^68]:    ${ }^{2}$ Off-diagonal matrix elements are simple gaussians with same ranges as the initial vertex

[^69]:    ${ }^{3}$ For a uniform mesh the simpler formula

    $$
    \begin{equation*}
    \Delta V_{\text {low } k}\left(k_{i}, k_{j}\right)=\frac{1}{\alpha^{2}}\left(V_{\text {low } k}\left(k_{i}, k_{j+1}\right)+V_{\text {low } k}\left(k_{i-1}, k_{j}\right)+V_{\text {low } k}\left(k_{i}, k_{j-1}\right)+V_{\text {low } k}\left(k_{i+1}, k_{j}\right)-4 V_{\text {low } k}\left(k_{i}, k_{j}\right)\right), \tag{10.37a}
    \end{equation*}
    $$

    $$
    \begin{equation*}
    \alpha=k_{i}-k_{i-1}, \tag{10.37b}
    \end{equation*}
    $$

[^70]:    ${ }^{4}$ This supposes that such a quality of fit is achievable in other partial waves.

[^71]:    ${ }^{5}$ We recall here that only the relative magnitude of these uncertainties matter.

[^72]:    ${ }^{6}$ Small differences are observed for the neutron-neutron case in comparison with the results previously presented, because suppressing EM terms in AV18 also slightly affects the neutron-neutron potential.

[^73]:    ${ }^{7}$ Owing to the fact that a random variable never exceeds twice its variance, we obtain a random curve that remains at each point between -1 and +1 in average.
    ${ }^{8}$ A possible "quick \& dirty" approach to this relatively complex problem would consist in rejecting all random resamplings that provide scattering phase shifts which exceed a certain value of residuals.

[^74]:    ${ }^{9}$ Note that a naive approach would consist in using instead uncorrelated random resampling for each parameter within the phase space provided by the bootstrap analysis. However the latter case corresponds to completely removing all underlying correlations between the parameters, and for instance artificially modifies the wellconstrained value of $v_{\mathrm{BDRS}}^{[\mathrm{bare}(2)]}$ for $k=k^{\prime}=0=S_{1}^{10}+S_{2}^{10}+S_{3}^{10}$.

[^75]:    ${ }^{10}$ This constitutes an arbitrary choice and several weighting functions might be envisioned instead, e.g. giving more weight to channel associated with smaller angular momenta or larger phase shifts.

[^76]:    ${ }^{11}$ The actual values of these parameters are not relevant in the present context and are not presented here.

