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Notations

M > 0 : square symmetric positive definite matrix,

M < 0 : square symmetric negative definite matrix,

M < N : theM — N matrix is a square symmetric negative definite matrix,
IM]| : induced euclidean norm oA,

||X|| : induced euclidean norm of a vectgr

M~1: inverse of a non-singular matrM,

MT : transpose oM,

M =

A B . : T
[ } : symmetric matrixM, wherex meansB',

*
diag(as,ay, ..., an) : diagonal matrix withey, ap, - - - ,a on the main diagonal,
R" : then dimensional Euclidean space with vector ndrai,

R"™M: the set of alh x mreal matrices,

% set of continuous functions frofa-h, 0] into R",

X(t;to, Po) € R™: the vector ofR" represents the solution at the instanwith the initial
statego € ¥ at the timet,

X% (to, Po): the states” function at the instartt, with the initial statepo € ¢, and defined
by x(6) = x(t+6),V0 € [—h,0],

% || : uniform norm of the functiomx € € : ||%

¢ = SURc[-nhg [X() ],

co(.”): convex hull of the set”.
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General Introduction

According to the survey on Networked Control System (NCSXasnpieri [Zampieri S. 2008],
"activities in this field can be categorized into three majelds: control of networks, control
over networks, and multi-agent systems. Control of netsvagkmainly concerned with pro-
viding a certain level of performance to a network data flowilevachieving efficient and
fair utilization of network resources. Control over netisrdeals with the design of feedback
strategies adapted to control systems in which control datexchanged through unreliable
communication links. Multi-agent systems deals with theysof how network architecture
and interactions between network components influencebéaimtrol goals:

In this work, we address the question of the control over ngta It means that the kind
of NCS to be considered is a type of closed-loop control systéth real-time communication
networks imported into the control and feedback channéte Signals exchanged among the
system’s components are in the form of information packetsugh a network.

More precisely, we will consider the problem of output sliabtion via a communication
link. This general problem has some complexity since itudelk a remote observer. In partic-
ular, the observer to be designed here is also a predichaze #i reconstructs the present state
of the process on the basis of delayed output data.

Networked control systems

With the development of control science, computer netwok @mmunication technologies,
networked control systems become more and more popular@nglicated, which demand
much higher performance. Real-time control over netwodaimes possible and has caught
many research attentions: see [Hespanhaeid.Bl. 2007; Richard J.-P. & Divoux T. 2007;
Tipsuwan Y. & Chow M.-Y. 2003; Zampieri S. 2008] for a genevakrview on control trends
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General Introduction

and approaches for NCS, as well as an overview of the protwblnetworks aspects in the
first chapter of [Witrant E. 2005]. As the traditional cortiteeory cannot solve the problem in
the network situation, there is not a systematical theod/raethod, so there are still a lot of
research work on this subject.

In this work, a special attention will be devoted to conirgla basic single-loop system
(thus, with two communicating parts). As it was noted by Hesgpa in his recent survey [Hes-
panha J.Ret al. 2007], such a single-loop architecture, although conatalgrsimpler than the
multi-loop systems (see Figure 1.2 in the first chaptei) cstptures many important character-
istics of NCS such as bandwidth limitations, variable comioation times, packet dropouts,

sampling effects...

As it will be recalled, most of these various perturbaticarssing in any networked situa-
tion, can be modeled under the same formalism of time delgstems. In this work, it will
be referred to as “Network-Induced Delays” (NID). This slad infinite dimension models
already received a large research effort (see the surven@ril J.-P. 2003]), which makes
it suitable and powerful for our networked control problema particular, the stability is-
sues for time-delay systems have been widely considerealying several classes of results:
independent-of-delayersusdelay-dependent conditions [Verriest Eet. al. 1993], and con-
stant delaywersusvariable delays. In our NCS field, the most relevant issuesem delay-
dependent conditions (since we need to compute admissbileds of the perturbations with
regard to some desired performance) and variable delasgimple, but much more realistic).

This last point,.e. the consideration of variable time delays, is to be arguedane de-
tail. Network-induced delays vary depending on the netwankdware, the different protocols,
packet losses, the traffic load For the case of a deterministic network (such as token ring
local area network), data "throughput” is fixed and theregsi@anteed maximum time delay
for data transfer from node to node. On the contrary, a naeraenistic network does not.
The preeminent example of a non-deterministic network ieftet, where the nodes rely on
random time-delay circuits to reset and re-attempt trassiom after a collision. Being that
a node’s transmission of data could be delayed indefiniteljnfa long series of re-sets and
re-tries after repeated collisions, there is no guaramiaeits data will ever get sent out to the
network. In order to guarantee the QoS (Quality of Servi¢ehe network, some type of fast
network like ATM (Asynchronous Transfer Mode) can be applieut at the price of a higher
cost.



Due toits low cost and flexibility for reconfiguration, Intet is widely introduced into con-
trol systems. However, as it covers different types of néte@nd is the widest heterogenic
network, the structure becomes very complicated. The Qo®svaccording to the network
loads and the network-induced delay during the differemiopleof time, which may create
unstable behaviors. A principal consideration for readeticontrol networks, where the moni-
toring and control of real-life processes must often ocauck]y and at set times, is the guar-
anteed maximum communication time from one node to anoHwrinstance, controlling the
position of a nuclear reactor coolant valve with a digitaiwak, it has to be guaranteed that
the valve’s network node will receive the proper positignsngnals from the control computer
at the right times. If not, it will be dangerous (in such a ¢gabe communication system cost
is not the more crucial point!). So, in order to get the bestqumance for the system, it is
necessary to take several strategies to cope with the aiaugiues of time-delay.

Structure of the thesis

Chapter 1

The first chapter is a literature survey. The general featafdNCS are given as well as the
main research directions in the domain. Aside of the adgastaf the network in the closed-
loop control systems, the existing problemgspecially Network-Induced Delays (NIB) are
analyzed, which are necessary to the comprehension of al Viben, some recent research
results are recalled in the order of the different modelirgghnad of NID.

Chapter 2

The second chapter is focused on the experimental systdmnteatcire and the main functions
of computer programs. As our control stability theory isdzhsn the continuous model, the
sampling period has to be small enough to compensate thet effeqjuantization. So, the

technique of multi-thread is applied to enhance the perémee of the program. As the time-
stamp is used in every packet, the clock synchronizatiorbkasonsidered to have a unique
time reference. Then, the structure of the programs at tbestdes of the NCS is explained
by the function of each thread. Note that when packet lospé&agp, the most recent received
one will be applied. But if the consecutive lost packets edsghe maximum number tolerable

3



General Introduction

to the stability of the system, the control of "Stop" will bens to the plant to avoid possible
danger.

Chapter 3

In Chapter 3, stability conditions for general intervalighie time-delay systems are analyzed
by means of the Lyapunov-Krasovskii approach. They arengineghe form of Linear Ma-
trix Inequalities (LMI), which make the problem easy to bsalwed. The comparison be-
tween our results and the others shows the merits of our methben, the result is further
extended to exponential stability conditions respecyins} the polytopic method and expo-
nential Lyapunov-Krasovskii Functional (LKF). The thetical result has been proved in our
NCS and experimental results are also given at the end ohidyater.

The output stabilization results we develop in this chatervell as in chapter 4, are based
on an event-driven strategy for the controller side, and\aedrstrategy for the plant side (the
plant waits until it is the time to apply the received conktraBy this way, the observer can
predict the instant when the control will be applied to thenpl

Chapter 4

This fourth chapter studies the stability problems for stwéid time-delay systems. In the pre-
vious chapter, the controller was designed so to cope wétwtole range of variation of the
delays, including the largest values. After showing thaigarange of variation decreases the
performance (the higher the delay, the lowest the perfocegmve study a way to improve the
performance by adapting the controller accordingly to ttesent, estimated QoS. We present
a solution which consists in switching the controller degieg on the estimated RTT (Round-
Trip-Time). With this aim in mind, two approaches for swiitfp systems are applied to our
time-delay system. One is to find a common LKF for all the skiig modes to get arbitrary
switches. The second one is to use multiple LKF for differeotes, which is less conserva-
tive but requires a minimum dwell time to be satisfied befavéching so as to guarantee the
global stability. Since the RTT estimation is not instaetauns, we also develop this stategy for
the switching time-delay systems with delayed detectioinoé-delays. For each method, the
analyzed results are given as well as the experimental ones.

4



Chapter 5

In the previous chapters, the observer design was basee dadithat the control side knows
the instant when the control is to be applied to the plant.sil@s hypothesis was satisfied
by implementing a time-driven strategy for the plant side.Chapter 5, we want to release
this additional waiting time and implement a full eventvaim NCS. In other words, the driven
mode at the side of the plant becomes event-driven. This trestsre may be more sensitive
to the packet-loss phenomenon that is inherent to the Ugagizam Protocol (UDP) we use for
the network communication. This last chapter aims at de@sigihe output stabilization despite
such packet drop-outs, that will be treated as a kind of amitit time-delay. In particular, when

a packet sent by the controller is dropped out, the time ofrobapplication is unknown to the

controller, which makes the observer a bit more complex tadsgned. In the theoretical
view, the performance is further enhanced, which is provwethb experimental results.
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Chapter 1
Preliminaries

The ubiquitous development of communication technologge¥orces the desire for real-time
control over wired/wireless networks. Among the numer@search attentions, a broad range
of application has been achieved in NCS, such as for theofgeation over the Internet [Hes-
panha J.Pet al. 2000; Hikichi K. et al. 2002; Shirmohammadi S. & Woo N.H. 2004], auto-
mated highway systems and unmanned aerial vehicles [$eile?2001; Seiler P.J. & Sengupta
R. 2005], remote surgery [Meng €t al. 2004], wireless networks [Ploplys N&t al. 2004],
mobile sensor networks [Ogren €t al. 2004], to mention few. In this chapter, related works
will be recalled according to the different research digett Special emphasis will be made
on the modeling of the time-delays in NCS as well as the mopbmtant stability theoretical
results.

1.1 Networked control systems

1.1.1 Two related research directions

In the introduction, we have mentioned three main trends@&Ms reported in [Zampieri S.
2008]: control of networks, control over networks, and nraient systems. The latter will not
be detailed here since we mainly address the question oéthete output control of one plant
over a network or, as a possible extension, of a few nodestefcionnected controllers and
plants. It means we do not take into account the questioneoflistributed control of a large
number of agents, with such problems as distributed optomatrol, distributed estimation for
sensor networks, consensus, randomly switching topotagly,allocation or distributed motion

7



Chapter 1. Preliminaries

coordination of robot swarms.

Thus, our small-scale situation is more connected to thdtawing fields:

1. control of networks,

2. control over networks.

The former direction of research mainly focuses on imprgvire Quality of Service (Qo0S),
which aims to achieve efficient and fair utilization of ther@munication network resources,
see [Toguyeni A. & Korbaa O. 2007]. Of course, such qualitg hagreat influence on the
performance one can expect from the system. The latter eetiishe design of feedback
strategies adapted to control systems in which control a&éxchanged through unreliable
communication links [Canudas de Wit C. 2006; Richard J.-Rigux T. 2007].

1.1.1.1 Controlof networks

This is a large research field about the QoS of networks, wmiaimly studies such problems
as network architecture, congestion control, routing mnprotocols and scheduling and so

on, in order to reduce network-induced delay and data lo#setainimum. The model of the
NCS is usually considered as a discrete system.

TCP/IP

Application | XDR RPC. - -

Transport TCRUDP

IP,ARP
ICMP...

Internet

Ethernet

Network TokenRing- -

Figure 1.1: TCP/IP structure and protocols

As the traditional centralized point-to-point communicatarchitecture is not suitable for
the expanding physical setups and functionality, the ntwechitecture has been widely ap-
plied into the feedback control systems due to the modw@aoa technique. For the case of

8



1.1. Networked control systems

Internet, a layer model has been used, which is illustratddgure 1.1. At the core, the layer
of the Internet Protocol (IP) stack provides primitive peickkansport service, which deliver
packets between nodes identified by their IP address. PRaciat be dropped, duplicated or
delivered out of order. The advantage of layered architecsi that it can be used to het-
erogeneous networks, such as Ethernet (also known as IEEB)3Wireless network (IEEE

802.11), point-to-point links and cellular networks whilés not ideal for cross-layer designs.

The tremendous complexity of the Internet makes it diffibulbe controlled and analyzed.

In addition, the classical dynamic routing protocols ale/éyrward packets to the shortest path
which leads to imbalanced traffic distribution. This is asmawf network congestions even
if the traffic load is not particularly heavy. Some mathemelttheories have been applied to
deal with the congestion control problem, as showed in [KEllet al. 1998; Kelly F. 2001,
Tang A.et al. 2007; Paganini Fet al. 2005; Alpcan T. & Basar T. 2005; Han Hdt al. 2006;
Ying L. et al. 2006; Johansson K.H. 2007; Arzén K.<.al. 2007]. As sensor networks raise
especial interests, growing importance has been focustteaongestion control and resource
allocation for wireless networks, such as [Abatesfal. 2006; Alpcan Tet al.2006a; Ying L.

et al.2007].

1.1.1.2 Controlover networks

Some years ago, control over networks was identified as otire dey future direction for con-
trol [Murray R.M. et al. 2003]. It is based on the combination of control and commaiioo
theories. As showed in Fig. 1.2, NCS are spatially distedigystems in which the communi-
cation between sensors, actuators and controllers odoansgh a shared band-limited digital
communication network [Hespanha JXPal.2007]. Thanks to the low cost and the flexibility
of communication networks (CAN, Ethernet, the Internet;Rli..), easy re-configurability,
adaptation capability and robustness to failure, remotgrobhas been widely used in indus-
trial, communicational, medical systems, to cite a few. ldegr, alongside all of these advan-
tages, due to the characteristic features of the commumicatethods, the network inevitably
brings problems to the closed-loop controlled system, asckelay variation, data-packets
loss and disorder, which may cause poor performance, ifistaly danger (see for instance
the chapter 1 of [Richard J.-P. & Divoux T. 2007], [GeorgeB.&t al. 2005] and the references
herein). The main research issues lie in dealing with the/oxdt communication delays in the
closed-loop controlled systems [Richard J.-P. & Divoux 002; Canudas de Wit C. 2006],
packet loss due to the traffic congestion [Hespanhaef &. 2007; Seuret A. & Richard J.-P.

9



Chapter 1. Preliminaries

2008; Yu M.et al. 2004] and performance of control with adaptation of netwQd&S [Juanole
G. & Mouney G. 2006; Jiang W.-&t al. 200%].

Sensor Plant Actuatof - - - - - Sensor Plant Actuatof
Enc Enc Dec
Network

Controller|  ...... Controller

Figure 1.2: General NCS architecture

1.1.2 Structures for the control over networks

Generally speaking, the structure of a control system ovestaork can be designed in two
ways [Chow M.Y. & Tipsuwan Y. 2001; Tipsuwan Y. & Chow M.-Y. @8]: direct structure
and hierarchical structure as depicted respectively in Fig. 1.3 and Fig. 1.4. In botkhef
structures, the network is included in the closed-loop mrdystem. In Fig. 1.3, sensors
and actuators are directly connected to a network and altdh&ol signals and sensor mea-
surements are sent in the form of frames or packetshe network. This structure is widely
adapted for the smart/intelligent actuators and sensavgonies [Bayart M.et al. 1999; Cauf-
friez L. et al.2004]. Some autonomy is given to the sensors to make therbleapigprocessing
and communicating. All the functionalities related to theasurement and control process can
be carried out directly by the sensors. These network nogeshade up of devices that must
be capable of sensing, computing and communicating a witgeraf physical parameters in
order to be “intelligent” nodes. Some other typical apglmas include remote teaching labs
[Overstreet J.W. & Tzes A. 1999] and remote control of etmokechanical devices [Tipsuwan
Y. & Chow M.-Y. 2001].

In Fig. 1.4, besides of the local centralized controllerN&th hierarchical structure could
have several subsystems at the remote Sitethe network, the controller sends to the remote
system the reference signals and, according to these sjghalremote controller completes
the closed-loop control system. This structure is ofterptathto the NCS with exigence of

10



1.2. Time-delays for NCS

|Remote Controll+:r

| Sensors| Plant |Actuators| | Sensors| Plant |Actuators|i
Controller Controller
Figure 1.3: Direct structure Figure 1.4: Hierarchical structure

stability and precision, such as tele-operated surgenyekample, the operation “Lindbergh”
(http: //enwikipediaorg/wiki/Lindbergh Operatior) in 2001 has been successfully carried
out between New York and Strasbourg. The surgeons operatatiest located in Strasbourg
for a removal of the gallbladder by manipulating the arms adl#otic system from New York
[Marescaux Jet al.2002]. Connections between the sites were done with a lpghesterres-
trial network of Asynchronous Transfer Mode (ATM) servicEhe operation was carried out
successfully in 54 minutes with a round-trip distance ofetban 14,000 km and the mean time
lag for transmission of 155 ms. This structure is also apidle remote control of automobiles
[Gafvert M. 2003] and aerial vehicles [Seiler P.J. 20014, et

Both structures have their advantages. The direct one désifaster reaction of the net-
work and has better interaction between system componvehiig, the hierarchical one is more
modular and has better robustness. In our work, a lightimeobot is the plant to be con-
trolled. As it does not have buffer memories nor high comipamaabilities, a PC works as a
remote controller and communicates witlvid Bluetooth, and this combination serves as the
remote part. Another PC with high performance serves asdh&daller. So, in our case, the
hierarchical structure is applied.

1.2 Time-delays for NCS

Time-delay is one of the most used and powerful tools in thdeting of NCS. This section
will present the different sources of delay effect arisimNiICS and, then, the different types of
research works in the literature.

11



Chapter 1. Preliminaries

1.2.1 Three types of Network Induced Delays (NID)

To give a concrete idea of the delay sources appearing in @& that we call “Network
Induced Delays” (NID) all over the manuscript, we considex hetworked control system

depicted in Fig. 1.5.

S t)
ye(t) 51 o Ut — St t
|:> Controller "I Zon > 11t [ L= o)), Plant o,
Observerf 50 }— zon}
y(t = Sons(t)) | L= -
Network 3(t)

Figure 1.5: Time-delay sources in an NCS

Using this structure for the presentation of NID has two adizges: it is the one we con-
sider in this work; and, although it may not be the most gdrama, it is generic enough to
catch the delay sources that we want to explain. The figusepts the control part, including
a remote observer, the plant to be controlled and the conuation network included in the
closed-loop: The actuator channel from the controller eoplant, and the measurement chan-
nel from the plant to the controller. It also depicts the Natwvinduced Delays (NID) 1 and

0 letters) coming from different sources.

The delays, which are going to be detailed in the sequel, doone

1. The communication through the Internet showed in Fig, 1.6

2. The data-sampling showed in Fig. 1.7: In this figure, wesater the case of a constant

sampling period noted &6, but it may be variable in the general case;

3. The possible packet losses as in Fig. 1.8.

In the sequelrz(t) andt5(t) denote the communication delay$(t) andt5(t) denote the
sampling delays antll T represents the delay of packet losses. The total conttolplant
delaydcon(t) results from the addition of these three delays, which isadeg in Fig. 1.9. The

same phenomenon stands for the plant-to-controller delaghwis denotedgpg(t).
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Delay

1
I Time Time

Figure 1.6: Communication delay Figure 1.7: Sampling delay

Delay

Delay 27
T

Time Time

Figure 1.8: Delay from packet loss Figure 1.9: Total time-delay of NCS

1.2.1.1 Communication delays, QoS and RTT

Communication delays vary depending on the network harelwam the different protocols,
on the traffic load.. This delay variation is known as the Jitter phenomenon. mesoases,
such as in token ring local area network, the time-delay isnded; for other networks like
Internet, the time-delay is possibly unbounded and varyifige sumdcon(t) + dopgt) defines

the Round-Trip-Time (RTT) of the network. The RTT is an imioit element of the Quality
of Service (QoS) of a network: a high QoS means a low RTT.

Communication delays are generally asymmetric. This lhaatacteristic means that the
time-delays of two channels (actuator channel and measutechannel) do not equal. For
simplification purpose, some authors consider the assomeptia symmetric delay, i.&on(t) =
Oobs(t) = %RTT, but this does not hold in Internet for instance, becausedhters and the
pathes are not necessarily the same in the two ways.

In order to measure the RTT (or each of the communicatiornydgléhe method of time-
stamp [Nilsson Jet al. 1998] is often used in the data packets. Whenever a packates/ed,
its communication time-delay can be calculated with theiagxgion that the time clock of all
the nodes of the network is unique.

However, as it can be understood from Fig. 1.5, when the ob@trsends out a packet,
it cannot known the real communication delay of the networkl it receives another packet
containing the information of the former one. That is to shgye is also a time-delay for the
RTT measurement, which is equal, at least, to one RoundTime (RTT) of the networK his
problem will be taken into account in Chapter 4, where the-@d&ption of the controller will

13



Chapter 1. Preliminaries

be considered.

1.2.1.2 Data sampling

Another source of variable time-delay comes from the samgmifect. Modeling of continuous-
time systems with digital control in the form of continuctisie systems with delayed control
input was introduced by [Mikheev Y.\t al. 1988; Astrom K. & Wittenmark B. 1989; Fridman
E. 1992], mainly for asymptotic approximations for smalbagh sampling intervals [Fridman
E. et al. 20048]. The paper [Fridman Eet al. 2004a] gave a new impulse to this approach,
by considering general sampling intervals and deducirglstation conditions in the form of
Linear Matrix Inequalities (LMI), obtained from Lyapund<rasovskii Functionals. A simi-
lar model is also considered in [Yu Mt al. 2004] by using the LRF (Lyapunov-Razumikhin
Function) approach and in [Seuretét.al. 2006] with LKF.

Indeed, the digital control law coming from a usual sampid-hold of zero order, may be
represented as delayed control as follows:

u(t) = ug(t) =ug(t — (t —t)) = ua(t —T(t)), <t <tepq, T(t) =t—t (1.1)

where they are the sampling instantsy is a discrete-time control signal and the time-varying
delayt(t) =t —ty is piecewise-linear with derivativet) = 1 fort # t,. Moreover,r <ty 1 —tx.

In the case of uniform sampling (see the previous figure bif§, hadx,1 —tx = h. for
small enough sampling intervaig 1 — tx.

Some other sampling models have been raised by [Branicky &1.8. 2000; Zhang W.
et al. 2001; Lin H. & Antsaklis P.J. 2004; Lee J.-W. & Dullerud G.E)(5; Flavia F.et al.
2008] with periodic sampling and [Nesic D. & Teel A. 2004; \8lalGregory Cet al. 2002]
with variable sampling for hybrid or switching systems.

1.2.1.3 Packet Loss

Another question arising in NCS is that data may be lost wihikeansit through the network.
The research results in the design of control systems tkatiméo account the effect of packet
loss have been surveyed by Hespanha in [HespanhatJaPR.2007]. The packet dropout is
due to the transmission errors in physical network linkgherbuffer overflows resulting from
the network congestions. Note that in the application oéless networks, the phenomenon of
data loss is more frequent, and more relative results caaurelf
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1.2. Time-delays for NCS

Generally, there are two directions of researches in the are

e Firstly, packets dropouts are modeled as stochastic phemafpseiler P.J. & Sengupta
R. 2001, 2005; Aberkane S. 2006]. Some of the researchegdiemrethe packet dropout
into account in the state estimation over networks: The otktf optimal estimation for
Bernoulli dropouts is applied in [Liu X. & Goldsmith A. 2008 atveev A. & Savkin A.
2003; Sinopoli Bet al.2004], the number of sensors measurements are controllge by
remote estimator to reduce network traffic [Xu Y. & Hespanh 4005; Smith S.C. &
Seiler P. 2003; Yook J.Ket al.2002].

e Secondly, deterministic approach is considered. [Zhang©l. 2001; Jia N.et al.
2007] includes the time averages of the number of consexdtivpouts into the design
of a controller. In [Naghshtabrizi P. & Hespanha J.P. 200f B.et al.2004], the worst
case bounds of the packets dropout is analyzed. In factlakstes in the actuator channel
mean there is no contradlg., the system is in open-loop. In this case, switched system is
used to model the system [Zhang &Y.al. 2001].

For the case of reliable transmission protocols, such as T@Pdelivery of packets is
guaranteed. But, as in our NCS case the retransmission afatddis generally not useful and,
what is worse, increases the transmission load, theseqmistare not appropriate. In fact,
when a packet loss occurs, itis possible to include it in #ming delay phenomenon: If itis
considered that the sent packets contain sampled data gdram the control or the sensors,
then loosing one packet means to double the sampling petiothe same way, loosindl
successive packets corresponds to getting a samplingdpefridl + 1) T instead ofT .

1.2.2 Various hypothesis concerning the delays in the NCSdrature
1.2.2.1 Continuous-time models

A variety of stability and control techniques have been tgwed for general time delay sys-
tems with continuous-time modelse. for functional differential equations [Niculescu S.-I.
2001; Richard J.-P. 2003]. Some of these results are bassanmtifying assumptions such
as considering the delay as constant [Azorin Jebal. 2003; Huang J.Q. & Lewis F.L. 2003;
Fattouh A. & Sename O. 2003; Garcia Cdf.al. 2000; Niemeyer G. & Slotine J.-J. 1998].
Although such an assumption is actually unrealistic duédnéodynamic character of the net-
work, a technical solution may adapt the system to this caimét A delay maximizing strategy
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[Estrada-Garcia H.&t al. 2007; Lelevé Aet al. 2001; Ploplys N.Jet al. 2004] (“virtual de-
lay”, “buffer”, or “waiting” strategy) can be carried out tmake the delay become constant
and known. This requires the knowledge of the maximum deddyyer However, adapting the
web technology so to make it fit a mathematical hypothesis raslyict the potential of this
technology: Here, it is obvious that maximizing the delaytaiis largest value decreases the
achievable performances of the remote system. Howeversthi represent as a possibility
for simplifying the theoretical analysis of a complex prl. For instance, in the thesis work
of [Estrada-Garcia H.J. 2008], two inverted pendulums wgrehronized while communicat-
ing between Ensenada-Mexico and Nantes-France: During peniods of the day, successful
experiments were obtained by maximizing the Internet defato 300 ms.

Anyway, keeping the delay as small as it is, and being ablee#d @ith its jitter, remains
an interesting goal. In [Witrant E. 2005; Witrant &t al. 2003, 2007], Witrant designed a
predictor technique for systems with variable, but predit#, delays. Then, by assuming
that a dynamical ordinary differential equation model of tietwork delay is available, this
interesting approach allowed for designing networkedrodiers based on state prediction. The
deterministic network is considered as a time-delayedegystith a delay of known dynamic.
The class okecure networksvith the transfer protocol TCP (Transfer Control Protoah
guarantee that there is no loss of information in the compatitn process (all the lost packets
are re-emitted), which results in a bounded transmissidalydeBased on this assumption,
several methods combining the state predictor are intrediutcluding the design of the time-
varying predictor horizon, frequency approaktti; control with a time-varying delay, explicit
use of the network dynamics and observer-based control. eMenyit is to be noted that, in
the Internet case, the network delays cannot be modeledredicped. Because of this lack of
knowledge, such predictor-based control laws cannot bkeabp

Considering the variable time-delay bounded in an intemval be more realistic, since
during a fixed period of time, we can find an upper bound of theetdelay. Although the
time-delay of Internet is variable and not bounded, in ogecsuch an assumption is reason-
able since, if the time-delay surpasses the bound valug@dtiet can be treated as lost. Thus,
this is the kind of hypothesis we will use. In a first time (Ctea8), it will be considered that
the global delays&on(t) anddpps(t)) Stay in some interval, so to ensure an exponential stabil-
ity performance. In Chapter 4, several possible intervalsbhg considered, with a different
exponential rate for each of them.
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1.2. Time-delays for NCS

1.2.2.2 Discrete-time models

As computer and network is introduced to the closed-looprobsystem, the discrete model of
time-delay is naturally considered, which means to useufice equations. NCS are analyzed
in the discrete-time domain by [Nilssonek al. 1998; Nilsson J. 1998], a discrete controller
is designed. In the thesis of Nilsson, the network delaydraated as: 1) constant; 2) inde-
pendently random; and 3) random but governed by an undgriMirkov chain that generates
the probability distributions of the time delays. Measueens of transfer delays are presented
for two commercially used networks, a CAN-network (CorepArea Network) and an Eth-
ernet network. For the various delay models, the LQG-ogtooatrol problem is solved. The
resulting controller is the combination of a state feedbemhktroller and a Kalman filter with

separation principle.

Note that the time-stamping method is applied to the dat&giag.e. all the transferred
signals are marked with the time they were generated. Weualsohis strategy for evaluating
the delays.

However, note that these results are limited to time-delagse value is less than the sensor
and controller sampling periods [Chenet.al. 2005; Nilsson Jet al. 1998; Nilsson J. 1998].
In the Internet case, this constraint leads to increaseahmpling periods up to the maximal
network delay, which may be constraining for high dynamiplegations. A more recent work
by Hetel [Hetel L. 2007; Hetel Let al. 2007; Donkers M.C.Fet al. 2009] overcomes this
limitation and considers delays greater than the samplergpgs. Although this approach
also involves discrete-time models, the sampling periodyg wary continuously thanks to a
robustness-like approach coupled with switched systehmtgques.

1.2.3 Delays in-the-loop and stability

Even if it happens that a delay may improve a dynamic behagre results and references
in [Seuret A.et al. 2009], delays in a control loop are mostly known to degrackesy perfor-
mances. This is the case for the network delays in an NCSubedheir are neither chosen
nor predicted. In such situations, the time-delay may |éadgeneration of oscillations or be
the source of instability [Kolmanovskii V. & Myshkis A. 199Rolmanovskii V.B. & Richard
J.-P. 1999].

To well illustrate the effect of time-delay on the perforroarof the system, we consider
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here a simple LTI (Linear, Time-Invariant) system [GouaisbF. & Peaucelle D. 2006] with a
constant time-delay:

X(t):[_oz _89]x<t)+[j _01]x<t—r) (1.2)

The trajectories are depicted in Fig. 1.10 and Fig. 1.11hwie initial condition function
X(to+8) = @(8),8 € [-1,0] and () = (5,0)". The figures show the effect of time-delay
to the control system, which is asymptotically stable (withoscillation) for a zero delay, but
makes more and more oscillations appear for increasingste\hen the delay surpasses the
upper bound A.7s [Briat C. 2008] that the system can tolerate, instabilitgurs as shown in
Fig.1.11.

1.3 Conclusion

This chapter has given an overview of structures, queshodsrecent researches in the field
of NCS. The existing problems such as time-delays, paclsse®and QoS of network have
been concisely analyzed. Different delay sources wereigssr and for the closed-loop NCS,
we obtain the notatiod.o, and dpps as showed in Fig. 1, defined as the sum of the respective
delays between the controller and the plant.

Different results and modeling asumptions have been mamigduced. With regard to
the technical solution which consists in maximizing theagislso to make them constant, our
global point of view can be posed as follows:

e *Try to keep the delays as small as they are, and be able to d#athveir jitter so to
earn time and increase the speed performance of the glob&l.NC

e *Consider any fast variation of the delays within some iraefto be defined properly),

without any model of this variation.

e *In order to benefit from the Lyapunov-Krasovskii methods lakidl tools, restrict the
work to the control of a linear model.

Thus, only linear systems with interval time-delay are t@wbesidered.

Last, we can conclude with some words on the kind of contrbletamplemented:
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Generally speaking, three kinds of controllers can be c®med : the static output feedback
controller, the dynamic output feedback controller anddbserver based state feedback con-
troller. The static output feedback controller is easy tostnuct but cannot be considered for a
NCS because of its implementation simplicity (no resou@saming). The dynamic output
feedback controller often leads to a more robust behavitheitlosed loop but its design is
harder. In our case, the controller based on a Luenbelkgohserver will be considered. It
is a good compromise between results and design difficultyrelaver, using observer based
controller allows the remote estimation of the state vaeiathich can be used for any other
purpose than just control.

In the following chapters, we intend to provide robust cohtnethods for stability analysis
and scheduling gain strategy for the controller accordiniipé current QoS of the network.
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Chapter 2

Implementation of the remote control

system

In this chapter, the experimental platform is describece WS program is based on Master-
Slave structure. As real time control is considered, théoperance of the Master is critical. In
addition, the discretization period used for the obsemgiémentation has to be sufficiently
small to make the continuous-time model feasible, whicb ajuires some high speed per-
formance. So, multi-thread technique is used in the progremget concurrent calculations
within one CPU. The transmission protocol UDP is applieddmmunicate the data between
the controller and the plant. In order to know the instantatfesent, time-stamps are added
to every data packet. To make the time unique for both sidéseotontroller and the plant,
clock synchronization problem is to be considered. The simtecture of list served as buffers
is introduced for the program to search for the data of that iiigstance.

2.1 Application system

In this thesis, Master-Slave structure (M-S) is considevddere Master corresponds to the
controller/observer and Slave corresponds to the planin Asany such systems, the Slave is
a low energy consumption system with a limited computatiower, so the work of the Slave
PC is simplified and the control and observation complestyancentrated on the Master. In
our experimental bench test, the plant is a robot Miabot efcthmpany Merlin Systems Corp.
Ltd. Together with a PC, it serves as the Slave.
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Chapter 2. Implementation of the remote control system

This structure also makes our theory and application ess@tapt to sensor and actuator
networks, where the sensors usually do not have powerfallibty of calculation. The main
features of the system refer to Fig.2.

4 Master N\ 4z Slave )
T5(t 5(t d
Set task [—={Controller i®) = i 1 1
)
[ ( 5 Bluetooth v
i@ Observer |, = Wighat
\_ y 5(1) T\sz(t) dy )

Figure 2.1: Structure of the global system

The transmission protocol UDP (User Data Protocol) is &gbto communicate the data
between Master and Slave. Here, UDP is preferred to TCPpAgh TCP protocol provides
reliable transmissions of data packets, acknowledgesefpthave to be made tween the two
sides, and this can degrade the communication capacitydditi@n, the outdated packets are
not necessary to be remitted for the control system. Howeveur control strategy, the packet
loss problem is considered as well as communication delays.

In order to simplify the observer design, the first part o§thork (except Chapter 5) con-
siders that a buffer (corresponding to a waiting strateggescribed in Chapter 1) is added
in the M-S communication. This ensures that the observeovisi when the control will be
applied. In contrast, on the side of the Master, the measememformation is applied to the
observer as soon as it is received. In this way, the timeyd®lg(t) is known, while the one
Jobs(t) is variable.

1. The real remote system, including Master, Slave and nm&fwmust involve some data
sampling. However, following [Seuret &t al. 2005; Fridman Eet al. 2004p], this phe-
nomenon is equivalent to a time-varying, discontinuousylelf the packets exchange
between the Master and the Slave is of high speed, then ititdes a disturbance that
should be considered in the stabilization design [Yua¥lal. 2004]. It is supposed that
there is a knowT (maximum sampling period) so that(t) <T,i =1,2.

2. Both Master and Slave computers dates are synchroniZecklibe system works. To
this end, the NTP (Network Time Protocol) [Mills D.L. 1995 used on both sides
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2.2. Data communication through the Internet

according to the same pool time server. By this way, whengeeMaster or the Slave
receives the data including the time-stamp, it knows th&amis, of data sending out
and the transmission dela§(ty),i = 1,2. As explained in the previous chapter, although
the Internet communication delay is unbounded it is redslerta assume a bound value
since, if the time-delay surpasses the bound value, theepaek be treated as lost.

3. If some packep, containing the sample gtis lost, or arrives later than the packst, ,,
then the Master only considers the most recent data those frompy, ;). Assuming
that the maximum number of successive packets that cantie Nsthen the resulting
additional delay iNT at most. The same lines also holds for the control packets. So
the total delay can be representedas(t) = 17(t) + 13(t) + NT and dops(t) = T5(t) +
T5(t) + NT, which can be treated as a variable but bounded one.

2.2 Data communication through the Internet

2.2.1 Transmission and receipt of the control data

The k" data packet sent by the Master to Slave includes the coutiiqk) together with the
time-stamp indicating when the packet is sent out. At thetypwhen the Slave receives the
data, it can calculate the delay thanks to the time-stamp.cbntrolu, sent out by the Master
at timetn, is received by the Slave at tintg > tm . As the protocol Bluetooth is used for
the communication between the Slave PC and the Miabot,ithesdelay has to be taken into
account. To simplify the problem and concentrate on the rdealay from the Internet, this
local delay is considered as a constant one, definekl as= 1, 2 (this is,d; from Slave PC to
Miabot, d> from Miabot to Slave PC).

target
mk

tmk + him, which includes the time-delays. The corresponding waiting tinfey is depicted

The control will be injected to the Miabot only at the pre-defi “target time™t

on Fig.2.2. This is realistic because the transmissionydslassumed to be bounded by a
known valuehyy. By this way, the Master will know the timg, + hyv when this control
u(tmk) will be injected at the Slave input. This waiting strategyl we applied all azlong the
Chapters 3 and 4, but avoided in the last Chapter 5.
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Events

_Sendto Injection
Control sent  Control receipt Miabot by at

by the Master by the Slave Bluetooth Miabot

waiting

tmk tsk  tmx+hiv —di tmk+hiv  Time

Figure 2.2: Control data processing

2.2.2 Control experiments over Internet

In order to show the influence of networks on the control sygperformance and to test our
control strategies, control experiments over Internet el performed. This allows real In-
ternet traffic to be involved in the feedback loop. The expental platform is depicted in
Fig.2.3. In the experimental setup, the two computers graraged from 40 kilometers away,

Actuator Dat Miabot Sensor Data

Bluetooth

Communication
(C Program)

Controller / Observer
(C Program)

Figure 2.3: Experimental setup.

and communicate over Internet by UDP sockets. They workuthésoperating system Fedora
7 (a Linux version).
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2.2.3 Clock synchronization between the Master and the Slav

The time-stamping method needs the Master and Slave ihtdotés to be synchronized. For
this purpose, two ways can be applied. One is by hardwaréhsynization: If the Slave plant

already has a GPS for other operations, the Master can bppegwith another GPS device
so to synchronize its clock on the same reference [Seuret &. 2006]. However, a software

solution can be cheaper and more flexible. Another way is éosa$tware synchronization,

i.e,, the synchronization signals are sent over the commubpitatetwork. Several schemes
for synchronization are available in the literature, sebrig€lian F. & Fetzer C. 1994; Sched|
A.V. 1996; Van Oorschot J. 1993]. Among the algorithms desd)for special application

areas, the protocol NTP (Network Time Protocol) is used loclcsynchronization on Internet

[Mills D.L. 1995]. In addition to the clocks offset, therercae a drift and we have to make
synchronization from time to time.

Our solution is to directly adapt the strategy of NTP in ousgram to calculate the time
differences.

Master Slave

tm,k

ts, k

————————————————————————————— t&k/
hobs( k/)
y(k/ ’ tm,k7 tS,|(7 tS7k’ ’ k)

tm, Kk’

Figure 2.4: Packets communication between the M/S

As shown in Fig.2.4, herk is the sequential number of the packets sent from the Master
andk' is the number sent back from the Slatag,(k) andhgps(K') refer to the respective delays
of the communication on Internet. To be able to solve thelprabwe assume some symmetry,
as itis done in NTR,e. thathcon(k) = hops(K'). If 8 denotes the time clock difference between
Master and Slave (to be estimated), andhe time taken by Slave to apply the command and
get the output measurements, then:
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0 = (s —tmp —tmk+1sk)/2,

(2.1)
hcon(k) = hobs(k/> = (tm,k’ - tm,k - tak’ + ts,k)/z-

That is to say, under the symmetry assumption, accordingaeguation (2.1), the time
clock difference between the M/S and the time delay of theriwt can be measured every
time the Master receives a packet. When the difference akdis got, we re-synchronize
the Master and the Slave.

2.3 Program with multiple tasks

Both of the programs, Master and Slave, have to fulfil mudtiplsks concurrently. For instance,
the Master’s task has to be divided at least into the obsemdrthe controller ones, with
much more computation load to be reserved to the observesedBan the Linux operating
system, several techniques can be applied to achieve cenceramong different tasks with
one Central Processing Unit (CPU). A computer program isi@etiplly executed in the form
of a process, which has five fundamental parts: code (“tegti)a, stack, file /0, and signal
tables. Two kinds of processes exit in the system: “Heavighigorocesses” (HWPs) and “light
weight processes” (LWPs). HWPs have a significant amounveffead when switching: All
the tables have to be flushed from the processor for each wasths Also, the only way to
achieve shared information between HWPs is through pipdssirared memory”. If a HWP
spawns a child HWP, the only part that is shared is the textPEWhare most resources, so
switching among the different LWP becomes more efficientthin following part, the two
different HWPs techniques will be recalled and then the rtbitad technique applied in our
system will be introduced.

2.3.1 Sockets for inter-process communication

The most instinctive method is to create a program for eask aad to use communication
channels between these programs. A Unix domain socket ostieket (Inter-Process Com-
munication socket) is a data communication endpoint thsinnglar to an Internet socket, but
does not use a network protocol for communication. It is usdDSIX operating systems for
inter-process communication [Stevens W.R. 1992].

Unix domain connections appear as byte streams, much likeonie connections, but all
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data remain within the local computer. UNIX domain sockeds the file system as address
name space.e., they are referenced by processemasies(a file descriptor) in the file system.
This allows two distinct processes to open the same socketigr to communicate. However,
the actual communication (the data exchange) does not e$igetystem, but buffers in kernel
memory. In addition to sending data, processes can sencflgigtors across a Unix domain
socket connection using teendms@ andrecvmsg) system calls.

The socket is created by calling the following function:
int socketint domain int type int protocol).

There are two choices for the paramademain AF_UNIXis used for the local inter-process
communicationAF_INETIs used for the communication through the Internet with tle¢qeol
TCP/IP. The latter will be used for the communication betwie Master and the Slave. The
parameter of type is to identify the communication tyBQCK_STREAMefers to a stream
socket, SOCK_DGRAMefers to datagram sockets aB@CK_RAWS based on low layers for
developing of new protocols.

Dividing the complicated task into several programs is dasprogramming and the log-
ical function of each program is clear, but this method is switable for the case with big
guantity and high frequency of data exchanges, as CPU taltels time to change the working
environment for the different programs.

2.3.2 Multiple hierarchical processes

In order to share the common used resource and improve thegf@feig¢ncy, in Linux, the
commandfork can be used to dynamically create a child process of a prqogréaite the child
process inherits the node descriptor tables of its paregss. The system command is as
follows:

pid_t fork(void).

The child process is an exact copy of its parent calling peteit with its own unique process
ID. The data spaces of the two processes are different. Thexdata exchange will be carried
out by the mechanism of inter-process message commumd&ievens W.R. 1992]. As the
child process has the same data structure as the one oflitgygalocess, the change of the
CPU working environment becomes faster.
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2.3.3 Multiple threads technique

Threads are LWPs, and they reduce overhead by sharing flamdahparts. In this way, switch-
ing happens much more frequently and efficiently. Also, isigainformation is not so “diffi-
cult” anymore: Everything can be shared.

In our case, this technique of multiple threads is used ftin e Master and the Slave pro-
grams as the critical part of the program is focused on ddtaletion, and the data exchange
among different tasks is of high frequency. In the followsggtion, the function of each thread
will be described.

2.4 Architecture of the computer programs

2.4.1 The structure of the Master

In order to implement the model for the remote control systenr-thread program is designed
to fulfill the functions of Controller and Observer of Fig.2.

File consign Slave
consTab Y(tsp — do), ts e — a2
ConsThread ReceiverThread
C(t37 p) y(tSJ(’ — dz) , tS7k’ — d2 )z(tQQ)
SenderThreald — ObserverThread
X(to,q)
U(tmk), tmk
U(tmk) stk

Slave

Figure 2.5: Structure of the Master

These four threads are parallel working, as shown in Fig:Ph&re are two bufferdist U
andlist_X, which respectively keep the data sent out from the Mastetlae data of the esti-
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2.4. Architecture of the computer programs

mated state of the process. The most recent calculateddaiserted at the beginning of the
lists so that it is easier to find the right data we need andelée useless ones.

(a) ConsThread gets the consigfh) (it is the position where the user wants the mobile to
arrive) from a file given by the user. In this way, the user gaelly change the task. The time
period T3 for this thread to work continuously is also set by the uedy, 8 seconds, which is
the half of the period of the pulse generator we use as sigtiafor the experimentation.

(b) SenderThread gets the different consigfis(p)) every time period of ConsThread. Then
it calculates the control data to send out according to thefong, proportional state feedback
equation (see also equation (5.9) in the next chapter):

U(tmk) = K(X(to,g) —C(ts p))- (2.2)

The most recent(fp q) can be found at the beginning of tlist_X; then, the data of command
together with the system time is sent out to the slave thrabgtsocket. While, at the same
time it is inserted into thést_U for the ObserverThread to use. In order to adjusuifigwith
the value of(t) which is the estimated state of the motor, the time periothisfthread should
be chosen much smaller than that of ConsThread, here 0.hiéexcapplied.

(c) ReceiverThread is a event-driven thread. As there issareament data arrived from the
Slave, it first checks whether there is packet loss. As the period for the Slave to send out
the data is so small, possible packets lost are considertétgkinomputation of the resulting
time delay. Then, according to the time-stamp, the mosintedata is sent to the thread of
ObserverThread.

(d) ObserverThread is the most important part of the progrdtmmainly serves as the
Observer in the system model. The main task is to calculatasgmptotic estimate of the
present position and speed of the motor. The correspondugtien will be given by equation
(3.40) in the next chapter, based on a Luenberger-like tstreigvith time-delays. To work this
out, it is needed to find out the commamevhich has been applied to the slave system and the
estimated motor position at the time when the informaticseist out from the slave.

As itisillustrated in Fig.2.6, in order to determip@s) ), itis necessary to find in tHest_X
the closer state estimatiorwith regard to the datg ). And we can get the control datain
thelist_U with the time-stamp of timéyy before. So, according to the equation (3.40), the
reconstructed state can be obtained. As we can see fromgdl#@iin order to find the state
X(to,q) at the time nearly tds), the time period of this thread should be small enough. We
choose here 0.02 second. As the obtained results will shamsufficient.
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Event

ts k' —

I\WI |

To 2T0 3T to,q 10To - Time

Figure 2.6: Packet Sequences

2.4.2 The structure of the Slave

The Slave must not need power computation abilities, andolesis limited to ensure the
communication between the Master and the Miabot. As we cariree Fig.2.7, its program
is divided into two threads: ReceiveThread and SendThr@adve need to apply the control
data with the time delay diyy after the time-stamp, Bst_Y is used to stock the control data
temporarily.

Master

U(tm,k> stk

ReceiveThreaf

; U(tmk); tmk + ham
SendThread|- ’|  Miabot

y(ts,k’> ’ ts,k’ - d2
Y<ts,k’) ) ts,k’ - d2

Master

Figure 2.7: Structure of the Slave

(a) ReceiveThread is an event-driven thread which is aetivhy the control data arrived
from the Master. The control data is inserted into the prgsition of the listist_Y according
to its time-stamp. If the time-stamp is before the oldesadsdtthe list, that means there is
disorder of the packets through Internet, then the datascadiled. If there are possible packets
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lost, they are also considered in the computation of thdtreguime delay.

(b) SendThread includes a function to get the real positidheMiabot. Considering the
character of the mobile, we choose a time pefiigtbr this thread equal to 0.1 second. At each
cycle, it looks for the control data to be appliedlist_Y and, then, sends it to the Miabot by
the port of Bluetooth. The position sensor data of the Miabtten sent to the Master.

2.5 Conclusion

This chapter was devoted to a technical presentation ofrineiples and programs used for
the computer implementation of our experimental platfofnthe NCS. It mainly includes a
clock synchronization algorithm, and the different threagplied in the computer programs
to enhance the performance of the system.. The sequence d&th communication also was
depicted.

Now, the following chapters can concentrate on differenysmaf designing the observer
and control law to be realized by the threads.
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Chapter 3
Output feedback stabilization

Our work is devoted to the problem of output stabilizatiorsg$tems with time delay. In this
area, more interests are focused on improving the closgul4tability regions, using feed-
back laws [Bernstein D.S. 1987; Scherere€al. 1997]. Some classical theory as the Popov
approach can be extended to discrete-time delay systemasjda V.et al. 1998; Niculescu
S.-1. 2001; Ivanescu et al. 1999], while for differential equations with delay [Kolmawskii
V.B. & Myshkis A. 1999], the condition becomes very comptad Smith-type controllers
[Niculescu S.-I. & Annaswamy A.M. 2003] can also be used &lag systems but, most often,
are limited to constant delays. Some other results arerggalith dynamic output feedback
controller [Diong B.M. & Medanic J.V. 1992; Briat @t al.2008; Scherer C.W. & Emre Kose
[. 2007], but generally remain difficult to be designed.

The Lyapunov method remains a basic tool for stability asialpf systems with delays.
Asymptotic stability can be checked if one can find a positigénite function whose deriva-
tive along solutions of the system is negative definite [Kahmvskii V.B. & Myshkis A. 1999].
Extensions of the classical, quadratic functions have Ipegticularly studied in the frame-
work of LTI delay systems. The Lyapunov-Razumikhin FuntsdLRF) approach has been
deeply investigated for delay-independent stability peots due to its simplicity to handle
with. However, the more general Lyapunov-Krasovskii Fiorls (LKF) appeared to provide
sharper results. They led (and still lead) to more and mgohisticated constructions of gener-
alized quadratic functions, involving sums of iteratecgrals of quadratic terms over various
time intervals [Gu Ket al.2003; Kolmanovskii V.B. & Myshkis A. 1999; Niculescu S.-0@1;
Richard J.-P. 2003]. Other results [Seuret A. 2006] conpesitive definite functions (or func-
tionals) whose derivative along solutions of the systemiesgwise negative definite, which

33



Chapter 3. Output feedback stabilization

allows for dealing with non monotonically decreasing fuoies [Kruszewski A. 2006].

Our aim is to achieve the output exponential stabilizatibow closed-loop NCS. In this
chapter, LKF are considered in order to design a obsenszebstate feedback controller. Then,
to enhance the system performance, exponential stalslalso concerned.

3.1 Stability condition for the linear time-delay system

In this section, the stability conditions for general linaeaterval time-delay systems are to be
analyzed by the method of LKF, which is based on the resaludfd_Ml.

As an introduction, consider a system with constant timeydgRichard J.-P. 2003; Seuret
A. 2006]:
{ X(t) = AX(t) + Agx(t — T), 3.0)
X(to+0) =@(0), 06¢c[-1,0],
wherex € R", u € R™ are respectively the state and control vectapsiepresents the initial
condition function. Then x n matricesA andA; are supposed to be known and constant.

By considering a simple extension of the classical, quadtgtpunov functions:

t
V(t,x) =x"()Pxt)+ [ X (s)SXs)ds (3.2)
t—t1
one obtains sufficient LMI conditions: (3.1) is asymptollicatable for any constart > O if

there exist positive symmetric matricBsS verifying:

(3.3)

ATP+PA+S PA
<0.
AlP -S

Now, for our NCS problem, the question is to extend such @moih to variable delays
laying in some interval with a non zero low bound= 1(t) € [hy,hy], hy > 0. In particular,
usinghy > 0 corresponds to our situation since the network does impdsd¢ay. This so called
nonsmall delayondition should help for improving the maximum admissitdeindh,.

3.1.1 A new result for the asymptotic stability of interval ime-delay sys-

tems

Consider the system:
X(t) = AX(t) + Ax(t — 1(1)), (3.4)
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3.1. Stability condition for the linear time-delay system

with the initial condition:

X(to+0) = @(0), X(to+0) = @(0), 6 ¢c[—hy,0], (3.5)

wheret(t) € [h, hy], hy > 0. The delay is assumed to be fast-varying (with no specialiotion
on its derivative). The initial condition is supposed to becpwise-continuous with bounded
jumps, and continuously differentiable on each continsitiginterval.

Consider the following Lyapunov functional:
V(t,%.%) =X (t)Px(t) + [, X" (s)SXs)ds
+hy [%, J o XT (S)RX(s)dsdd (3.6)
+ i, XN (9Sax(8)ds+ (2 —hy) [ JE, o X7 (5)Rax(s)dsB
whereP > 0 andR, Ry, S S, > 0.

This functional constitutes a generalization of some otimers, since we note that the Lya-
punov functional of the form (3.6) was recently introducedHle Y. et al. 2007], whereas this
functional withS= 0 was introduced earlier in [Fridman E. 2006].

Theorem 1 Suppose that there exist«n-matrices P> 0, R> 0,S> 0,R; > 0,5 > 0, P,,P;,
Y: and % such that the LMI (3.7) with notations (3.8) is feasible. lsgstem (3.4) is asymp-
totically stable for all fast-varying delays i< h; < 7(t) < hy.

=
[ ®1 ®1, REPIAL-Y] Y] YT —PIA Y] ]
x  ®pn PIAI-Y) Y Y] -PIAL Y]
* s —(S+R 0 0 0 (3.7)
* * ( * | -S 0 0 <0
* * * * —Ra 0
| * * * * * —Ra_

®1;=ATR+PJA+S+S-R,

®1p=P—P] +ATR;, ®p = —P3—P] +h2R+ (hy—hy)2R,. 59
Proof. DifferentiatingV, one finds:
V(t,%.%) < 2T (HPX(t) + X7 (t) (R+ (hz — hy)2Ra)X(1)
—hy f{_p, XT (S)RX(s)ds (3.9)

—(hp—hy) 5 XT (S)RaX(s)ds+ XT (1) (S+ Sa)x(t)
X" (t —h1)SXt —hy) = xT (t — hp) Sax(t — hp).
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Chapter 3. Output feedback stabilization

Following [He Y. et al.2007], we employ the representation

—(hz—hy) [ KT (RaX(S)ds= — (o — hy) i r " X" (S)RaX(S)dIs

3.10
—(h2—hy) tt rhl X (S)RaX(s)ds (840
and apply the Jensen’s inequality ([Gudt.al. 2003])
Fon X (9)RX(s)ds> iﬁ X (S)ASRfp, X(s)ds
KT (9)RaX(s)ds> i hl : i‘; T(s)dsRy {1t X(9)ds (3.11)
JorO KT (9)Rax(s)ds> UK (9)dsR J, h” x(s)ds

Then, denoting

t— h]_ t—1(t
V] = (s)ds v = /
t—1(t)

we obtain
V (1, %) <xT (1)Px(t) +XT (1) (R4 (hy — hy)?Ra)X(t)

—X(t) = X(t— hy)] TRIX(t) = X(t — hy)]

—VI RaV1 — VI Rav2 (3.12)
+XT (1) (S+ Sa)x(t) —xT (t —hy)SXt —hy)

= (t—h2)Sax(t —hy).

We use further the descriptor method [Fridman E. & ShakedQ012 where, for some
n x n-matricesP, P, the right-hand side of the expression:

0=2[x"(t)P] + X" (t)P3 ][AX(t) + Ax(t — h1) — Agvs — X(1)], (3.13)

is added into the right-hand side of (3.12). We also add freigiiing matrices of [He Yet al.
2004]:
0=2[x" (t)Y] +X" ()Y, ][X(t —h2) +Vv1 + V2 —x(t — hy)], (3.14)

Settingn (t) = col{x(t),x(t),x(t — hy),x(t — hp),v1,v2}, we obtain that:
V(t,X,X) <nT(t)en(t) <O, (3.15)

if the LMI 3.7, with notation given in 3.8, is feasible. Thismcludes the proof of Theorem 1.

3.1.2 Numerical examples

To show the efficiency of our result, in this section we usestiiae two numerical examples as
in [He Y. et al. 2004].
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3.1. Stability condition for the linear time-delay system

Example 1.Consider the system (3.4) with

-2 0
0 -09

Y

-1 0
B _1]. (3.16)

As listed in the table of Fig.3.1, whem = 0, our result recovers the best result of the
literature [Park P.G. & Ko. J.W. 2007] for this example. THeaned improvement is more
sensible forh; > 0, in which case the comparison with the methods of [Jiang Xla& Q. L.
2005] and [He Yet al. 2007] shows the merits of Theorem 1. Finally note that, asetqul,
considering a “nonsmall delay” enlarges the value of maxmupper-bound of the admissible

time-delay.

Method hy O 1 2 3 4
[Jiang X. & Han Q. L. 2005] h, 1.01 1.64 2.39 3.20 4.06
[He Y. et al.2007] h, 1.34 174 243 3.22 4.07
[Park P.G. & Ko. J.W. 2007] h, 1.86 - - - -
Our Theorem 1 h, 1.86 2.06 261 3.31 4.09

Figure 3.1: Allowable upper bound b with given over boundh;

Example 2. Consider the system (3.4) with:

0 1 ] [ 0 o]
. A= ) (3.17)
1 -2 1 1

A=

In the table of Fig.3.2, for given lower bountis of the variable time-delay, the corre-
sponding maximum values of upper bourgsare given by considering different methods.
Here again, the comparison shows that our result is leseoaats/e.

Method hy O 03 05 0.8 1 2
[Jiang X. & Han Q. L. 2005] h, 0.67 0.91 1.07 1.33 1.50 2.39
[He Y. et al.2007] hp 0.77 0.94 1.09 134 151 240
Our Theorem 1 h 1.06 124 138 16 175 2.58

Figure 3.2: Allowable upper bound b$ with givenhy
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3.2 Exponential stability of interval time-delay systems

Consider the time-delay system of equation (3.4). dcet O be some positive, constant, real
number. According to [Kolmanovskii V. & Myshkis A. 1992],dlsystem is said to exponen-
tially stable with the decay rate, or a-stable [Niculescu S.-let al. 1998], if there exists a
scalarF > 1 such that the solutiox(t; to, @) satisfies:

Ix(t;to, @)I| < Fllgllce ), (3.18)
where||x(.)|| is the norm of vector anfig||c the associated function uniform norm.

Two methods are considered here: 1) State transformatitinpeiytopic method and 2)
exponential LKF. The former method is much easier since fidradl can be almost directly
applied after some changes of state variables. The lateehas to consider more analysis
techniques and it is based on some bound .of

3.2.1 Polytopic method

In order to guarantee sonte—stability performance, one applies the transformatig(t) =
e”x(t),a > 0. Then, if[|xq ()] is proved to decrease, equation (3.18) holds.
Through this transformation, the system is rewritten as:

X (t) = (A4 al)xq (t) + 7TV AX, (t—T(1)). (3.19)

Sincee®™ < 271 < g2 \we can rewrite the equation (3.19) in the following poljitop

form:
Xa () = (A+al)xg(t) +Ag(t)e"MA g (t— T(1)) (3.20)
+Ao(t) e A x4 (1 — T(1)).
fori=1,2,Ai(t) >0, T2 Ai(t) = 1.
Adapting Theorem (1) for the system (3.4) leads to the LMI:
O =
[ ®y; ©pp R+eMPIA-Y] Y] Y[ —eMPIA; Y] ]
x Oyp  NPIA Y] Y] Y] —efhPiA YY)
o k —(S+R) 0 0 0 <0, (3.21)
* * * -S 0 0
* * * * —Ry 0
* * * * * —Ry
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3.2. Exponential stability of interval time-delay systems

where:

@11 =(A+al)"R+P](A+al)+S+S%—R,

(3.22)
P®1o=P—P] +(A+al)TP;, ®=—P3—P] +hiR+ (h —hy)?Ra.

Thus, the following result is obtained.

Theorem 2 Suppose that there existkm-matrices P> 0, R> 0,S> 0,R; > 0,5, > 0, P,R;,
Y1 and % such that the LMI (3.21) & 1, 2) with notations (3.22) is feasible. Then, system (3.4)
is exponentially stable with a decay ratefor all fast-varying delays h< 7(t) < h.

3.2.2 Exponential LKFs

Consider the same system as shown in equation (3.4). Herprapese to extend a recent
result by E. Fridman [Fridman E. & Yury Orlov 2009] to the caden; > 0 by adapting the
following Lyapunov functional:

V(t,%.%) =X (PX(1) + [, €95 IxT (s)SKs)ds
+hy [, e €9 UXT (S)RX(S)dsB

+ Jip, €9 UXT () Sx(s)ds

+(hp—ha) [ i 7 DXT (S)Rak(5)dsh,

(3.23)

whereP > 0 andR, Q,S> 0.

We note that, foor = 0, the LKF of the form (3.23) was recently introduced in [HeeYal.
2007], whereas this functional with= 0, a = 0 was introduced earlier in [Fridman E. 2006]
and, fora > 0,h; =0, in [Sun X-M.et al.2006].

The following condition along the trajectories of (3.4):

V(t,%, %) +2aV (t,%, %) <0 (3.24)
implies:
V(t,%, %) < e 2000V (15 %, %,) Vo € R. (3.25)
The latter implies exponential stability of (3.4) since
XT(DPX(t) <V (t,%,%) < e 220V (tg, x5, %,) < €200V (tg, X0, %o ) jao0-
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DifferentiatingV, we find:

V (t,%, %) + 20V (t, %, %)

< 2T (1)PX(t) + 2ax” (1)Px(t) +XT (t)(h2R+ (hy — hy)2Ra)X(t)

—en2 Ly, XT (SRK(s)ds (3.26)
—(ha—hp)e —ZCr(hz hy) ft hy o T ( S)RaX(S )dS+XT(t)(S+Sa)X(t)

—x' (t—hy)SXt —hy)e” 20h1 _xT (t — hp)Sax(t — hz)e—ZahZ.

Following [He Y. et al.2007], we employ the representation:

—(h2—hy) [T (9)RaX(s)ds= —(hz —hy) {1V KT ()Rax(s)ds

_ (3.27)
~(h2—hy) : T“l X7 (s)RaX(s)ds
and apply the Jensen’s inequality [Guédt.al. 2003]:
Jen X (9RX(s)ds> & [ hle(s)dst;&hIX(sms,
S T*‘(l)xT<s>Rax<s>ds_ o - “g XT(S)dSRy fir () X(S)ds (3.28)

j;[hfz X" (s)RaX(s)ds > ot T (s)dsRy f;- h” x(s)ds

Then, following [Gouaisbaut F. & Peaucelle D. 2006], we afta

V(t, X, %) +2aV (1, %, %)

<xT (H)Px(t) + 2axT (t)Px(t )+XT(t)(h2R+ (hz —1)?Ra)X(t)
—[x(t) = x(t — hy)] TRIX(t) — x(t — hy)]e~ 2"
—[X(t —hy) = x(t — T(t)]"Ra[X(t — hg) —x(t — T(t))]e~2(F") (3.29)
—[X(t = T(t)) = X(t — ] TRa[X(t — T(t)) — X(t — hp)]e~22(N2~N)

+XT (1) (S+ S)x(t) —xT (t —hy)SXt —hy e

—XT (t — hp) Sax(t — hp)e2ahz,

We use further the descriptor method [Fridman E. 2006], whbke right-hand side of the
expression:

0=2[x" (t)P] +XT ()P ][AX(t) +Asx(t — T(t)) — X(1)], (3.30)
with somen x n-matricesP,, Ps is added into the right-hand side of (3.29).
Settingng(t) = col{x(t),x(t),x(t —hy),x(t — 7(t)),x(t —h2) }, we obtain that:
V(t,X, %) +2aV (t,%, %) < n' (H)®n(t) <O, (3:31)
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3.3. Output feedback stabilization of a NCS with remote vese

if the following LMI holds:

D=
[ ®11 Dy, Re 20M PI A 0 |
x  Pog 0 P AL 0
% x  —(S+Re 2 _Re2ah-h) R g-2a(h-h) 0
% % « _ 2R 2a(h2—hy) Rye~2a(h2—hy)
* * % % 7Sae—20h2 _ Rae—z"(hZ—hl),
<0
(3.32)
where
P11 =ATR, +PJA+2aP+S+S,— Re %M, (3.33)

®1p=P—P] +ATR;, ®p = —P3—P] +hZR+ (hy —hy)?Ra.

Thus, the following result is obtained.

Theorem 3 Givena > 0, let there exist rx n-matrices P>0,R>0,S>0,R; > 0,5 >0,
and R such that the LMI (3.32) with notations given in (3.33) isdiéte. Then, system (3.4)
is exponentially stable with a decay ratefor all fast-varying delays h< 7(t) < h, and the
following bounding property is verified:

X' (t)Px(t) < e~ 2=l (ty, @, @). (3.34)

3.3 Output feedback stabilization of a NCS with remote ob-
server

As mentioned in the previous chapter, our closed-loop aystebased on the Master-Slave

structure, the observer-based controller being impleetemt the Master side. The stability

conditions for general linear systems with time-delay Ww#, first, applied to the design of

observer and controller separately, thanks to a separgtinaiple. Then, the global stability
will also be considered.

3.3.1 Description of the closed-loop system

Recall the schema of the closed-loop control system as .Bigi&luding an observer-based
remote controller.
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S t)
ye(t) ) T e Ut — Boon(t t
Controller U( ): Z.0.H : Tf(t) ( On( )); Plant y< ) >
L Observerlg TS(1) |¢ Z.O.Hle
y(t — dobslt)) 1 L2 =t
Network ()

Figure 3.3: Features of the NCS

Consider the plant as a linear system. It is described byoilf@ing form:

{ X(t) = AX(t)+ Bu(t — Son(t)), (3.35)
y(t) = Cx(t),
wheredeon(t) € [y, hy], Scon(t) < 1, hy > 0, and with the initial condition:

X(to+0) = @(8), X(to+60) = p(8), 6 & [~hmax0]. (3.36)

. This allows for using our Theorems 2 or 3 with interval tighelays, with the aim of guaran-
tying the following closed-loop performance: The exporastability with the ratexr must be
achieved whatever the delay variation. Here, the follovatage feedback and observer will be

considered:
R(t) = AR(t) +Bu(t — Geon(t)) + L(Y(t — Bops(t)) — J(t — ons(t))),
y(t) =Cx(t), (3.37)
u(t) =Kx(t)+kye,

where the measurement channel delgy(t) verifiesdops(t) € [h1, h2],h1 > 0. y¢ is the desired
set point (as this value changes only after a satisfied lorigghenere it is considered constant)
andk a gain ensuring an unitary static gain for the closed loop.

A main difficulty is to determine the gairts andL for the state feedback control so to
guaranty the exponential stability of the Slave’s motiosgite the time-varying delay&on(t)

anddopg(t).
The estimation errog(t) = x(t) — X(t) is given by:

&(t) = Ad(t) + BK(R(t — Gcon(t)) — R(t — &con)) — LCE(t — Gops(t))- (3.38)

From the equation (3.38), the difficulty lies on the fact thia control delay is not known
to the observer.e., the time of control application to the plant is unknown. ®salve this

42



3.3. Output feedback stabilization of a NCS with remote vese

problem, in the side of the slave, a packet buffer (“waitit@tegy”) is implemented as in
[Seuret A.et al.2006]. When the plant receives a control packet, it will naaite the control
until some “target time” indicated in the packet, as defimed.R.1. That is to say, we enlarge
the control delay to the upper bound of the interval timeagleHere, it equals tby. In this
way, the observer “knows” at which moment the control is agapto the controlled object.e.
&on(t) = dcon(t). This waiting strategy decreases the system performarndeibgs about the
separation principle for the design of the observer and timtraoller. By this way, the gains
K andL can be calculated from LMI conditions. While for the timdalefrom the Master to
the Slave, thanks to the time-stamp in every packet, thisotkeown” as the Master receives
packets. So, the measurement can be directly used (witlasepbuffer).

Rewrite the equation (3.38), the following observatiomeaquation can be obtained:
é(t) = Aet) — LCe(t — dpps(t))- (3.39)
Note that the error system does not depend parx. This ensures that the separation principle

is applicable and allows for reducing the study of the cldsed dynamic to two smaller
stabilization problems: The observer design and the chetesign.

3.3.2 Observer design

Applying the separation principle, re-write the equati8r87) leads to:
{ X(t) = AX(t) +Bul(t — Scon(t)) + L(Y(t — dobs(t)) — J(t — Gonsit))),
y(t) = CX(1),
with Gopg(t), Scon(t) € [y, hy).

Taking the equation (3.39) and applying Theorem (3), we sy = P, wheree¢ is

(3.40)

parameter to be adapted so to obtain the best result{\/’aﬁd3'2T L.

Define the following LMI:

D=
[ ® @ Re 2N wcC 0 |
x Py 0 EWC 0
. +  —(S+Rje 2 _Rye20teh)  Re-2uh-hy) 0
N N N _ 2R, 2a(he—hy) Rye2a(n—hy)
N N N N _ge2ah _ R g-2a(h—hy)
<0

(3.41)
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with:
®11=ATP+PJA+20P+ S+ S, — Re 29,

(3.42)
®12=P—P] +&ATP;, ®p2 = —eP; — P +h{R+ (hy —hi)°Ra.

Thus, we get the following Lemma concerning the observetr par

Lemma 1 If for some positive scalarg and €, there exist nk n-matrices P> 0, R> 0,S>
0,Ry > 0,5, > 0, B such that the LMI (3.41) with notations given in (3.42) issigte, then the
gain:

L=(P))w, (3.43)

makes the vectoti(t) of observer (3.40) converge exponentially to the vectoy of equation
(3.35), with a decay rate for any variable output delagyps(t) € [h1,h2].

3.3.3 Control design
We first consider a controller= Kx, i.e. the ideal situatior(t) = 0, x(t) = X(t) and:
X(t) = AX(t) + BKX(t - 5con(t>)- (344)

In order to apply Theorem (3), we multiply (3.32) by di&g{’,P, ",P, ",P; ,P, '} at the
left side, and by diag®, *,P, 1, P, 1, Pt Py Y} at the right side respectively. In addition, we
chooseP; = P, andM = KP, leads to the following result.

Define the following LMI:

b=
[ o @ Re 20Mm BM 0 i
* CDZZ 0 eBM 0
% % 7(S+ R>e—20h1 _ Rae—Za(hz—hl) Rae—Za(hz—hl) 0
* * * _ZRaefza(hZ*hl) Rae*ZG(hthl)
* * * * _%efzahz _ Rae72a(h27h1)
<0
(3.45)
with:
®11=P] AT+ AR+ 20P+ S+ S, — Re 20N,
nen & = (3.46)

P1o=P P+ ePJ AT, @y = —eP,— €P) + 2R+ (hy — hy)?R,.
Thus, we get the following Lemma concerning the controltp
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Lemma 2 If for some positive scalarg and g, there exist nx n-matrices P> 0, R> 0,S>
0,Ry > 0,5, > 0, P such that the LMI (3.45) with notations given in (3.46) issiee, then,
the gain:

K=MP1 (3.47)

exponentially stabilizes the system (3.44) with the deetsya for all the delaysdcon(t) €
[hy, ho].

Note thate is an important variable when verifying the conditions LMI.simple query
loop algorithm may be considered to search for the best \alge

3.3.4 Global stability of the remote system

The global networked control system is as follows:

{ X(t) = AX(t)+BKX(t — Son(t)) — BKe(t — Seon(t)), (3.48)
&(t) = Ag(t) — LCe(t — dope(t)). '
Considering to usé(t) = col{x(t),e(t)}, then we get the equation:
E(t) = Aollt) + ALt — Beon(t)) + Acelt — Sopg(t)) (3.49)
_ [A o] _ [—BK BK] _ [o 0
for Ag = AL = A2 = .
0 A 0 © 0 —LC

This is under the block-triangular form, which diagonal sygiems have been proven to be
exponentially stable in Lemma 1 and 2. Then the whole systernastable with the smallest
computed from Lemma 1 and 2.

3.4 Results and analysis

After identification of the Miabot, we get the model of theléoling form:

| 0 1 0
o [o —10])((t> +[o.024]u(t_5°°”(t>)’ (3.50)
y= [ 1 0]x.

where the statg(t) comprises the position and the speed of the Miabot.
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Every one minute, we have tested the RTT (round-trip-timet)vieen the two PCs in the
daytime and nighttime, by using the protocol ICMP (Inter@eintrol Message). The result
is depicted in Fig.3.4. The red curve is the time-delay indhgtime and the blue one is in
the nighttime. According to Fig.3.4, for the total 1000 s&esp more than 95% round-trip-
times(RTT) are less than 60ms. From these tests, an ealuztthe maximal time delay is
obtained. So, considering the characteristics of InteBlektooth transmission delays and the
time delay for applying the strategy combined with the sanggiime, we have taken the value
h; = 0.01secandh, = 0.1sec

120

Time delay in the daytime: Time delay in the nighttime:
Mean=34msec Mean=4.8msec

Max. =71.4msec Max. =8.2msec

100+ Min. =4.3msec Min. =3.9msec —

time(ms)

ki |

| | | | | I
o 50 100 150 200 250 300 350 400 450 500
Samples

Figure 3.4: The RTT in the daytime and night between the tws BCinternet (40km away).

3.4.1 Results obtained when neglecting the network effects

As it is known that time-delays can cause instability in aseld-loop control system. In this
part, we will show in our NCS, if the network effects were resgjed, what would happen. So,
we remove the time-delay in the equation (3.50), then theesyss a LTI system described as
follows:

. 0 1 0
X0 = [o —10]X(t)+[o.024]u(t)’ (3.51)
y(t) = [1 O]x(t).
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Figure 3.5: The percentage of the RTT in different time detmges.

Then a pole placement observer-based controller is designéhe closed-loop system. Con-
sidering the mechanic character of the Miabot, the polegiasn as|—1;—15] and[—2; —20]
respectively for the controller and the observer. Then tiegjare calculated:

K = [ 750 —300] (3.52)

L—| 12 (3.53)
| —80 |’ '

With these gain values, the real time experiment leads taniséable phenomenon in Fig. 3.6.
As we can see, the method of robust pole placement techréqueeful to achieve given poles,
however, as no time-delay is considered in this methodilgyatannot be ensured in the NCS.

3.4.2 Design of the observer and controller gains

According to Lemma 1 and 2, the gaihsand K have to be computed in such a way they
a —stabilize the global Master-Slave-Observer system despé variable delay§:on(t) and
Jobs(t). We geta = 3 if the gainL is chosen as:

0.92
L= [ 0.01] . (3.54)
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distance (m)
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Figure 3.6: The result by neglecting the network effects.
and the gairK is chosen as:

K — [ _459 —46 ] . (3.55)

3.4.3 Results of the centralized experiment

By experimenting the Master-Slave program on a same computesecond was chosen as the
maximum time delay, which includes sampling and transmission delays. Thetressihown

in Fig.3.7, in which the blue curve represents the consigkstathe black dot line correspond
to the real Miabot output (the motor position); the red (pos) and green (speed) represent
motor estimated state. Fig.3.8 represents the sampletbtdata send to Slave.

In this first experiment, the system clock is unique, so thesion is totally in accordance
with the theory and the results are similar to the simulatines.

From the graph Fig.3.8, we can see that the time instance @ihsign being implemented
has a little delay in accordance with.

Because the maximal speed of the Miabotng/dec the command value corresponding is
2000. But, in order to guaranty the linear character of thelddt, we make the command not
surpass 1000 as showed in Fig. 3.8.
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Commands (u)
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Figure 3.7: Results of experiment without network
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Figure 3.8: The corresponding Slave control of the expantme
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3.4.4 Result of the remote experimentia Internet

15F "1

1
05 M

distance (m)

_1'5 = -

0 5 10 15 20 25 30 35 40 45 50 55
time (s)

Figure 3.9: Results of remote experiment

The experiment is now done on two computers separated fraut &9 kilometers away,
the communication time-delay (RTT) is showed in the Fig.. 3We first synchronized the
clocks of the two computers by the NTP (Network Time Prothc@le choose the same time
pool servergurope. pool.ntp.orgNote that, for the problem of clock synchronization betwee
the two PCs, two methods can be applied. One is to use thecptdtd P, i.e. before running
the program, two PCs are synchronized. But after running@tione, we can not guarantee the
perfect same time in the two PCs. So, the second method isemtjdpe time clock difference
is calculated in the program and it is taken account intoithe-delay.

Then, the Master program runs on the remote computer wittdeaneed computing ca-
pability, the Slave program on the local one which also comigates with the Miabot by the
port of Bluetooth as depicted on Fig.3.9, we get almost theeseharacteristics as these results
with centralized experiment. Note that all the data in tharkgs obtained from the Master, so
the data of the real position of the Miabot (curve black) Ilegkind the estimated one, due to
the time delays of Internet and Bluetooth. Our remote oleseatoes work as a predictor.
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3.5 Conclusion

Exponential stability is obtained and the experimentailtsxonfirm the theory. Both the local
and distant experiments confirm the theory and the Miabtiva the given instructions.

To be adapted to more general situation of the Internet, weagment, while diminish-
ing the value ofn. Whena is fixed as 0, we get the largest allowable time detgyshould be
no more than 1.9sec. This theoretically proved bound repteghe Internet which is tolerated
for the stabilization of the system.

From now, two possible limitations still remain:

1. Inthe present form, the delay interval, and the upper 8bgin particular, is fixed once
for all. However, as shown on Fig.3.4, the delay may stay sthaing some period (at
least, nighttime), while the controller keeps on workinghngains adapted to big delay.
The aim of the next chapter (Chapter 4) will be to adapt thagyto the estimated QoS
of the network.

2. Our solution needs a “waiting strategy” to be implemerateithe Slave side. This makes
the computation of the gains easier, but may decrease thevable speed performance
since it maximizes one of the delays (the actuator chanméB.theory to be developed
in the last chapter (Chapter 5) will overcome this constrajnobtaining event-driven
solutions in both the actuator and measurement channels.
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Chapter 4

Stabilization of a remote system: a QoS
dependent controller

In the case of the stabilization through Internet, timeaglelpresent a strong jitter. It means
that the controller has to be designed for a large delayvater his leads to poor performance
when the delay belongs to a smaller interval that the one fachvis is originally designed.
Whereas, in different periods of time, the average valuasmw#-delay show big differences
due to the communication quality of Internet, for exampleewltomparing the daytime and
the nighttime.

Considering different Qualities of Service (QoS) of thewwak, a switching controller is
proposed. As previously, stability and speed performaacesnsured despite the dynamic
variations of the networkyia the exponential stabilization. Moreover, here, the QoSsis e
mated by measuring the communication delays and the ctertgalins switch in consequence.
Since this RTT estimation cannot be instantaneous, thigiaddl delay of the switching in-
stants is also taken into account.

Switched systems are dynamical hybrid systems consisfiagamily of continuous-time
subsystems (also called the “modes”) and a logical ruledidtestrates the switching between
them [Liberzon D. 2003; Hirche &t al.2006]. It is known that the stability of the subsystems
themselves is not sufficient for the stability of the ovesgtstem.

The theoretical proofs we use are, here again, related tpun@/-Krasovskii functionals
(LKF), which approach is generally less conservative tharLyapunov-Razumikhin functions
technique. Moreover, to deal with delay-dependent statplioblems, the LKFs condition is
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attractive owing to the structural advantage, exposingl#iay information more easily when

obtaining the stability criterion.

Single and multiple Lyapunov function analysis methodglagemost frequently applied in
the stabilization of the whole, switched system. For systanth delays, they consist in the

research of:

¢ a single (or “common”) LKF for all modes, so to obtaimiform stability [Jiang W.-J.
et al.2008; Sun Y.G. & Wang L. 2006; Lee J.-W. & Dullerud G.E. 200602],

¢ or different LKFs, one for each mode, with a minimum dwell&ito guaranty the global

stability for the whole system.

When the system mainly needs stability and the performanuetia critical condition, the
former method can be used. As a common LKF is used for evergystdm, the condition is
relatively simple and arbitrary switching can be realizetbag all the subsystems. However,
for this first method, there are two deficiencies: One is tiecbmmon LKF cannot always be
found, another is that even if a common LKF can be found, titopaances will be limited.

Concerning the second approach, different LKFs can be egpdi obtain the best perfor-
mance for each subsystem, whereas, before the next switsmigmum dwell time has to be
considered to guarantee the global stability. This altereadwell-time based switching was
introduced in [Hespanha J.P. & Morse A.S. 1999] in the casesyfstem without delay. It was
extended to systems with delay in [Chen C.e€al. 2006; Yan P. & Ozbay H. 2008] but, in
these references, the delay was supposed to be constant.

In this chapter, aiming at the exponential stabilizatiowwf NCS, we introduce a study of
switched systems with non-small and fast-varying delayss framework corresponds better
to our problem. Here, the switches are voluntarily intraetliat the control side, and their logi-
cal rule is decided according to the network QoS. This lastaseover estimated by measuring
the communication delays. The switching controller gamesaalapted in consequence.

Our assumptions on the delays are not very constraining:

e The transmission delays are variable and asymmetric, whedms that the control chan-
nel delayh;(t) (from Master to Slave, shortly, M-to-S), and the return, sugament
channel delay (S-to-M)z(t), normally satisfyhy (t) # ha(t).
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e The resulting delays in both channels (with our notatidags(t) anddyps) are bounded
and belong to some interviim, hy| = [h1, hg]

e Thisinterval is separated into two zonfs,, hy] for “small” delays, andhy, hz| for “big”
delays. We assume that ba¥pn(t) anddyps belong to the same zone.

¢ In the following, these two delay zones will correspond te tiwo “modes” of the
switched controller.

Moreover, all the results can be straightforwardly extehiemore than two modes, and with
different zones for the control delay and the observatidaydédowever, in this case the com-
putations become more cumbersome. For sake of clarity, enoe ®ur experiments were
successful with the above hypothesis, we preferred notweldp the more general case.

In the following part, a deeper analysis of the communicatelays is provided (in par-
ticular, we discuss the question of their estimation). Ttsme result involving a switching
controller and the use of a common LKF is given. A last parspngs technical improvements
based on the minimum dwell time. At each step, experimertsanducted.

4.1 Time-delay effect on the performance of systems

The delay sizes take very different values, especially & oompares the periods of rush hour
and idle time. The Fig.4.1 shows the round-trip-time meadwevery one minute during a
week between Lille and Lens (the places of our experimepgrsged from 40km). It is clear
that when the network is busy in the daytime the time-delayugh bigger than in the night-
time. The difference weekdays/weekend is also percepfilile maximum delay value (here,
denoted byhmay is used for the controller design, which means it has anenfte on the per-
formance of the system. To get an idea of this influence, RA@Ad Fig.4.3 show the best step
response we can obtain for a linear system with differeniasabfhnax (in the corresponding
computations, the minimum valug,i, was equal to 0). We can see that, when the maximum
time-delayhmaxis smaller, the stability can be obtained with the greatkresafa, i.e. the bet-

ter performance can be got. On the contrary, the bigger thed the maximum time-delay,
the smaller the value af, i.e. the performance becomes worse even if the real situation of
the network is not so perturbing. This motivates the appboeof a gain scheduling strategy
for the control system, with adaptation to the network gyadf service (QoS). Two modes
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Figure 4.1: The time-delays via Internet during a week.
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(small/big delay) will be considered in this work, but it da& extended to more modes.

4.2 A switched controller with arbitrary switches and a com-
mon LKF

This part develops a common L-K functional so to ensure egpbal stability for the switched
system. The global stability is also proved. Firstly theditions for asymptotic stability are
proved; Secondly, by using the polytopic method, exporaéstability can be attained. The
common LKF guarantees the property for arbitrary switchulgich means that whenever the
switch happens, the system stays stable. So, it is acceptadt the QoS of the network is
assumed to be measured in real time.(without delay). Of course, because of the delayed

56



4.2. A switched controller with arbitrary switches and a ¢coon LKF

QoS measurement, there will be an effect of buffer changekeaswitching point but the
uniform system stability will be guaranteed. This phenoarewill be also analyzed in the
following experimental results.

Considering the control problem as in the part (3.3.1). Tdwetroller switches according
to the value of the delay. One mode represents the contrelien the delay is smallb(t) €
[h1,hs]. The other mode appears when the delay is higlgét) € [h,hs], hy = hmin and
hs = hmax

Since a delay(t) is either in[hy, hy] or in [hy, hg], one naturally introduceg : R — {0, 1},
the characteristic function oy, hy], defined by:

1, if s€ [hy,hy]

_ 4.1)
0, otherwise.

Xihohp) (S) = {

The characteristic function gz, hz] is 1— x. Note that we assume(dcon(t)) = X (ops(t))-

Now, considering the control problem (3.35) in the part (B 3he stabilization problems of
observer and controller with this 2-modes gain switchimgtegy can be rewritten as follows:

1) X(t) = AX(t) + X|hy,hy) (Ocon(t) ) BK1X(t — Scon(t)) + (1 = X(hy,hy] (Ocon(t)) ) BK2X(t — &con(t)),

4.2)
2)  €(t) = Ag(t) — Xiny,hy] (Oobs(t) ) LaCe(t — Fons(t)) — (1 — Xinyhy] (Dobs(t) ) ) L2CE(t — Sons(t))-
(4.3)
4.2.1 Asymptotic stability of switched systems
Consider the switched system
X(t) = AX(t) 4 X{hy hp) (T)ALX(t = T(t)) + (1= Xy 1) (T)) A2X(t — T(1)), (4.4)

where the delays € [hy, hy] U[h2, hz] are assumed to be fast-varying within these bounds.

Consider the following LKF:

V(t,%%) = XT (OPX(t) + 30 f_n,, X' (5)SX(9)ds

4.5
32 o(Miea— M) 0 X7 (SRX(S)dscB, (4-5)

wherehg =0,P > 0andR;,§ > 0.
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DifferentiatingV, we find:

V(t,%, %) < 2T ())PX(t) + X7 () 32 o(hi1 — hi)2R)X(E)
— 52 o(hiys—h) [T XT(YRX(S)ds+XT () 72 Six(t) (4.6)
— 52 oxT(t—h)Sx(t—h).

We start with the case gf = 1,i.e. of T € [hy, hy]. We employ the representation:

—h; . . _ . .
—(hjpa—hy) ) X T()&x@ms:-4hH1—hpﬁ{$2ﬂx@ax@ms

th, T : 4.7)
—(hjr1—hj) fi_ () X (s)Rjx(s)ds
and apply the Jensen’s inequality [Guét.al. 2003]
S XT(SRX(S)ds> p—h— h,ﬂft‘ h“,;l T(s)dsR i L X(9ds
t h i
t_T(’Sle(s) x(s)ds> 3 1 h,ft T‘ T(s)dsl%ft ot ()d (4.8)
Jon X (SRS gt 7 KT (S)dsR - h’ 2 X(9)ds
wherej =1,i = 0,2. Then, denoting:
t—hj t-1(t)
Vj1 = X(s)ds  Vvjo = x(s)ds 4.9)
t—1(t) t—hj;1

we obtain:
V (%, %) < XT(HPX(E) +XT (1) 5 o(hi+1 — hi)2R)X()
+ 370X (O)SX(t) — 30X (t—hiy1)SX(t —hiyq)
—[x(t) = x(t —h1)] "Ro[X(t) —X(t — hy)] (4.10)
—[X(t — hp) —x(t — hg)] TRa[X(t — h2) — x(t — h3)]
—V11R1V11 — v12R1v12.
We use further the descriptor method [Fridman E. & Shakedd01Pwhere, for some x n-
matricesP,, P, the right-hand side of the expression:

0=2[x" (t)P] +X" (t)P3 ][AX(t) + AjX(t —hj) — Ajvj1 — X(t)], (4.11)

is added into the right-hand side of (4.53). We also add freigkting matrices of [He Yet al.
2004]:

0=2[x"(t )Y L+ XT(t )YjTZ] [X(t —hj+1) +Vvj1+Vj2 —x(t —hj)]. (4.12)
Settingn;(t) = col{x(t), X(t),x(t —hy),x(t — h2),Vj1,Vj2,X(t — h3) }, we obtain that:
V(tx,%) < 1 (DP|x=1m(t) <O, (4.13)
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if the LMI:
®lx=1=
[ ®11 1 Ro+PJAL-Y], Y11 Yi—PIAL Y 0
«  ®pn  PJAI-Y] Y YL-PiAL Y 0
* * —(S+Ro) 0 0 0 0
ok * —(S+Ry) 0 0 Rz
* * * * R 0 0
* * * * * —Ry 0
| * * * * * *  —(S+R)
holds, where:

®1=ATR+PJA+ 32,5 —Ro,
P =P—P] +ATP;, ®pp= —P3s—PJ + 37 o(hiy1—hi)?R.

<0

(4.14)

(4.15)

For x =0, i.e.for 1 € [hy, h3], applying the same arguments and representation jwitl2 and

i = 0,1 we obtain:

V(t%,5) < XT(PK(E) + X7 (8) 52g(hie1 — ) ZR)X(D)
+320xT ()SX(t) — y2oxT (t—h)Sx(t —hy)

—[x(t) — x(t — hy)] T Ro[x(t) — x(t — hy)

— [X(t — hp) —X(t — hy)] TRy [X(t — hp) — X(t — hy)]

—V31RoVa1 — V35RoV22,
and arrive to the following property, that the inequality:
V(t,%,%) < N3 (H)®|y=on2(t) <O,

is satisfied if the LMI holds:

®lx=0=
[ 1y @, Ro FlA—Y) YR—PIA Yf Y |
* B 0 PiAo—Yj, YL,—PiAe Y3, Y,
* x —(9+Ro+Ry) R1 0 0 0
* * * —(S +Ry) 0 0 0 | <0
* * * * R 0 0
* * * * * —-R O
| x * * * * * -S |

(4.16)

(4.17)

(4.18)
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Then , along the trajectories of the switched system (4B ,l@as:
V(X %) < X(T)n] (OP]=1m1(t) + (1 X(1))n3 () Px=on2(t) <O. (4.19)

Thus, the following result is obtained.

Theorem 4 Letthere exist x n-matricesP>0,R >0,5>0,i=0,1,2,B,R;, Yj1and ¥, | =
1,2 such that the LMIs (4.14), (4.18) with notations given irnBj.are feasible. Then system
(4.4) is asymptotically stable for all fast-varying delays= [hj,hj;1],j =1,2.

4.2.2 Exponential stability of the switched systems

For areala > 0, the system (4.4) is said to lbestable [Niculescu S.-ket al. 1998], or expo-
nentially stable [Kolmanovskii V. & Myshkis A. 1992] with ératea, if there exits a scalar
F > 1 such that the solutiox(t;to, ) satisfies:

Ix(t;to. @) | < Flloplle @), (4.20)
where||x(.)|| is the norm of vector andg||c the associated uniform norm of functign(see
Notations).

In [Seuret A. 2006], thex— stability of (non switched) systems with variable delayswa
studied by means of a transformed variaklé) = e”'x(t). Following this idea and substituting
this new variable (t) in (4.4) leads to:

Xa(t) = (A+a1)Xq(t) + Xy b (T)E* TV AXG (t — T(1))

(4.21)
(1= Xy vy (1))€7 T Agxg (t = T(1)).

Lemma 3 Given ana > 0, if the system (4.21) can be proved to be asymptoticallyestéien
the system (4.4) is exponentially stable with the rate

Considering the case = 1, and since&®™ < e27() < g7z e can rewrite the equation (4.21)
in the following polytopic form:

Xa(t) = S2 A {(A+al)xa(t) + €M AXg(t —T(1))

et pox, (t— T())}, (4.22)
fori=1,2,Ai(t) >0, T2, Ai(t) = 1.

The casg¢ = 0 can be rewritten in the same way. Applying Theorem 4 to thressformed
systems allows for studying thee—stability of the original system.
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4.2. A switched controller with arbitrary switches and a ¢coon LKF

4.2.3 Exponential stabilization of the controller and obsever parts, sep-

arately

Applying the Theorem 4 and Lemma 3 with some matrix manipamat (bijective transforma-
tions and congruences), the following result for the stagelback controller design is obtained:

Lemma 4 Given some scalarg > 0 and g > 0, if there exists rx n matricesO < P, &,
Re(k=0,1,2), and matrices B, Y11, Y12, Y21, Y22, M;, i = 1,2 with appropriate dimensions,
such that the following LMI (4.23) and (4.24) hold, then thesed loop given in (4.2) with
K; = Minl is a —stable for each of the two modes.

Bcont =
[ ©y; ®1; Ro+BBM-YY Y YL, - BiBM Y] 0o |
x« O &BBM Y], Y5 Y, —&BijBM Y] 0
* * —(S+Ro) 0 0 0 0
* * * — (S +R) 0 0 R, <0
* * * * R 0 0
* * * * * —Ry 0
| * * * * x  —(S+R) |
(4.23)
fori=1,j=12
Dcorp =
[ oy Dy Ro BiBM Y]  Yi-BiBM Y Y |
x By 0 &B6iBMi —Y), Yo,—&BiBM Y, Y},
* x  —(S9+Ro+Ryp) Ry 0 0 0
* * * —(S1+Ry) 0 0 0 <0
* * * * R 0 0
* * * * * -R, O
| * * * * * * -S
(4.24)

fori =2, | = 1,2 and with notations:

P =Po(A+al)T+(A+al)P] + 32 oS —Ro,
Py =P—PJ + &P (A+al)T, (4.25)
B2 = —&iP — eP] + YE_o(hki1 — )Ry,
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Bi1 =€, By, =ete,

(4.26)
Bor=e€""2, Brp=eMs.

Ki=Mi(P)i=1,2; (4.27)
In the sequel, the above LMI condition ensuring the expadakatabilization of the system
considering the delagcon € [hi, hiy1],i = 1,2 will be noted:

LMlcon(P1, P, &,S, R, M, hj,hi;q1,0a),1 =0,1,2. (4.28)
The observer design result is given in the same way, as fellow

Lemma 5 Given some scalarg > 0 andg; > 0, if there exist n n matriced < P, &, Rc(k=
0,1,2), and matrices i Y11, Y12, Y21, Y22, W, i = 1,2, with appropriate dimensions, such
that the following LMI (4.29) and (4.30) hold, then the obh&ion error given in (4.3) with
L = PgTV\A is a —stable for each of the two modes.

Popg =
[ 1 B Ro+BWC-YY, YL YL-BWC Y] o |
x By  &BWC-Y) Y5 YL —&BWC Y, 0
* * —(S+Ro) 0 0 0 0
* * * — (S +R) 0 0 R> <0
* * * * —Ry 0 0
* * * * * —R1 0
| * * * * x  —(S+Rp) |
(4.29)
fori=1,j=12
Bopo =
[ o1 ®pp Ro BWC-Y),  YL-BwWC Y Y]
x Oy 0 EBWC—Y,, YL—&BijWC Y, Y,
* x —(9+Ro+Ry) R1 0 0 0
* * * —(S1+Ry) 0 0 0 <0
* * * * R 0 0
* * * * * -R, O
| * * * * * x =S
(4.30)
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4.2. A switched controller with arbitrary switches and a ¢coon LKF

fori=2,]=1,2,
with Gjj (i,j=1,2) defined by (4.26) and:

@11 = (A+al)TR+P] (A+al)+32_,S— R,
1o =P-— Pér + & (A—|— al )sz, (431)
o= —&P— &P + YoM — ) ?Re

In the sequel, the above LMI condition ensuring the expadakstability of an observer
considering the delagips € [hi, hi;1],i = 1,2 will be noted:

LMIObS(P17 P27 glas 9 R| 7VV|7 hiahi-i-l? a>7| — 07 17 2 (432)

4.2.4 Exponential stabilization of the global NCS (contrder+observer)

The dynamic global networked control system is as follovefgt A.et al.2006] fori =1,2:

X(t) = AX(t)+BKix(t — 5(i:on(t)) —BKie(t — 6(i:on(t>)a (4.33)
&(t) = Agt) - LiCe(t — & (1)) '
Considering to usé(t) = col{x(t),e(t)}, then we get the equation:
Z(t) = A_‘OZ(U +A_\1iZ(t - 5(i:on(t)> +A_‘2iZ(t - ci)bs(t» (4-34)
for Ag = [ A0 A= BiG —BK ] A = [ 0 0 ] . These matrices are under the
0 A 0 0 —LC

block-triangular form. Thus, if the diagonal subsystems loaen proven to be exponentially
stable by Lemma 4 and 5, then the whole systerm-stable with the smallest computed
from Lemma 4 and 5.

4.2.5 Performance enhancement

In Lemma 4 and 5, the value of was same for both of the modes. This is rather conservative,
specially for the mode of small time-delay. In order to rehayher value of the convergence
rate a, the design strategy is now divided into two parts with refee to Fig.4.4. The first
one ensures theniformstability of the switching closed loop by finding a common pyaov-
Krasovskii functional for all gains. The second part guteaa some performance ramsor

the modei when the delaysly,(t), 81, (t) € [h,hit1]. The obtained performance indexes are
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Chapter 4. Stabilization of a remote system: a QoS deperdentoller

expected to be better than considering only one mode, assitlaae previously in Chapter 3.
With the notations 4.28 and 4.32, the conditions ensurieditkt part are given by:

A

A
A4

(K',L',0)

(KL LY ap) | (K2 L2 a)

|'—|-V

0| hy ho hs

Figure 4.4: Uniform/exponential stability of the systerapdnding on the delay situation

1) LMlgon(P%, ..., RS, Mi, hy, hs, a = 0), Vi € {1,2},

2) LMlops(PP, ..., RO, W hy, hg, @ = 0), Vi € {1,2}.

The second part is guaranteed by:

3) LMlcon(PS, PS, €5, S, ..., RS, M, hy hi1q,af), Vi € {1,2}
4) LMlgps(P2, P9, €°, S0, ..., R Wi, hi hiL g, @®), Wi € {1,2}.

Solving the problems 1) and 3) simultaneously achievesttite seedback design. Thanks
to the choice of a common matr for 1) and 3), the design problem becomes linear (with
the condition that the value @&f is first chosen and fixed). This allows for using standard LMI
solvers [Boyd Set al. 1994]. The same remark can be done for the observer partoftlys
needed to solve 2) and 4). Thanks to the separation prindheproblems 1 & 3 and 2 & 4
can be solved independently.

The choice of these common matrices induces some consenvatit allows keeping the
problem solving independent on the algorithm chosen. Gréystalarg; have to be chosen.

4.2.6 Experimental results
4.2.6.1 Parameters of the system

As shown in the Fig.4.1, the Round-trip-times between the BZs have been continuously
tested by the protocol ICMP (Internet Control Message)rdpa week and the average value
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4.2. A switched controller with arbitrary switches and a ¢coon LKF

is 21.7ms. The minimum and maximum RTT were 1ms and 857mgecésely. From these
tests, considering also the Bluetooth transmission delagighe sampling delays, we take the
value 05secas the maximum time-delay. If the time-delay is bigger thas value, the packet
is treated as lost.

As previously, the same maximum time-delay values are chfisethe controller and the
observer, for sake of the simplification of the switchingasgtgy. Considering two zones of
delay with[h1, h2] = [0.01,0.09 and[h2, h3] = [0.09,0.5]. It means that the gains switch when
the delay crosses the value aD8sec According to the part (4.2.5) and Lemma (4), (5), the
maximum exponential rate ensuring the global stability ase= af = 3.1 anda$ = a3 = 1.

The gain¥| andL; (i =1,2) are:

—302-137 ] [ K ~1311 — 129
[ L Ly ] - , - . (4.35)
~027-036 || K 682 —68

4.2.6.2 Results of the remote experiment

The result is shown in Fig.4.5, in which the dash-dotted lepresents the set values, this is the
angle that we want the Miabot’s motor to achieve; The dadimedand straight-line represent
respectively the estimated angle the real angle of the robot

Fig.4.6 illustrates the corresponding switched contrghals from Master to Slave. The
straight-line curve is the real control while the dashed lmd the dots are the controls calcu-
lated respectively for the two modes. We can see the swittttgpaccording to the values of
time-delay.

Fig.4.7 depicts the variable time-delays, which comprisetime-delay of sampling and
communication of Bluetooth (we consider it as constant ttdaky, here we take the value of
40ms).

On Fig.4.5, one can notice three kinds of step responsesfiffhene corresponds to the
case where the control switches a lot during the responghatrcase, only the global stability
is guaranteed denoted as> 0. During the second step, only the second mode is agtee,
only the gainK, andL, are active ¢ = 1). In this case, performances are guaranteed. In the
last kind of response, only the first mode is active becausdelays are small. In that case, the
performances are still bettenr & 3.1): the response time is smaller and the damping is greater.
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Tasks
— Axl(tk)
— sz(tk)

y.dis

Position(m)

Figure 4.8: The results of system without switching

Asiitis clearly shown in Fig.4.5, the global stability of thlesed loop is maintained despite
that the assumption real time measurement of the time-dekatisfied (in practice the QoS is
measured after a RTT).

4.2.7 Conclusion

In addition to some theoretical results, our experimenttfgrm illustrates the results of our
switched control strategy.

The experimental results confirm the theory:

1. The exponential stability is obtained in both the timéagleones and theniformstabil-
ity is guaranteed whatever the mode switches.

2. The experimental performances are shown to be better admesidering two modes of
time delay instead of one. To be convinced, one can comparexperimental results
under the same network communication quality but without&dwng strategy, given in
Fig.4.8 and corresponding to the achievable cate 0.96 (note that, for the comparison
purpose, this figure was obtained by replaying the same sequ Internet delays).
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4.3 A switched controller with multiple LKF and minimum

dwell time

As it was explained in the introduction of this chapter, tvwategies are often considered in
switched systems analysis. The common LKF method (as daeselm the previous section)

guarantees the stability of the system with arbitrary dwitg, but suffers from conservatism.
The second strategy is adapted to slower switching freqeen®ultiple LKF are used under

the additional hypothesis that the switching logic respecime minimum dwell time. Such

use of multiple LKFs reduces the conservatism since it psreach of the modes to behave in
a completely different way. In most cases, this reductitowna for getting better performances
or robustness. In our NCS case, such strategy (minimum dived) can be considered since
the controller can artificially increase the delay and fdarezglobal switching system to be in
the "big delay mode".

Since the modes do not share the same LKF, the fact that thesQuo&asured after a RTT
will bring some problems. To illustrate these problems, wst ionsider only the control part:
Consider the following system:

X(t) = AX(t) +Bu(t — 7(t)) (4.36)
The switching controller to be considered is:
u(t) = { Kix(t), T(t = RTTt)) € [hy, hy);
Kox(t), T(t—RTT(t)) € [hy, hg);

Now consider that the delay is small for a long period. Theetbloop is then described by the

(4.37)

following model:
X(t) = AX(t) + BKyx(t — T(t)), T(t) € [hy, hyJ; (4.38)

which stability and performances will be ensured by a LKEeradome time, the delay becomes
big, the time that controller detect that the QoS has charbedlosed loop is described by:

X(t) = AX(t) + BKox(t — 1(t)), T(t) € [hy, hg]; (4.39)
which stability is not guaranteed.

The second problem encountered concerns the change off bizffe To illustrate the prob-
lem consider the following system with a input delay:

{ X(t) = AX(t) +Bu(t - 7(t)), (4.40)

y=CXx()
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4.3. A switched controller with multiple LKF and minimum diviene

with its linear observer:

{ R(t) = AR(t) + Bu(t — £(t)) + L(y(t) — (1)),

§—CR(t) (4.41)

since the QoS is measured after a RTT, the déayequalst (t) only when there are no buffer
size switches. When a switch occurs, the separation ptensgost for a while and the error
equation is disturbed by the control signal of the system:

{ e(t) = Ag(t) — LCe(t) + B(u(t — 7(t)) —u(t—7(t))),

JOxt (4.42)

Since these periods of instability are limited (the maximBil), ensuring a minimum
dwell-time on the stable modes ensures the global stabilig only switching time that the
controller can enlarge is when the delay goes from a big @@esmaller one. In fact, this is
easily done by artificially enlarging the delay to meet trguieed dwell-time.

In order to guarantee some performances, the control anolerver gains are designed
by considering the following model for=1,2 :

X(t) = AX(t) + X (1) (BKux(t — Ogon(t)) — BKae(t — Ogon(t)))+
(1= X(1)) (BKaX(t — 0n(t)) — BKoe(t — 554(1))), (4.43)
&(t) = Ae(t) — x(T)LaCelt — Ogpg(t)) — (1— x (1)) LaCelt — 54(t)).

Considering to usé(t) = col{x(t),e(t)}, then we get the equation:

Z(t) = AoZ(t)+X(T) (A1 (t — 8n(t)) + Arzd (t — 85 ()))+

_ _ (4.44)
(1= X (1)) (A21d (t — 82(t)) + A2 (t — 3Z4(1))).

— A 0| — BKi —BK; — 0O O
for Ag = AL = K K JA2 = , with i = 1,2 corresponding
0 A 0 0 0 —-LC

to the two switching modes. The following sections bringsditions for the gains design and
some dwell-time conditions for the global stability.

4.3.1 Performance guarantee

4.3.1.1 Exponential stability of switched delay systems

Consider the switched system as (4.4). Hereatfter, diftdtir are applied with a minimum
dwell time ensuring the stability when the closed loop garfiithe big delay mode to the small

69



Chapter 4. Stabilization of a remote system: a QoS deperdentoller

delay mode. This minimum dwell time is achieved on the cldeeg by artificially increasing

the communication delay so thatt) € [h2,. h2 ..

Not using a common LKF reduces the conservatism, as each cavdeave a completely
different behavior. This reduction permits, in most caseget better performances or robust-
ness. The stability analysis is performed by using a pairkKf4 for each mode (small delay,
big delay). In order to make the LKFs comparable, their $tmas are chosen as follows:

Vj(t,x.%) = X (OPLxX(t) + Y20 fi 1 €0 UxT (5)§x(s)ds

t*hi+1

+52o(higi—h) [0 gt 2A(UKT (5)R x(5)dsAB,

—hiyg
where| represents the mode, ahgl= 0.

(4.45)

These LKFs consider the delay over the two zones. Withoutddgenerality, they can be
used to analyze the system when the delay stays in one of thmtervals,i.e. when staying
inone mode. Note that Ryj = 0 andS;; = 0, then the previous LKFs (4.45) are recovered for
atime-delayr(t) € [hy, hy).

The following condition along the trajectories of (4.4):

Vi (t, %, %) + 20V (t, %, %) <0, (4.46)
implies:
V (t, %, %) < e 200Vt %, %,) Vo € R. (4.47)
The latter implies exponential stability of (4.4) since:

XT(OPX(1) < Vj(tx, %) < e 200V (t,x0, %) < & 200V (t X0, %) 0 =0-

Theorem 5 Givenaj > 0, j = 1,2, if there exist nx n-matrices P> 0, Rj > 0,5; > 0,i =
0,1,2, Bj, Bsj, Y1j and ¥ such that the following LMIs (4.48) and (4.49), with notaso
(4.50), are feasible, then the switched delay system (& @Xponentially stable in thé"jmode
with the ratea; respectively for all fast-varying delayse [hj,hj.4]:

Ply—1=

[ 11 ©i21 Roa+PLAL-YS Y i -PhAd Y 0 i
x  ®ppp PLAL Y], Y Y —PhA Y3 0
+ o+ Su—(Su+Roy) 0 0 0 0 (4.48)
o « $1- (S11+Ror) 0 0 Roy <0,
* * * * —Ri1 0 0
* * * * * —Ru1 0

|« * * * * +  —(S1+Ra) |
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®lx=0=

[ ®112 P12 Roz PlLA2— Y], YL—-PhA] Y,  Yh ]
* D222 0 PLA2 — Y5, Yo —PLA2]  Yj, Y22
o+ Sp—(S2+Re+Ri2) Riz 0 0 0 (4.49)
* * * $o— (S12+Ru2) 0 0 0 <0,
* * * * —Ry 0 0
* * * * * 7|§22 0

L * * * * * * —ézz u

where:
|§ij = e*ZGi(hwl)Rij,
§j = e g,
§j = e 2aihg,
®11j = ATPyj + P A+ S — e 29iMRy; + 2a;P;,
D1y = Pj — Py +ATPsj, O = —Pyj — P + 37 o(his1 —hi)?R;.

(4.50)

Proof: Computing (4.46) with the multiple LKFs (4.45) gives:

Vj (t, %, %) + 20V (t, %, %) < 2XT (1)Pjx(t) +2a;xT (t)Pyx(t)

X (1) [¥2 o (hiva — ) 2R IX(t) — T2 o (N1 — hy)e 2 (i) [ LXT( S)Rjx(s)ds+

Y2 oX(t—h)Te 20ihig x(t —hy) — 32 ge2iMaxT (t—hy 1) Sjx(t — hita).
(4.51)

1) We start with the case gf = 1, which meang € [hy,hy],i = 0,2, j = 1. Note that:

S KT (9Rjx(S)ds= [ r VX (9Rjx(9)ds+ [k X (SR X(9)ds

hll

Applying the Jensen’s inequality [Gu €t al. 2003] fori = 0, 2 gives:

S K (SRS - 11 7l ) X (S)dsR; ;0 ! (s)ds (4.52)
el X (SR X(S)dS> by [y X (AR i iy X(9)ds

Then, denoting;; = [~ h(l) x(9)ds  viz=f h )(s)ds wherej = 1, we obtain:
Vi (t, %, %) + 201V (t, %, %) < 2XT (1)Px(t) + 2a1xT (t)Px(t)
+XT(t) 7 o(hi1 —hi)Rij)X(t) + S g€ 21X (t — hy)Sjx(t — hy)
— 3P o€ 2MaxT (t —hiy 1) Sjx(t —hija) — [X(t) —x(t — hy)]Te 2Ry [x(t) — x(t — hy)]
—[X(t — hp) —x(t — hg)]Te29MRy; [x(t — hp) — X(t — hg)] — vi,e7201Ry vy 1 — v, 2Ry vy 5.
(4.53)
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We use further the descriptor method [Fridman E. 2001]. Baresmatrice$»1, P31 of the
appropriate size, the following quantity:

0= 2[x" (t)PJ; + X" (t)P3][AX(t) + Arx(t — h1) — Agvag — X(t)], (4.54)
is added to the right-hand side of (4.53). Following [HeeY.al. 2004], we also add free
weighting matrices:

0= 2[xT (t)Yg + X" ()Y ][—xX(t — 1) +X(t — h2) + V11 + V12 (4.55)
Settingn;(t) = col{x(t),x(t),x(t — hy),x(t — hz),x(t — h3),Vvj1,Vj2}, wherej = 1, we obtain
that the inequality:

Vi(t,x, %) + 20}V (t, %, %) < n{ (t)®n;(t) <0, (4.56)
is satisfied if the LMI (4.48) holds.

2) Continuing with the casg = 0, which meang € [hy, hz], by applying the same argu-
ments and representation with= 2 andi = 0, 1, we obtain:

Va(t, X, % ) 4+ 20V (1, X, %) < 2XT (1) Pox(t) + 20X (1) Pox(t)

+XT (1) T2 o(hip1 — hi)2Ri2)X(t) + 570X (t — hi)Siax(t — i)

— 32X (t = hiy1)Sax(t —hit1) — [X(t) —x(t — hy)]TRoz[X(t) — x(t — hy)]
—[X(t = h2) —x(t — hy)]TR24[x(t — h2) — X(t — )] — V[;RoaVj1 — V],Ro2Vj2.

(4.57)

The equation (4.56) with = 2 is then satisfied if the LMI (4.49) holds.
This concludes the proof of Theorem 5.

Note that Theorem 5 can also be easily applied to arbitraitgkes by using the same LKF
for both the switching modesg,, fixinga; =a2=a,PL=PR=P§51=S2=§,R1=R2=
Ri,P1 =P =P, P31 = P32 =P5,(i = 0,1,2) . Then the following results can be obtained.

Corollary 1 Givena > 0O, if there exist nx n-matrices P> 0, R > 0,5 > 0,i =0,1,2, P,
Ps, Yj1 and Y2, ] = 1,2 such that the LMIs (4.48), (4.49) with notations given irb(}.are
feasible, then the arbitrary switching delay system (44)-+ stable for all fast-varying delays
T € [hj,hj],j =12

4.3.1.2 Exponential stabilization of the controller and olserver parts, separately

In this part, the output stabilization of a linear systemtwvatswitching controller is discussed.
Considering the control problem as the equation (4.2) arf®) (dom Section (4.2), the prob-

72



4.3. A switched controller with multiple LKF and minimum diviene

lems can be solved by using Theorem 5 and some matrix matignsgbijective transforma-
tions and congruences).

In a first step, we provide a “toolbox” of two lemmas that alllmvchecking the exponential
stability, with some ratex, of the controller and, then, of the observer in each of thel@so
In the sequel, these rateswill be different with regard to the mode (small/big delay3he
global stabilization (with switched modes) will also be eeik$ed further on. The first lemma,
concerning the state feedback design, is as follows.

Following the same proof as in the previous section, one eaithg followings theorems
for the exponential stabilization in each of the modes @réhare no switches). The result for
the state feedback design is given by the following result.

Lemma 6 Given some scalarmgj > 0andegj > 0, | = 1,2, if there exist some matricesg;P> 0,

Rj >0, §j > 0, Py, Rj, Yij, and M such that the following LMIs (4.58) and (4.59) hold, then
the closed loop (4.2) with K= Mngjl is exponentially stable with the ratg in the mode |
(i.e., without mode switch):

[ P11 P12 [Ror—BMi—Y]] Y [Y)} +BMy] Y 0 i
x Oy [—&1BMyi—Y]) ), Y, +&BM] Y] 0
* * S1—-%1-Ro1 0 0 0 0
®con = |+ * * $1-Su-Rat 0 0 Ro1 <0, (4.58)
* * * * —Ru1 0 0
* * * * * —Ry1 0
| * * * * * * *521* li21 .
[ P2 @2 [FBMp-YS] Y, [YL+BM Y Roz i
By [~&BMa-Y)] Y, Yo +&BM Y, 0
* * ézz — §12 — ﬁlg 0 0 0 §12
CDCOI’Q = * * * -5 0 0 0 < 0, (459)
* * * * —Ro 0 0
* * * * * —Ry 0
Lk * * * * * élzféozfﬁozfﬁlz _
with:
D a—20ajh .
le =€ ! H_lRlJ )
S. _ a2aih .
SJ =€ ] I+lSJ )
&. _ a20ihic.
S] =€ ! IS] )

T AT 2aih (4.60)
D115 = AR —|—P2jA +Sj—€ aj 'Roj + 20 Py,

P1oj = Pr1j — Poj + ¢ P;—J-A,
Dooj = —EjPj — €j Pérj + Zizzo(hiJrl— hi)ZRij.
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The observer design result is now given by the following leanm

Lemma 7 Given some scalargj > 0andegj > 0, j = 1,2, if there exist some matricesg;P> 0,

Rj >0, §j > 0, By, Rj, Yij, and M such that the following LMIs (4.61) and (4.62) hold, then
the observation error given in (4.3) with &= PZ*J-TV\/J- is exponentially stable with a decay rate
aj in the mode jice., without mode switch):

[ ®111 D121 [Ror—WC— Y]] Y IY)} +WiC] Yo 0 i
*  ®p1  [~8WC—Y]] ), Y, +&aWiCl Y3, 0
* * S1-%1-Ro1 0 0 0 0
Dopg = |+ = * S1-Su-Ra 0 0 Ro1 <0, (4.61)
* * * * —Ru1 0 0
* * * * * —Ry1 0
L * * * * * *§21 B _
[ P12 Pz [-WC-Y]) Y5 Y+ WoCl Yo Roz i
* Oy [WC-Y YY), Yo+ &WC Y, 0
* * S2—S12—Riz2 0 0 0 Ri2
cDObQ = * * * -5, 0 0 0 < O, (462)
* * * * 7&22 0 0
* * * * * —Ryy 0
L * * * * * * élz—éoz—ﬁoz—ﬁlz i
with:
Rj =e 2Ry,
§j = e 20ihiag;,
&. _ a20ihic.
S] =€ I Sj )

T T —2ah (4.63)
P11 =A P21+P2jA+Soj—e 'Roj +2aPyj,

('Dle = Plj — Pérj +8jATP2j,
gz = &Py — £PS + 3 o(hi1— h)?R.

4.3.2 Exponential stabilization of the global NCS (contrder+observer)
with minimum dwell time

4.3.2.1 Minimum dwell time for switched time-delay system \th unstable switching
modes

Consider a state feedback controller to stabilize the dolg linear time-delay system:
X(t) = AX(t) + Bu(t — 1(t)), (4.64)
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with 7(t), a fast varying interval delay within the bounfin, hmay. We know that the stabi-
lization is generally easier (we mean here, to guaranty henigxponential rate) if the delay
is small. So, the interval can be divided into several smallees in correspondence with the
switched controller. To simplify the problem, here agaio tswitching modes are considered,
but it can be extended to more modes.

The switching controller to be considered is:

Kix(t), 7(t) € [hy, hol;

ut) = (4.65)
{ K2X(t), T(t) S [hz,h;g];
So, the closed-loop system can be written as follows:
X(t) = AXx(t T)BKyx(t — 14 (t
t) (t) + Xhy,hy) (T)BKaX(t — 1a(t)) (4.66)
(1 — Xjhy hp)) (T)BKX(t — T2(1)),
wherert; € [hj,hi41], i =1,2 and where)([hbhﬂ : R— {0,1} is the characteristic function of
[hl,hz] .
1 ifse [hl,hz],
X S) = (4.67)
] (9 { 0, otherwise.

For switching systems with variable time-delays, the dwitg signals can also be delayed.
This is the case in our NCS, as explained in the beginning ofi@e4.3. During this period,
the controller lacks of the correct information on the dedage, and the command is no longer
correct. As illustrated in Fig.4.9, the system is supposesititch at the moments andts,
but the switching signals can only be detected by the systanthe period of timetf —t1)
and {4 —t3). Even if the system is stable in the two modes, the delaygths can make the
system unstable (wrong control gain). In order to make tbbalsystem stable, the values of
the LKFs should be in the decreasing sequence as shown ki %id.he two-mode switching
system with delayed switching signals can be modeled asranfiode system, which is shown
in Fig.4.10. Here, the two principle mod&§ andS$ are considered as exponential stable
and the stability of the two mode&dJ; andSU; is not guaranteed sin¢§ is designed only for
the modd. The four switched modes can be modeled as follows:

ST X(t) = AX(t) + BKyx(t — 11(t)),t € [to, ta];
SUL 2 X(t) = AX(t) + BKyx(t — To(t)), t € [tr, to]; (4.68)
SS: X(t) = AX(t) + BKox(t — T2(t)),t € [t,ta]; '

).t

SW : X(t) = AX(t) 4+ BKox(t — T1(1)),t € [t3, ta];
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Figure 4.9: Minimum dwell time
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Figure 4.10: Switch among four modes.

The minimum dwell time forS§ and S$ has to be calculated to guarantee the decreasing
sequence of the values at the switching instants for eablesteode. Decreasing sequence in
Fig.4.68 implies that there existga the smaller positive real such that:

Vi(t, X %) < HVj(t, %% )., ) € {1,2}. (4.69)
This is implied by the following conditions:

R < ubj,

e—ZaihSki < ue—Zath(j’h c [0, hk],
e—Zaithi < Ile_zathkjah c [0, hk],
k=0,1,2,

(4.70)
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Here we give the analysis for the minimum dwell time caldolabf S$, the same method can
be applied for the case &S.

So, the global stability problem can be solved by completiregfollowing three smaller
ones:

1. Exponential stabilization for each mode: Adapt Theorgplying the bijective trans-
formation to some matrices as shown in [Jiang Wetal. 2008]. The maximum values
of a1 andas, respectively representing the exponential decay ratadi enode, can be
obtained according to the similar LMI conditions as (4.5&) f = 1, (4.59) forj = 2.
Then, the two gains can be calculatedkas= M,-ngl.

2. Calculation of the smaller positiyeaccording to the equations (4.69) and (4.70).

3. Exponential decay for the mo&: Apply Theorem 5 for the mod8U; with time-delay
T(t) € [hy, hs], with K1 calculated from (1). Here, the time-delay of switching sibis
supposed to be constant, then the exponential \@juen be calculated. If this mode is
unstable, the value af; is negative, which will be taken into account in the caldolat
of the minimum dwell time folSS.

Note that:
V2<t27xtzv)-(t2) Suvl<t27)(tz7kt2>
< pe~ 2oy, (ty, %, %, ) (4.71)
< ue*zai(tzftl)*zal(tlfto)vl(t()’ Xeo,Xo) -
pe-201(t~t1)-2m(ti—to) < 1 s sufficient to prove the stability when switching fr&®& to SS,
shown in Fig.4.68. So, the minimum dwell time 18§ is:

In(u) — 203 (ta —t1)
t1—to= . 4.72
1-to 2o (4.72)
The minimum dwell time folSS can be calculated in the same way and its value is:
In(1) — 2a5(ts — ta)
207

t3—tr = . (4.73)

4.3.2.2 Anillustration with simulation

Let us illustrate the technique of the previous sectior?413on the linear model of our Miabot,
recalled in equation (4.74):

X(t) = [ 0 1 ]x(t)+ [ 0 ] u(t—t(t)). (4.74)
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Consider a linear state feedback controllex,, no switch is concerned. Applying the same
LKF as equation (4.5) witls, = 0, R, = 0 andt(t) € [0.01,0.4], the maximum exponential
decay value ot is obtained as @8. While, considering two intervals of delay with [0.01,
0.05[ and [0.05, 0.4], we can get better performance. With ¢bntrol solution, the control
gain switches when the delay crosses the value.@ds@c According to our approach, the
decay rates ensuring the exponential stability in each @itbdes area; = 1.1, a, = 0.89
and the maximum exponential values 8t andSU, respectively area; = —2.35,a; = 1.1.
That is to say, the modsU; (without switch) may be unstable: A minimum dwell time has to
be introduced.

The gain; (i = 1,2) andu are:

[K1] [ —1639 —164

_  u=14 4.75
Kz —742 —74] 3 (@79

Considering the estimation delay of the switching signélise¢ so the minimum dwell time
for staying in the mod&$S before switching to the modeS can be achieved as3bsecand
the one for stay in the mode &S is 0.06sec In Fig.4.11, when the condition of minimum
dwell time is satisfied, one can see that the guaranteed|gtdiality is obtained. As we can

10
— 1 (f)

5L - =x2(1)

Figure 4.11: Solution of (4.74) far(t) = 0.19sin(1.5t) + 0.21.

find in the equations (4.72) and (4.73) that the values of biveé depend on the value of the
exponential decay rate, so we have to make a tradeoff betthedngger value otr and the
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300

" [— x1(t)
- x2(t)
200~

-200 ' 7

-300 1 1 1 1 1 1 1 1 1

0.4

il w
0 1 1 1 | 1

Figure 4.12: Solution of (4.74) far(t), a pulse signal.

smaller dwell time. For example, we can gat= 3.8 but with the dwell time folSS equals
1.15sec Fig.4.12 shows that when the dwell time in the m&% is not sufficient, the system
may become unstable.

These new conditions can be also used to enlarge the inneaimissible delays. For
example, considering a linear state feedback controewithout QoS adaptation, the linear
model 4.74 can be stabilized for delays$0rD1, 1.26| (largest interval possible). By considering
the delay interval§0.01,1.2] and[1.2,2], one can find a switching controller with a decay rate
of a = 0.1 and a minimum dwell time of.38.

4.3.2.3 Exponential stability for switched systems with thee time-delays

Let us start with a preliminary results extending the thewrthe section (4.3.1.1) to a system
with three time-delays as follows:

3 3
X(t) = Ao Z AuX(t — Tik(t))) + (1= x (T ZAszt—TZk(t))) (4.76)

where 1y € [h1,hy], Tk € [h2,hg], k=1,2,3 and wherex : R — {0,1}. Analyzing such a
system with additional delay will be useful when dealinghntihe delayed estimation of the
instants when the delay changes its zone. The followindtrean be obtained.
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Lemma 8 Givena > 0, if there exist matrices B 0, R > 0,§ > 0,i =0,1,2, B,P, Yj; and
Yi2, | = 1,2 with proper dimensions such that the following LMIs (4.7l 4.78) with similar
form of notations given in (4.50) are feasible, then systiff| isa —stable for all fast-varying

delaySle € [hl7 hZ] s Tok € [h27 h3]7 k= 17 27 3.

Ply=1=
@3 Prp
* DOy
* *
* *
* *
* *
* *
* *
* *
* *
* *
<0
®ly—o=
®11 D2
* Pz
* *
* *
* *
* *
* *
* *
* *
* *
* *
<0
with:

Ro-+PJ Ai1— Y],

PI A1 — Yy
§-%-R

PIA2—-Y), Y& Yo —PIAy
PIA-Y), Y3, YJ —PIAu

0 0
$-& 0
x -5
* *
* *
* *
* *
* *
* *

[P Aai—YT YT,
PR —Yz] Y%

R 0
$-8§-R 0
x -5
* *
* *
* *
* *
* *
* *
Ri = e 2R,
é — e*ZGhmsj
& —2ah;
S =e g,

0

(Y — PJ Az
Yz, — P Az
0

Y Y, —PJ Az
Y5, Y, — P Az

T
Yl 2

T
Y2 2

P =ATP+PJA+S — e 20MRy + 2aP,
=P —P] +ATR;,
®zp = —P3—PJ + 37 o(his1—hi)?R.

YL Yi-PlAs YL ]
Yh o Yh-PlAis Y]
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
—1/3R; 0 0 0
* —1/3R; 0 0
* % —1/3R; 0
* * * —1/3R;
4.77)
VL-PiAg Y  YL-PlAg Y
YL-PifAg Y,  [YL-PiAg  Yj,
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
—-1/3R, 0 0 0
* —1/3R; 0 0
* * -1/ 3R, 0
* * * —1/3R,
(4.78)
(4.79)

Now, we can come back to the analysis of the delayed estimpt@blem. It is known that a
bad switching sequence can make the closed loop unstablejfetie stability of the two, non-
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switched modes is ensured by the two previous lemmas. I tyderoid such bad sequences,
a minimum dwell time between the modes is computed here mguke exponential stability
property.

Technically speaking, this minimum dwell time will be ackee at the “big-to-small”
switching instants by artificially increasing the commution delay, in such a way thatt) €
[ho, hs]. So, when the Master have detected that the time-delaysatief'big” mode, the con-
troller should directly switch. But the time-delay augnaditn can only be detected by the
system after a period of tinte — t1, which is at least a complete communication time-delay of
the closed-loop. The delay of detection from big to smallamprised in the time period of
ts — t3, which is taken into account within the minimum dwell time.

Here, the global stability of the system will be studied bingsghe method of [Liberzon
D. 2003]. As depicted on Fig.4.13, the values of the switdhi€H V at the switching instants
in a given mode (1 or 2) form a strictly decreasing sequenbe.tivo-mode switching system
with delayed detection of time-delay and minimum dwell tioa@& be modeled as a four-mode
system, which is shown in Fig.4.14. The two principle mo8&andS$, with respectively
two time-delays for controller and observer, are expom¢stable and the stability of the two
modesSU; andSU,, with respectively three time-delays (additional timéagebecause of the
wrong gains) cannot be proved.

As shown in Figure 4.13, we consider (without restrictidmttthe delay is small when
t € [to,t1] (good Qo0S) and big wheine [ty,t3] (poor QoS), then small aftes, and so on. The
controller switching instants are denotedandts. Because the controller estimates the value
of the time-delays after a whole round trip (at least), tregikching instants are delayed with
regard to the moments andtz when the QoS intervals change:€ [t1,t3] andts > t3. We will
consider successively these two kinds of mode switches.

As in the interval offty, to], the LKFV; cannot be used for the big time-delay, we Mse
to calculate the decay rate;, which is possibly negativa.€é., system is divergent over this
interval). But in order to the have the same gdfasandL,, the commorP will be applied in
the LMI conditions.

By introducing( (t) = col{x(t), e(t) } and considering the global closed-loop system, rewrite
the equations (4.2) and (4.3) for the two mo&%: t € [to,t1] andS$S : t € [to, t3] as follows:

Z(t) = Aod (t) + Al (t — Blon(t)) + Az (t — 8lq(t)), (4.80)

Slo
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Figure 4.14: Switch among four modes.
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The modesSU, : t € [ty,t] can be modeled as follows:

42ty = Aod(t)+Acd(t— Bn(t)) + Ao (t— 82(t)) +Asl (T —

82

%ps(t));

(4.81)
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N~ | A0 & 0 O| x| BK -BK | »~ [0 0
foer_{o A:|’A1_|:—BK1 0:|’A2_|:BK1 —BK1:|’A3_|:O —Llc}'
In order to guarantee the global stability of the closedslepstem, the positivg, as small

as possible, has to be considered such that:

Vi(t, %, %) < HVj(t,xe.%), 1, € {1,2,3}. (4.82)

This leads to the following lemma.

Lemma 9 For the given momentsg,t;, with the assumption of the fixed time-delay t4, the
observer-based control can guarantee the global stabdftyhe closed-loop system with the
minimum dwell time from mode “big” to mode “small delay” dedid by:

In(u) — as(ta—t1) — aa(t —to) (4.83)

ts—tz = az 9

whereaq;, (i € {1,2,3}) are the decay rates of $8$$ and SY.

Proof: To make the modeSS,SS comparable t&SU;, the equation (4.80) has to be ex-
tended to the system with three delays. The Lemma 8 can beedppth Aiz =0,i = 1,2.

Considering the mode &U,, by extending Theorem 5, the following LMI can be obtained
with the same matri® for the LMI condition ofSS, with possibleas < O:

O =
[0 o R+PIA-YL FA+PIA-YL 2 YL-FA YL YL-FA Y, YL-PlA YL
x Dy PIAL-Y] PIAs+PIAs-Y], oY) YL-PIA V), YI-PlA Y Y -PiAs Y]

* * S-%-Ro 0 0 0 0 0 0 0 0
* * * $-§ 0 0 0 0 0 0 0
* * * * -$ 0 0 0 0 0 0
* * * * * —Ry 0 0 0 0 0
* * * * * * R 0 0 0 0
% % % * * * * —0.5R, 0 0 0
* * * * * * * * —0.5 ~2 0 0
* * * * * * * * * —0.5R, 0
* * * * * * * * * * —0.5R>
<0
(4.84)
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with:

S _ a—2ah; '
R = a |+1Rh
& —2ah;

§ =e s,
& —2ah

S =e“oNg,

(4.85)
P11 =ATP+PJA+ S — e MRy +2aP,

®1p=P—P] +ATR;,
®zp=—P3—Pj +3{ o(hir1—h)°R.
The equation (4.82) is implied by the following conditions:

R <up,

e20ihgy < pe2ihs; he [0,hy],

e-2ahg); < pe20ihs); he [0, hyl,

e-2aihg, < “efZOIthZj’h € [0, hg], (4.80)
e—20ﬁh|:\>oi < “efzathoj’h € [0,hy],

e 29MRy; < pei"Ryj,h € [0,hy),

e 2Ry < 2" Ryjh € [0, hg,

or by considering thatr; > a» (here,a refers to the mode with small time-delays amglto

the big ones):

84

P < uPy,

So2 < pe 200Gy G, < peA@-toheg)y
Spo < pe2T-oegy) Ry, < e 21— doMRy,
Ry < pe201-000Ry ) Ryy < e~ 201-00)Ryy,
PL< UP, So1 < HS02, 511 < USp2,

Ro1 < URp2,R11 < HR12,Ro1 < UR2,

(4.87)

If the above LMIs conditions are satisfied, one has:

Vi(t,%,%) < e 20ty (tg, %,,%,) for the mode of small time dela§S.
Va(t, %, %) < 2920\, (tg, X, %, ) for the mode of big time delag$S.
Va(t, %, %) < e 298tV (tg, X, %,) for the modeSU.

Note that:

Va(ts, X, Xts) < HV2(ts, Xeo, %)
< Ile_zaz (ts_tZ)VZ (t2, Xt 7)-(t2>
< pe202(tst2) . @=20s(t- V5t X, %, )
< pPe20(ts—t2)—2as(t—ty) —2a1(ti—to)\/ (tg, %, %, ).

(4.88)
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The inequalityp2e—201(ts—t2)—2as(t—t1)-2a2(t1—to) < 1 js sufficient to prove the stability of
the model, which ends the proof.

4.3.3 Experimental study

For sake of the simplification of the switching strategy, saene maximum time-delay values
are chosen for the controller and the observer. Considesiagones of delay with [0.01, 0.08]
and [0.08, 0.5]. It means that the gains switch when the d=lagses the value of@Bsec

According to Lemma (6) and (7), the maximum exponential eogence rates ensuring the
global stability are:af = 3.8, af = 4.49, a5 = a5 = 0.72. For the experimental application,
in order to guaranty the linearity of the system, the follogvwwalues ofo are adapteda§ = 2,
a? =2.5, a5 = 0.6 anday = 0.72. The smaller value of exponential decay can be applied.

The gain¥| andL; (i = 1,2) are:

—7.06 —1.44 K1 —1485 —461
L= , - . (4.89)
0.04 —0.01 Ko —-99 1
anda’ = —3.9, u = 5.6+ 10*. Then, the minimum dwell time can be achieved.

The result is shown in Fig.4.15, in which the blue curve reprngs the set values; the green
and red represent respectively the robot’s estimatediposind speed; the black corresponds
to the real position (motor angle) of the Miabot. Fig.4.16gtrates the corresponding switched
control signals from Master to Slave. The red curve is theaeatrol while the green and the
black ones are the controls calculated respectively fortwltesubsystems. We can see the
switch points according to the values of time-delay. FiljZddepicts the variable time-delays
and also the switching signals, which comprise the timeydef sampling and communication
of Bluetooth (we again consider this last as constant, hertake the value of 40ms).

On Fig.4.15, one can notice three kinds of step responses.fifd one corresponds to
the case when the time-delay is greater than 80ms, only tendesubsystem is activee.
only the gainK, andL, are active. In this case, certain performances are gua@dniuring
the second step, only the first mode is active because thgsdata small. The performances
are still better: The response time is smaller and the dagnigigreater. In the last kind of
response, the control switches a lot during the responsthatrcase, only the global stability
is guaranteed. Notice that at the momégtIms45mg, the time-delay becomes small, but,
because the dwell time in the second mode has not reachedrihreum one, and in order to
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4.4. Conclusion

guaranty the global stability, the system does not switch.

As it is clearly shown in Fig.4.15, the global stability ofetltlosed loop is maintained
despite the assumption that the time-delay of Bluetootlemstéd as a constant one.

4.4 Conclusion

In this chapter the exponential stability analysis and idrstynthesis problems for continuous
switched time-delay systems have been studied. Experahsr@asurements of time-delays
of Internet show that the QoS of network greatly depends erdiffierent periods of the day.
So, a switching controller strategy was proposed in thipitba In the first section, common
LKF has been applied for all the switching modes so to gugirdn® exponential stability with
arbitrary switchings. To get different performances adoay to the QoS of network, polytopic
method has been used to get exponential stability for eactemio the second part, multiple
exponential LKF were used for each mode, which allowed fduceng conservatism. Expo-
nential stability is obtained for each mode and the glolaiity is guaranteed by a minimum
dwell time. This method is suitable for the systems with stequency of switching. Experi-
mental results are given for both methods and do confirm éaryh
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Chapter 5

Fully event-driven control with packet
dropouts consideration

In this chapter, fully event-driven mode is applied. In sac$ituation, there is no more packet
buffer on the Slave’s nor on the Master’s sides. In comparnigibh the previous chapters, the
removal of the control channel packet buffer allows for sgutommunication time, since no

waiting strategy occurs.

However, the observer design has to be a bit more sophiticsince the time when control
is actually applied to the Slave process is not anymore krimythe Master part which drives
the observer. In particular, the packet loss problem in thr&rol channel becomes critical,
since it has to be considered as a controller failure. Becagsuse the UDP protocol, packet

loss is frequent and must be dealt with.

In [Seuret A. & Richard J.-P. 2008], Seuret and Richard preska way to compute a max-
imum number of the successive packets which can be lost masduation without breaking
the stability guaranty. The work was considering a singleriral of delays, without adaptation
to the quality of service, and was illustrated by an academa&mnple. Here, while keeping the
same principles for the computation of the maximum numbéosifpackets, it is proposed two

improve this result in two ways:

e an adaptation of the feedback loop to two different level®o08, obtained by switching

the controller and observer gains;

e a concrete implementation of the resulting structure aléov checking the overall be-

havior of the event-driven solution.
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The corresponding results were published in [Jiang Wit-al. 2009].

The structure of the chapter is as follows: Firstly, the idigvmodes of nodes in the NCS
(event-driven, time-driven) will be recalled. The contielapplied to the Slave as soon as
this latter receives it. In a second part, an analysis of ekt loss problem gives LMI
conditions for finding the maximum number of lost packet ag#ifile. In this case, the delay
are modeled over a single interval as in [Seuret A. & Richati. 2008]. Then, a third part
proposes a switching controller taking into consideratiom available QoS. Throughout the
chapter, the stability condition as well as arbitrary shiitg condition are analyzed by means
of the common LKF method, as depicted in Chapter 4, SectidnAk.the end of this chapter,
the experimental results are given.

5.1 Driving modes of nodes in NCS

Driving modes of nodes in NCS have a close connection witm#te/orked-induced delays.
To ensure the performance of the NCS, it is necessary to eltbesdriving mode. The modes
can be divided into two categories: time-driven nodes arahedriven nodes [Wei Let al.
2007].

- F

3 k+4 k+5

Controller

Sampling k k+1 k+2 k

?

Actuator

Plant

Figure 5.1: The diagram of time-driven controller

In Fig.5.1, the controller is time-driven with a time periofl T. For this mode, clock
synchronization should be considered before the insiatiaif the system. Time-driven mode
means that the controller calculates the control signadedan the sampling clock and sends
out the command to the plant at each time instanceTof For the plant, it also actuates the
command according to the sampling clock. As showed in theigue chapters, for the control
channel, a packet buffer can be used at the side of the stasach a way time-driven mode is
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applied and makes the observer realizable.

Under the time-driven mode, controller may bring some poid, such as message rejec-
tion or vacant sampling. The plant actuator is time-drivad axecutes the command at the
fixed interval, so when there are two or more commands agiwiithin the sampling period,
only the “newest” data can be used. Such kind of phenomenpan®ed as “message rejec-
tion”. This occurrence is depicted in Fig.5.1, in the samgpliperiod of[k+ 4,k + 5] when two
controls are accepted. When the actuator do not receivedtinenand packet from the con-
troller within a sampling period, it only uses the old commaso “vacant sampling” occurs.
Such as in Fig.5.1, it occurs in the sampling periodkof 3, k+ 4], there is no new control for

the plant.
Sampling k k+1 k42 k+3 k+4 k+5
Controller : ' '
Actuator \ \ \\\
Plant - \ \ \ \\

Figure 5.2: The diagram of event-driven controller

For the benefit of system performance, event-driven aatsiai@ preferred to time-driven
ones, in order to eliminate the extra waiting time for thetretuator sampling instance to
arrive, before the new input signal can be updated. In fang-driven actuators can be con-
sidered as a special case, with “events” happening at negaitapling instants of event-driven
actuators. In Fig.5.2, the actuator is event-driven, winigans only the “newest” control will
be applied to the plant. The control is immediately applissaon as it is received by the
actuator. In the view of system performance, as the actdaies not waste the time to wait for
the sampling period, the control is more efficient. But dught®randomness of the network
time-delays, the “newest” arriving packet is not necestfagymost recently sent one. As every
packet is sent out together with the time-stamp, accordnte send out time, the outdated
data will not be applied. In this case, it is possible that@tia is holding an unchanged value
for a time longer than the sampling period. In this meansiritloe modeled as the packet loss
problem.

In the following section, the conditions for time-drivemtwoller is to be analyzed.
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5.2 Maximum number of consecutive lost packets: The sin-

gle delay interval case

First recall the closed-loop system as described in Ch8pthe equation of the Slave is written

as follows:

5.1
y(t) = Cx(), o

wheredeon(t) is unknown in the event-driven case.

{ X(t) = AX(t)+Bu(t — &on(t)),

The observer equation is:

{ (1) = AX() = BK(t = on(®)) + LIVt~ Gopslt) ~9(=Gons0)), 5 )
gt) = c(),

where&on(t) € [h,hy].

In the case of event-driven mode, the time of control beingiag is not know to the ob-
server,.e., &on(t) is unknown. Suppose thht consecutive packets are lost, th@aon(t) and
dobs(t)} € [h1,h2+NT], with T the sampling period. For sake of clarity, redefige=h,+NT.
To simplify the problem (and without loss of generality egtsome additional conservatism),
we consider that if packet loss occurs, it occurs at both@fwo communication channels. In
order to make the observer realizable, two steps have tormd=red.

e First, in order to calculate the gain of the observer, theesairategy as in Chapter 3 is
applied, supposing a packet buffer at the side of the SlavehwhakeSon(t) “known”.
By this way, the observer galnis calculated.

¢ In a second step, the maximum packet loss is calculated hgtstability conditions for
the variable time-delay system.
In the following section, only the analysis for the secorepss given.
Using the error vectog(t) = x(t) — X(t), the global system can be rewritten as:
X(t) = AX(t) +BKX(t — &on) — BKe(t — &con);
e(t) =Ae(t) — LCe(t — dops) + BK(X(t — on) (5.3)
—X(t — &con) — €(t — Scon) +€(t — Acon))-
Considering to usé(t) = col{x(t),e(t)}, then we get the equation:

(1) = AoZ (t) + Ard (t — Bops(t)) + Azl (t — Seon(t)) +Asd (t — Scon(t)), (5.4)
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. = A 0| - 0O O — BK —BK | — 0 0
in whichAg = AL = A = Az = .
0 A 0 —-LC BK —-BK —BK BK

So, the similar LMI condition can be found as (4.77) in Chagteut with the guaranty of

a’ > 0. When fixinga’ = 0, the upper bound (ﬁcon can be found. In this way, the maximum
number of packet loss without destabilizing the NCS systambze got.

5.3 Maximum number of consecutive lost packets for NCS

with QoS switches

In this section, the result of maximum number of lost packétsbe extended to the case
of time-delays switching between “small” and “big” valugervals. Here, a common LKF
is considered to assure an arbitrary switching. While, it ba easily adapted to the case of
multiple LKF with minimum dwell time.

Consider the plant as a linear system. It is described byaltenfing form:
(5.5)

wherei = 1,2, N; andN, refer to the maximum packets loss respectively for the twaleso
Oon(t) € [n1,hmy], 8Z%n(t) € [N, hw,], b, € [h2,ho N1 T] andhy, € [hs, h3+NoT]. Itis possi-
ble to define the average deldy(h;, hy,, Ni, T) and the maximal delay amplitugé(h;, hy,, Ni, T)
as:

5i(hi,hMi,Ni,T) = (hy, +NT +hy)/2;

: : (5.6)
p' (hi,hyi, N T) = (hp, +NiT — hy) /2.

For the sake of simplicity, in the following part, the showee notatiord' andy' will be used.

The common LKF with descriptor representation [Fridman®Z2 Fridman E. & Shaked
U. 2002] is adapted from [Seuret A. & Richard J.-P. 2008] witt) = col{x(t),x(t)}, e(t) =
col{e(t),&(t)} as follows:

V(t%.%) = X (ERX(E) + 25 fyoX' (SRX(S)dSUB+ g X' (5)Sx(s)ds
+ 1M Ko s X (IRX(S)dsH + [* [ g 5 XT (IRepX(s)dscd
+& (DERE() + /% o€ (IRet(s)dsi + [ 5 €' (5)Se(s)ds

+ ff‘;,i o5 € (SRea(s)dsd + ff'“i Jtio-5€" () (Rep+ Rye)é(s)dsdb,

(5.7)

93



Chapter 5. Fully event-driven control with packet dropoctsisideration

with E = diag{ln,0}, positive definite matriceBy1, Sy, Rga, Ske and Rye for g presenting the
subscript of the variablesande and:

R 0
Py = [ a ] . (5.8)

This allows for using a polytopic formulation of the varialdelays. In order to guaranty
the closed-loop performance whatever the delay variatiom,exponential stability with the
ratea will be achieved. In other words, there must be a keal 1 so that the solutior(t; to, @)
starting at any timéy from any initial functiong satisfies|x(t;to, @)|| < k||@| e~ %), This
is achieved by using the following state feedback and oleserv

u(t) = Kix+ky, (5.9)

{m): AR(t) + BU(t — 8Lon(t)) + Li(y(t — Olpg(t)) — 9(t — 8 (1))),
y(t) = CX(t),

i = 1,2 corresponding the two switching period(t), 6. 4t) € [hy, hw,], d&n(t), O2dt) €

(5.10)

[h2,hw, ], v, € [h2,ha+NiT] andhy, € [hs,hs+NoT]. Here,y. is the desired set point arkd
is a gain ensuring an unitary static gain for the closed loop.

Note that in the system, there are no more packet bufferg;hwhieans the Master is not
supposed to know the time of packet appliddhe separation principle does not hold in this
case.To solve the problem, the control gains and the observesgam computeds if there
was the separation principle (Chapter 3 and 4) for some pe#oces (guaranteed by the expo-
nential convergencele., dio,(t) = 8ly,(t), which is resolved in Chapter 4. Then, the stability
has to be checked for these values.

In the following part, the global stability of the system isecked by considering both
observation and control problem for the given gains.

The maximum number of packet loss is considered for bothesthitched modes, while
the system stability is still guaranteed. In this caf%g,,,(t) £ dl,n(1) in the equation (5.10),e.
hi +NT < Séon(t) <h+1+NT,i=1,2 corresponding to the two delay zones. By adapting the
theorem [Seuret A. & Richard J.-P. 2008] for both modes, thgimum number of packet loss
is obtained.

Theorem 6 For given K and L (i = 1,2), the global remote system is asymptotically stable
if, for g representing the subscripts x or e, there exist pasidefinite matrices, &, Rya

94



5.4. Experimental results

Ser Ree; @and matrices of size »n: Py, Pyz, Zg for | = 1,2,3, Yy for I”= 1,2, such that the

following LMIs hold:

[ 0 YT 0 0 017
O B —| 7 | HB Rl KR
BK; Yo BK; BK; BK;
- 0 0 0
' > <0,
* * —(HiRxa) 0 0
* * * —See 0
- * * * * —Hi Rxe ]
(5.11)
0 Y! 0 0 0
LiC Yoo LiC BiBK; BiBK;
8 —So+ Se 0 0 0
<0,
* * —(HiRea) 0 0
* * * —BiRep 0
| * * * * —Bi Rep |
(5.12)
Ry Yo Yo
* Zy Zp | 20, (5.13)
* * Zq3
where ge {x,e}, B = 2, 4 = Gi11— G +NT,§ = Gi11+ G +NT,
Pp O 0
Py = [ il . O=00+ ] (5.14)
Pz Pg3 0 2ui*Ryp
. |0 0
Oe = Oc + : (5.15)
0 24 % (Rep+ Rye)
0 | 0 | Yo1 +Y.I Y,
oF =P ] Pyt S+ Yor + Ygu + 0Za1 @+ 0Zgp ]
A -l A -l x &Ry + 21 Raa+ 8 Zga
(5.16)

5.4 Experimental results

Considering two zones of delay:

e [0.01,0.09 for the “small” ones (mode 1)
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e [0.09,0.5] for the “big” ones (mode 2).

The gains switch when the delay crosses the value@s@c The controller gains are com-
puted using Theorem 3 and 4. Then, the global stability (oeset+ controller) is checked
using Theorem 5. The maximum exponential rates of convermensuring the global stability
are:

e a7 =a7=3.1inthe mode 1,

e a5 = a3 =1inmode 2.

The maximum numbers of lost packets for the two modes are Barespectively, while the
system stays stable. Note that when, coming from mode ljrtteedelay bypasses the upper
bound of the small delay interval, the system switches toarthdSo, packet losses only have
to be considered for the mode 2 (“big delay”).

The gain| andL; (i = 1, 2) are as the one found in Chapter 4.

The result is shown in Fig.5.3, in which the blue curve repnés the set values; The green
corresponds to the real position (motor angle) of the Mialddie black and red represent
respectively the robot’s estimated position and speed.5Hgllustrates the corresponding
switched control signals from Master to Slave. The red cigtkee real control while the green
and the black ones are the controls calculated respectvetiie two subsystems. We can see
the switch points according to the values of time-delay.F=gdepicts the variable time-delays
and, also, the switching signals.

On Fig.5.3, one can verify that, when the time-delay is senaian 9@ns the first mode is
active. In this case, the system involves the g&nsndL, and is quickly stabilized. While
when the time-delay becomes bigger tham80a lowest (but still exponential) performance
is guaranteed. As it is clearly shown in Fig.5.3, the glolab#ity of the closed loop is main-
tained. This experimental result is obtained despite tharaption that the time-delay of Blue-
tooth is treated as a constant one.

5.5 Conclusion

Packet loss problem has been considered in this chapter.D®sis/used for the packet com-
munication, packet loss is unavoidable. In the previouptehs, it was treated as an additional
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Figure 5.3: Results of remote experiment
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time-delay introduced to the closed-loop control systercahee the control channel was time-
driven.

Since such a time-driven mode can slow down the network dgpat this chapter we
analyzed and implemented a fully event-driven mode. Sutiitien optimizes the use of the
network capacity but can now suffer from the packet loss endbntrol channel. Thus, by
using the LKF method, we have proposed a way to compute th@miax number of allowed
consecutive lost packets. When the packet loss happenbutfes in the side of the Slave is
no longer useful. Generally speaking, it is more efficieanttime-driven model as the control
can now be directly applied as soon as received. For exa@phaparing the result in Fig. 5.3
with Fig. 4.5 in chapter 4, we can see that the response tinieinase without buffer is about
1 second and the latter is about 2 seconds for the big mode.
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Conclusions

This PhD thesis is dedicated to the exponential outputlgtabon of linear NCS. The studied
solution is based on a remote observer which is able to etitha present state of the plant
despite the various network induced delays. These lastrasept in both the control and the

measurement channels.

Four main contributions can be noted:

e In Chapter 2 and 3, we design and implement a computer steuethich realizes the
remote, observer-based, state feedback controller. &dththe main structure is inspired
from the PhD works of Seuret [Seuret A. 2006; Seuretefal. 2006], various LFK
improvement are original, as well as the concrete impleatant. To make the observer
know the moment of control application to the Slave, a buiarsed in the side of the
slave, so the actuator node works in the time-driven model.th& observer uses the
measurements from the Slave as soon as it receives, the seois of event-driven
model. The corresponding results are published in [Jiang.\&t al. 200%].

¢ In Chapter 4, we enrich the previous mixed time/event-aristeucture by adapting the
controller to the available Quality of Service. The ideadiptovide better performance
when the network allows fast communications, and keep & lpgsformance when the
network slows down. Considering different QoS of the netwbere, two levels), a two-
mode switching controller is proposed. As previously, gitgtand speed performances
are ensured despite the jitter of the network. We developstmitching techniques:

— one involves a common LKF and allows for an arbitrary switgjiate,

— another uses multiple LKF with a minimum dwell time and, tHimited switching
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rate.

If both methods have their advantages according to the mysteeeds, the second one
presents better performance for each switching mode. Phsseproblem is also con-
sidered, which is treated as an additional delay introduoeithe closed-loop control

system.

In addition, the QoS is estimated by measuring the commtiarcdelays and the con-
troller gains switch in consequence. Since this RTT estonatannot be instantaneous,
this additional delay of the switching instants is also takéo account. Note that this
application motivated the development of new stabilityesia for general switched time
delay systems. The corresponding results are publisheliaind W.-Jet al. 200] and
could be easily generalized to more than two QoS levels.

e Since a time-driven mode can slow down the network capdnif@hapter 5 we analyze
and implemented a fully event-driven mode. Such solutiotintipes the use of the
network capacity but can suffer from the packet loss in th&rob channel. Thus, we
propose a way to compute the maximum number of allowed caoitigedost packets.
When the packet loss happens, the buffer in the side of thee $$ano longer useful.
Generally speaking, it is more efficient than time-driverdelas the control can now be
directly applied as soon as received. With regard to theteesult [Seuret A. & Richard
J.-P. 2008], this part provides a major contribution by dgweg a switched controller so
to adapt the performance to the available QoS. The correlspgmesults are published
in [Jiang W.-Jet al. 2009)].

e Last but not least, we designed and realized the implementat all the above control
strategies. Although theoretical results on NCS are maqperemental ones still remain
far fewer. This was the first challenge and motivation intstgrthis work. So, all the
theoretical results are verified on the experimental ptatfavhich is composed of two
PCs connected by the Internet, one serves as the Master aticeaRC together with a
small mobile robot, Miabot, as the Slave. Multi-thread t@qgue is applied in both of the
two programs to enhance the performance of the system. Tperimental results are
given at the end of every chapter.

On the theoretical side, our research is principally foduselinear interval time-delay sys-
tems. The stability problems are treated in the frameworthefLyapunov-Krasovskii theory.
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Polytopic method and exponential LKF method are exploreglrantee the fast convergence
with a decay ratex. Then it is resolved in the form of LMI. In this context, we leashown
the merits of the new LKF by comparing with the most recentaesh results. Various uses of
time-delay dependent LKF allowed us to derive less consigevatability and control design

criteria.

Perspectives
Several perspectives of the results developed in thisglwasi be considered:

e In our work, the system is based on Master-Slave structutie avily one Slave. The
next step, we can consider use several slave systems, seé.Figne difficulty lies on
share strategy of the bandwidth, the computation powear.ekample, one can consider
a strategy that allocates more bandwidth to the slave wéthibher dynamic, or to the
slave with the higher energy. The control law will includdibof the Master-Slave and

Slave-Slave interaction strategies.

Slave
(Miabot)
Master Slave
| < N X
(PC) nterne (Miabot)
Slave
(Miabot)

Figure 1: Multiple slaves (Miabot) in the sytems

¢ In this thesis, only linear models of the plant are invesgdaand a way to extend it to
nonlinear one has to be found. In practice, most physicaéésysare inherently nonlinear
in nature (for instance, we had to limit the input voltage lve robot so to keep the
model linear). Nonlinear equations are difficult to solve #me analysis of control law is
difficult but feasible by certain method. Among the posstbéads, two solutions seem
to be available: The polytopic models can be considereéaat kat the price of increased
LMI dimensions [Cannon Met al. 2003], or the feedback linearization as considered in
[Estrada-Garcia H.J. 2008] for inverted pendulums.

101



Conclusions and Perspectives

¢ In practice, the model parameters are not well known or are tiarying. In the view of
robust stability, the model of uncertain dynamical system be further developed. We
think it is possible to enlarge the results at the price ofLilk dimension.

e Concerning the QoS of the network, a switching system mod#él two modes is pro-
posed in this thesis. To further enhance the system perfareyahe method of real
time dynamic gains calculation can be considered. Thisdcoahstitutes a long-term

research.
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Résumé étendu en francais

Introduction générale

Selon l'article de synthése de Zampieri [Zampieri S. 2008peut distinguer trois types de
contributions dans le cadre des Systemes Commandés en rdsaaélioration de la Qualité
de Service des réseaux (QdS), la commande par le réseasisgstémes multi-agents.

e Les études sur la qualité de service des réseaux ont poutitdpe permettre au réseau
de garantir les performances attendues par les applisagigmchronisées par son biais.
Un autre objectif dans ce cadre consiste a permettre uneatith efficace et équitable
de ses ressources afin de minimiser I'apport continuel deall@s ressources.

e Lacommande par le réseau consiste au développement dafpmtis robustes basées sur
le concept de rétroaction. Dans le cadre de ces applicatioissippose que le systeme
de contrble envoie des ordres de commande au systéme palokeé Ipiais de canaux de
données non fiables. L'objectif est donc en contrdlant lesdes en retour du systéeme
commandé d’avoir une stratégie de commande permettanirdefdae aux retards des
paquets de commande ou a leur perte.

e Les systemes multi-agents porte sur I'étude de la maniemel@wchitecture de réseau
et les interactions entre ses composants influent sur lestifbjde contrble global par le

réseau.

Dans ce travail, nous abordons la question de la commandke péseau. Cela signifie
gue le les systemes commandés en réseau a prendre en catiidsont du type systéme en
boucle fermé composés de deux parties : une partie comméngeée et une partie opérative
échangeant en temps réel des données au travers de canaammerdcation. Les signaux
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sont échangés entre les composants du systeme sous la fesmagliets d’'information émis
a travers un réseau.

De maniere plus précise, dans ce travail nous nous intéressta problématique de la
stabilisation d’'un systéme commandé au travers du rése@st @ probleme complexe qui
nécessite la mise en ceuvre d’'un observateur éloigné au sdmpmhrtie commande. Un tel
observateur a pour objectif la reconstruction de |'état yitesne I'aide de données de retour
de position du systeme commandé. Notons que ces donnéssenilies retards induits par le
réseau ce qui rend non applicables les approches traditiesre commande en centralisé.

Avec le développement des techniques de contrble des systé® I'informatique et des
technologies réseaux, la commande des systemes par le csgant une problématique de
plus en plus populaire qui demande beaucoup de performaoce£tre résolue. Le contrdle
temps réel au travers du réseau devient possible et a fhjet'de plusieurs travaux : pour
une vue générale sur les tendances de la commande en résiefidespanha J.Ret al. 2007;
Richard J.-P. & Divoux T. 2007; Tipsuwan Y. & Chow M.-Y. 200Bampieri S. 2008]. On
peut également avoir une synthése sur les protocoles etdeaux dans le premier chapitre
de [Witrant E. 2005]. Comme les approches traditionnelle€@mmande dans un contexte
centralisé ne sont pas adaptées au contexte des systemeaicdés en réseau de nombreuses
études sont en cours sur cette thématique.

Dans ce travail, une attention particuliere sera portéeoatr@e d’'un systeme simple en
boucle fermé constitué de deux parties communicantes. @ahanété noté par Hespanha dans
sarécente synthese [Hespanhael.Bl.2007], ce type d’architecture en boucle fermé, bien que
plus simple que les architectures a multiples boucles peli¢ prendre en compte différentes
caractéristiques des systemes commandés en réseau cotimitateon de la bande passante,
les délais variables, la perte de paquets, les effets dediéitlonnage ...

En raison de son faible colt et de sa flexibilité pour la regométion, Internet est large-
ment utilisé dans la commande des systemes. Cependant,ecdrast construit a I'aide de
différentes architectures de réseaux hétérogenes, stuserest tres compliquée. La QdS varie
selon la charge du réseau qui induit des délais variablespgtvisibles au fil du temps, ce qui
est facteur d'instabilité dans le comportement des systeanaéseau. Une des facteurs clés
du contréle d’applications temps réel au travers du résstla €apacité a garantir des délais
bornés entre émetteur et récepteur afin de réagir aux dategel®avec la frequence souhaitée.
Par exemple, dans le contréle en réseau d’'une valve dutoitewefroidissement d’'un réacteur
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nucléaire, il est nécessaire de garantir que les commaredpsditionnements arriveront aux
bonnes dates afin d’obtenir la bonne commande. Dans le casicencela peut étre critique
pour la sécurité (dans ce cas, le colt du systéme de comrtionicéest plus un critére cri-
tique). Aussi, pour obtenir les meilleures performancesydteme, il est nécessaire de prendre
en compte plusieurs stratégies tenant compte de la variddios le temps des délais du réseau.

Préliminaires

Ce chapitre donne une vue générale des structures, questimacherches récentes dans le
domaine des systemes commandés en réseau. Les probléstaatexels que les délais vari-
ables, les paquets perdus et la QdS des réseaux ont étéemadymaniere concise. Difféerentes
sources de délais ont été définies pour la commande en baunié fle systémes en réseau.
Ces délais sont résumes par les notatmpset d,pscomme illustrés par la Figure 1. lls définis-
sent respectivement la somme des délais entre le conteileusysteme commande d’une part
et le délai inverse d’autre part.

6()0[’1

/\

Controller | Network Plant

'\_/

5obs

Figure 1: Délais entre le contrbleur et le systéme commandé

Dans ce chapitre, nous introduisons les principales hgsethdéfinissant le cadre de notre
modélisation. Notre approche a pour but de garantir lalgg&bies systemes en réseau tout en
optimisant leur performance. Dans ce cadre, du point de tal®lige, la solution technique
proposeée consiste a rendre constant les retards en les ivamim

Nos principales hypothéses sont les suivantes :

e Essayer de garder les retards aussi petits que possiblegeetépable de gérer leur
gigue afin de maximiser les performances du systéme comrgboimd.

e Prendre en compte toutes variations rapides méme sansgistun modéle de ces
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variations. Pour cela, nous supposerons que les retarderta I'intérieur d’un inter-
valle qui devra étre parfaitement défini.

e Restreindre I'étude au cas des systemes linéaires afin deopaxploiter les méthodes
de Lyapunov-Krasovskii et les outils LMI.

Ainsi, seuls les systemes linéaires avec des retards vaaas un intervalle temporel seront a

considérer.
Pour finir, nous concluons en définissant le type de contristgodmenter.

D’une maniere, on peut distinguer trois types de contr8lelas contrbleurs par retour sta-
tigue de la sortie, les contrdleurs par retour dynamiquadeitie, et les contrbleurs par retour
d’état basés sur un observateur. Le contrbleur par retatigse de la sortie est simple a con-
struire mais ne peut étre envisagé pour la commande des®stn réseau en raison de méme
de sa trop grande simplicité (Pas de consommation de regyolrar contre le contrdleur par
retour dynamique de la sortie correspond a un comportenrebbecle fermé plus robuste
mais sa conception est difficile. Dans notre cas, nous avarisi¢a méthode du contrbleur par
retour d’état avec observateur. Nous avons choisi un oas®rvde type Luenberger car c’est
un bon compromis entre qualité des performances et diffiadt conception. D’autre part,
I'utilisation d’un contréleur basé sur la technique de Bebvateur permet I'estimation a dis-
tance de I'état d’'une variable qui peut étre utilisé poufédéntes applications, pas forcément
la commande.

Dans les chapitres suivants, notre objectif est de propmserméthode de contrdle ro-
buste pour garantir la stabilité du systtme commandé eauésede proposer une stratégie
d’adaptation des gains du controleur et de I'observatedoretion de la QdS du réseau.

Implémentation du systéme de commande a distance

Le second chapitre focalise sur I'architecture du systerep@érimentation et sur les princi-

pales fonctions implémentées par les programmes. Commreethébrie de la stabilité est basée
sur un modele continue, la période d’échantillonnage doit #es petite pour compenser les
effets de la discrétisation. Aussi, la technique du muiteading est appliquée pour accroitre
les performances du programme. Tous les paquets émis verdastination sont datés par la
source afin que le destinataire puisse savoir quand I'ebgploCela nous a obligé a mettre en
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ceuvre une technique pour la synchronisation des horlogésndetteur et du destinataire afin
d’avoir une référence de temps unique. Dans ce cadre, letsteudes programmes des deux
cOtés du systeme contrélé (contrbleur et observateurxetijgée par la fonction de chaque
thread. En cas de pertes de paquets, le paquet recu le pard Bst appliqué. Mais si le
nombre de paquets consécutifs perdus dépasse le nombmahtxerable pour la stabilité du
systéme, the contréle place le systeme dans un mode defrepli@viter tout danger potentiel.

Dans ce travail, nous avons mis en place une structure regttave pour implémenter le
systéme global. Le maitre correspond au systeme de comrabkmgleé contrbleur/observateur
et I'esclave correspond au systéme commandé. Comme cledtageément le cas par exemple
pour les systemes mobiles ou de téléopération, nous suppgse I'Esclave est un systeme a
faible consommation d’énergie avec des capacités dertraitelimitées. Aussi, le traitement
effectué par le PC Esclave est simplifié et la commande etrigplxité de I'observation est
concentrée sur le PC Maitre. Dans notre application deléesysteme commandé est un robot
Miabot de la compagnie Merlin Systems Corp. Ltd. Avec le Miadt son PC de commande
constitue le systeme Esclave.

Cette structure permet également de rendre notre théaorierfeent applicable aux applica-
tions de capteurs/actionneurs intelligents dans lesegitds capteurs n’ont en général pas une
forte capacité de calcul. Les principales caractérissgiiesysteme global sont illustrées par

la Figure 2.
4 Master N\ 4 Slave I
it T4t d
Set task [—=Controller i = it ! 1
[
( 5 Bluetooth v

i@ Observer |, = Wighat

\_ y 5(1) T\sz(t) dy )

Figure 2: Architecture du systéme global

Le protocole de transmission UDP (User Data Protocol) élssé@ipour 'échange de don-
nées entre le Maitre et I'Esclave. Bien que TCP (TransmmsSuantrol Protocol) fournisse des
transmissions de paquets de données plus fiables nous awoiég) @ UDP pour des questions
de performances. En effet, TCP nécessite I'acquittemenédeanges par les deux extrémités
d’'une communication entrainant un trafic utilisant de ladempassante et limitant la réactivité
du systeme. Cela est donc préjudiciable aux performanceystame. D’autre part, les pa-
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guets hors délais ne doivent pas étre réémis par le systementmande. Notons toutefois,
gue notre approche prend en compte les paquets perdus. Daestatégie de contrdle, le
probleme de la perte de paquets est considéré comme unmpebiretard.

Stabilisation par retour de la sortie

Dans le chapitre 3, les conditions de stabilité pour lesesyst a délais variables bornés par in-
tervalles sont étudiées a I'aide de I'approche de Lyapufiasovskii. Elles sont données sous
la forme d’'inégalités matricielles linéaires ou LMI (Linddatrix Inequalities) qui rendent le
probleme simple a résoudre. La comparaison entre nosatseltceux des autres prouve la
gualité de notre méthode. Les résultats ont été étendustabiité exponentielle respective-
ment par la méthode polytopic et la méthode des fonctiorohelsyapunov-Krasovskii. Le
résultat théorique a été prouvé dans notre systeme commearrd8eau et des résultats expeéri-
mentaux sont également donnés a la fin du chapitre.

Les résultats sur la stabilisation par retour de sortie quesravons développé dans ce
chapitre, aussi bien que dans le chapitre 4, sont basés sstrategie événementielle du coté
contrbleur et sur une stratégie controlée du c6té du systemmmandé. Dans la stratégie
controlée, le PC Esclave attend la date fixée par le contrplaur appliqué la commande. De
cette maniére, I'observateur peut prédire les instanta aarinmande est appliqguée au systéme.

La stabilité exponentielle a été obtenue et des résultptrerentaux confirment la théorie.
Elle est caractérisée par le paraméatrgui mesure la performance du systéme et qui dépend
du retard maximal définissant I'intervalle de variation detsrds. Plus est important, plus
ont obtient rapidement la stabilité. A la fois les expérestocales et distantes confirment la
théorie et le robot Miabot a suivi les instructions qui lut été envoyées.

Pour étre adapté a des situations plus générale d’Intermes, pouvons augmenter la borne
h, tout en diminuant la valeur de . Quanda est fixé a 0, nous obtenons le retard maximal
le plus grand. Nous avons montré que dans le cadre de notéeirmgmtation avec le Miabot,
h, ne doit pas étre supérieur a 1,9s. Cette borne théoriquéseme la QdS limite offerte par
Internet permettant de garantir la stabilisation de nots¢esne expérimental.

A ce stade, deux limitations restent possibles :

1. Dans cette étude, l'intervalle des retards et sa bornénnadexh, en particulier sont fixés
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une fois pour toute. Cependant, le retard peut rester fadhelant une longue période
(par exemple la nuit), bien que le contréleur continue deaili@r avec des gains adaptés
aux retards importants. L'objectif du chapitre suivang(gitre 4) sera d’adapter les gains
a la QdS estimées du réseau.

2. Notre solution nécessite d'implémenter une stratégiteite du cété de I'Esclave. Cela
permet de faciliter le calcul des gains mais réduit la vietss performances réalisables
car il maximise I'un des retards (le canal de I'actionnelig) théorie développée dans le
dernier chapitre (chapitre 5), résoudra cette contraimteettant en ceuvre une approche
événementielle aussi bien c6té contréleur que cété systomeandé.

Stabilisation du systéme distant : un contréleur dépendante
la QdS

Dans le cas de stabilisation par Internet, les retards pt&seune forte gigue. Le contréleur
doit étre concu pour gérer des intervalles de retards iraptst Cela entraine I'obtention de
performances médiocres lorsque les retards mesurés igpparit en fait a un intervalle beau-
coup plus faible que celui pris en compte dans la modélisaim effet, la mesure des retards
sur Internet montrent des fortes variations selon les gésale mesures. Par exemple, on
constate en général de fortes variations entre le jour atita n

Compte tenu de la Qualité de Service (QdS) variable du reseas proposons dans cette
partie la conception d’'un contréleur prenant en comptet’du réseau. Comme précédem-
ment, la stabilité et les performances sont assurées ehdEpvariations du réseau, par la
technique de la stabilisation exponentielle. En outrelai€@dS est estimée par la mesure des
retards de communication et les gains des contrbleurs saptés en conséquence. Comme
I'estimation de ce RTT ne peut pas étre instantanée, calrathtitionnel de I'instant de com-
mutation est également pris en compte.

Les systémes commutés sont des systemes dynamiques kytwitgituant une famille
de sous-systemes (également appelés modes) et des rgigeefoqui gérent la commutation
entre ces différents sous-systemes [Liberzon D. 2003hif.et al. 2006]. Mais la stabilité
des sous-systemes n’est pas une condition suffisante p@ntgaelle du systeme global.

Les preuves théoriques que nous avons utilisé ici, sont degam basées sur des fonction-

109



Résumé étendu en frangais

nels de Lyapunov-Krasovskii (LKF) dont I'approche est gailggment moins conservative que
la technique des fonctions de Lyapunov- Razumikhin. D&rt, pour résoudre les prob-
lemes de stabilité dépendante des retards, les conditikRssbnt attractives car possédant
'avantage structurel de présenter plus simplement legnmédtions de retard quand le critere
de stabilité est obtenu.

Les méthodes d’étude de la stabilité basée sur une ou ptaganctions de Lyapunov sont
celles les plus frequemment utilisées pour la stabilisaglobale d’'un systeme commuté. Pour
les systemes a retards, elles consistent en la recherche de :

e Une fonction LKF (commune) pour tous les modes pour gardatitabilitéuniforme
[Jiang W.-J.et al. 2008; Sun Y.G. & Wang L. 2006; Lee J.-W. & Dullerud G.E. 2006,
20071,

e Ou difféerentes LKFs, une pour chaque modé, avec un tempsrdenatation minimal
pour garantir la stabilité globale de 'ensemble du systeme

Quand le systéme nécessite principalement de la stalilijéecla performance n’est pas une
condition critique, la deuxieme méthode peut étre utili€geand une fonction LKF commune

est utilisée pour tous les modes, la condition de commurtad& relativement simple et la

commutation peut étre effectuée entre tous les modes. @apgipour cette premiére méthode,
ily a deux limites : la premiére est qu’il n’est pas toujouosgible de trouver une telle fonction

LKF commune et la deuxieme limite est que méme si elle esvé&eles performances restent
limitées.

S’agissant de la deuxiéme approche, différentes LKFs pa@iee appliquées pour obtenir
les meilleures performances pour chaque mode. Néanmoam elaque commutation, un
temps de séjour de séjour minimal dans le mode courant deicénsidéré pour garantir la
stabilité globale. Cette solution, basée sur le temps dmis@pinimal a été introduite dans
[Hespanha J.P. & Morse A.S. 1999] dans le cas d’un systenterstard. Elle a été étendue a
des systémes avec retard dans [Chen Get@l. 2006; Yan P. & Ozbay H. 2008], mais dans
ces travaux, le délai est supposé constant.

Dans ce chapitre, visant a la stabilisation exponentigl@aas NCS, nous présentons une
étude des systémes a commutation caractérisés par dets neter nuls et a fortes variations.
Ce cadre correspond mieux a notre probleme. Ici, la cominatast volontairement mise en
ceuvre par le contréleur et la stratégie de commutation esiék en fonction de la qualité de
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service du réseau. Cette QdS est d’ailleurs estimée pardarmdes retards de communication.
Les gains du contréleur ont adaptées en conséquence.

Nos hypothéses sur les délais ne sont pas tres contraignante

e Les délais de transmission sont variables et asymétrigqaegui signifie que le retard
h1(t) du canal de contréle (de maitre a esclave ou M-a-E en radgoetrte retardhy(t)
du canal de retour (E-a-M) satisfont normalemiitt) # ho(t).

e Les retards des deux canaux (avec nos notati®ggit) et dpg sont bornés et apparti-
ennent a un intervallgym, hv| = [hy, hg).

e Cetintervalle est partagé en deux zorbsg,hy| pour les "petits” retards, @y, hs] pour
les "grands" retards. Nous supposons que les deux reigyids) et dops appartiennent a
la méme zone.

e Dans la suite, ces deux zones de retard correspondent awXrdedes” du controleur
de commutation.

En outre, tous les résultats peuvent étre simplement étepdius de deux modes, et avec des
zones différentes pour le retard de controle et le retards#ovation. Toutefois, dans ce cas,

les calculs deviennent plus complexes. Par souci de cktrtimme nos expériences ont été
réalisées avec succes dans le cadre d’hypotheses memisorirsessus, nous avons préfére ne
pas développer le cas le plus général.

Dans la partie suivante, une analyse plus approfondie desdsede communication est
réalisée (en particulier, nous discutons la question dedstimation). Ensuite sont proposeés
certains résultats impliquant une commutation de conir@el’utilisation d’'une fonction LKF
commune. Une derniére partie présente des amélioratiohsitpies basée sur des temps de
séjour minimum. A chaque étape, des expériences sont menées

Systeme complétement événementiel avec prise en compte de

la perte de paquets

Dans ce chapitre, une approche totalement événementill@r@posée. Dans ce cas il n'y
plus aucun buffer, ni du c6té maitre, ni du coté esclave. Baparaison avec les résultats
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obtenus dans les chapitres précédents, la suppressionfféu dans le sens maitre-esclave
permet d’accroitre les performances globales du systemsg ldamesure ou il n’y a plus de
temps d’attente avant d’appliquer une commande recuegsniéve.

Cependant, ce type d’approche accroit également la coitéolds I'observateur intégré
dans le maitre pour la génération des commandes. En effistcdaas, le moment d’application
de la commande par I'esclave n’est plus connu par I'obsewvatDans ce cadre, la perte de
paquets de commande devient cruciale et peut étre considénéme une faute du contréleur.
Comme nous utilisons le protocole UDP, la perte de paquédtéegiente et doit étre traitée.

Dans [Seuret A. & Richard J.-P. 2008], les auteurs ont pr@poe méthode pour calculer
un nombre maximal de paquets successifs qui peuvent étdeipeans une telle situation,
sans rupture de la garantie de la stabilité. Le travail neid@nait pour les retards un unique
intervalle de retards, sans adaptation a la qualité ducendl a été illustré par un exemple
académique. Ici, tout en gardant les mémes principes paaléell du nombre maximal de
paquets perdus, il est proposé d’améliorer ce résultat ube manieres :

¢ une adaptation de la boucle de rétroaction a deux niveatirasde qualité de service,
obtenue par la commutation des gains du contréleur et dediwvhteur en fonction du
mode ;

e une mise en ceuvre concrete de la structure résultante aspdeiérifier le comporte-
ment complet de la solution totalement événementielle.

Ces résultats ont été publiés dans [Jiang Veét-al. 2009)].

La structure du chapitre est la suivante: Tout d’abord, ledes d’échange (événementiel
ou périodique) des nceuds du systéme en réseau sont rappelgsmmande est appliquée a
I'esclave, des que ce dernier le recgoit. Dans une deuxiemntie pane étude du probléme de la
perte de paquets permet d’obtenir les conditions LMI poteréiner le nombre maximal de
paquets pouvant étre perdus tout en garantissant la stahilsysteme. Dans ce cas, les retards
sont modélisés sur un seul intervalle comme dans [SeuretRic&ard J.-P. 2008]. Puis, une
troisieme partie propose un changement de contréleur erapten considération la qualité
de service disponible. Tout au long du chapitre, la st&bdihsi que I'état de commutation
arbitraires sont analysés par le biais de la méthode deiforicKF commune, telle que décrite
dans le chapitre 4. A la fin de ce chapitre, des résultats empataux sont donnés.
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Conclusion et perspectives

Cette these est consacrée a I'étude de la stabilisatiomenrpielle des systemes commandés
en réseau linéaires. La solution proposée est basée slisdtibn d’'un observateur distant
permettant d’estimer I'état actuel du systéme commandtgrinkes divers retards induits par
le réseau. Ces derniers sont présents a la fois dans la caoation maitre-esclave et esclave-
maitre sans pour autant étre du méme ordre.

Contributions

Quatre contributions majeures peuvent étre notées :

e Dans les chapitres 2 et 3, nous avons proposé et mis en cewvséructure informatique
qui réalise la commande par retour de sortie basée sur unvabegr d’état. Bien que la
structure soit inspirée des travaux de thése de A. SeuretdSAa. 2006; Seuret Aet al.
2006], nous avons amélioré I'approche en proposant fomeéils LFK originales et nous
avons réalisé sa mise en ceuvre. Ces résultats sont pubigpldang W.-Jet al. 200%)].

e Dans le chapitre 4, nous enrichir 'approche mixte événdiekgrpériodique préce-
dente par I'adaptation de la structure du contrbleur entfonde la qualité de service
disponible. Lidée est de fournir une meilleure performaiarsque les retards de com-
munication du réseau le et de conserver des performancegtabtes lorsque la qualité
du réseau se dégrade. Considérant différentes QdS du i(@sedaux niveaux), un con-
tréleur basé sur la commutation entre deux modes est prof@msame précédemment,
la stabilité et les performances du systéme sont garantidé@t de la gigue du réseau.
Nous avons développé deux techniques de commutation :

— L'une est basée sur une fonction de Lyapounov commune easigbeles commuta-
tions selon un taux arbitraire,

— Une autre utilise plusieurs fonction de Lyapounov est ngiteede respect d’'un
temps de séjour minimum dans le mode courant avant d’eraefisagommutation
dans un autre mode.

e Siles deux méthodes ont leurs avantages en fonction densedwisysteme, la seconde
présente de meilleures performances pour chaque changdenerode. Le probléme de
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perte de paquets est également pris en compte, ce qui egdé@@nsomme un délai sup-
plémentaire introduit par la boucle fermée de contrdle diesye. En outre, la qualité de
service est estimée par la mesure des retards de commanieates gains du contréleur
sont adaptés an fonction de mode. Comme cette estimatiolm da'Bst pas instantanée,
ce retard supplémentaire est également pris en compte.nslgiee cette application a
motivé le développement de nouveaux criteres de stabiité |& cas général des sys-
temes a retards commutés. Ces résultats ont été publiéfltrgW.-J et al. 200 et
pourraient facilement étre généralisé a plus de deux nivdalQdsS.

e Comme une approche basée sur l'introduction d’'un buffet pluire les performances
globales, dans le chapitre 5, avons étudié et mis en ceuvreeneentiel. Cette solution
permet d’optimise I'utilisation de la capacité du réseaajsypeut souffrir de la perte de
paquets dans le canal maitre-esclave. Aussi, nous propasenméthode de calcule
du nombre maximum de paquets conseécutifs perdus. Lorsgperia de paquets se
produit, la mémoire tampon c6té esclave n’est plus utile. nizmiére générale, il est
plus efficace lorsque la commande peut étre directemeniqagel des réception. Par
rapport aux récents résultats de [Seuret A. & Richard JO®8], cette partie offre une
contribution majeure qui concerne I'adaptation du coewélaux performances de la
qualité de service disponible. Ces résultats ont été pubéas [Jiang W.-&t al.2009].

e Enfin, nous avons concu et réalisé la mise en ceuvre de I'etselalres stratégies de
contrble. Bien que les résultats théoriques sur la commandéseau soient nombreux,
il existe peu de mise en ceuvre pratique. Cela a été le preréfeetdla motivation
de départ de ce travail. Ainsi, tous les résultats théosque vérifiés sur une plate-
forme expérimentale, composée de deux PC connectés ptariigt, I'un servant de
poste maitre et I'autre poste, I'esclave, permettant lérdtend’un robot mobile Miabot.
La technique multi-thread est appliquée aux programmedei@spostes pour ameliorer
la performance du systeme. Ces résultats expérimentatixisonés a la fin de chaque
chapitre.

Sur le plan théorique, notre recherche est principalemeid aur les systemes a retards
linéaires par intervalle. Les problémes de stabilité smatés dans le cadre de la théorie de
Lyapunov-Krasovskii. La méthode Polytopic et la méthodeamentielle LKF sont utilisées
pour garantir la convergence rapide avec un taux de . Ensuést résolu sous la forme de
LMI. Dans ce contexte, nous avons montré l'intérét de la mle\LKF par comparaison avec

114



les plus récents résultats de recherche. Différentesatins de fonctions LKF dépendant
de retards variables nous ont permis de proposer des sriteoms conservatifs permettant de
garantir la stabilité.

Perspectives

On peut développer plusieurs points concernant les résoltdenus dans cette these :

e Dans notre travail, le systeme est basé sur la structureavesitlave avec un seul esclave.
Dans la prochaine étape, on peut envisager d’utiliser @lusiesclaves.

e Dans cette these, seuls des modeles linéaires des sysenmasandés ont été étudiées.
sera nécessaire d’étendre ce travail au cadre des systemksgaires. Dans la pratique,
la plupart des systemes physiques sont intrinsequemeHtmé@aire (par exemple, nous
avons du limiter la tension d’entrée dans le robot afin de taaingarantir la linéarité
du comportement du systéme. Les équations non linéairégiiiciles a résoudre et les
lois de contrdle sont difficiles a obtenir, mais réalisalde gertaines méthode. Parmi les
tendances, deux solutions semblent étre disponibles : begles polytopic peuvent étre
considérés, au moins au prix d’une augmentation des dimesntMI [Cannon Met al.
2003], ou de la linéarisation par rétroaction comme dansafedes pendules inversés
[Estrada-Garcia H.J. 2008].

e Dans la pratique, les paramétres du modeéle ne sont pas hensou variable dans le
temps. Dans le cadre de I'étude de la robustesse de la &abilimodéle de dynamique
incertaine du systeme peut étre développé. Nous pensoihgsfypossible d’élargir les
résultats, au prix de la taille des conditions LMI.

e Concernant la qualité de service du réseau, un modéle densyst commutation avec
deux modes est proposé dans cette these. Pour amélioree éaperformance du sys-
teme, la méthode de calcul de gains dynamiques peut étreagy@dd. Cela pourrait con-
stituer une perspective de recherche a long terme.
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