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1 Introduction

1.1 Introduction

When in 1947 the first transistor was introduceal,ome could imagine how huge impact it
would have on the development of the microtechriekbgWhile Feyman was rather the
pioneer who predicted that “There’s plenty of roatnthe bottom”, probably even him was
rather surprised by the level of the advancemeat ktas taken place after. Since at the
beginning semiconductors have been used due togpecific electrical properties, soon the
advancement in the fabrication processes offerdtieipossibility of easy miniaturization of
the electronic devices. One may say that forty yemo probably many of us thought that
there is no limit in such a process what leadeth s®me general laws describing it, including
the Moore’s law.

In 1967 [1], Nathansoet al decided to use the existing fabrication processewder to
create not only small electrical devices but alsal§ very simple mechanical structure which
was the resonating MOS gate made of gold that vesl un standard processes as the
interconnection layer. Such a device opened theudgon about the possible application of
the well known technological processes (and retditivsimple those days) used for the
electronics circuits for the fabrication of simpieechanical structures. Of course, such an
approach caused that engineers started to studyomigt electrical but also mechanical
properties of silicon and other materials usedtii@r electronics circuits fabrication. Soon, it
became obvious that the silicon is very promisingterial that may be used for both

applications and then, the Microsystems idea arisen
1.1.1 Microsystems and their economical impact

What are MEMS?

MEMS is an abbreviation for the Micro Electro Menl@l System and, as it indicates, it

describes the small scale (ranging from about O0.ipim few mm) systems that combines
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both electrical and mechanical components. In susystem we may have simple mechanical
structures like membranes, bridges, cantileversastevell as transistors, resistors, diodes and
other electronic components. Such a variety of “lewel” devices is then combined in order
to create the system level component. The mainrddga of such a solution are small
dimensions that allow us to fabricate extremely Isrdavices like sensors or actuators.
Moreover, we may try to integrate peripherals tratneeded to assure them correct operating
conditions. Such a combination is called the SysmmChip (SoC) which is now an
extensively developed approach. The advantagesiadf a system are numerous like the
elimination of long interconnections which occugpase and add some parasitic effects or the
possibility of the collective packaging. As the rigation process is similar to the one used in
the microelectronic industry, we are able to fadecmultiple systems at the same time at
high yield what drastically reduce costs. Thuss timanch of the microelectronics industry is
one of the most expansive one in the last decade.

Moreover, since last few years many functional male and processes were developed in
order to increase the functionality of such micrades so nowadays, we may easily say that
the MEMS branch is almost developing faster thanpbre microelectronics industry. The
range of applications becomes wider and wider isganvith typical “oldest” ones like
pressure sensors or accelerometers ending withissigabed microfluidic lab-on-chips for

DNA analysis or microrobots.

Microsystems roadmap

According to the report published in 2006 by NEX[2$ and Electronics Industry Market

Research and Knowledge Network [3], the overall MEMarket was estimated for 5 billion

US dollars in 2005 and it is forecasted to growl®obillion US dollars in 2012 with the

average annual growth rate of about 15%. It majcatd that we are now on the expansive
track for the next years and the advancement eareh and development of MEMS devices
should be impressive. As it is shown in Fig. 1t main domain of today’'s MEMS devices
are hard disk RW heads as introduction of such ehisnreduces drastically costs of
fabrication. As one can remark, values presentegraph are higher that it was cited and the
reason is that for complete systems where, for gi@imn printer heads, not all elements are
classified as MEMS. Nevertheless, an importantassuhe application area of MEMS, where
one of the most promising one is the “life sciendefnain which covers very wide spectrum

of interest like medical applications or biologi@dd chemical science. It has to be said that
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many research successes in these domains werélpossly by using specialized MEMS
systems like DNA analyzers or chemical sensorschasdunctional layers.

M Ohers*

25
Billion $ W Micra energy sources
B Inclinometer
20 B Opical MEMS for Telecom
B |F sensors
O Drug delivery Systems
15 B % || O Mems fingerprint sensors
= O Flow sensors
= - - O Microphones
10 H | _-_ - | | | O Accelerometers
- W Gyroscopes
| O Microfuidics chips
5 H = = — - = H @ RFmems
O Pressure sensors
O Inkjet
0 B Microdisplays

2004 2005 2006 2007 2008 2009 B©RWheads

Fig. 1.1 The MEMS market evolution by products catgory [3].

Also, the medical domain was even affected by thpaesion of microtechnologies.
According to some reports [4], the MEMS technolagens us the way to use a completely
different techniques and methods in diagnosis,esyrgnd the monitoring of our health. For
example, the surgeons need the fast feedback daparation what may be assured by the
use of miniaturized sensors. Therefore, the Minlynkdvasive Surgery (MIS) idea appeared
and it is predicted that in the next 15 years ain8@86 of the surgery intervention will be
done by using this technique [5,6]. Engineers thpplied their imagination and Fig. 1.2
shows us the possible surgery tools that may be insthe near future and which are already
in the phase of early development like micro sulmesifighting” with diseases [7].

Flexible uamer syslsm

liv
[ ]

[ |
E Optic rinsing noajes

! Material sampling

Fig. 1.2 The future surgery tools based on MEMS coponents [4].
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The second important part of medical applicatienthe diagnosis. There are a lot of attempts
in order to develop sensors that may be easily ustdte places that are difficult to reach and
thus, the small dimension of MEMS is one of the npwemising feature in such applications.
Of course, there are a lot of chemical, biologenadl physical sensors that exists but there is
still a lot of challenges in medical domain whehe tenvironment forces some project
constraints that are not simple to fulfill. Stagiwith biocompatible packaging and ending
with power consumption. Moreover, the integratidmany sensors and actuators, as well as
integrated circuits is desirable in order to obthie@ complete system. Such a device may be
implanted in a permanent way, monitor online ouygiblogy and react if necessary what
may be easily imagined on blood analyzers [8] exaropdiabetic when the insulin could be

dosed when necessary at the right dose.

1.1.2 Pressure sensors in the MEMS family

About 18% of the MEMS sold in the world are variquessure sensors [2]. They are mostly
applied in automotive, aeronautic and medical appibns where small weight and
dimensions are crucial. The advancement in michotelogies allowed us to fabricate
extremely small and sensitive sensors at low cost taus, this branch of MEMS is still
growing, offering cheaper and more reliable sohgioMoreover, if we call the TREAD
(Transportation Recall Enhancement, Accountabgitd Documentation) act, all vehicles
manufactured after 2007 in the United States of Aecaehave to be equipped with the tyre
pressure monitoring unit. Having in mind that the&SUvehicle market is the biggest in the
world and such a regulations may affect soon tlerotountries, we may easily see the
perspective for the pressure sensors market.

Basically, there are many different pressure traason mechanism including two main
ones: piezoresistive and capacitive but in faot, tiain principle of the pressure sensing
remains unchanged since few decades. The choieeedettwo mechanisms is application
driven and all advantages and drawbacks have tofsidered in order to choose the one that
suits best the project requirements. Even thosththe good design of such a device is not
a trivial task. Mainly, because in order to fabté&céhe proper sensors we have to simulate
their behavior in order to reduce cost of developimaand thus, time-to-market. If one wants
then to apply the common approach of the “virtuait@typing”, models and simulation tool
must take into account all phenomena that occussiah a device and mainly three domains
have to be considered: mechanical, electrical hadhtal one. It leads us to the multidomain,

coupled analysis which is often tedious. Thus,esiieesv decades along with the development
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of functional materials and fabrication processd® advancement in the design and
simulation tools based on the Finite Element Metf#jdor Compact Modeling [10] is also

visible.

1.1.3 Project context

All works on modeling and optimization of the piegsistive pressure sensor included in this
thesis were conducted in the frame of the natipngjlect of the French National Agency for
Scientific Research (ANR). The main goal of thejgcbwas to develop the micro pressure
sensor for the intracranial pressure measurememt. medical aspect of the project is
extremely important while the measurement of thiegranial pressure (ICP) is indicated in
neuro-traumatology in cases of a serious cranjalynThe necessity of such a device may by
confirmed by the fact that only in Europe, aboub®@ressure sensors are implanted each
year for such a purpose. As such a project is delfynapplication driven, there are many
partners involved including clinical consultantslahe industry.

Despite some existing solutions that allow us tdgeen such a task, two main problems
arise: wire based communication and the temportl déxisting solutions are based on the
small sensor implanted into the human’s head wikedata are transmitted via long wire to
the measurement unit. The schematic view of susiiseem and a photo of the real system

that is commercially available are shown below (Hi@).

Wire
Measurement /

unit

Fig. 1.3 The schematic view of the ICP measuremesystem and an example of the existing sensor
(courtesy of CODMAN®).

As one may easily noticed, such a method is ngt envenient for the patient as his ability
to move freely is strongly reduced during the meaxment. Additionally, if we consider the
fact that in many cases such a procedure of ICAtororg lasts a few weeks, we may easily

imagine how difficult it can be for the patient.
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The second, and even more important problem froen nttedical point of view, is the
temporal drift. As the sensor operates in the filvienvironment and once implanted have to
stay in the human body till the end of monitoringripd, it is affected by the different
processes like the contact with proteins that mgyodit on the membrane and, as a result,
changes its mechanical properties and the outguikiAs a solution, we added an auto-
calibration feature that may overcome this probleynthe in-vivo self-testing procedure.
Such a feature is possible by adding the micronmechelectrode under the sensor membrane
what allows us to apply the voltage between thech generate the “electrostatic pressure”.
Such a generated pressure will influence the semstput signal and, as a result, allow to

correct the sensor response.

Such an application, however, sets a lot of propectstraints that have to be fulfilled. For
example, if we want to transmit data via wireleessxmunication protocol and thus increase
the mobility level of the patient, the transceieercuit must be an integral part of the sensor.
As such a circuit needs a lot of power, the seitself should operate at power consumption
level that is the lowest possible. In many cades capacitive transduction is envisaged as the
sensor cell itself consumes a very little amountpofver. Nevertheless, the circuit that
converts the capacitance change into the frequehdy does. Moreover, as we plan to
connect the sensor cell into the readout electsovia about 20 cm long cable, the parasitic
capacitance may become a serious issue. Thus,ig¢hergsistive transduction mechanism
was chosen as it does not need any complicatetraiex circuits to convert the capacity
change into the useful voltage signal even if #assr itself will consume some steady state
power used for the Wheatstone bridge supply whihbeifurther elaborated.

Having in mind that the implanted device shouldabdess invasive as possible, it implicates
that the lateral size of the membrane should bellsiareover, addition of the second
electrode under the membrane in order to use tteecalibration feature limits the membrane
vertical movement. Such a limit is due to the fhett the generated “electrostatic pressure”,
which is a function of the distance, should be igh las possible in order to influence the
output signal as much as possible.

To summarize, as we want to maximize the sengitofithe sensor, we may not just increase
it by simple decreasing of the membrane rigidityatvis usually done but it has to be
achieved by the proper choice of the strain gawgarpeter. Moreover such a proper design
of our sensor may decrease significantly other um@th phenomena as temperature drift or

generated noise.

10
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It causes that the optimization phase is essant@ider to deal with tradeoffs that have to be
made in order to fulfill the project constraintsdamt a time, obtain the best possible sensor
performance. As a result of this work, the complgimulation tool based on analytical
models that deals with all above mentioned probleamsresented along with it advantages
and drawbacks that come from some simplificatione tb the analytical origin of the
mechanical models. The electrostatic generatossighgect of a different work and will not be
presented here. However, it has to be emphasizdathwork that have been done and
presented in this work take into account all projequirements that were mentioned above

including the limits added by the built-in generato

1.2 Thesis layout

This thesis is divided into three major blocks. #te beginning, the principles of
piezoresistive pressure sensors design will beepted. All phenomena that occurs in such a
device will be explained in details along with ttheeoretical background that is needed in
order to understand the design logic. Additionatlhe alternative method of simulation will
be presented along with it advantages and drawbaocksan alternative method will be
explained. It will be followed by the comparisontween them in order to validate the
proposed method.

The second part of this work will be dedicatedhe tlesign and optimization of the pressure
sensor design in general. The proposed optimizatiethod will be presented as well as the
CAD tools that were created in order to help thsigleer in such a task. Moreover, the
statistical approach will be presented as a singuRition that may be (under some
conditions) useful in a simple preproduction yiatalysis.

Last part of this work is focused on the fabricatad the sensor and its characterization. The
complete technological process that was developdd be presented as well as the
measurement setup that was used for the sensactdigazation. Then, experimental results
that confirm some simulation based results will dgreen. Additionally, the author's own
investigation concerning the experimental verifmatof the thermal coefficient of resistance
for uniformly doped layers will be presented. Fipathe overall conclusion as well as the

perspectives for the future work will be given.

11






2 Plezoresistive pressure

sensor theory

In this chapter, an overview on the principle anadeling of MEMS piezoresistive pressure
sensors will be presented. At the beginning, th&cbmechanical transduction mechanism,
which is the core of every pressure sensor, wilptesented along with some theory and its
mathematical description. That will be followed the in-deep insight on the piezoresistive
phenomenon in Silicon including the basic physescription, modeling approaches and
experimental data published by now. Consequerttlyill bring us to the section that will be
sacrificed on the fabrication method and modelih¢he implanted strain gauges which use
the piezoresistive effect to the mechanical intectical signal conversion. Moreover, the
description of all fabrication related modelinguss such as: diffused layer modeling, process
parameters identification as well as noise issuése explained. Then, we will focus on the
brief description of the Wheatstone bridge, thepsenelectronic readout circuit which is used
in order to obtain a voltage signal at the outduthe sensor, what will explain us the main
advantages and drawbacks of such a transductiomwiirakelp us to understand why it is the
most common type of the conversion.

As we presented in the previous chapter, theresange different approaches to modeling
where the Finite Element Method is mainly usedhi@ Microsystems design so at the end,
some discussion about drawbacks of such an appreaithbe presented and, as an
alternative, all previously mentioned facts will bembined in order to create a complete,
piezoresistive pressure sensor analytical modethwig the base of the created design and

simulation tool.

2.1 Mechanical signal transduction

If we are talking about the pressure measuremémiould be highly desirable to know
exactly what in fact is measured, so let us cigelthsic definition as follows.

12
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Pressure — the force per unit area applied to arjesh in the direction perpendicular to the
surface. The basic unit in SI units system is Pas(aPa = N/nf)

In other words, the pressure is a mechanical Vd@tuwee) that has to be measured. It has to be
emphasized, that in micro scale sensors the anodpdrticles is enormous in comparison to
sensor dimensions and they are in constant randotiomin every direction what implies,
that the pressure value do not depend on the posiii the direction of the sensor in the
measured medium. Such an assumption may failsibnlg are working under conditions of
the extremely low pressures were the number of cotds is very low.

2.1.1 Sensor layout — absolute and relative

As Einstein said “Everything is relative”, so theegsure should also obey this well known
rule, and it does. There are mainly three modegsredsure measurement that are in use: an
absolute, a differential and a relative one (Fid.) 2vhich are somehow similar but the basic

differences exist.

Pressure measurement

modes
! ! !
Differential Relative Absolute

Fig. 2.1 Three basic modes of the pressure measurem.

In the differential mode, two different externakpsured?; andP, are supplied to the sensor
inputs and as a result, the signal which is propoal to the difference between them
(4P=P1-P,) is generated at the output.

The relative mode, however, needs only one inutadiP; and instead of second pressure as
in the previous cas#he reference pressuRes is used to calculate the output signal. Pae

is thus, an integrated part of the measuremengisyst

A special case of the relative mode, where thereaf®e pressure is equal to the vacuum
pressure is called an absolute mode which, for gi@ms widely use in the atmospheric

pressure measurement.

13
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As it was written in the first chapter, the mainngiple of micro pressure sensors remains
unchanged since a few decades and actually, iaged on the conversion of the applied

pressure into the mechanical movement of a memlifage2.2).

Applied pressure

iy

/

Thin membrane—|

Fig. 2.2 The basic principle of the micromachined gessure sensor.

Because, as we said, there are three basic modim® gfressure measurement, the sensor

layout for each mode should be different what espnted in Fig. 2.3.

P1 P1 P

| | |

I:)2 Pref I:)vacu um

Fig. 2.3 Exemplary sensor layouts for differentiah), relative b) and absolute ¢) pressure measuremien

Considering any type of the pressure sensor, thst mnportant part of it is its membrane, and
thus, in order to fully understand the conversiagchanism we need to know the mechanics

that rules the behavior of it.

2.1.2 Membrane mechanical behavior

When some solid material has no mechanical loadiegppn it, all atoms in within it are
arranged in a way where the potential energy ofstemn is minimal - a stable equilibrium
state (Fig. 2.4 a). If we, however, apply some loatb it, it will try to rearrange the atomic
structure. Considering, for example, a tensile ilogave will observe the relative elongation
A/l of the solid which is called the strainlt may be considered as a result of a forceulilat
be applied on each atom in a structure what, acuprtb the third law of Newtonian

dynamics, will cause a reaction forces that wilhegr between atoms (Fig. 2.4 b).

14
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2 °) F total 1 dﬂ ©

A S
F load

F reaction |+ Al

Fig. 2.4 A two-dimensional view of the crystal laite and the corresponding macroscopic representatioof

a solid material under tensile loading.

Such a reaction force exerted per unit area iedadlhe stress. The macroscopic applied
forceF iotal 10ag IS @n integral of the stress over the sampleasa8 (2.1).

F = jods (2.1)

totalload

Stress and strain values are related by the knelation, called the Hook’s law (1678) (2.2).
The coefficient of relation is called the Young'sdulus and, as we can see, the relation is
linear.

og=El¢ (2.2)
where

F Al
og=— ande =—
S I

The reason why the linearity occurs is that we m@rghat all strains (tensile or compressive)
caused by the external load @maall (about few %) and thus, we consider that the piaten
energy of atoms in a function of their relativetdigce obeys the quadratic law as it is
depicted in Fig. 2.5.

W

Fig. 2.5 The potential energyV of two atoms as a function of the relative distarebetween thenr. ry is the

equilibrium distance, r; and r, are effects of compressive and tensile loading pectively [11].

15
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If we consider the potential enerfyin the neighborhood of the equilibrium distamgewe
may express it as follows (2.3).

W(r)=w, +k(r -r,) (2.3)
As we know, the force is the first derivative oétbnergy over the distance so it leads us to

the relation (2.4).

ow(r)
or
It proves that the force has to be the linear fioncof the relative elongation if we are

= 2k(r - 1,) (2.4)

working in the small deformation regime and it hasbe emphasized that all mechanical

calculations which are used in following chaptdsythis rule.

Timoshenko’s model

Until now, we used the word membrane to descrileethin diaphragm which is used in the
mechanical signal conversion but at this momenroter to avoid confusion, we have to
precise our language according to the mechanicahenclature. In general, we can

distinguish three basic theories concerning thphdegms:

* Thick plate theory
e Thin plate theory

« Membranes theory

The factor that distinguishes between these thm®oaches is the length to heighth
ratio [12] what is provided in Fig. 2.6.
Membrane

Thick plate Thin plate

a
h
>

| 10? 80§
o ?
| /Ih |

Fig. 2.6 Distinguishing limits that separate thickplate, thin plate and the membrane.

A

»
»
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The problem of the analytical description of suckByatem is not new and throughout the
years, many outstanding scientists such as: Edléé6) [13], Bernoulli (1789) [14] or

Kirchhoff (1850) [15], to name but a few, have wedkon it. It has to be noticed that in
almost all pressure sensors, thin plates and memabrare used (length to height ratio over
10) and the simple explanation for it is that thptites provide us with the sensitivity which
iIs not enough what will be explained later. Becatleemembrane theory is a simplification
of a thin plates theory, in further investigatiome will always consider that the sensing part

of a sensor as a thin plate but for the reasoraiby thnguage we will call it the membrane.

Among many theories that have been worked out thke Lagrange equation (1828) [16],
which was corrected by Poisson (1829) [17], on¢hef most important is the Kirchhoff's
plate theory which was describe in his thesis ().8%0ter that, as a continuation and
development of Kirchhoff's theory, the outstandingrk was presented by Timoshenko
(1913) [18], but just some decades later in 195@ttoer with Woinowsky-Krieger a textbook
[19] that is fundamental in the plate bending asiglyvas published. Thus, all analyses that

will be performed in next sections are based onhwluak.

Basically, the out-of-plane deformation of a memeravhich has an uniform thickness and
is perfectly clamped, in the steady state is gy the Lagrange equation (2.5) which
allows us to calculate the out-of-plane membrarflect®on w(x,y) as a function of Cartesian

coordinategx,y).

4 4 4
P represents the differential pressure applied @nntembraneh is its thicknessD is a
rigidity parameter which depends on material proper whereasa iS an anisotropy
coefficient which depends on the crystallographierdgation.

Material properties

It is a good moment to say some words about thenmahatvhich the sensor is made of before
we proceed to the solution of the equation (2.9)e knowledge about the silicon has
advanced dramatically since it became the coréehticroelectronics industry and thus, we
can easily say that it is one of the most knownenats in the world which was characterized
in almost all possible ways for the needs of newiads with outstanding performances. The

main reasons [20] why silicon is so popular alsMinrosystems are:
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e High Young modulus (comparable to the steel) wihile weight is close to the

aluminum

* Melting point at about 1400°C what causes that #&ynbe processed at high

temperatures

» Low coefficient of thermal expansion

* No mechanical hysteresis, silicon remains elaste very wide range of loads.

The monocrystalline silicon is a part of the IV gpoof the periodic table and its lattice is

considered to be face-centered diamond cubic steistith the lattice constamt of 5.43A

[21] (Fig. 2.7). Thus, its properties are modesateitisotropic, what makes the mathematical

description much more complex and the crystal ¢aigon has to be taken into account in any

mechanical calculations.

Lattice

1 e,

Z 4 <001>

y <010z

X 7<100>

Fig. 2.7 The model of the crystal lattice of siliam[21] and corresponding crystallographic directiors

expressed as Miller indices.

Normally, each element of a cubic shape crystaiclatunder mechanical loading will be

exposed to normal and shear stresses as it is shavhig. 2.8.

AOz;

ZT <001>

0z

e

Ozx

Ox;z _
- Ovx
Oxx )2 Oxy

’,

%

’,
.

X 7<100>

>
Oy; O'WI
y <010z
A

Fig. 2.8 Stress components in a small cubic elemarftthe material.
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Thus, the stress in a small volume of such a nateas to be expressed as a tensor with nine
independent elements what implies that the gerelHooke’s law (2.2) for anisotropic
coefficients has to be rewritten, in more genevaif (2.6).

o=Ce¢ (2.6)
Stress vectos consists of nine independent stress componergs 2RE) and strain vectar
contains nine corresponding strain components while called the stiffness matrix and is
described by eighty-one coefficients.
If we, however, consider that the material is ia fiate of equilibrium, what causes that there
is no torsional movement, some of the stress coemsrwill have the same valug.E oyx;
o= Oy Ox~ 0z) and thus, the stress and strain vector may beceedto only six
components.
There is, however, another feature of the silidwet makes all the calculation much easier.
Fortunately, because of the diamond-like structtlre,orthogonal directions have the same
mechanical properties [22] what causes that thsoteof elasticity, which is used to fully
describe the stress-strain relation in silicon talyswhich now can be considered as an
orthotropic material, has only three different nermzvalued coefficients. Generally, after all
simplifications and applying the following conventi of indexing (2.7), the stress-strain
relation for crystalline silicon, instead of itsdi@form (2.2) in case of isotropic materials,
may be provided by the following equation (2.8 consider that the wafer is cut along
the (100) plane what is usually done.

XX - 1
yy - 2
2z - 3
2.7)
yz - 4
XZ - 5
Xy - 6
i__v__vooo
o E E E o
%2 v —v 1 0 0 O 7
“|_.|E E E 7 2.8)
2 0 O oéoo gy
& 1 O
&) [0 0 0 0 2 0|g
0 0 0 OOi
L G
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The E symbol represents the Young’s modulus whereesrresponds to the Poisson’s ratio.
The factorG in (2.8) is called the shear modulus or Coulomlzluhgs and it describes the
reaction of the material to the shear stress. Himoaopy coefficient that appeared in (2.5)

is then easily calculated using (2.9) and (2.10).

=
= ) (2.:9)

Y
a:v+ﬁlE—V) (2.10)

Nevertheless we have to be conscious about ditfevafues of the basic parameters

depending on the crystallographic directions. nié&.1, the basic mechanical parameters of

Silicon are presented for the most popular direstio100> and <110> [23].

Table 2.1 Mechanical parameters of silicon in a fuction of crystallographic direction [23].

o Young modulus Shear modulus Poisson Anisotropy
Direction o o

[GPa] [GPa] coefficient coefficient

<100> 129.8 79.5 0.278 1.4067

<110> 168.9 50.4 0.0625 0.6621

As we can easily notice, differences are remarkabtethey are essential to perform a proper
analysis of our system, especially if we consitiergiezoresistivity phenomenon what will be

shown later in this work.

Solution of the mechanical system

Let us go back to the equation (2.5) that govenessteady state mechanical behavior of the
membrane under the uniform loading. To start withgrder to interpret results correctly, we
have to define the Cartesian coordination systerseliyng its origin @,0) in the center of our
plate. TheXY plane is then considered to be parallel to the bmane plane whera andb

represent the plate lateral dimensions (Fig. 2.9).

ZA ﬂY

N

Fig. 2.9 Cartesian coordination system that is usefr computing of the membrane mechanical behavior.
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As it is the differential equation, in order to welit, a set of boundary conditions has to be
defined. In our case the assumption about the ggrfelamping is enough to formulate them
as follows (2.11).

G\A{ia ,yj aw{ib ,xj
a AL b \_ 2 A 2 _
V\(iz,yj—o,\/\(iE,Xj—o and =0; =0 (211)

As we can remark, the model supports only the ssthapes of the membrane like square

and the rectangular one, what in real applicatisnsther enough. The circular shapes are
also supported but for the reason of easier cdlonk® the coordinates system has to be
changed into the polar one. During the next fewegage will try to present the solution of

(2.5) for each of the basic shape and finally wdl s&ay some words about the stress

distribution in the deformed plate.

Rectangular and square membranes

The exact solution of (2.5) does not exist and ,traesne approaches [24, 25, 26] were
presented in order to approximate it. The most [@pa the polynomial approximation [27]
where the general formula that provides us with tiembrane deformatiom(x,y) as a
function of coordinates is given by a series (2.12)s valid for rectangular shape and a
special case of it, a square one.

e 2o g2 e

The correction coefficient in a formula which describes the maximal deflett@aluewy, is
dependent on the membrane shape (more precisayloratio) whereask; is the matrix of
coefficients. Both values are calculated using ploéential energy minimization method
proposed by Galerkin [28]. For typicalbratios (ranging from 1 to about 4), the series42.1
is enough approximation if we limit its orderto 3 [29]. Thus, the matrik; consists of nine
values. Precise calculations of these coeffici@anésquite tedious and they are presented in
details in the literature [30], so here we limirgelves to provide calculated values for typical
a/bratios (tables 2.2 and 2.3)
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Table 2.2 Correction coefficientc for the maximal deflection value in a function ofthe membrane shape.

a/bratio 1 2 3

c coefficient 0.0164 0.0314 0.0319

Table 2.3k; matrix coefficients computed by using the Galerkirmethod [29].

a/bratio 1 2 3
koo 1 1 1
Koz 0.214 1.3025 1.9056
Koo 0.214 0.0134 0.005
Koz 0.2748 0.166 -0.2237
Kog 0.9801e-1 0.6994 1.5084
Ka2 0.9801e-1 -0.0205 -0.0232
Kao -0.6227e-2 -0.0013 0.004
Koa -0.6227e-2 0.4133 3.0122
Kag -0.1035 0.0801 0.0506

Circular membrane

The things look a little bit different if one warits consider the isotropic circular membrane
which is characterized by its radiB&s Such a system is characterized by the axial syingme
(Fig. 2.10), so in order to simplify calculationthe out-of-plane deformationv(r) is

considered to be dependent only on the distanoe itsrcenter (2.13).

Axis of symmetry

N

Fig. 2.10 Axial symmetry of the circular membrane.

22 ( 2) 4
r 12P{1-v° )R
wr)= Wo(l—gj TW, = YT (2.13)
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At this moment, one can ask a question: what abmutanisotropy? The answer is that the
anisotropy, in case of circular membranes, is takdn account only in the maximal
deformation calculations [31] and the form of theemfbrane is not considered to be

orientation dependent.

Stress distribution

Having computed the membrane deflection, for oynliegtion, the more important thing that
has to be calculated is the stress distributiorr tve membrane surface. According to the
Hooke’s law, for rectangular membrane the in-pl@X¥) stress value as a function of the

position on the membrane surfaggyl may be expressed by using formulas (2.14) aridbj2.

_ h(E IPWx,y)  0°WXY)
Ux(x,y)—zm_vz)( PV Y J (2.14)
_ hE  [d*W(xy), 0°WXY)
o, (XYy) = 2H1—V2)( ayz tV 0 ] (2.15)

Whereas for the circular membrane the only rademeddent formula is given by (2.16).

olr)= -2 0"wr) (2.16)

{t-v?) o

As we can see, the stress values are independehe df-axis. The reason of that is the
assumption about the thin plate where the thicknéslse plate does not influence the stress
distribution at its surface. In the reality, thended plate with finite thickness will be exposed
to tensile stresses at on side and to compresae® @t the opposite side (Fig. 2.11 b). Thus,
according to the theory of plates and shells [198, stress value changes linearly form its
maximal valueomax t0 - omax @along the membrane thickness, reaching the zdue \at the
midpoint (Fig. 2.11 c).

0 max
I—»P.... z=0
a) b) c) i
&
4
- —
~Omax vZ

Fig. 2.11 The simplified model of the unloaded streture a), bended structure with compressive and tesile

stresses b), model of stress distribution along thmembrane thickness c).
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In other words, the stress valu€z) at any point inside the membrane, for giveqy)(
coordinates, may be calculated with help of theofaing formula (2.17). The maximal stress

valueomaxis calculated by using formulas (2.14) and (2.15).
o(z)= amax(—%z+1j (2.17)

whereh is the plate thickness.

As we may notice, the mechanical behavior of a fiate under uniform loading is rather
known problem that is well described in a literatuPresented model has one strong
limitation which is the perfectly clamping assunoptiand consequences of that will be
explained later. Nevertheless, we put some lighttlon first stage of our sensor where
pressure conversion into mechanical response ¢¥toesurs and now we may proceed to the
second stage where the mechanical value will bevezted into response in the electrical

domain.

2.2 Phenomenon of the piezoresistivity

2.2.1 Theory

The piezoresistivity phenomenon is not at all a nkeseovery. If we look back to the history
in 1856 Sir Thompson (Lord Kelvin), remarked thhaé tresistance value of metallic bars
changes when they are exposed to the mechanichhépd_et us look more carefully at this

phenomenon.

Basics

To start with, let us consider the bar of the unknanaterial with the spatial dimensionslof

w andt as it is shown in Fig. 2.12.

A
v

Fig. 2.12 The bar of material under electrical loadhg.

24



Modeling and optimization of piezoresistive pregssensors Michal Olszacki

If we force a current flow, that passes along its lendththrough it, we are able to compute
its electrical resistand® by using the definition (2.18).

L
R=p— 2.18
P (2.18)

The coefficientp is called the resistivity and it is one of the eratl properties. As one can

see, in order to change the electrical resistamewe,may perform following actions: change
dimension or change the resistivity. What Lord Keldid, was the observation of resistance
variation of the metallic bars under tensile logdihat changes the lateral dimension of the

sample (Fig. 2.13).

V}v/' va/' R:pL
\} ____________ - ; tW
t '
t L
R _'Ot'w’
< L >
L

A
v

Fig. 2.13 The simplified Lord’s Kelvin experiment.

Such a behavior was called the piezoresistancetefBecause, such a kind of transducer
transforms mechanical value (strain) into the eleat one (resistance) it is called a strain
gauge. In order to compare different gauges or, ugtsay, different materials, the
dimensionless coefficient called the gauge factas wntroduced. The gauge factidris
defined as a relative change of resistance togpbeal strain ratio (2.19).

ZAR/R
AL/ L

One of the pioneers that started to use the metthain gauges in metrology was Bridgman

(2.19)

in 1932 [32]. He experimented with different maaésiand he has been looking for the one
with the highest gauge factor. Unfortunately, ise@f metals or their alloys, gauge factors
are relatively weak (2 to 4) and thus, the usefipot signal is hard to detect. In fact for the
metallic strain gauges, the piezoresistive eff@gears mostly due to the dimension changes
not to the change in the resistivity parametewds reported by Bridgman as the following
relation (2.20).

22zl (2.20)
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TheC is called the Bridgeman constant wheréas the volume of the sample.

Smith’s discovery

The real milestone in the history was the discowdrihe piezoresistive effect in silicon by
Smith in 1954 [33]. Silicon in the fifties was vepyomising material since microelectronics
technology has became more and more mature thgseada thus, a lot of work has been
done in order to characterize it. Smith presenitedrésults of studies on both N and P type
silicon and Germanium samples and estimated pisgbiree coefficients. Amazingly, those
first results showed that the estimated possibleggafactors are about 30 times higher
comparing to those that were achieved in metalliaggs. It is caused by the fact, that in
silicon, the resistance change is caused mainlthbyresistivity then dimensions variation.
Thus, it is called the piezoresistive effect. lbwled that silicon is the material that not only
may be used as a semiconductor to produce newailectevices such as transistors, but it
also offers excellent sensing possibilities.

Three years later (1957), Mason and Thurston [3d$ented the result of study on possible
application of the piezoresistive effect in silidoased force sensors; it took a four years when
in 1961 Pfann and Thurston [35] presented the\ieking device.

Another important date was the year 1963 when Tauitk Stelzer [36], followed by Kerr and
Milnes [37] published their studies on dependentdhe piezoresistance coefficient on

temperature, doping level and the crystallographientation.

2.2.2 Modeling

Let us consider again, the bar of material undesite loading (Fig. 2.13). As we know from
the previous part of this chapter, each elemerh@fcubic shape crystal will be exposed to
normal and shear stresses (Fig. 2.8). It was meedithat there are two components that may
change the electrical resistance value: resistigityl geometrical dimensions. Unlike in
metallic bars, in silicon the variation of resistans in 99% due to the resistivity change than
the geometry change and thus, for all calculataswill neglect the second source of the
piezoresistive effect. Assuming additionadignall stressesand thus, small deformations of
the crystal lattice, if we consider the isotropiatarial, the piezoresistance effect may be
expressed by the equation 2.21, wheres the resistivity,po is the resistivity value for

unstressed samplejs an induced stress value ani called the piezoresistance coefficient.

P =Py + Py (2.21)
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Introducing a more general approach for the aropatrdiamond-like structure of silicon, we
may apply analogous description as it was usedage ©f the mechanical behavior. Let us
then to formulate an Ohms law (2.22) for the thadteeensional, cubic element of the Silicon
(Fig. 2.13) which is exposed to the veckoof the electrical field that stimulates the cutren
flow defined as a vectar.
E, Po Py Pl | I
By =P Py Py |09, (2.22)
E, P Py P |,
In case of the silicon structure there is again esosymmetry that may reduce the
piezoresistivity tensor to the six elements. Moexovor unstressed silicon, only the diagonal
elements of the sensgr, pyy, pz2) Will have the nonzero values and will have anadgalue
p, SO if we apply again the conversion (2.7), theségp maybe rewritten as follows (2.23).
pp 0 O p 0 O
p=10 p, 0/ =10 p O (2.23)
0 0 p, 0 0 p

Finally, it lead us to the final form of the equatithat describes the relation between the

stress and resistivity for anisotropic silicon ¢ay$2.24).

_,01_ _P1O_ _Pf_ _”11 m, mp, 0 0 0 ] _01_
P2 P P T, my mp 00 0 0
P3| _ pa + pa ] m, mp, m; 0 0 0 ] 03 (2.24)
Pa 0 0 o o 0 n, O O o,
Ps 0 0 o 0o 0 0 =&, O o
| Ps | 0] [O0] LO O O 0 O my| [06]

Three coefficientsriy, m2 and 744 describe completely the piezoresistive behaviothef
anisotropic material with diamond-like crystal ie¢t Their values were experimentally
estimated by Smith for the low doped silicon, bNthnd P type (Table 2.4).

Table 2.4 Piezocoefficients values obtained by Sifor low doped silicon [33].

Piezocoefficient 71 [10M PaY m12[10M P&’ maa[10M PaAY
P-type +6.6 -1.1 +138.1
N-type 11022 +53.4 113.6
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Kanda’s model

Euler's angles

It has to be emphasized that all above cited foashake valid for the crystal orientation that
was presented on Fig. 2.7 and Fig. 2.8, so thesstremponendyy is parallel to the <100>
direction. The basic relation (2.21) for the bamwdterial (Fig. 2.13) should now be written
for more general case when the direction of ourpans freely chosen. Such calculations
were presented by Kanda [38], what is commonlyepres] as (2.25).

- mo, + mo, (2.25)

p
Where pairsr and z; are called longitudinal and transversal piezotaste coefficients
whereass ando; are respectively longitudinal and transversalsstomponents. The factor
Aplp is a relative resistivity change. As a longitudinae understand the direction that is
parallel to the current flow in the bar. Such a\amtion force us to find the way of
translation of the description (2.25) to be useddoy direction of the current flow in the
crystal.
Such a translation is made by using the transfoomditased on Euler’'s angles because every
rotation (around all three axes) of any Cartesiaoradination system may be described by

using three angles values what is shown below ¢igt).

Fig. 2.14 Transformation of Cartesian coordinationsystem defined by Euler angles.

In order to perform the translation, the transfaioramatrix R has to be defined as follows.
(2.26).
I1 rn.’l. r]1
R=1l, m n (2.26)
l, m N
The transformation between two coordination syskWY into X'Y’'Z' is then given by
(2.27).
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X X
yl=ROY (2.27)
z z

The transformation is performed in three stepshénbeginning, axes are rotated al@axis
with the rotation angle af and then the rotation along teaxis with an angle of occurs.
At the end, the third rotatioagain along theZ axis is done with the angle @f In such a

case, the matriR is expressed by (2.28).

COS¢ cosy —sing cosd siny  cosg siny + sing cosf cosy  sing sind@
R =| —cosg cosy — cosg cosd siny  —sing siny + cosg cosd cosy  cosg singd | (2.28)
sind siny - siné cosy cosé

By using this matrix, we are able to calculate lthegitudinal and transversal coefficient of
piezoresistance if we know the rotational angled thdicate the direction of the current flow
relatively to the <100> direction.

As an example, the longitudinal coefficient of mezsistance in P-type silicon will be traced

as a function of the crystallographical direction {L00) plane (Fig. 2.15).

Longitudinal piezocoefficient [I8Pa"]

Fig. 2.15 The longitudinal coefficient of piezorestance plotted for P-type silicon in (100) plane.

As we may notice, the highest value is reachedidrO> direction what is used in practical
applications during the transducer design stage.
The physical source of the piezoresistive effea shift of the material bandgap due to the

applied stress. Such a bandgap modification catisgisthe effective mass of holes and
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electrons changes and thus, carriers mobility fectgd what influences the resistivity.
Although such an approach is rather known, the temaudlel of piezoresistance effect does
not exist. Moreover, the piezoresistance descnptiiffers for N and P type silicon and thus,

some relevant works for both type of conductivityresperformed separately.

The piezoresistance in P type silicon has beenotiyhly studied by Suzuki [39] and
Kleimann [40] but they both considered that almadsholes are located at wave veckor O
what is true but only for very small hole enerdesry low temperatures in range of a few K).
Thus, their model could not be considered for noroperating temperatures. Ohmura [41]
developed the model that took into account thatrémm temperature, holes are usually
located off k = 0 what was presented by Pikus and Bir [42].

Another attempt was the model developed by Kim [48]ch takes into account also spin-
orbit split off band. His results were used by Lesrk [44] which studied the piezoresistance
at a room temperature.

One of the work that thoroughly describes the piegistance is the work of Toriyama and
Sugiyama [45] where they used the model of PikusRBinand traced the piezocoefficient as
a function of doping and temperature for P-typeil.

Kanda, however earlier in his work [38], preserttael model that enables us to calculate the
piezocoefficients as a function of doping level aachperature for both N and P type silicon
in a relatively simple manner and correlated itthe experimental values so for further

calculation such a model will be used because o¥@lnentioned capabilities.

Temperature and doping level dependency

The basic conclusion of Kanda’'s work is that thezpresistance coefficient obeys the
following relation (2.29).

(N, T) = 71(N, 300K ) (P(N,T) (2.29)
The coefficientz(No, 300K) stands for piezocoefficient value for the low-ddpsilicon as
depicted in a Table 2.4 is a doping level value anfl is an absolute temperature value.
P(N,T) is a correction function that depends on tempeeaand doping level and is given by
the formula (2.30).

E
i)
p(N,T)= 300 T2\l6T (2.30)
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where

1
s+=
2

FS+1[|E*T]=T E = dE (2.31)
2 “l+exg E- =
i

Formula (2.31) is called the Fermi integral [46]exbE; represents the Fermi energy in doped
silicon andk;, is the Boltzmann’s constant. Teevalue is called the scattering component and
according to [47] is equal to -1/2 if we considee fattice scattering mechanism. Although,

such an approach gives a good results for N typemsj it is also used for P type one.

The Fermi energy is dependent on doping level dns,tthe relation between them is

expressed by (2.32).

kT

Parameter is a number of energy valleys and for silicon isado 6,h is a Planck constant

N = vg [ﬁdekaf [F ( s ] (2.32)

1
2

andmy is the density-of-state effective mass of carneingch values published by Smith [48]
are presented below (Table 2.5).

Table 2.5 Density-of-state effective masses of cars for both N and P type silicon [48].

Silicon N type P type

My 0.33 0.55

The most difficult problem with the calculation thfe termP(N,T) by using equations (2.30-
2.32) in a function of doping levéMl is the inversion of the Fermi integral of order/2-1
(2.31). In fact, the Fermi integral is noninveralaind thus, it is not analytically possible so
we are forced to use an approximate solution. énliterature, one can find many different
solutions like the simplest Boltzman or Joyce-Di{d®] approximations as well as more
complicated solutions such as Nilson [50] approxioms. As a result, the procedure of
calculations is not straightforward and it will peesented now. To start with, let us define
two dimensionless variablggsand¢ as follows (2.33).

" :% szﬁs (2.33)
whereN is the current doping level in a semiconductor Bgaorresponds to the effective
density of states in the conduction band whictttierP type silicon is given by (2.34).

Jr 059

3
N, = YT mpse+ 1921 | (2.34)
2 300

S
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The Fermi integral of order +1/2 then may be reemitas a relation (2.35)

F;( O=[ i o (2.35)

01+ exp(q =1

We now use the simplified approximation of Joycedd (2.36)

¢ =In(s) +%5 (2.36)

As we remember, the scattering component that gjporals to the lattice scattering is equal
to -1/2 for P type silicon so if we consider agére equation (2.31), we are obliged to
calculate the Fermi integral of order zero (2.37] ds first-order derivative (2.38).

) red i)
F | — |=In|1+exp — (2.37)
st ka ka
£ 1( Es j _ 1 (2.38)
2kl 1+ex;{—Efj

kT

Our termP(N,T) may now be rewritten as (2.39).

e Giets]

Considering now (2.33) and putting (2.36) into €,3ve can easily trace the functiB(N,T)
(Fig. 2.16).

1.6 ‘
200 K

1.4+ 1

1.2 250 K

1 300 K

- 350 K
2 0.8¢ 400 K ]
o

O L | L | L |

16 17 19 20

10 10 10" 10 10
Doping level [at/cm3]

Fig. 2.16 TheP(N,T) factor in a function of the doping levelN and temperatureT for the P type Silicon.
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2.2.3 Experimental data

It has to be clearly said, that every model hadint#ations and they have to be precisely
known if one wants to predict the characteristi¢he#f device during the design stage. In the
next section we will try to give an overview on agtublished by now by different research

groups and analyze how accurate results may beathby using the Kanda’s model.

Results reported by now

A good synthesis of all works that have been donexperimental evaluation and modeling
of piezoresistivity phenomena was published in 209Z2Toriyama and Sugiyama [45]. In
fact, it has to be said that there are just a ferke/that focus on experimental verification of
piezoresistance coefficients and even in them, areagents are limited to a few values and
for narrow ranges of temperatures or doping levigi® most important conclusion from [45],
is the Fig. 2.17.
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Fig. 2.17 The shear piezoresistance coefficien, for the P type silicon as a function of the dopindevel:

existing experimental data (solid dots) and modelglashed lines) [45].

As one can see, experimental data presented by Bmitl Stelzer are quite coherent with
those published by Sugiyama. Unfortunately, measanés were taken only at the room
temperature. If we look carefully, we can easilpnaek that the piezoresistance coefficient

may be the linear function (in a semilogarithmi@lsy of the doping level for a range of
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impurity concentration of about 0+ 10?* at/cn? what is sometimes done for engineering
approximations [51]. There is, however, a greabmvenient of such an approximation,
namely that it tells us nothing about the tempeeatiependence and thus, the thermal drift of
sensitivity can not be foreseen.

Considering models presented by different authibmsiay be remarked that there is a large
spread between them what is a result of differppt@aches and it confirms that the problem
of clear and precise description of piezoresistiigtnot a trivial task. First thing that we can
see is that for very high concentrations (¥1@t/cnt) only one model is close to the
experimental data but on the other hand it undenests the piezocoefficient for the low
doping concentrations. Moreover it saturates &t aticnt and will never reach the values for
low doped silicon published by Smith (Table 2.4)r Ehe reasons that will be explained later
like strong thermal coefficient of resistance aa#ling into account that sensitivity drops
rapidly for high doping levels, there is no needd&sign a strain gauges with the impurity
concentration higher than a few of'*i@t/cn?, so for the device design, model should be
rather precise for lower doping levels. Lookingiagat Fig. 2.17, we may conclude that the
best model that we could use is the Lenkkeri mddesled on the theory of optical phonon
scattering but unfortunately, it is valid only filwe room temperature. Thus, in conclusion, the
only model that is temperature dependent, easyngate and, at a time, it fits well the very
wide range of doping concentrations'® 3-13° at/cn is the Kanda model and thus, it was

chosen to design our device.

2.2.4 Mobility issue

Another important parameter that has to be preclggwn in order to build a good model of
strain gauge is the carriers’ mobility, which isracial factor determining the resistance value
and its thermal drift.

The carriers are drifting in a bulk material whespesed to the electric field, but their motion
is somehow limited by various scattering mechanimas have many sources such as crystal
lattice or material defects, to name but a few.fdot, we may distinguish three basic

scattering mechanisms as follows:
» Defect scattering

» Carrier-carrier scattering

» Lattice scattering
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As one can easily remark, the physically-based mdds takes into account all above
mentioned phenomena should be quite complex asmtblility value, as well as the
piezoresistance coefficient value, are doping amdlperature dependent. As a results, often
the physically-based model do not correspond tosorea values and semi-empirically
models are used where some parameters are tunediinto fit data.

Over the years, the mobility was thoroughly studhed there were several attempts that have
been presented. In fact, if one wants to modeltex#ite mobility, three basic issues have to
be taken into account. Firstly, at low electricld&ge the main scattering mechanism is the
phonon scattering and the so-called low field mtbHas to be calculated. Then, at the other
end for the higher fields, the maximal mobility walis limited by carrier-carrier scattering
and increased lattice scattering what oblige usntbthe saturation carrier velocity. Finally,
one has to find the suitable transition betweesah#vo extremes. In literature, the mostly

known mobility models are:

» Caughey and Thomas model [52]
* Arora model [53]
» Klassen model [54]

* Dorkel-Leturqg model [55]

All these approaches are widely used to calculagentobility as a function of temperature
and the doping level.

Mobility dependence on the doping level and tentpesza

It seems to be intuitive that for higher dopingdsy the increased number of carriers causes
that the carrier-carrier scattering component pkysmportant role in limiting the saturation
velocity and thus, the mobility has to decreasehwhigher impurities concentration.
Nevertheless, for ultra high concentration there sosme additional effects like impurities
clustering which affects the mobility. Also it wadserved in literature there is also much
stronger temperature dependency for lower dopimgeatrations. In the work of Boukabache
and Pons [56], the models that were presented abveve used to calculate the thermal
coefficient of resistanc@ CR using the resistivity definition (2.40), which wasmpared to
the experimental data obtained by Bullis in eaiftje [57] (Fig. 2.18).

1

= 2.40
PN (2.40)
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whereq is an elementary charge,s a carrier mobility and\ is a doping level. It has to be
emphasized that such an approximation is only viélwle consider that the resistance is a

linear function of the temperature.
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Fig. 2.18 Thermal coefficient of resistanc& CRas a function of doping leveN [55].

What can be easily remarked form this figure ig timadels fit experimental data only at
some regions i.e. Dorkel-Leturq model suits bestringe of 1t — 10° at/cn? while it fails
completely for the higher concentration values. &itheless, the proper choice of model has
to be done basing on the literature or self obthyerimental data.

In chapter four, we will present the results of #geriment that provided us with data
obtained by fabricating the samples of differenpidg concentration and measuring their
TCR coefficient but now, basing on the literature d&@{, we will chose the Arora’s model

that suits best experimental data.

The model developed by Arora is a classical senpigoal approach when theory based
model taking into account the lattice scatterinfpafin range of 150-400K and hole-hole
scattering for the same temperatures range wasd fiti the experimental data.

In the final form, the holes mobility in a bulk sewonductoru in a function of doping leve\l

and temperatur€ is given by the following formula (2.41).
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1.36010°% 0 2%

N -0.146
1+ [0.88 (T
{(2.35 10" T, H "

[ =543, + (2.41)

where

T
T, =——
N300

The mobility value as a function of two variabsT may be then traced as it is presented in
Fig. 2.19.
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Fig. 2.19 Holes mobility value in bulk silicon as &unction of Doping concentrationN and temperatureT.

At this moment, we are able to predict membraneshar@cal deformation due to the applied
pressure and calculate corresponding stressesapipetar in it. We then know how strain
gauges resistance will be affected by knowing tiezgresistance model. Moreover, we can
predict how strain gauges will response on tempegaby using both piezoresistance and
mobility model. Now we will deal with the basic eteonic read-out circuit that allows us to
obtain useful electrical signal at the output of 8ensor that is proportional to the applied

pressure.

2.2.5 Electrical readout circuit

In this short subchapter, a theory and propertfethe simple circuit used for the resistance
measurement along with some supply issues that siggyficantly affect its performances
will be discussed.
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Wheatstone bridge

The Wheatstone bridge, which is one of the oldesi aimplest instrument for the
measurement of the unknown resistance, was invemte8i33 by Samuel Hunter Christie and
then improved in 1843 by Sir Charles Wheatstone bBasic schematic of such a device is

presented in Fig. 2.20.

Fig. 2.20 The basic layout of the Wheatstone bridge

The principle of the measurement is based on amgs#on that one of the resistance Rg.

iIs unknown while in other two branches resistBss R; have fixed values an®, is an
adjustable resistance. During the measuremenhritige is supplied by the voltageand by
adjusting the resistance valueRfwe search for the bridge equilibrium which occatghe
zero current flow between two brunchel/£0). The unknown resistance valRe may be
then calculated by applying Kirchhoff's laws to thedge what leads us to the formula
(2.42).

- RR 2.42
R R, (2.42)

Let us consider the more general case in whicfoall resistors may change. In such a case,

the output voltageV in a function of four resistances and supply \gstes given by (2.43).

av_ R R _ RR-RR (2.43)
V. R+R R+R, (R+R)R+R)

If we assume that each resistance v&duwill change by theAR, and the following relation
(2.44) is fulfilled, we can rewrite (2.43) in thergeral form (2.45).

R=R =R =R, =R (2.44)
av_ 1 {[RZARZ+R AR, _p BR _p OR ],

V4R, R 'R R R,
) ) ) ) (2.45)
AR, AR, AR AR,
_2 _Z N —_ _ 1 — A
[Rl[%]+&(&] R{Roj R“(Ro”}
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As one can notice, it is possible to distinguisb terms of (2.45), the linear and the nonlinear
one. Because resistance variatioki} are usually much smaller than the resistariges
themselves, we can easily neglect the second-teder. If we apply additionally (2.44), the
general relation (2.45) may be simplified to (2.46)

dv _ 1

V—E(ARJARA. AR -AR;) (2.46)

As it can be remarked, in order to maximize thedwisensitivity, ideal solution is to use four
strain gauges system where two pairs of resistaischange their resistance by the same
value but with the opposite sign, then the sensjtiof the bridge for resistance change may
be expressed as follows (2.47).

c\l/_V = % (2.47)
One feature that makes the Wheatstone bridge \aryemnient for sensor application is its
ability to compensate the temperature effects enntieasurement. Let us consider that each

resistancd? may change with temperatureobeying the quadratic law (2.48).

=R, Qi+aT + BT (2.48)
Where a; and g are respectively first and second order thermaiffmoents of resistance.
Then (2.43) may be extended to the following fo29).

av(r) = D% B (0, —a )T +(8, - :31)T2]+

Vo ReR (2.49)
RR,
3 , 3
R+RY Eﬁ -a)r + (5.~ 5)T°]
Applying again (2.44) we then obtain (2.50).
T) = %{[(HZ B al) + (0'4 - 0'3)] T + [(:82 - :81) + (:34 - ,53) Uz]} (2.50)

The general conclusion that may be formulated as$ tihe thermal drift of the output voltage
dV is caused only by the differences between therroealfficients of resistances among
resistors that form the bridge. In other words, tire ideal case when the process
reproducibility is perfect, even if each resisocharacterized by an enormdtGRvalue, the

bridge will compensate it and the thermal coeffitief output voltage will be equal to zero.

Supply issues

There is one issue that may affect significantlg frerformance of the designed sensor,
namely the supply type. If we look again at Fi@®.in order to obtain a useful output signal
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dV, the bridge has to be biased by the supply voXagehere is, however another possibility
where we may force the constant current. The adgenof such a solution was presented in
details by Tanaskovic in [58] and will be now rdéedl One of the most important parasitic
effects that influence the sensor performancedgdmperature and thus, it is highly desirable
that sensor output signal would be temperaturepexdent. As we showed in the previous
section, the thermal drift of the output voltageliectly compensated by the bridge itself, but
there is also the second parameter that is inflenoy the temperature, namely the
sensitivity. Considering again equations (2.25) &hd7) we may formulate the simplified
relation that describes the sensitivity of the ¢eicon the applied pressure for two cases:
constant voltage suppfy; (2.51) and constant current supfly2.52).
dv1i_AR1 1

=V ARt 2.51
S APV AP R AP ( )
APl AP AP

whereAP is an applied differential pressure whilgepresents effective piezocoefficient that
depends on both, the doping level and the cryspajshic orientation. Symbelis an average
stress induced by the applied differential presgdetailed calculations will be explained in
the next chapter). We may then, calculate the thednft of sensitivity for two cases (2.53-
2.54).

TCS :i§ :la_” +£6_0 (2.53)
S 0T moT ooT

SOT moT ROT odT

If we analyze these two expressions and assumettibathermo-mechanical stresses that
appear in the structure are small, we may thenexeghe last term of each equation and
formulate general conclusions about these two isolsit Firstly, if we supply our bridge with
the constant voltage, the thermal drift of the gesity TCS will depend only on the thermal
drift of the piezocoefficient itselfCz. Thus, if we look again at the Fig. 2.16, it istgiclear
that the trade-off between the sensitivity on thpli@d pressure and tAeCS is unavoidable.
More precisely, the doping level which allows usdiatain very lowTCS is greater than
about 2:1& at/cn? what implies the significant drop of the piezocaméit value in
comparison to its maximal possible value.

On the other hand, analyzing (2.54) we can easityark thafTCS depends on bothCrz and

TCRvalue. If we take into consideration the fact tf&ir is always negative an@iCR is
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always positive, we may easily imagine that if temgpure increase, the loss of sensitivity
caused byTCz may be partially compensated by the increase sittences values in the

bridge and thus, increased voltage bias. Moreakéris possible to choose the doping level
in such a way that absolute valuel@@z andTCRare equal and according to (2.54), it would
be possible to obtaiTCS which is equal tozero what offers the passive temperature
compensation of the sensitivity (Fig. 2.21).
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Fig. 2.21 Absolute values of th& Czr and TCRin function of the doping level.

It may be observed that there are two points wherees cross and if we compare it again to
Fig. 2.16, we may notice that the most conveni@ifoum doping level, if one wants to keep
high sensitivity and its low thermal drift, is atia2-13" at/cn?. One thing that should be
emphasized, is that both curves are based on mtdlsliffers from the experimental data,
so in the reality the doping level that should Bedimay be rather chosen at higher doping
level especially if we analyze data published b¥liB{67] (Fig. 2.18).

2.3 Analytical model

All previously presented mathematical descriptiotike mechanical behavior or
piezoresistivity modeling, may now serve us as selihat allows us to create the complete
mathematical description of the piezoresistive gues sensor at a system level.
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2.3.1 Basics

An overview of the model

As it was shown earlier, in general, the piezotespressure sensor is based on a thin plate
called the membrane which bends due to appliedififierential pressure, what causes that
bending stresses appear in it. Those stressesaamdated into the relative resistance change
of the strain gauge by the piezoresistivity phenoome The four gauges form the Wheatstone
bridge that allows us to obtain at its output, ¥atage signal which is proportional to the
applied differential pressure.

To start with, let us use an output-input appro&call that if we consider that our bridge is
supplied by constant voltagég the output voltage is given by (2.46) and the imaxn of
output voltage (maximal sensitivity) is reached whwo pairs of resistors will change their
resistance by the same value but with the oppsegjte In order to understand how to achieve
it, let us remind the general formula that linksess value with corresponding resistance
change (2.55).

A—: =mo, + 7,0, (2.55)

Considering Fig. 2.15, and keeping in mind thataatrall standard silicon wafers are cut in
(100) plane, we may easily conclude that the biesttibn for strain gauge for such a plane is
<110> family (Fig. 2.15). Such a strain gauge, cmtithg currentl is exposed two the
longitudinal and transversal stress componentb@srsin Fig. 2.22.

S010> <110>
/
/
Strain gauge
—~
\ I o)
Ot
//
<001> (» » <100>

Fig. 2.22 A strain gauge in (100) plane placed algr<110> direction and conducting current,

corresponding longitudinal g and transversalgs; stress components are also shown.
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Going further, corresponding longitudinal and traersal piezocoefficientg, andz; must be
then calculated by using the transformation baseBuer’s angles (2.28) with the following

angles values:

e (=45°
[] WZOO
[] e:oo

Then, necessary stress components are given iglkbwing relations (2.56-2.57).
=T Ty T,

(2.56)

o=t = T (2.57)

If we put (2.56) and (2.57) into (2.55) we obta2b@).

AR -, YT, YT, o+ Thy + 74, — 71,
[
R 2 2

o =70 (g +0)+ (0, -0) (258)

Considering the values of piezocoefficients giveraiTable 2.4, we may easily estimate that
the main contribution to the resistance change ivengby the second term of (2.58)
(7,,1 2)do, - 0,). According to that, in order to control the sightle resistance change,
gauges are placed in regions where always oneeo$ttiess component is much higher that
the second one. For a positive resistance chamgligitudinal stress component should be

higher whereas for the negative change the situatiould be opposite.

Gauge position issues

Let us consider two basic shapes of the membrdahesquare and the rectangular one. The
stress distributions are calculated by using tlkemhpresented in the first part of this chapter.

On Fig. 2.23, the difference between longitudinald atransversal stress components

(g, - a,), which is the crucial factor in (2.58), is shovam such a square membrane. Similar

distribution is presented for the rectangular memnbrwith the length to width ratio equal to
four in Fig. 2.24.
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Normalized stresses difference

Normalized position Y Normalized position X

Fig. 2.23 Normalized longitudinalo,and transversalo, stress difference for square membrane with lateral

dimensions 2 by 2 units.
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Fig. 2.24 Normalized longitudinals,and transversaloy stress difference for rectangular membrane with

lateral dimensions 2 by 8 units.

As one can see, in case of the square membrangegahould be placed at membranes
borders and each gauge in one pair should be thedt¢he opposite edges. Moreover, all
gauges should be parallel and follow the same wirec(Fig. 2.25 a). In case of the
rectangular membrane, if we keep the gauges plrale pair (placed on shorter edges)
should be positioned analogically like in caseqiaae membrane but the second one, should
be shifted to the membrane centre in order to nobifa@ same magnitude of the resistance
change (Fig. 2.25 b). There is, however, one oit@resting possibility. If we place two

pairs of gauges in the middle of the rectangulamimane, but positioning one pair
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perpendicularly to the second one (Fig. 2.25 c)wag obtain similar sensitivity value as in
the first configuration, but the stress gradierit be significantly lower and, as a result, less

sensitive to the misalignment errors.

—
- -
- -

—
a) b) c)

Fig. 2.25 The possible configuration of four strairgauges for different types of the membranes.

To summarize, it has to be remarked that the chafipgoper configuration has to be adapted
for the application and there is no easy answechvbonfiguration is the best one. The square
membrane offers high sensitivity and occupy smalbant of space but the stress gradient is
high so any mistakes caused by the fabrication gg®cat the alignment stage may
significantly affect sensor performance. On theeothand, rectangular membrane with
gauges in configuration shown at Fig. 2.25 c, sff@uch lower stress gradient, but slightly

reduced sensitivity and additionally occupies nspace.

The stress gradient and gauges length

The stress gradient issue becomes important whearavgalking about gauges resistance
value. The gauge resistanReaffects the power consumption of the bridge s@gbby the
constant voltag®/, where total dissipated powBr(neglecting interconnections) is equal to
(2.59).

V2
P= R (2.59)
As one can easily see, in order to decrease thempamsumption, the resistance should be as
high as possible. The problem is that the resistaatue according to its definition depends
only on its resistivity which is a function of doy level and resistor dimensions. So
generally, for a fixed doping level which is chosather to reach the desired piezoresistance
coefficients and thermal drifts (see chapters 2ah@ 2.2.5), increasing the resistance value
may be done only by increasing the gauge lengtivelthen take into account that the total
resistance variation is caused by theerage stress in the strain gauge, it become obvious

why the high stress gradient is limiting the remise dimensions.
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2.3.2 Gauges modeling

Recall that until now, we considered our systena asembrane with for strain gauges that
response to mechanical stresses and a Wheatsidge brat converts such a response in the
electrical output signal. We even discussed bamilgg parameters as its lateral dimensions or
doping level and presented its impact on sensafermpeances such a sensitivity or thermal
drifts. Now we will put some light on the gaugeelfts We will discuss its simplified
fabrication process and present parameters thaeaessary to model it correctly.

Fabrication process

The implanted strain gauge is fabricated by perfiognthe ion implantation into crystalline
structure of silicon membrane and thus, creatiorPdfype resistors isolated by the P-N
junction. Because, as we said earlier, highestopeststance coefficients are achievable for
the P type silicon (see Table 2.4), usually theoBomplantation into N-type substrate is
performed. As it was described earlier, the stvadse is the highest at the membrane surface,
so in order to obtain highest possible sensitiviylow junction depth is desired. Thus,
avoiding the channeling effect, which is observéd] [when ion implantation is performed
directly into crystalline silicon, we use a thindgilayer (called the screening oxide) through
which the implantation is done. Such a layer isdumeforce scattering of implanted Boron
atoms and simulates the amorphic behavior of dgp&implified view of the whole process

that creates the strain gauges is presented b&ligwa.26).

. . Boron )
Masking photoresist Implanted strain gauge

vy

Screening oxide—————p ‘

L —»

N type substrate — |

Fig. 2.26 The simplified process of the P type gaadormation on the N type substrate.

Because of such a fabrication processes, gaugesusaally extremely high length-to-deep
ratio. Moreover the doping profile is not unifornves the gauge depth what has its

consequences that will now be presented.
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Diffused layers modeling

The dopants, which are introduced to the cryseltittucture, do not contribute to the current
conduction because they are electrically inactive ¢hemical bonds between implanted
Boron and Silicon atoms). In other words, the inijes atoms have to replace the silicon
ones in the crystal lattice in order to accept semetrons form silicon and create holes that
may participate in the current conduction. Thusearrgy that is needed to replace silicon
atoms has to be delivered to dopants. The most @ymmethod is a very high temperature
annealing (about 1000 °C) which increases partidegement and facilitate atoms exchange.
Such an approach, however, causes that dopanteasdy “flow” in the atomic structure and
the redistribution of impurities due to diffusioropess is unavoidable. Such a phenomenon is
clearly presented in Fig. 2.27. Basically, aftex tnplantation process impurities are placed
in a relatively thin layer which is located at tdepth which corresponds to the maximal
dopants concentratioNmax Such a deptiRp is a function of implantation energy but also
depends on the dopant type (more precisely on riqgurity atom weight) and on the
screening oxide thickness. It was shown [61], tingpurity profile may be successfully
described by using the Gaussian distribution, spadts will be distributed with some

statistical spread arouriRp value.

10 ‘ ; ; ; ; ; ; ; ; .

Implanted Boron profile
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Fig. 2.27 Implanted profile evolution due to the lgh temperature thermal treatment.

During the high temperature annealing, impuritiedl diffuse naturally because of their

gradient according to the Fick’s law [62]. It casiskeat the Gaussian distribution will “lower”
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and the junction deptKj increase. The junction depHj is defined as a distance from the
surface at which the concentration of dopants isgktp the intrinsic impurities concentration
in the substrate.

It has to be emphasized that the Gaussian approgmaef the doping profile may be used
with success only if we apply a classical high iimr treatment. The modern techniques of
rapid thermal annealing that base on the extremeghyd and extremely high temperature
spike annealing produce profiles that vary from €&&n ones. Nevertheless, if we consider
that the membranes thicknesses that are useddssyme sensors fabrication are ranging from
few to few tents of micrometers and, at the same tclassical thermal treatment allows us to
produce junctions less then Qubn thick in case of Boron and even Quin for BF, ions
doping [63], we may conclude that the Gaussianrgegm of the impurity profile remains a

good choice. Namely, the function that describeh suprofile is given by (2.60).

N(x)= N, exp(—(X_—Rp)Zj (2.60)

X2

where Np corresponds to the maximal concentration vaRp,is a previously described
implantation peak andX is a parameter that defines the distribution spread is
proportional to the junction depth.

If the intrinsic impurities concentration of thebstrateN; is known, the junction depth may

be calculated by applying (2.61).

X :[x /In(%]]+ Rp  (2.61)

To prove that such an approximation may be sucdbssfsed, a doping profile that was
obtained by Boron implant through 400 A thick soieg oxide layer, with an implantation
energy of 25 keV and an implanted dose of 2:8-aficn? which was then annealed at
1000 °C for 30 minutes was fabricated. After thia¢, doping profile was extracted by using
Secondary lon Mass Spectroscopy (SIMS) [64]. Wa tt@mpared the experimental profile

with its Gaussian approximation what is presenteléig. 2.28.
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Fig. 2.28 Comparison of the real doping profile andts approximation using Gaussian distribution.

It clearly confirms that such an approximation nteeysuccessfully used for a such kind of
thermal annealing process. In order to model sudiff@sed layer which has the nonuniform
doping profile, all “macroscopic” or rather effeati parameters of such a gauge like:
resistance, piezoresistance coefficients and thHeowoefficients of resistance have to be
integrals over the junction depth. If we for instarwant to calculate the resistance value of

such a diffused layer, we have to use the resistdafinition.

Remark:

In the case of the diffused layer when the dopingrpfile plays an important role, the
parameter that is usually given is the sheet resehce value not the resistance itself. The
sheet resistance value does not depend on the laledimensions of the resistor but
depends only on the junction depth. It is defined @ resistance per square because the

length and width of the resistor are considered tbe equal.

The sheet resistance definition of the layer whels the thickness ofj and in which we
consider only holes transport (P type silicon)iiseg by (2.62).

1
Rsheet = Xj (2 . 62)

[ au(X)N (x)dx

0

49



Chapter 2:; Piezoresistive pressure sensor theory

Whereq = 1.602:13° C is an elementary charggx) is the holes mobility antli(x) is the
dopants concentration, both are depth dependent.

Let us now calculate the gauge response for théieappressure taking into account the
impurity profile. In the beginning we have to catei that according to chapter 2.1, we are
able to calculate the deformation of a membrane taod, the corresponding stresses that
appear into it. We may then calculate the avertrgesvalue in the resistor by integrating the
stress function over the gauge area and then etdciis value at each depth by assuming that
it changes linearly at is was shown (Fig. 2.11 c).

Let us then assume that our diffused layer consfsiparallel layers of small thickneas in
which we can consider all parameters to be deptbpendent. As we know, in the parallel
configuration, the global resistance vaRiés a sum of inverted resistance values of eabh i-t
resistorR. If we apply the same law to our case, a globairstyauge resistance value that is
changedR+4R due to the applied pressure (2.25) obeys thevintig relation (2.63).

(P S SR SR
R+AR R +AR R +AR, R, +AR,

(2.63)
Z“: 1 _N 1
1 R+AR =R E(l"'ﬂnan +77{iati)
If we then consider again (2.62) in a slightly cofpedh form (2.64)
R = = (2.64)
g0 iax) IN(iax) x '
we can then reformulate (2.63) into (2.65).
1 Z q Cu(iAx) IN(iAX) (x (2.65)
R+AR < [1+ (7 (iax) o, (inx) + 7 (iax) o(inx))) '

Assuming thatAx is infinitely small and relation (2.66) is truegwnay than obtain the final
form of (2.65) shown as (2.67).
niAx=Xj (2.66)
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Uniformity of the doping profile

As we can see, all presented calculations were useder to model the piezoresistive
pressure sensor which takes into account the ogahg profile of the implanted strain gauge.
The gquestion that may appear at this moment isvelgeally need to take into account the
doping profile? The answer is positive. Very often simplicity reasons, only the doping
concentration at the surface is taken into accaunt all corresponding calculations are
performed. Although, in case of the resistanceutalion designers are conscious of such a
problem, in case of piezoresistance coefficient @a8&R it is not always obvious. In case of
TCR there are some works [58, 59] that put some lightthe problem of the profile
nonuniformity influence on th@CR value. In case of piezoresistance effective coeffit
Tufte and Stelzer [36] observed and concluded tivataverage coefficient of the diffused
layer would be onlyslightly larger than in the uniform layer with the same face
concentration. Just after them, Kerr and Milneq Bibwed thathere isa contribution of the
profile type on the piezoresistive behavior busindependenton the diffused layer depth.
The thing is that they both assumed that the sthisisbution over the layer depthdsnstant
what was quite obvious those days when achievablabrane thicknesses were many times
thicker that the junction depth but nowadays, whenreach the membrane thicknesses in
order of a few micrometers it is definitely not tt@se. Let us to be quantitative and analyze
three basic gauge parameters that are importanten of the overall pressure sensor
performance: its resistance, thermal coefficient resistanceTCR and the effective
piezoresistance coefficient.

For simpler analysis that takes into account owly tloping parameters (easier visualization),
we assumed that thiep parameter is constant and equal to 0.05 pm wleahse¢o be the
reasonable value for standard, medium energy (1keKQ Boron implantation. Then, the
gauge sheet resistancBCR and piezoresistance coefficient values for botifoum and
nonuniform doping profile (Fig. 2.28) were calceldtfor surface concentrations ranging
from 10" to 1F%at/cnt. The whole procedure was repeated for four diffejenction depths
that varied from 0.15 pm to 0.9 um. The substrateuiities level was set to 2*fat/cn?
what corresponds to the typical average wafer treiys of 1-6 Q-cm. Finally, the ratio

between two values for different profile types wakulated and traced.
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Fig. 2.28 The real Gaussian profile used for gaugsmrameters calculations and the corresponding unifion

profile.

All ratios for three gauge parameters are traceéovben order to easily visualize errors that
may arise as a result of the improper model choite relative error between resistance

values is shown at Fig. 2.29.
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Fig. 2.29 Ratio of two resistance values obtained/lusing uniform and nonuniform doping profile with the

same surface concentration for different junction epths.
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We may clearly conclude that taking into accounifarm doping level causes enormous
overestimation of the resistance value and themahierror for low surface concentrations
reaches over0% and increase with the doping level. Moreover, as @mn easily remark, the

junction depth is also an important factor andartrmot be neglected in calculations.

TCR nonuniform/ TCR uniform

028

T ——— T —— T
1E18 1E19 1E20

Doping level at surface [at/oms]

Fig. 2.30 Ratio of twoTCRvalues obtained by using uniform and nonuniform dping profile with the same

surface concentration for different junction depths

Fig. 2.30 shows us th&CR ratios and the thing that may be remarked instastthat the
error depends on the surface doping concentralfidghe impurity level is close or higher to
10" at/cn? or lower than 18 at/cn?, one can say that there is no difference (smaller
than 5%) between two approaches, but if we lockategion that is close to ‘fat/cn?, the
relative error may easily reach ové&% what can not be definitely neglected. Moreovee, th
influence of the junction depth may be also obs@#ifee that region. The reason why there is
the doping level range where the error is much dmgthan around it is that th€CR
coefficient curve in function of the doping levelnes significantly around the impurity level
of 10" at/cn? (Fig. 2.18). Thus, if we assume that the quite maizle part of the current
circulates in the region which is relatively closethe maximal doping concentration, if
neighboring concentration has tM€R value that change rapidly, the whole region imthe
strongly affected. In regions where the functiorgiste slowly changing, the error may be

neglected.
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Fig. 2.31 Ratio of two effective piezoresistance efficient values obtained by using uniform and
nonuniform doping profile with the same surface conentration for different junction depths. Membrane

thickness is equal to 5m.

The last value that is analyzed is the piezoresistaoefficient of the gauge (Fig. 2.31). As
one can see the differences are definitely notreaos (less than 10%) if we consider the
doping level that is lower than a few#@at/cn? (less than 5%) what seems to be quite
intuitive if we look again at Fig. 2.16 and remdHhat the piezoresistance coefficient are
almost constant up to this value. Above that dopevegl the difference increase dramatically
as the drop of the piezocoefficients is quite stgeg. 2.16) and a doping profile plays a role.
Nevertheless, the influence of the junction deptAynbe neglected. Such a conclusion
strongly confirms result presented in literature¢ as we remarked earlier, results presented
by Tufte and Stelzer as well as Kerr and Milnesenatained with an assumption that the
stress value isonstantover the junction depth. The results presentedealfBig. 2.31) were
calculated for the gauge that is positioned onrttembrane with thickness of 50m and
some load was applied in order to calculate thesteesce change. Such a value may easily
fulfill the condition about the constant stressueal Let us, however, repeat the same
procedure but this time we take into consideratitmn membrane with thickness of4n
where the stress value changes significantly okergauge depth. Fig. 2.32 shows us the
result of such an analysis.

It may be easily remark that differences are mucdhenvisible, as well as the junction depth
influence is. They are of course not as high akéncase of resistance BERvalue but they

rather should be considered.
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Fig. 2.32 Ratio of two effective piezoresistance efficient values obtained by using uniform and
nonuniform doping profile with the same surface conentration for different junction depths. Membrane

thickness is equal to Jum.

The analysis presented above shows us, that im twaeodel properly the pressure sensor as
a system, the more detailed than simple surfaceertration value, strain gauge modeling
fabricated by ion implantation process has to beopmed taking into account the
nonuniformity of the doping profile. Of course there are some cases, like the paaticul
doping levels, where such a methodology does rwease the model accuracy but for most
of the cases it is a highly recommended approgobogally if we are talking abouesistance

value andTCR coefficient

2.3.3 Noise sources and noise modeling

Another parameter that also affects significantly piezoresistive sensor performance is the
noise value. Basically, the noise limits the minnmdetectable pressure value, so in other
words, the high noise may cause that the low outpgihal value may be completely
undistinguishable form it. It has to be remarkeal,thor simplicity reason, all noises which
has its origin in interconnections are neglectedpsly noises that appear in an implanted
structure are taken into account. Such an appro@h be successfully applied while it is
commonly known that the higher resistance valueggas higher noise so if we consider the
Wheatstone bridge, only gauges may be treated ias sources. According to the literature
data [65, 65], there are two basic componentsrafige: a thermal component often called the

Johnson noise and 1/f noise.
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Johnson noise

The first one, called also the thermal noise, t&serigin in the scattering due to crystal lattice
motion caused by the temperature. If we then censadsingle resistor that has a resistance
value of R and is operating at given absolute temperatur€ f the range of frequencies

betweerf; andf,, the total RMS value of the noise voltage is gilagr(2.68).

Voo = AR TR(f, = 1, (2.68)

ohnson ™~

wherek, is the Boltzmann’s constant.

1/f noise

The second noise component is called 1/f noiseitaappears at low frequencies when DC
bias is applied (like in the case of the Wheatstbndge). Its origin is found in random
mobility fluctuations and random carriers trappprgcesses near the surface. If our resistor is
considered to be operating under DC bia¥0& total RMS value of 1/f noise in it may be

derived by using Hooge’ formula (2.69).

av? [ f
Vl/f = Tln(fj (269)

The parameter is called the Hooge coefficient. It depends ongbality of silicon and varies
[66] from 5-1C° for the high quality substrate to 2-3L.fbr very poor, full of defects silicon.
As it can be seen all noise components dependtahrtomber of carriers (resistance value)
so according to the previous chapter if the dogirgjile of strain gauge has to be taken into

account in order to correctly calculate the coroegiing noise components.

2.4 Analytical model vs. FEM approach

Until now, we have been talking about analyticaldels of all phenomena that are needed to
explain and describe the complex behavior of tlezqgiesistive pressure sensor. However, as
we mentioned earlier, the most common approachishaed in today’s designer’s world is a
FEM analysis. There are some good works [67, 68Fmlang the modeling process of the
piezoresistive pressure sensors and they all enaefirthat such a method is reliable enough to
be the tool that allows us to design predictableiags. In the next section we will try to
present shortly, the principles of the pressuress@emodeling by using this technique. Then
we will try to understand where lays the power @hd weakness of the FEM analysis.

56



Modeling and optimization of piezoresistive pregssensors Michal Olszacki

Consequently, we will compare the result to ourlyital model based one and we will
explain at which level the two techniques reallffesti Furthermore, we will show that the
analytical model may be enough accurate to regtadd analysis at some stage of the design
project. Finally, we will present the dedicated CAimulation tool that was created in order
to predict the behavior of the piezoresistive puesssensor. All analysis concerning
mechanical modeling were performed in commonly kmGANSYS® environment whereas
all fabrication related issues in SILVACO-ATHENA®&gkage.

2.4.1 FEM model

Basic assumptions

According to the previous chapter, the full desoip of the piezoresistive pressure sensor is
not a trivial task while a multi-physics analysiashto be envisaged. Basically, three main
domains have to be taken into account: mecharetadirical and the thermal one. Thus, all
domains have to be coupled with each other in dalérlly describe and simulate our system
(Fig. 2.33).

Electrical Thermal

domain domain

simulation

Fig. 2.33 Structural view of tasks needed for thengssure sensor modeling.

In the mechanical domain, FEM method allows us tmdeh almost everything for solid
materials. Every shape, every material propertiay e modeled what offers the extreme
level of flexibility. Let us look carefully at outase of the pressure sensor where the basic
structure, without packaging, looks as follows (FA@4).
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Fig. 2.34 The basic structure of the piezoresistiveressure sensor which is the base for 3D FEM model

Every time when one wants to model something, depto save the time, it is necessary to
apply all simplifications that are possible witholdosing accuracy. One of such a
simplification is offered by the symmetry. As wencsee at Fig. 2.34, the pressure sensor may
be modeled just in one quarter (shaded area) beadhbser three quarters are symmetrical. If
we then construct the finite element model of sadtructure it may look as it is shown in

Fig. 2.35.
1 ANSYS

ELEMENTS
FEB 9 2008

13:11:31

Fig. 2.35 The finite element model of one quarterfdhe pressure sensor.

As we can see, the zones where the highest accisa®eded (clamping borders in case of
the square membrane (see Fig. 2.23)) are meshbdmwith smaller elements in comparison
to the others. Such an approach, as each addittetd adds some number of equations,
reduces significantly the number of equation thatenhto be solved and thus, the computing
time.

The important question is then, how to model thendary conditions so in other words

where to “fix” the structure. The answer is notyeand there is a literature [69] dealing with

such a problem and we will not analyze it but pnésly some basic issues. For example,

we may block the “floor” so create an artificialpke (Fig. 2.36 left) that will simulate the
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virtual substrate on which we place the sensor @mdot allow to move nodes that are
adjacent to it. Such an approach seems to be wabe reality if extremely rigid package is
applied. On the other hand if the packaging isvay rigid and the sensor is clamped, for
example at its borders, the whole structure witicbdue to the pressure applied. Such a case
needs different clamping condition what is preseime~ig. 2.36 (right).

1 ANSYS| [2 ANSYS|
DISPLACEMENT DISPLACEMENT
FEE 0 2009 FEB 0 2009
STEP=1 15:11:35 STEP=1 14:37:40
SUB =1 SUB =1
TIME=1 TIME=1
DMX =.AY3E-06 DMX =.861E-07

Fig. 2.36 The result of applied pressure on the meded structure for two different clamping conditions:

clamped “floor” (left) and clamped edge (right).

We have performed all analysis using the clampimigddion as in the second case. For an
analysis, the elements that support anisotropy (BO186, SOLID 187, see [70]) were
chosen. The stiffness matrix was then introduced @ coordination system was then
oriented to the desired direction. As a result, diness distribution was obtained as it is shown
on a figure (Fig. 2.37 left). If we zoom on the ts@t near the membranes border (Fig.
2.37 right) we can easily remark that the stressridution over the membrane thickness,
changes linearly as it was shown earlier.

ANSYS ANSYS

FEB 9 2009 FEB 9 2009
STEP=1 15:20:05 15:20:05
SUB =1
TIME=1
54 (RVG)
RSYS=0
DMX =.693E-06
SMN =-.149E+09
SMX =.103E+09

NODAL SOLUTION

-. 1408408 -.031E+08 -.371E+08 .188E+08 .748E+08
-.1218+08 - .6518+08 -.9168407 4688408 .1038+08

Fig. 2.37 Stress distribution in the modeled struetre (left) and zoomed view at the clamping zone @ht).
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Coupled mechanical-electrical analysis

The second important part of our FEM simulationthse transduction of the mechanical
stresses into gauge resistance change and thise isnoment were the advantage of the
analytical model appears. As we explained eariex,gauge is the diffused layer that has a
nonuniform doping profile that has to be taken iatxount. Firstly, in a FEM tool it is
extremely difficult to apply to one material, anyoperty that changes in one element. It
implies that our diffused layer has to be modelgd anultilayer structure, where each layer
has different values of doping level, as it is shdwelow (Fig. 2.38).

* ANSYS

LEMENTS
Layers of uniform properties EEE 9 2009
| 15:51:13

il

1E17 4

1E16 4

Impurities concentration [aticm’]

1E15 4

1E14

Tee— T
00 01 02 03 04 05 06
Depth [m]

Fig. 2.38 The diffused layer profile and its approimation by the layer with uniform properties (left) with
the corresponding FEM model (right).

Generally, the diffused layers are characterizeeétiyemely high length-to-deep ratio when
gauge which has few or even few tents of micronsdtes a typical depth of about Qu&. If

we then take into account that each gauge has thivimed into several layers in order to
model correctly all doping profile related effectbe length-to-deep ratio of each layer
increases dramatically. For the numerical reasoisgowod convergence conditions of FEM
analysis [71] it would be desired that each elensertjuilibrate in its three dimensions. Such
a condition requires that in case of diffused layedeling, each gauge has to be represented
by an enormous number of finite elements, whateases drastically the model complexity

and significantly affects the computing time.

Fortunately, if one wants to simulate the gaugeabieh to the applied stress we do not need
to create the whole model of a sensor with tharsgauges in it what would dramatically
increase the number of elements and computing titeat we can do then, is to perform
separately the mechanical analysis and then trnatiefe@esulting stresses into gauge structure;
such an operation is called the submodeling. A®slt, we may obtain all interesting
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parameters like conduction current density, or miae distribution in gauge what leads us to
the resistance change calculations. For exampaesttiess and electrical potential distribution
in a strain gauge placed at the membrane bordeshanen below (Fig. 2.39).

Fig. 2.39 Clamping zone of the membrane where thewgge is placed (left) the electrical potential

distribution (centre) and the uniaxial stress valudright) in a gauge that was sub modeled.

In order to take into account the piezoresistiaffect, one has to use the proper element
types that supports at the same time anisotropy @edoresistive effect. In ANSYS®

environment we have used SOLID 226 and SOLID 22iehts that perfectly combine these
two features [70]. As a reference material propettye stiffness as well as piezoresistive

coefficients matrices were introduced.

2.4.2 Analytical model advantages and drawbacks

The important thing that has to be emphasized isetteat when introducing layer properties,
we have to know exactly what doping profile is uséden we have to use same models of
piezoresistance and mobility that were used eaitieour analytical model. The obvious
conclusion is that the difference between these a@pproaches may benly visible in a
mechanical analysis while in analytical domain,feety clamped membrane with uniform
thickness and basic shape may be easily modelddud.@ow to put some light on this

problem.

Influence of clamping conditions

As we said earlier, the analytical model of the rbeane assumes that the clamping is
perfect, telling that there is no displacemenhatmembrane edges (2.10). Intuitively, such a
condition should cause the wrong estimation ofdfness value near that region. Let us take
into account the plate, and defin&¥Z Cartesian coordination system as it is shown @ Fi
2.40. For example, we may consider the square platethe lateral dimension of 3Q0n
with the thickness of fim. It will be loaded by uniform differential pressuof 13.33 kPa

(100 mmHg). Now, we may trace the stress distriutilong, for example, thé axis. For
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easier analysis, we trace the uniaxial stress v@yean a function of the distance from the
membrane center (Fig. 2.41).

Perfectly

Real clamping clamped edge

zone

Fig. 2.40 The real clamped membrane model with mard perfectly clamped edge.

20
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Distance [um]

Fig. 2.41 Comparison of the stress distribution fothe real and ideal clamping conditions.

One can remark, that the analytical model of thesstdistribution fits well to results obtained
by using the FEM methodology excluding the clamprmoge. It implies that in case of the
square membrane, using the analytical model mag lesato the overestimation of the
sensibility at this region. On the other hand if lwek again at Fig. 2.41, we may easily
noticed that the error at clamping point reach®%, what may be accepted in engineering
calculations For gauges that are placed partially at the sulesttane we considering the
stress on the substrate zone is equal to zero. uBeéul feature is that in all square
membranes, such an overestimation is systematicreaydbe taken into consideration by the
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designer. For the rectangular membrane, howeveerevgauges are placed in the middle,
such an approach seems to be correct and prowa@shi much more accurate results.

Thermomechanical stresses

The second important problem that is not taken adocount by the analytical model is the
thermomechanical stress. Basically, we may defirees ithe unwanted stress that appears in
the structure due to the mismatch between theroedficients of expansion between different
materials that form the sensor structure. In oterds, when the ambient temperature
changes, the dilatation of two materials is différand thus, the stress distribution appears in
the material what may cause the false strain gaegetion to the applied pressure. Such a
problem, however, as a crucial to the sensor padiace was the subject that inspired a lot of
R&D work in order to solve it. Generally, in casé silicon based pressure sensors, the
membrane is in most of the cases made of silicénheusubstrate that serves as a base of the
sensor may be made of something different. It mayust silicon but in many applications
the use of different kind of glass is envisagedvdf use silicon as the same material that the
membrane is made of, the thermomechanical stressest plays the key role. However, in
case of the most popular PYREX 7740® glass, thblpno may become crucial. Fortunately,
such a problem was overcome by changing the comnposif the borosilicate glass. As a
result, the SD-2 glass, which is characterized lyoat identical thermal coefficient of
expansion as silicon for a wide temperature raagpeared on the market (Fig. 2.42).
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Fig. 2.42 Comparison of the thermal coefficient oéxpansion value for silicon, PYREX and SD-2 glass.
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Thus, if one uses the modern material for the gefadwication, the thermomechanical stress
exists but its influence may be significantly reedc

Another problem may arise when we want to estintfaeinfluence of the packaging on the
sensor. Relatively rigid sensors are usually addcto the rigid packaging via soft elastic
material like silicone or others. Such a composi@alds another origin of thermomechnical
stresses that are unwanted as the thermal coetSce dilatation are often different. The

influence of such a stress is extremely difficaltdescribe by analytical model as the soft
elastic material are rather difficult to describedan fact, the only way to estimate them
precisely is a detailed and tedious FEM analysise $olution that may be proposed to
overcome such a problem could use results (stiss#dtion) of such a simulation that may

be use as input data to our analytical model tregt calculate other sensor parameters.

Conclusions

To summarize, two basic drawbacks of the analytiwadlel were presented: perfect clamping
conditions and neglect of the thermomechanicalssiréevertheless, the real clamping
condition affects the results only for the specijauge configuration and the introduced
overestimation is acceptable in engineering calimria. The influence of the second term, as
we presented, may be decreased if someone useappeanaterial for sensor fabrication. Of
course in case of high mismatch between the tweemadd such a problem may affect the

simulated results.

As we listed major drawbacks of analytical model,us say something about the advantages
of it. The first and the most impressive one is tdmmputing time. We performed all
calculations on a PC class computer with double goocessor and 2 GB of RAM. One
mechanical analysis of the structure presentedigt 35 without considering the FEM
thermomechanical effects takes about 10 secondsr &iat, the piezoresistive analysis is
performed so the stress values are imported andhdindinear-piezoresistive problem is
solved. Such an analysis takes about 10 seconchdigigeon the gauge size (number of finite
elements). It may look to be the very short timeilevtihe complete mechanical and
piezoresistive analysis take about thirty secondgistbe analytical model of the perfectly
clamped membrane, performs mechanical, piezoresisthd thermal analysis (excluding
thermomechanical effect) in just about 2 ms! (mess$by the internal function of the
programming environment). It may seem to be noadwaentage if we want only to simulate

the designed structure because twenty seconds &loag time but, as we will present later,
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in order to optimize the design, a few thousandsodiel evaluations have to be performed. If
we then multiply twenty seconds by, let us say, thmisand we obtain 334 minutes what
gives us about 6 hours!!! It may be then desiregddorm same task with similar results in

about4 seconds by using the analytical model.

2.4.3 Comparative analysis

As we mentioned, two approaches that may be usedoel the piezoresistive pressure
sensor, let us to quantitatively compare it in ortte know how much they differ. In
engineer’s environment, the FEM simulation is dshbd solution as a method that gives
trustworthy results. In next section we will trysbow that the analytical model may be also
successfully used for that task. The FEM model dsethat purpose was meshed few times
in order to assure the convergence of the calomatand at the same time reduce its time.
We performed the simulation of the square membemné& was used to calculate the stress
distribution in the previous paragraph. All struetyparameters that were used for simulation
are listed below (Table 2.6).

Table 2.6 Structure parameters used for the FEM simlation

Parameter name Value
Membrane length 300m
Membrane thickness by
No 1.2-16° at/cn?
Rp 0.05um
Xj 0.5um
Gauge length 30m
Gauge width 3um

As a result, the simulation provided us with thezpresistor response to the applied
differential pressure. Fig. 2.43 shows us the ntimad sensitivity value (relative resistance
change) in a function of the gauge lengthnfl 1Qum; 2Qum; 3Qum) and a position on the
membrane (the coordination system is the same &g&yin2.40). At the same graph, values
obtained by using the analytical model are shows.the membrane is square, the gauge
orientation may be parallel or perpendicular torttembrane border. Values presented below

are calculated for the perpendicular case.
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Fig. 2.43 a) Comparison of the_normalizedensitivity value obtained by two different methodlogies.

Results are traced in the function of the gauge pi®n on the membrane and the gauge lengthpdm.
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Fig. 2.43 d) Comparison of the_normalizedensitivity value obtained by two different methodlogies.

Results are traced in the function of the gauge pi®n on the membrane and the gauge length 30n.

What can be easily remarked is, as we mentiondeedhat the results obtained by using
two different methodologies are in a very good egrent excluding the region of the
clamping zone. Nevertheless, it has to be notibad when we increase the gauge length,
such a difference decreases what is a result chtbkeaging effect. If we consider the gauge
length of 1um, it is affected by the local stress which changgsdly as a function of
position especially in the clamping region (Figd3. If we, however, use longer gauge, the
effective stress will be aaverageover the gauge length. Thus, the high stress vadae the
membrane border is dominant over the smaller swwess the substrate and it cause that
differences in perfectly and nonperfectly clampeddei are less visible than in case of the
very short gauge. If we, however, consider the gabgt is parallel to the membrane border
we rather do not profit from the averaging effestthe width of the gauge is quite small
(order of a few um). Thus, the analytical model meyvide us with the trustworthy results if
the gauges are placed outside the clamping zonef arad, when the gauge length is high
enough. As one can see at Fig. 2.43 c) if the géarggh is higher than about 8% (gt of
300um) of the membranes length the difference may lggeoted. If gauge is placed close to
the clamping zone, in the worst case where the ga@igarallel to the membrane border, the
difference does not reach 20 % and is rather likeelye smaller (Fig. 2.43 a)).

2.4.4 Simulation tool

All above mentioned facts were used to construetdidicated simulation tool. The idea was

to create the computer program that may be usedpiezoresistive pressure sensors
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simulation taking into account all specific pheno@ehat may be described by analytical
models. It has to be emphasized that this tool e@ated to help in the design of the sensor
which requirements were described at the beginointhis work. Thus, it is designed to
cooperate with the simulation tool that is respblesfor the electrostatic pressure generator
and is a subject of the other work. Such a synérthese two tools allows us to design

correctly the self-testing pressure sensor takirig account all specific constraints for our
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Fig. 2.44 The main window of the created simulatiotool.

Main advantages of our tool were to be the speadilctilation and multi domain analysis. In
order to create such a tool we used widely knownM4AB® GUI environment. The choice
of such a tool instead of popular VISUAL C++ wassen by the capabilities and experience
of the author in creating similar projects. Althbug similar approach has been already
published [72], it does not treat the sensor inuahscomplex manner (gauge profile
consideration, noise analysis etc.).

The main window of the tool is presented in Fig42and shows the functionality of the tool.
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As one can see, the tool is very simple and indwdkeparameters that the designer wants to
know about the sensor.

The very left part of the window is dedicated te #ensor parameters that are introduced by
the designer. In the top left corner, three paramsetlescribing the gauge profile are
introduced. Then, in the lower part, the parametérslicon as its base doping and Hooge’s
coefficient as well as the external temperature beget. Finally, the geometry of the sensor
like its lateral dimensions, membrane shape angtheto width ratio (rectangular membranes
only) are fixed. The middle left part of the windasvdedicated to definition of gauges lateral

dimensions, supply voltage and operating frequeanyge (used for the noise calculation).

The upper part of the window is divided into twaesns and is used only for visualization
purposes. The center window presents current dgmiofijje that is reconstructed basing on
the three fully descriptive parameters whereaddbperight window is used for a stress plot.

For the simplicity reasons, the stress window plotsxial stress value and may be switched
between longitudinal and transversal stress. Aaldkilly, it covers only one quarter of the

membrane because of symmetry reasons. Under thalizetion windows, two sets of sliders

are placed. They are responsible for the two gawgmsdy position. Because as we said

earlier gauges are placed in pairs, only two ofitimeed to be simulated in order to simulate
the whole sensors behavior.

The lower part is dedicated for the results. Thel forovides us with the main sensor

parameters such as:

* Sensitivity

» Gauge resistance

* Gauge RMS noise value

* SNR for minimum detectable pressure set to 1 mmHg
* Bridge power consumption

« TCS

« TCS

Presented tool is intended to be very simple anmgitive but at a time its capacities are

relatively large as it takes into account all pheeoa that were described in the analytical
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way and, at the same time, calculations are danestlin the real time mode (2 ms measured
by the internal MATLAB® function).

2.5 Conclusions

As it was mentioned in the beginning of this chapten overview on the all physical
phenomena that rule the piezoresistive sensor m@haere presented and described in an
analytical way. The state of the art knowledgehaf tnodeling was presented and the theory
was explained. Next, the important issue considetime strain gauge modeling as the
diffused layer was presented with emphasis on tpnd profile modeling and the possible
effects of wrong approach. In the third section, auerview on a FEM modeling was
presented to be then compared to the analyticatisnl The drawbacks and advantages of
two approaches were presented quantitatively lgaatinto the conclusion that in many cases,
the analytical model may be, if not the substitategly the solution that may provide us with
trustworthy results. Moreover, we proved that iotflne FEM analysis of the pressure sensor
is needed only in the mechanical domain becauggiegbresistive or temperature effects on
the electrical behavior of the strain gauge havieetaintroduced to the FEM simulator basing
on the existing analytical models or existing expental data. Finally, the dedicated design
tool was presented and described. The next chapleshow us how to use the developed

model in an efficient optimization procedure.
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3 Design optimization

and statistical analysis

The previous chapter was the base that allowed usderstand all issues that are related to
the modeling of the piezoresistive pressure semrertheless, it showed us how to simulate
the behavior of our system thatweell defined In other words, all techniques that were
presented may help us if we want to know whatdbkéned system will be but they add
absolutely no value if one wants designthe system having as input project requirements.
From the engineering point of view, sucllesignis always the most important task. In this
chapter, we will focus on this issue in details. Wil present how to use the presented
methods in order to perform the design processtandost important phase, the optimization
stage that is crucial for every designer who wamtdeliver the product that fulfills perfectly
the project requirements within the shortest pdsdime. In the same section, the case study
including complete design process will be presentdw second part, of this chapter will
focus on the statistical analysis and the fabecayiield related issues that are very important

from the industrial point of view when one wantgteate reliable product at high yield.

3.1 Optimization

3.1.1 Ideal design and FTR methodology

Let us consider typical design path of a systerit iagpresented in a Fig. 3.1. As one can see,
we always start with project requirements which e base for the next steps and which
have to be fulfilled. Then, the oldest engineeriaghnique that we called the “hand-made
calculations” is applied in order to estimate rdyghy the means of very approximate
solutions if the project is feasible. Of courseghsa step depends mostly on the designer’s
experience but in many cases there are many emgigegpproximations that allow us to

perform such a step. The next stage is the hedineafiesign and we called it the optimization
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loop. It is composed of three basic substages: lations, prototype construction and

experimental verification.

N
N
N

Prototype

T Final

______________ -- product

Initial

requirements

Fig. 3.1 Typical design and development process afiy system.

Such a methodology was developed after introduitiedCAD tools that allows us to limit the
number of prototypes and avoid unjustified coststhie reality, always after the simulation
phase, a few test runs have to be performed becemysz, or rarely, the results obtained by
simulation are accurate enough to design the dostaacture at a first time. Nevertheless, the
advance in simulation caused that today’s modelstaols are accurate at such level that in
many cases the FTR idea raised. FTRrst Time Right methodology is a very catchy word
on today’s simulation market. It covers the simolad environments that allow the designer
to perform all simulations in a virtual world arak a result, design the product that will be
perfect without any useless or imperfect prototyijee process, called virtual prototyping is a
series of simulation that allows us to simulate lblebavior of thedefined system and then
optimize it. In other words, not only we need the tool thall allow us to simulate the

defined system, but also to optimize it to our rseed

If we look again at figure Fig. 3.1, we may easgynark that if one wants to decrease time-
to-market, the duration of each step in the chast to be decreased. It is quite obvious that
the only step that we can really affect is the $ation process. Let us consider our particular
case of the piezoresistive pressure sensor. As amiomed, in order to design the whole
system, a multidomain analysis has to be perfornidte design path concerning the

simulation stage should generally look as followig)( 3.2).
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Fig. 3.2 Typical design approach of the piezoresige sensor.

Optimized

structure

As one can see in the beginning, basing on a hautkmalculations, we apply the process
simulator in order to find out what doping profiee may obtain. Such a step requires the
experience form the designer who, basing on thdéaim@tion tables [73] or easy approximate
calculators [74], will choose which dose, energg annealing time has to be applied in order
to obtain desired profile parameters. The problerthat at such a moment we do not know
how the gauge with obtained profile will work asvhole system before performing coupled
multidomain FEM analysis. If we then applied theigied analysis, at the output, we obtain
the results concerning the sensor performancehigintoment one has to answer the question
if the results are satisfactory and such a desigeady for fabrication or maybe it should be
changed. If should, the whole procedure shouldepeated so each step of the optimization
includes the complicated and time consuming FEMlyasa Moreover, the optimization
procedure very often requires thousands of modaluations so even relatively short FEM
simulation may lasts very long time in order to\pde us with desired results. Let us then

rearrange Fig. 3.2 a little bit as it is shown ke(&ig. 3.3).

Optimized

Process

structure and simulator

doping profile

Fast optimization

based on analytical Optimized

verification

model design

Fig. 3.3 Rearranged design path without FEM analysiin the optimization loop.

73



Chapter 3: Design optimization and statistical gsial

If we use our analytical model in optimization loogt the output we obtain the sensors
performances taking into account all physical plme@oa that were described in the previous
chapter including the influence of the doping deofiSo after such a stage, we will be
provided by the complete and optimized design ihiclg sensor geometry and gauge
parameters that fulfills our requirements. Afteatthwe perform onlyone FEM analysis
which has to verify the design taking into accotlna problems that the analytical model can
not deal with such as nonperfectly clamping coodgi and thermomechanical stresses. The
next and the last stage of the design is the aisapexrformed by the process simulator in
order to find the desired profile what is done oahce.As one can easily remark, such an
approach may dramatically reduce the design tindetlauns reduce costs of the development.
Until now, we have talked about the optimizatioragd as a part of the process so let us now

put some light on this issue.

3.1.2 Basics of the optimization

Optimization - the procedure or procedures usednake a system or design as effective or
functional as possible, especially the mathematitagdhniques involved.

Such a definition tells us that there exist soméheraatical tools that allow us perform the
procedure that, at its output, provides us with gsbkition that fulfils our requirements. In
other words, if we are capable to define our sydbgrthe mathematical function, we are able
to define project constraints and then, apply tla¢hematical apparatus that is able to propose

us the best solution to our problem.

Principles

Basically, in a mathematical sense, optimizatiothés operation of searching the value of an
argumentx for which the functionf(x) reaches its minimal or maximaklue (generally
algorithms search for the minimum value). The fibio developed the mathematical method
of optimization was Gauss with his “steepest deSadgorithm. After him, over the years a
lot of mathematicians working on such a problemludng: Richard Bellman, Leonid
Khachian or even John von Neumann to name but a Tdwe basic example of the
optimization is presented on Fig. 3.4, where fuwncti(x) is a quadratic function which
arguments are from the set of real values. For aucdse the point that we are looking for is
x=0.
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Fig. 3.4 Simple example of optimization.

Such a method where we are dealing with a fundhahhas one output variable is called the
single-objectiveoptimization. Additionally, if we define a set afguments in which we are
looking for the optimal one to be, for example, theal set, our problem is called
unconstrained because we may use every value of this set. Iryraagineering applications
it is obviously not the case because the enginesr dways to deal with the project
constraints and thus, a set of function argumeats tb be narrower so lower and upper
borders have to be defined. For example, if we idensgain the function shown at Fig. 3.4,

and if we define our set of arguments to be defatbllows (3.1)
x0(0571) (3.1)

the solution for our optimization problem will bleet argumenk=0.5. The kind of problem
that we presented is called one dimensional bedaigsa function of only one variable In
the real world, we have to deal with many designabdes as in the case of piezoresistive
pressure system so in real applications the cansttamultidimensional optimization is the
case. Moreover, in our case as we could remarkapter 2, the function that describes the
behavior of the pressure sensor is highly nonlindaforces us to use an optimization
algorithm that deals with such a problem.

There is a lot of works presenting the optimizatmwablems and algorithms [75, 76, 77] and
we will not explain them as it is not the topictbis work. For our purposes, the most suitable
and, at a time, simple algorithm called the sedakmuadratic programming which was
described in details in [78] is used.
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In case of a nonlinear problem, the sequentiatafitee) algorithm is used in order to solve
guadratic subproblem [79] in each step. During estelp an optimization procedure that is
based on Hessian matrix, which allows us to compliée search direction is used. The
problem may be easily solved in MATLAB® environmewhere the built-in function

fmincon [80] is responsible to deal with such task.

3.1.3 Two-phase optimization algorithm

If we look back at our sensor model, we can comside be a compact model with the design
parameters at its inputs and its performance abtiteut what may be presented as follows
(Fig. 3.5).

Ns S
Rp P

X Complete R

Xposition |::> |::> Vnoise

Yposition SNR
Length mOdeI TCSi
Thickness TCSv

| Temperatue | TCo

Fig. 3.5 The compact model of the piezoresistive @ssure sensor.

In other words, the mathematical function that dess our sensor has 8 independent
parameters including sensor geometry and gaugeleprdéscription and generates eight
output values such as sensitivity, resistance asidenvalues with corresponding thermal
drifts. Such a problem is calledultiobjective problem and it is well known in the literature
[81]. Its mutliobjectivity is the reason that theéseno clear one value that has to be minimized
or maximized but a set of output values that vdtgroareconcurrent. Such a problem has to
be treated in a special way and one who presenhtedtiwas Francis Edgeworth [82] but the

problem was later generalized by Vilfredo Pare®),[80 let us look closer at such a problem.

How to solve multi-objective problem

The simple multiobjective problem which deals wiitle maximization of only two objectives

is schematically presented at Fig. 3.6.
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Fig. 3.6 Simple two objective function.

y: andy, are the output values of a functifm) wherev is a vector of input variables and is
not limited in its dimensionv(= (X1, %, ..., %)). AS one can see, there is a specific pointat th
graph(Yimax Yomax at which both variables have their maximal possualeiesyimax andyamax

at the same timeédowever, very often in the real life such a solatis not possible because
output variables areoncurrent. It means that if one of them increases the sedmsdto
decrease. It creates a surface of the feasiblgrmes$kig. 3.6) that may be produced without
broadening of project constraints. The frontiemlastn the surfaces that covers feasible and
unfeasible design is called the Pareto’s curveavet®’s surface (for three or more objective
problems) and it represents best possible desifms.plural word tesigns” is important
because there is no one best design that may pes®d in such a situation and, as a result, a
trade-off between the two values that has to besaeljl regarding the project requirements.
This is the moment when engineering experiencendfedps because one has to decide about
“how much” we can decrease one output value inroi@eain on the second one. Thus, it
would be desired to have a tool that helps thegdesito perform such a step.

Considering again the example shown at Fig. 3.6damagine which design is the best one
if we do not want to think about trade-offs andtjéiad the best solution laying on the
Pareto’s surface. Intuitively, the design thatestbcompromise between the two values is the
one which is the closest to the ideal designmi Ymax point). In other words, the
multiobjective optimization of two output variablesay be reduced to the single objective
problem which deals with the minimization of theckdian distance between optimal design
(Y1opti Yoopt) and ideal designy{max Yemay (Fig. 3.7).
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Fig. 3.7 The principle of converting multi into sirgle objective problem.

Thus, we want to propose a two-phase optimizatidgorghm which reduces the
multiobjective problem into the singleobjective ofide algorithm uses for both phases the
sequential quadratic programming minimization atton.

Let us consider our pressure sensor where theifumnathich describes the system has both
eight inputs and outputs. In the first phase, fwe project requirements like maximal and
minimal membrane dimension as well as gauge pamn)ed set of eight single objective
minimizations is performed in order to find theatldesign Yimax Yomax--- ¥max that can not
be built.

The second phase, as it was mentioned earliernrmzeaithe goal function (3.2) in order to
find the optimal final design.

f (Xl 7X2 1o XS) = \/(ylmax - ylopti )2 + (y2max - y20pti )2 oot (y8max - ySopti )2 (32)

Such an approach allows the designer to obtairofiienal set of the design variables that
allows to fabricate the sensor which is optimathie mathematical sense (best compromise
between all output values).

One important remark that has to be placed heteaisbefore any optimization, the model of
our sensor has to be modified in order to havdasainput and generate at its output only
normalized values. Such an assumption is extremely impoftam the mathematical point
of view and it has a dramatic impact on resultsoif properly applied. The easy example that
we can imagine is again two objective optimizatitihwe, for an example, calculate the
resistance value that usually is given in thousasfdshms (let us say 500Q) and if the
second variable will be the thermal coefficientesistance which is usually given in ppm (let
us say 500 ppm) the ideal design will be descritpethe coordinates of (5000,0.0005). It is
almost obvious that our algorithm will propose U tdesign with the extremely high
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resistance value with almost random thermal caefiicof resistance because eveM @R
will be few times greater than its optimal valuevitl have almost any impact on a relatively
huge resistance value and thus, on the Euclidistamte when the minimization would be
performed. As there are different existing methofdsormalization, in our case all output and
input variables are normalized using the simplestar normalization method to the range of
<0,1>.

Design tuning by introduction of weight coefficent

As we mentioned earlier, the design that is progasg our two-phase algorithm is an
optimized design but only in the mathematical sehseeal application very often the output
parameters may be divided into crucial or no ciummes form the project requirements point
of view. For instance we can easily imagine thesguee sensor that has to be extremely
sensible but the resistance may take any valuathier words, there are some parameters that
do not have to be optimal or even are unimportanthe final product overall performance
depending on an application. In such a case, thiener may have much more freedom
during the optimization and provide us with muchtdrevalues for crucial parameters (Fig.
3.8).

Optimal distance
Y2 4 o
for some application

Q_/:Lm YZmax)

Y2max

distance

(yloptia YZopti)

[

Yiacc  Yimax Y1

Fig. 3.8 Application driven optimization wherey; value may be lowered to its acceptable valugacc

Such an approach may be called the applicatioredroptimization. It has to be said how we
can “tell” that optimizer may sacrifice some paré@nend how much. The answer is that the
goal function (3.2) by adding so-called weight d¢oefnts wi,ws,...,ws that will be

responsible for it. The modified goal function nthgn look as follows (3.3).

2

f (Xl 7X2 1o XS) = \/(lelmax - ylopti )2 + (W2y2max - y20pti) oot (W8y8max - ySopti )2 (33)
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Such introduced weights may tell the optimizer howortant corresponding parameters are
for the designer and thus give it more freedom wdesarch for an optimal solution.

3.1.4 Optimization tool

Basing on all previous facts, we decided to eximmdsimulation tool by the module that will
be able to handle the optimization task. The md@aiwas that our tool as its input should

have the project constraints that are listed bgtanle 3.1).

Table 3.1 Design variables used in the optimizer.

Input (design) variable Unit
Membrane lengthl(y,) um
Membrane widthwm) um

Membrane thickness,() um

Gauge lengthL(y) um
Gauge widthI(g) um

Max. concentrationNy) at/cn?
Implantation peakRp) um
Gauge thicknessx{) um

What the designer has to do is to introduce theetoand upper bounds of each design
variable in order to formulate constrained optirti@a problem. Then, the optimizer runs the
first phase of our procedure and shows us setesfjd parameters that have to be applied in
order to obtain designs that are optimized for amig output value such as sensitivity or
resistance value. Next, the global optimizatiopaesformed that provides us with the solution
which is the trade-of between all output valuesth@ last part, weight coefficients may be
adjusted by the designer and the global optimingtibase may be performed again in order

to satisfy the designer needs. The main windowuotaol is presented on Fig. 3.9.

As it was in case of the simulation tool, the msgreen is divided into sections. In the top left
corner, project constraints for all design variabége introduced whereas in the top right
corner the results section is placed. In this eact few sets of output parameters are shown.
The first five are the sets of sensor performancaihgle objective optimizations whereas the
sixth set is the global optimal design so it is tesult of the second phase. The bottom left
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corner is dedicated for the weight coefficients dodour purposes only four of them are
possible to apply (it may be extended to all emgdfficients).
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Fig. 3.9 The main window of the optimizer tool.

In the middle, the solution appears which is nagletse than a set of the design variables that
has to be used in order to obtain the desired pedoce. In other words if the designer
performs the optimization stage and adjust thegdet its needs, the optimizer will “tell”
him how to do that.

Let us talk about the performances of such an a@gbroAs we mentioned earlier one
simulation of the whole sensor last about 2 ms éuesl by the internal MATLAB®
function). For example, one single objective optiation needs about few hundreds of model
evaluations (an average value tested by authomlbmut 10 different starting points and
project constraints). It means that the first phafseur algorithm may easily reach thousand
or more of function evaluations. It means that Wiele optimization procedure may last
about 4 seconds. If we then apply the second pbiades optimization, we have to say that
the whole optimization procedure lasts rather nogéy than few seconds. Recall that one
complete analysis in ANSYS® environment lasts at#lseconds. If we then multiply it by

one thousand it gives us two thousands minutes istejual t6 hours! For only first phase
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of the algorithm and these are just the rough taticns. If we then estimate that each phase
of adjusted optimization of the second phase nedxdsit 100 evaluations it will add us
1 additional hour each. It is then clear that thalgical solution is much more convenient if
one want to design the optimized product. Of cquesewe said, at the end of our design
process the detailed FEM analysis is necessarfid@okcthe influence of all phenomena that
are not taken into account by the analytical mdo@ the design time should decrease
dramatically, making the piezoresistive pressurasge design to be the quite simple

procedure.

3.1.5 Case study — optimization example

Let us consider an example that allows us to foltbes whole optimization procedure. We
can easily imagine that our pressure sensor mayplédeed in many environments. For
instance, we may fix the project requirements tgpecified as it is shown in the table below.
(Table 3.2).

Table 3.2 Exemplary project requirements.

Input (design) variable Technological constraint
Membrane lengthl(y,) <400um
Membrane widthwm) < 400um

Membrane thickness.( > 5um

Gauge lengthl() <40pm
Gauge widthI(g) > 3um

Max. concentrationNy) (10%+ 4.10° at/cn?
Implantation peakRp) <0.lum
Gauge thickness«f) > 0.3um

If we imagine that the interesting output values #re sensitivity, resistance value and
thermal coefficient of sensitivity, then after pmrhing the first step of our optimization

procedure, the best possible value will be givealgle 3.3.

Table 3.3 Results of the first phase of the optimiion procedure.

Output value Best possible value
Sensitivity [uV/V/ImmH(g] 152
Gauge resistanc@] 34520
TCI, [ppm/°C] 0.4
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Then, the mathematical optimum is calculated ardfdliowing values are proposed (Table
3.4).

Table 3.4 Optimum values calculated after the secdmoptimization phase without introducing weights.

Output value Best possible value
Sensitivity [uV/V/ImmH(g] 139
Gauge resistanc@] 34000
TCI, [ppm/°C] -1012

As one can see proposed solution gives us very gatite of the sensitivity and gauge
resistance while th€CS stays at quite high level. The proposed set abdegriables that is

proposed is then shown in Table 3.5.

Table 3.5 Proposed set of the design variables calated after second optimization phase.

Input (design) variable Proposed value
Membrane lengthl(y,) 400pm
Membrane widthwm) 400um

Membrane thickness() Sum

Gauge lengthl() 40 pm
Gauge widthI(g) 3um

Max. concentrationNy) 10'® at/cn?
Implantation peakRp) Opm
Gauge thickness«f) 0.39um

As one may easily remarked the membrane is proptsée as wide as possible and, at a
time, as thin as possible what is quite obviousef recall the membrane mechanics form

chapter 2. The gauge was set to be as long adbfgasid as narrow as possible what increase
the number of “squares” and thus, increases thgegagsistance. The gauge doping level is

set to be minimal as it gives us the highest ptssibefficient of piezoresistance and increase
the resistivty. Let us then modify a little the glei coefficients by decreasing the resistance
and sensitivity value which are quite high. Theulesof such a modification and a

corresponding design variables are given in TalleaBd Table 3.7 respectively.
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Table 3.6 Optimum values calculated after the secdmoptimization phase after introducing weights.

Output value Best possible value
Sensitivity [uV/V/mmH(g] 99
Gauge resistanc@] 7534
TCI, [ppm/°C] -256

Table 3.7 Proposed set of the design variables calated after second optimization phase and introduion

of priority coefficients.

Input (design) variable Proposed value
Membrane lengthl(y,) 400um
Membrane widthwm) 400pm

Membrane thickness() Sum

Gauge lengthL(y) 40pum
Gauge widthI(g) 3um

Max. concentrationNy) 1.33-18° at/en?
Implantation peakRp) Opm
Gauge thicknessx{) 0.46pum

As one can see the geometry of the sensor stafe aame level while it not influences the
thermal coefficient of sensitivity. The only paraers that were changed are gauge parameter
as doping concentration and junction depth. Suetodification was necessary in order to be
close to the optimal point from Fig. 2.21 what,aasesult, lead to decrease in the sensitivity

and the resistance value.

3.2 Statistical analysis

If we know how to use our developed analytical nhdde simulation and design of the

piezoresistive pressure sensor, let us try to battdch the real world. It seems to be a well
known problem when the design that is perfect nual world does not perfectly match the
real conditions. There is a lot of reasons of sadiehavior starting with model imperfection
that always are more or less the approximatiorhefreal world. The other problem remains
the fabrication imperfection. We can easily imagdinat in order to obtain the sensor that we
need, the optimizer may provide us with the membrtlaickness equal to 3.456 pm but are

we really able to fabricate it? The answer is nd as far as the precision of the electronic
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equipment increases the results are better bdteasame time new techniques appears that
encourage us to make smaller things so the predasistill not enough.

Considering all above mentioned fact, the realgteshould not only show the solution that is
ideal but also should take into account the inteté. In fact all predicted parameters of our
sensor should not only be given as a value bytaakible sources of errors should be taken
into account and the range of output parameterldhmidefined. In this sub chapter we will

try to show how to use the analytical model in otdeperform such an analysis.

3.2.1 Why the statistical analysis?

There are different methods of calculating theuefice of parameters incertitude on output
function describe in literature. The most simple #me most popular is an analytical method
based on the derivative calculation. If we consitter functionf(xy,x,...,%) where each
parameter is estimated with known maximal errovi®f, 4xs,..., 4%, we may estimate the

error of functionf basing on the incertitude of its arguments ugag).

_0F (X% %) a O (X% ) O (X% 0... 1)
= A n) A, ... Ax (3.4

Af (X, %, ..., X,)
Such a method may provide us with the sensitivitihe output value for each parameter and
also with the worst case calculations if we knowatvthe maximum incertitude for each
parameter is. Unfortunately, even in case of ait@lyimodels the derivative may be quite
complex. Moreover, the second problem is that ifbase of such an approach, we do know
nothing abouthe distribution of the output value. In other words, we can edsilggine that
the designed value is equal to 1 and if we caleulausing (3.4), we may obtain values in
range of <0.5;1.5> but what about distribution? M&ap9% of our values will be in the range
of <0.99;1.01> what is great and maybe contrarijydl% of values is in the range of
<0.6;1.4> what may be catastrophic. In such a d¢aseuld be desirable to know the exact
distribution of our values.

If one wants to know what the distribution of outmalues is, it is necessary to know the
distribution of the input parameters. The distibuof in a simple definition, is a set of
probabilities of occurring of certain value in thgecified range. The exemplary distributions

are shown in Fig. 3.10.
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Fig. 3.10 Sample probability distributions: the Gawssian (normal - left) and uniform (right).

The Gaussian (normal) distribution is one of thdest one and it is given by the Gauss

function in the following form (3.5).

f(x)= 12]Tex Mj (3.5)

o 207

WhereM is the mean or the expected value and a standard deviation value that tells us
about the spread. The problem is that if we evemkihe distribution of the input variables it
is quite tedious to use (3.4) in order to find th&tribution of our output functioh And this

Is the moment when statistics comes.

Having developed the analytical model of our senshich is very rapid, we may easily
imagine that we can perform many simulations iregy\short time. Such a feature enables us
to perform the statistical analysis. Basically, #ogiven set of entry variables generated by the
optimizer for our design, we generate multiple inpets. In each set the design variable value
is generated according to the probability distidutthat is set by taking into account
different incertitude sources. Then, for each geedraector an output value is derived so as
a result, after such an analydsstributions of sensor performances are given.

Of course, the main problem is how many analyseshweeld perform. Is one thousand trials
enough or maybe it is far too much? In order tonemghat question we propose to use some
criteria that tell to the program when to stopfdat our method is an example of duaptive
approach where the algorithm checks the conditemmsstops when they are fulfilled. In our
approach we monitor one parameter that describessphead of values — the standard
deviation. We then set criteria that if such a eatonverges (for an example next calculated

value is not higher or lower than 10% of the meatu®) the algorithm is stopped. On an
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example, thenormalized standard deviation value graph in the functiomwhber of trials is
shown (Fig. 3.11).
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Fig. 3.11 The standard deviation value in functiorf the number of trials.

We may observe that in such a particular case uh#ber of iterations that are used is limited
to about 180. Such an approach may reduce the datigputime dramatically and assures us
that the results are valid. Of course we may tighite convergence range to, for example, 1%
what will result in increase of the computationeifout it has to be emphasized that even for

five hundreds trials the total computation timel wdt be longer than a few seconds.

3.2.2 Process characterization

As we said earlier, in order to perform the stat#tanalysis, the distributions of input values
have to be known. The sources of incertitude mayiffierent but generally they have two
origins: equipment imperfection and human erransthe next two short subsections we will

try to give some overview of the problem.

Equipment incertitude

It has to be emphasized that all facts presentes dreindicative and should be adjusted for

particular process and fabrication equipment. Bachnological step may be performed in
many ways using different machines, so everybodnmhg to use presented statistical
analysis are obliged to characterize it in ordedron the correct conclusions.

Let us start with the material that should be pssed. If we are talking about the pressure
sensor, the most important part of the system esntiicromachined membrane. There are
many techniques that allow fabricating such a stinecstarting with etching techniques like

KOH etching or dry DRIE etch. In our approach we ke SOI wafers with predefined

device layer thickness and after that we use the dade layer as the etch stopper.
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Nevertheless the products that exist on the maeetlso imperfect. If we use for example a
5 um thick SOI layer its thickness will be given byetiwvafer vendor with some incertitude
(for example +0.5um what is a standard value. It would be then ddstee know the
distribution of the thickness. For that case wdgrered the statistical analysis of the ten SOI
wafer with such a specification basing on a sevantstandard measurement technique. The
histogram of the wafer thickness is given in Fig.23 The mean thickness is estimated to be
about 5.1um with standard deviation of 0.18n. Talking about geometry, it is important to
know what the precision of processes that are pwdd in the particular cleanroom
equipment is. Some data may be gathered form thapmgnt datasheet like the
photolithography incertitude but the other havédccharacterized in the field by the machine
operator as it was mentioned earlier.

25

Frequency of appearance

4.6 4.8 5 5.2 54 5.6 5.8 6
Thickness [um]

Fig. 3.12 The thickness distribution of SOI wafer ith nominal thickness of 5um.

Human errors

In fact, the process that has very high impacthenfinal product is the photolithography as it
Is responsible for the creation of any shape. Thablpm is that each machine has its
particular mechanism of the alignment and thusexifipd error. There is, however another
important aspect — the human error. We can easifigine the simple alignment marks that
are used during alignment stage as it is shownbghag. 3.13).

Perfect Maximal
alignment reasonable
error

Fig. 3.13 Sample alignment marks.
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On the left handed side we can see example ofdieqt alignment which is rarely obtained.
Very often some shift form the final position ocglout nevertheless, the maximal reasonable
error that may be done by the user is shown omighé handed side of an image. Taking into
account the fact that we will always try to achig¢lie perfect results, we may conclude that
the distribution of the alignment errors may becdégd by the normal distribution where
almost all values will be within the range shown tbe right. If we look at the Gaussian
distribution we can easily remark that almost 88.9%) of values are grouped in range of
EX £ 30 whereEX is an expected value ands the standard deviation.

Similar procedure may be performed for photoregestelopment phase or etching process
and for all input values the incertitude has to defined. For our case (basing on the

experience of the operators, the following valuesenused (Table 2.1).

Table 3.8 The incertitude value for each of the d&med variable.

Input (design) variable Maximal error
Membrane lengthl(y,) +2um
Membrane widthwm) +2um

Membrane thickness() +0.5um

Gauge lengthl() +0.5um
Gauge widthI(g) +0.5um

Max. concentrationNs) +2%

Implantation peakRp) + 5%
Gauge thickness«f) +5%

The difference in the incertitude of the membraaterbl and the gauge dimensions is that
gauges are fabricated by the ion implantation tfinothe screening oxide layer and their
dimensions are defined by the holes in the phosirefhe membrane formation process,
however, includes the etching stage that introdwsesetching effects. Implantation errors
are totally based on the data gathered at ourdadagrand will vary in other labs. In our tool,
the distribution of the input variable may be easitroduced as the analytical equation and
changed quickly to any distribution that is possilbb describe analytically. Taking into
account that we are dealing with the real, physjmalcesses where incertitude maybe
introduced by many factors described earlier, &8t tanalyses we choose that all input

variables have the Gaussian distribution.
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3.2.3 Data analysis

Having defined distributions of all input paramstere may perform the analysis. The main
point is that we can perform it but the more impottthing is to how interpret the data.

3.2.3.1How to interpret data?

Let us imagine that we performed the analysis 20 trials which at the end provided us
with the sensitivity histogram as it is shown ig.F8.14. The mean value is estimated to be
about 55.5.V/V/mmHg with standard deviation of 0.97.
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Fig. 3.14 The sample histogram of the sensitivityalue.

What can be concluded from such a histogram? ¥ins# are able to calculate the expected
value that will be the most likely value to app€Emnen, the most important, the probability of
fabricating the sensor that will be characterizeth the sensitivity value from defined range
may be calculated. The last information is crutmam the industrial point of view because if
we imagine that project requirements of our sendefine the minimum sensitivity value to,
for example, 54, we may then say approximately hwamy sensors that have better or equal
parameters will be fabricated.

In other words we may try to estimate the producteeld of our sensor. In fact there are
some advanced approaches used for the yield poadif®4] which gives a good results
basing on data provided by IC fabricants. Theyamtmized for integrated circuits and deal
with specific problems which are not the case nelatively simple process as we are using.
Therefore our approach is designed to be simpleeasg to use, but as we said, it has to be
based on particular cleanroom equipment data.
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Going further, by changing only one entry paramateertitude while keeping other ones at
unchanged level, we are able to compute which desagable has the highest impact on our
design. In other words, after the design and opation stage we may try to identify the
parameter of “high risk” and try to focus on teclugical process steps that are the most
critical one or modify our design. Moreover, suchamalysis may provide us not only with
the influence on the output value but may alsougldbout the distribution of an output value.

The exemplary result of such an analysis is preseo¢low (Fig. 3.15).

Implantation peak
Gauge width

XX Gauge length

E= Junction depth

[ Surface concentration

T T T T T T T
0 2 4 6 8 10 12 14 16 18 20

Impact factor

Fig. 3.15 Exemplary result of the sensitivity analsis.

One may easily remarked that the parameters the tiee highest impact on the resistivity
value are the gauge lateral dimensions and imglantaparameters excluding the

implantation range that may be neglected.

3.2.4 Offset prediction

If we look again at the equation that describesdii@nge of the output voltage (2.24), we
may notice that in case when there is no pressppdéed (so no resistance chang®
occurs), the output voltage of the bridge shoulé@dpeal to zero.

Nevertheless, due to the process incertitude, autdse occurs only if all four resistors that
form the Wheatstone bridge are identical and d@#roonnections are also. If they are not,
some voltage signal appears at the output of tmsoseunder zero differential pressure
applied; such a voltage is called the offset valuet us present what is the graphical
representation of the offset (Fig. 3.16) considgthmat the sensor response is linear.

Such a voltage is highly unwanted as it can dral§ienfluence the dynamic range of the
sensor. Thus, it would be desired to know it anck lvee may use our approach which may

take into account all parameters that may causdifiference between each resistor. The
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problem simplifies as we treat that the distanceween structures is small so we may
considered that, for example, the annealing tincetamperature as well as local variation of

the screening oxide thickness are the same for gaafpe.
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Fig. 3.16 Graphical representation of the offset dtage.
It may lead us to the conclusion that only the getyrrelated issues may affect the resistance

values and thus, if we provide the data aboutrtbertitude of geometry reproduction we may
try to predict the offset value.

3.2.5 Statistical design tool

Consequently we decided to create the computerrgmoghat will allow the designer to
perform the full statistical analysis. The main dow of our tool is presented below (Fig.
3.17).
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Fig. 3.17 The main window of the statistical tool.
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As one can see the left section is dedicated todate the design that we want to analyze
and define the incertitude for each parameter. figiet section contains six windows that
provide us with the histograms of the desired dutparameters. Each histogram is
characterized by the two fundamental values: exgecalue EX and standard deviation STD.
If one wants to approximate the probabiltyf the occurrence of the value form the specific

range, it is necessary to calculate it by usingstheple formula (3.6).

pP=—"= (3.6)
WhereN; is the number of values that are in the specifgeawhileN; is the total number of
trials. If someone, however, wants to roughly eatanthe probability? basing only on the

expected valu&X and standard deviatiar it is possible to use the Chebyshev’s inequality

[85] (3.7) where th& parameter is a natural number bigger than one.
kljl,P(x 0(EX -ko; EX + ko)) > 1—k—12 (3.7)

To summarize, such an approach may be appliedefvwents to have an overview on the
potential sensor characteristics before the fatoeatep but the price that have to be paid is

the equipment characterization that has to be ragueri.

3.3 Conclusions

In this chapter, the previously developed analymeadel was used to create two design tools.
The first one, needless to say the most importaet @& the optimizer. It uses an approach
based on a two phase single objective optimizadmproach in order to solve multiobjective
problem. It uses the standard sequential quadpsigramming algorithm implemented in
MATLAB ® environment. As a results, the design thaets the project requirements may be
found efficiently in a very short time.

In the second part, we showed the possible appribathuses the statistical method based on
the experimental data in order to predict how tharacteristics of the real sample will differ
form the designed one.

It has to be emphasized that all above mentionedegiures are feasible in a traditional way
of iterative FEM analysis but applying of our apgeb may reduce the design time by using
extremely fast analytical methods. Therefore, aifremtidesign path was proposed that uses
only occasional FEM analysis.

Now, the results of simulations and calculationénsy be faced with the real world so in the

next chapter will focus of samples fabrication ahdracterization.
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4 Sensor fabrication and

measurements

The final part of this work will present the expeental work that has been done in order to
verify all facts presented in the two first chapbercause, as it was mentioned earlier, the
weak point of each modeling technique are modelsiwhot always match the reality. In this
chapter we will present the technological procdsd tvas used in order to fabricate the
piezoresistive pressure sensor. Then, the measntessteip that was used to characterize the
sensor will be presented what, as a result, waltilas to experimental results. Consequently,
we will compare the results with the simulation atdcuss possible sources of mismatch
between them. As a supplement, we will describeptioeedure and test structures that were
fabricated as the result of the proper investigatad the author in order to measure
experimentally the thermal coefficient of resisinn P-type silicon for different doping

levels.

4.1 Technological process

The whole process was conducted at the LAAS labordiy using own equipment for all
necessary steps. The fabrication facility of tHeolatory contains two basic blocs, the main
cleanroom used for semiconductor processing angdhbkaging facility. The cleanroom has
about 1500 rmof the surface and is divided in two zones. Finsé with the purity class
10000 dedicated for general processing and thendeaoe with class 100 for the complete

photolithography process (photoresist depositiosylating and photoresist development).

4.1.1 Fabrication steps

Basically, two types of sensors were fabricated: dliferential and the absolute one. Recall
the second chapter and especially Fig. 2.3 we teepdrform two different processes in order

to do that. Generally, the absolute sensor difiens the relative in one way-the space under
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the membrane is closed (called the cavity) ancetisea vacuum inside. Therefore in fact the
process for both cases is similar excluding oneontamt stage that will be explained. As we

said earlier the core of our sensor is the membaadeas it was shown later the thickness of
it is crucial if one want to fabricate the sensathvihe desired (designed) parameters. In the

next subsection we will focus on the membrane &albing issue.

4.1.1.1Membrane fabrication using SOl wafers

Over the years, many techniques were developedier ¢o form the silicon membrane layer.
The crucial case for the membrane formation protes$ise control of the thickness and its
uniformity. One of the simplest and oldest, butimgvgood results, method is the silicon wet
etching with the KOH solution. Basically, becau$¢he cubic, diamond like crystal shape of
the silicon lattice, the anisotropy occurs alsoiryrthe wet etching process. As the
mechanical properties of the silicon differs witie torientation, also the bonds strength does.
It enables us to etch silicon along some crystadlplic planes more easier than along others.
Thus, we can easily imagine that we may choosevtifer orientation in such a way that the
result of etching will always produce the planet tisgparallel to the wafer surface what may
create the membrane. In practical applications seethie wafers cut in (100) plane. In such a

case, the etching of masked silicon will be lookadlews (Fig. 4.1).
Photoresis

— T~

o4.7,

Silicon (100) plane

Fig. 4.1 Anisotropic KOH etch of silicon in (100) fane.

As one can remark, it enables us to create the mesmalwith easiness but one has to take into
account the 54.7° angle during the mask designest&tyen much more complicated
structures may be obtained by using this technigaeiding multilevel structures fabricated
with only one single mask [86]. The process conisofuite good so we are able to etch
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silicon with the precisions of about 1 pum. The ate depends strongly on both temperature,
etch rate increases with it, and on the percertégeare KOH in the solution and the higher it
is the slower etching occurs (Fig. 4.2). Moreovbke uniformity of the membrane has to be
assured as we do not want to introduce any roughti@®ughout the etching process.
According to the literature [74], if one wants tesare the flat surface after etching the
solution must contains at least 30% of pure KOH #mal initial roughness must be as

minimum as possible.
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Fig. 4.2 Etching rate dependence in a function obmmperature and the percentage of pure KOH in the

solution [74].
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The KOH method, while it is a wet etching techniques the one of the favorite industrial
method because it is possible to etch multiple vgad¢ a time. Moreover, it provides us with
the great uniformity over the wafer area if theform temperature distribution is assured.

The second possible technique is the deep reaidiveetching (DRIE) of silicon. Such a
technique is an example of the dry etching techmigumong different techniques one of the
most known is the Bosch process [87]. The specaiség (S§) are introduced and then the ion
bombardment of the unmasked areas occurs what teattie reaction of silicon with ions
and, as a result tigotropic etching. After that, the passivation layenKg) is introduced to
stop the etching. Then, same procedure is repeatadoop what, as a result, gives us the
highly anisotropic etching profile due to the ion bombardment whidcuws only at the
bottom and not at the sidewalls. It is usually préed that the angle of anisotropy is in order
of 88° to 92° and is better controlled when the ehision of the etched structure are smaller
(in order of tents of micrometers). The DRIE despits advantages, has also some
drawbacks. Firstly, the equipment is extremely @spee in relation to the KOH etching and
we may process only one wafer at a time what leads the obvious conclusion that the cost
of manufacturing increases dramatically. Moreovfethe relatively deep and large areas has

to be etched the nonuniformity problem appears thewhole wafer area.

As one can remark, both presented process mayeoedusing the membrane formation stage
but they have to be controlled in extremely precisnner in order to obtain the desired
membranes thickness. As the membranes used fasupeesensors fabrication ten or more
years ago reached easily 20 or 30 um that was aatcaal problem. If we, however, want to

shrink our sensors to the size of few hundreds iofans, the thinner membrane have to be
fabricated with good thickness control. A milestanghat field was the introduction of the

SOl wafers. Such a structure consists of a thitdssate silicon layer, a thin oxide layer and a
thin silicon layer with the controlled thicknessgF4.3 a)). As both KOH and DRIE process
are highly selective between oxide and silicongath (about 100), the thin silicon layer
may be easily use as a stop etch layer for bothegses (Fig. 4.3 b) d)). Once the etching
arrives at the oxide interface we may stop the ggesand then etch the silicon dioxide by
selective HF solution (Fig. 4.3 c) e)). Neverthelege have to keep in mind that in our
application we are strongly limited for the ovemdilinensions of the sensors. As it was shown
earlier the wide of 700 um is a limit. If we theaké into account that the membrane was
designed to be 300 um wide, for our purpose we lthesen the RIE technique as it does

need additional space at the backside of the wWafgr 4.1).
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Fig. 4.3 An example of using SOI wafer a) for the embrane fabrication by DRIE etching b),c) and KOH
etching d),e).

Such a technique allows us to buy the wafer withttiickness that we want and then use the
standard etching process without extremely care@uitrol as it is necessary in case of

standard silicon wafers. As always, such a solutias to have some drawbacks and in this
case it is the price of SOI wafers which is abdutifnes higher in comparison to the standard

Si wafer.

4.1.1.2Classical MEMS process

The process that was developed in order to falericat sensors is a quite standard (in terms
of used techniques) approach used in the MEMSdation. It contains eleven mask levels in
order to fabricate the desired structure. Two basits were designed in order to test two
types of the membranes — the square and the redtarane. The set of two masks used for
the fabrication are presented below (Fig. 4.4).

The membrane size is 300 um x 300 pum for the squarabrane and 300 pum x 900 pum for
the rectangular one. The interconnections thatoardhe membrane are made of heavily
doped P++ regions what reduced the thermomechastiealses that appears when the metal
is placed on the membrane (high mismatch betweermid coefficients of expansion). The
overall chip size for two cases is 720 um x 2000 (tira maximal cell size according to the

project specification).
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Fig. 4.4 Masks of two types of the sensor: with sque (up) and rectangular (bottom) membrane.

As we said earlier, there is only one differenceneen relative and absolute pressure sensor
but it is a fundamental one. Basically, in casehef relative pressure sensor, the “electronic
part” of a system that contains all implanted dtreess and metallic interconnections is
fabricated on a SOI wafer. Then at the end, asatbtestep, the membrane is created by using
the DRIE process as it was shown in Fig. 4.3. Ifwant, however, fabricate the absolute
pressure sensor, the sealed cavity has to be nmaeee are different techniques of sealed
cavity formation but they used in common the precést, when presented, enabled us to

push the limit of the MEMS devices — the wafer hogdrocess.

Wafer bonding — the process of connecting two wafsrof the same or different material

in a permanent way.
Since it was introduced twenty years ago it opahedpossibilities that were not achievable.

By using it, a new type of the absolute pressursas [88], accelerometers [89] as well as
new packaging techniques emerged. There is a lgbad works in the field of wafer bonding
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that have been done [90] including anoding, euwtedtitermediate layer and direct wafer
bonding dealing with drawbacks, advantages andifesitthat they offered. In this work we
will focus on the direct wafer bonding that wasdiseour process.

As we remember from chapter two, the thermomechhrsttesses may easily affects the
sensor performance. Thus, in our work we deciddzbtal two silicon wafers in order to have
same thermal coefficient of expansion and thusugedthe thermomechanical stresses.
Nevertheless, we wanted to use the electrical ddgarof the SOI wafer like small parasitic
capacities so we decided to keep the oxide layevden the membrane and the SOI layer.
Thus, the wafer bonding between Si and .S&yers had to be performed. Such a bonding
technique is studied in details by many authord.[8hsically, we start with two silicon
wafers where one of them is oxidized. In ordertitamm good both strength the wafers should
be as flat as possible and some reports [92] recmdnthat the total bow on four inches
wafer should be less than®n. Then, a special cleaning procedure is appliedrder to
create both surfaces hydrophilic. Such a step ¢essary as it is well established that in the
first phase of bonding the bonds between free Si{€lleinol) groups occurs and such a group
is responsible for the hydrophilicity of the sudad he standard solution that is used for such
a purpose is a warm SC-1 (1:1:5 MH,O,:H,0). Just after the cleaning procedure the wafer
are put into bonding machine (in our case it wasLAMVB) and then put into intimate
contact. During that process, the water moleculatdre trapped between the surfaces start to
create very weak bonds with the silanol groups.(Bi% a)). As we want to obtain the
absolute pressure sensor, the whole process wawmed at the near vacuum conditions.
The force that was applied on the wafer was ab0QO2N during the thirty minutes. Such a
procedure generally produces relatively strongerdsoas the van der Waals forces creates

bonds directly between silanol groups (Fig. 4.5 b))

/O/O O\(I)/O O\O @)
i 7 s’,’/
o 0 o
AN —

H o oM Ny /H 4 <E\O/H 0
O— e o— \
AL AN AL
0 g 0 0 g O 0 40

b)

C)

Fig. 4.5 The three basic steps of bonding: weak bds by trapped water molecules a) stronger bond

between silanol groups by van der Waals forces b}r®ng bonding after high temperature annealing.
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In order to obtain permanent strong bonding anofitecess is then required - annealing
stage. The high temperature annealing applied @°C for 2 hours was reported [93] to be
enough to obtain permanent bonds according toethetion (4.1).

Si-OH +Si-OH - Si-0-Si+H,0 4.1)

As a product of such a reaction not only the banddhieved but the free water molecules

appear. These molecules will then diffuse intocsiti dioxide until the moment when they

reach the silicon-silicon oxide interface when tihegct with the silicon according to (4.2).
Si+2H,0 - SiQ, +2H, (4.2)

The problem is that the remaining hydrogen is stilinewhere between and it has to dissolve
into something. Fortunately it dissolves easilpiB8iO, layer and thus, such a layer has to be
thick enough in order to absorb all hydrogen. IEihot, it may have some consequences as a
hydrogen traps between the surfaces that will cthesso-called voids. Below (Fig. 4.6), two
infrared images of bonded pairs are presented.l8fh@ne contains many voids due to the
trapped particles and hydrogen between the surfadeseas the second one may be

considered as the voids free.

Fig. 4.6 Example of the bonded wafers pair with may (left) and almost no (right) voids.

Knowing the bonding process, we may then easilggnethe complete sensors fabrication
process for absolute and relative pressure sedsomost of steps are common we will
present at the beginning how the process for treolate pressure sensor arrives at the
moment when it is then almost identical to the thva is used for the relative pressure sensor
fabrication. The partial diagram of the procesddpicted below (Fig. 4.7).
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Fig. 4.7 The formation of micro cavities for the akolute pressure sensor.

The cavity formation is done by the RIE processcwhallows us to control the lateral
membrane dimensions in comparison to wet oxideirggchy HF solution which is isotropic
and may easily overetch the cavity borders whatlt®$n increased membranes length and
width. The substrate removal is made in the begoby mechanical grinding to be finished
by wet KOH silicon etching. It has to be finisheg et etching while the membranes with
thicknesses smaller than 50-80 um are to fragileh®o mechanical grinding. Form this
moment the rest of the process is identical fohligpe of sensors excluding the last step
what will be shown at the end. The simplified psxcéhen looks as follows (Fig. 4.8).
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Fig. 4.8 The simplified fabrication process diagranfor a differential and an absolute sensor pressure

In the beginning, on the wafer (Fig. 4.8 a)) therthally grown layer (400A) of screening
oxide is made (Fig. 4.8 b)). After that, the phitkagraphy process (Fig. 4.8 c)) is used in
order to prepare the wafer for first ion implargati(Fig. 4.8 d)) that will form strain gauges
(Fig. 4.8 e)). Then, the photoresist is removed.(Bi8 f)) and another photolitography and

ion implantation process is performed (Fig. 4.8 ig))order to fabricated heavily doped
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interconnections regions (Fig. 4.8 h)). The nexbtplithography process is finally used in
order to fabricate the metallic interconnectiongy(F.8 i)) by the lift-off process. At this
stage, the absolute pressure sensor is finishedeasdhe relative one does not have the
membrane. Therefore, the SOI wafer is etched fitoerbiackside by the DRIE process which

was described earlier.

4.2 Measurement setup

After the fabrication stage, sensors have to beacherized in order to measure precisely their
performances. In fact, in case of pressure sersans a characterization stage is not trivial
because of the need of controlling the environn@nthe sensor and more precisely the
pressure and the temperature values. Neverthelesseasor is some kind of the electronic
circuit so some tests may be done using the stdrateracterization tools designed for this
purpose. Generally, we may divide the characteomastage into two phases: the on-wafer
testing when we try to characterize all electrisahsor parameters such as the resistance
value, offset value and their corresponding therm@efficients. Secondly, we have to
measure sensor response to the applied pressurferatiis purpose the wafer has to be cut
into single dies that are then packaged in a desticeesting package that was designed for

them. Both processes will be now shortly presented.

4.2.1 On-wafer testing

After the fabrication stage, the standard 4 inchater contains about 2000 test cells. Half of
them are the rectangular one while rest are squesehe measurement setup, two probe
stations were used. First one is a semiautomati8SWMICROTEC® PA200 station with
tester HP4120. Such a station allows us for measeme of DC voltage and current in
semiautomatic mode. It means, that the cartograpleglls may be programmed and then the
automatic measure may be performed without intdiwenof anybody. Moreover, such a
station is equipped with the thermal chuck whidbva$ us to control its temperature and thus
perform the measurements of the thermal drifthefdffset or resistances.

The second station was CASCADE microtech® with téster Keithley 4200 which is the
cutting edge in electrical measurements at highigien. The second station was equipped in
closed chamber where we can control the temperafime chamber protects also the wafer
form the external light and the electromagnetitdfie

In order to get the sensor response to the appheskure, the new equipment developed last
year by SUSS microtech was used. It is called tA& Fnodule [94] and in fact, it is an
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extremely precise generator of the air flow. Thm@ple of the measurement is that if the
outlet of the moving gas (the nozzle) is close ghoto the surface, we may consider the
pressure applied to the surface to be quasi candtafiact the module calibrates itself by
using the chuck built-in pressure sensor each itinoeder to know what is the outlet pressure
drop in a function of the distance between the leard the surface. Schematic view of such

a system is presented below (Fig. 4.9).

Pressure

aeneratc

Generated Nozzle
\ y/
pressur )
\ /< Probing
needle
Wafer/

Fig. 4.9 Schematic view of the PPM module.

Such a system is of course an approximation ofrélaé pressure generator and due to the
effects of the flow at the side walls of the nozitte precision is limited and according to
datasheet is estimated to be about + 85 mbar.

The described measurement setup allowed us torpetfe electrical, temperature as well as
some pressures response preliminary tests whdredasilt precision was achieved with the

packaged sensor which was tested in a fully cdett@tmosphere.
4.2.2 Packaged sensor

4.2.2.1Temporary packaging

The temporary packaging of the sensor consists sfall PCB board on which it was

mounted by using the silicone. After that, using thicro bonding technique, the contact
plots were bonded to the PCB gold layer in orddsdaonnected with the RS-232 port which
allows us to connect the electrical measurement. Uiie schema of such a temporary
packaging is presented on a Fig. 4.10. Such a paukdas also some drawbacks. One of
them is the thermomechanical stress that comes tinensilicone that joints the PCB and the
silicon sensor cell. Thus, all sensitivity testsevperformed in a controlled atmosphere with

the temperature precision of about 0.05 °C.
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Fig. 4.10 PCB board used for the temporary packagin

4.2.2.2Test setup

The PCB is then mounted into a chamber made fr@ammless steel in order to make the
atmosphere around the sensor isolated and cotialldhe chamber consists of two parts
which are joined together by the screws. Betweemththe PCB board is mounted and to

rubber joints are placed on each side of the btwaadhieve hermetic packaging (Fig. 4.11).

, Elastic
Upper metallic

/ joint \
part \
To RS-232 X 9

o < Pressure

»\

connector

\
<+—— Pressure

N\

Lower metallic

part

Fig. 4.11 Test setup used for the sensor characteaition.

Such a solution enables us to obtain the desiredspre form both side of the membrane
(important in case of the differential pressuressenMoreover, it gives us the possibility to

put whole setup to the chamber with precisely ailed temperature and it protects the
sensor from the external light and pollution. Tabrfcated setup is shown in Fig. 4.12.
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Fig. 4.12 The real view of the experimental setup.

Such tools allowed us to perform a set of testeumsamples and estimate the performance

of our sensor so let us present he results of me@Eunts in more details.

4.3  Sensor performance

As it was mentioned earlier the most important pesi@rs that characterize the pressure
sensor are its sensitivity, offset value and ieriial drifts. We have to keep in mind that

according to our application, the pressure rangewle would like to measure is about 0+300
mmHg and the temperature operating range is se0+d0°C. The example photography of

the single sensor cell with the rectangular membiapresented below (Fig. 4.13).

Fig. 4.13 The photography of the fabricated sensor.
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4.3.1 Electrical characteristics

4.3.1.1Sensor response to the pressure load

The differential pressure sensor was tested usieg mheasurement chamber that was
presented at Fig. 4.12. Both, square and rectangudanbranes were tested by applying the
differential pressure ranging from 0 to about 2Q@y. For both sensors the sensitivity was
estimated by the preliminary measurements in cimeet the gain of the signal conditioner
circuit that is set to give at its output the signarying form 0 to 3V for the full scale. In
order to predict the sensitivity by our model, wavé to know what is the doping profile of
the fabricated gauges. Therefore, the SIMS analygigh gives us the boron concentration
in the function of depth, was performed. It hasbt® remarked that for an absolute and
differential pressure sensor two different dopimgfites were used. We used two in order to
test two different thermal coefficients of sensitivas they are inversely proportional to the
doping level (Fig. 2.16).

The result of SIMS analysis for the differentiahser is presented in Fig. 4.14 where dots

represents the measurement while the approximaftieach a profile is given by the dashed

line.
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Fig. 4.14 The SIMS profile of the strain gauge useiah differential pressure sensor.

For the absolute pressure sensor, the profile lalifksrently like it is depicted below (Fig.
4.15).
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Fig. 4.15 The SIMS profile of the strain gauge useish absolute pressure sensor.

The expected sensor performance: gauge resistaiacsemsor response are presented in a
table below (Table 4.1).

Table 4.1 The expected sensor parameters predicateg the analytical model.

differential absolute
Parameter
square rectangular square
Sheet Resistanc€[square] 347 347 572
Sensitivity [uV/V/ImmHQ] 42.4 50 52.3

All data were computed considering that the memibitiickness iexactly equal to 5pum
and the Kanda’s model was used in order to caleulst gauge sensitivity as it was explained
in chapter 2.

We then measured the sensitivity of the relativesse by using the setup presented earlier
(Fig. 4.11). For a square membrane, the plot ofotngut voltage after the amplification is
shown in Fig. 4.16 whereas for the rectangular ntamdthe same result is presented in Fig.
4.17.
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Fig. 4.16 The output voltage-applied pressure curvior the sensor with square membrane.
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Fig. 4.17 The output voltage-applied pressure curvior the sensor with rectangular membrane.

For the absolute pressure sensor, we used the RiRMIenthat was presented in Fig. 4.9 and
tested the sensors on wafer without any amplificatr conditioning circuit. The exemplary
sensor response to the pressure load for the squeardrane is presented in Fig. 4.18. We do
not measured rectangular membranes as due todfeotegical difficulties all of them were
not properly bonded to the substrate.
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Fig. 4.18 Response of the absolute pressure obtaingy using the PPM module.

As one can clearly see, responses of the sensoe tpplied pressure measured by the use of
controlled pressure chamber are much more linear tine one obtained by the PPM module.
Such a difference may be explained by the much Ismatecision of the PPM module
(= 85 mbar) than the one that is offered by thesguee chamber (£ 0.1 mbar). Nevertheless,
for both cases the linearity is high enough toneste the sensitivity for both cases by
applying the linear theory of he piezoresistivithe calculated sensitivity and the resistance

value are presented in the Table 4.2 as well addkiation from calculated values.

Table 4.2 Measured sensors performances and theiomparison to the calculated ones.

differential absolute
Parameter

square rectangular square
Sheet Resistanc@[square] 360 (+3.7%) 360 (+3.7%) 584 (+2.1%)
Sensitivity [uV/V/mmHQ] 22.2 (-52.1%) 95.4 (+90%) 6.3 (-19%)

If we then compare experimental results to the etqgueones we may easily remark that there
iIs an enormous mismatch between them in terms efs#@nsitivity value whereas for the

resistance value results are correct. Thus, weddddio perform more tests in order to find

out where is the reason of such a mismatch.

One of the potential reason of such a problem Wwadtfference between the designed and
the real dimension of the membrane. Therefore,ned to estimate what is the real size of
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the membrane we fabricated. In case of the membtiaickness measurement, we used
special test structures that were designed insidesensor cells (Fig. 4.4) where the SOI
device layer was etched until the box oxide. Thiea,optical profilometer was used in order
to measure the height of the etched hole and tinesmembrane thickness. Of course we
consider that the SOI device layer thickness ifoum over the whole sensor area what seems
to be reasonable as we consider small size ofealheExemplary result of such a measure is
presented in Fig. 4.19. The optical profilometryyniee applied because on the SOI device
layer there is still the screening oxide layer whessures that the reflection coefficients
inside the hole and at the surface layer are idantOf course if one want to estimate the
membrane thickness the screening oxide layer teiskof about 400A has to be considered.

[
|
|
|
|
}
|
|
\]\4 |
|
_ [ Y 1N
|
|
|
|
|
[
|
|
|
|
f
|
|
|

[

|

|
Membrane

urfact

‘ } Membrane

‘ thicknes

777777 }7777777 l\—VJLJ’j“AL
. | } [
; ; y  thicknes
| |

67120 um 73132 um 73417 um

1: 613.94 um M2 44713 0w deta¢ 16681 um  Distance: 166.84 um

A B17.80 um V2: B20.58 um dela: 27649 um  Pente: 4.8707d
@ 54432

Fig. 4.19 The profile of the test structure used fathe membrane thickness estimation obtained by the

optical profilometer.

In order to estimate the lateral membrane dimessivea also used the optical profilemetry
but we observed the deflected membranes. In catdee @bsolute pressure sensor it was quite
simple while due to the vacuum inside the cavitg thembrane was deflected at the
atmospheric pressure. Moreover, for the absolugssure sensor the membrane size was
defined by the oxide etch during the cavity forrmatbefore the bonding stage (see Fig. 4.7)
and the measurement taken before bonding shownhthdateral membrane dimensions were
correct.

In case of the differential sensor, membranes wezated by using the DRIE technique and
according to some works [95], there is always s@modblem with keeping the etched hole
vertical during the etching process, especially nvbealing with relatively large structures.
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We had to apply the differential pressure to oursses and perform the measurement of the
deflected membrane profile. In order to do that,ceestructed a simple metallic support with
a small hole with diameter of 300 um and used theuum supplied to the chuck of the
optical profilometer. Then, we put the sample oa #support which was mounted on the
profilometer chuck and applied the vacuum whichsealthe deflection of the membrane as it

Is shown on the schema (Fig. 4.20).
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Fig. 4.20 The simplified setup that allowed us to easure the membrane deformation and thus, its latet

dimensions.

The results of such a test for both, square anémgalar membrane are shown in Fig. 4.21
and Fig. 4.22.
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Fig. 4.21 The optical profilmeter measurement of th deflected square membrane.
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Fig. 4.22 The optical profilometer measurement oftte deflected rectangular membrane.

As one can clearly remark, measurements show hidateral dimensions of the membranes
differs significantly from the ones that were potdd (Table 4.3). The problem of

discontinuous line at the lower profile of the esgjular membrane (Fig. 4.22) may be
explained by the different coefficient of reflectiof heavily doped P++ interconnection zone

and it does not influence the lateral dimensionsusaments.

Table 4.3 Measured and predicted lateral membraneithensions.

Square Rectangular
Predicted 300 pm x 300 pm 900 pm x 300 pm
Measured 433 um x 433 um 970 um x 406 um
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In order to verify how the dimensions of the memilgrdecame bigger, we decided to get a
photo of the sensor cell cut along the membranaldsousing the scanning electron

microscope (Fig. 4.23).

389um

J6Bum

Fig. 4.23 The photo of the cut of the pressure sasrsalong the membrane border.

Observing the picture, one may easily remark that@RIE process did not work correctly

and the width of the etched hole increase withdiyeth (it become wider when closer to the
membrane). It has to be emphasized that the dimemnsnarked in Fig. 4.23 are rather

indicative while the sample was no perfectly alidméth respect to the camera.

Taking into consideration all above mentioned fgeegl membrane lateral dimensions for
differential sensors and thicknesses for all typesensors), we recalculated the sensitivity
value for all three samples and compare it to tleasuared value. Table 4.2 may be then

rewritten as follows.

Table 4.4 Comparison of corrected predicted valueand measured ones.

differential absolute
Parameter
square rectangular square
Sheet Resistanc@[square] 360 (+3.7%) 360 (+3.7%) 584 (+2.1%)
Calculated sensitivity [uV/V/mmHQ] 21.3 96.3 44.8

Measured sensitivity [uV/VImmHg]  22.2 (+4.2%) 9%-4%) 36.1 (-19%)

115



Modeling and optimization of piezoresistive pregssensors Michal Olszacki

Now one can clearly see that there is a very goatcimbetween the experimental and
calculated results especially for the differentmmessure sensor. The reason why for the
absolute pressure sensor the difference is remiarka®0%) is that in case of the square
membrane gauges are placed in the regions werssstt@ue is overestimated by the
analytical model and the overestimation was shawreach about 20% (see chapter 2). In
case of the differential sensor, membrane lateraédsions were greater so gauges were not
at the membranes border but about 50 um from théat wroves that the used analytical
model may be successfully used excluding the spaslé at the membranes border where the

overestimation should not be greater than 20%.

4.3.2 Offset measurements

As it was mentioned in the previous chapter, onthefimportant parameters of the sensor is
the offset value. In the ideal case, this paramseuld be as small as possible but also a
stable as possible. The first condition is requasdhe highest offset value may decrease the
dynamic of the sensor after the signal conditionfgan example we can imagine easily that
our sensor produces the sinusoidal output sigrthirmwihe range -1V to 1V. If we want to use
the amplifier that is supplied by the symmetricaltage of -5V, 5V, we may easily set gain

of our amplifier and use all dynamic range as ghswn in Fig. 4.24.

——————— Sensor signal
6 - — Signal after amplification

Voltage [V]
o
1

Time [s]

Fig. 4.24 |deal case of the signal amplification &n equal to 5) if there is no offset at the sensautput.

However if our sensor has an offset value of 0.8M, have to decrease the gain of our

amplifier as the offset will limit our dynamic raa@s it is shown in Fig. 4.25.
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——Sensor signal
-------- Signal after amplification
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Fig. 4.25 The effect of the offset voltage on theydamic range.

Nevertheless, the offset signal can be easily cosgied as the output signal may be easily
shifted by the simple electronic circuit. The pebl arises when the offset voltage drifts due
to different phenomena like temperature. Thus, hagacterized our sensors in order to verify
offset value and its temperature drift.

The results of measurements (offset voltage vatumalized to the supply voltage value) we

performed for both square and rectangular diffeaésensors (31 samples for each) using
the on-wafer testing on a SUSS probe station aesiin Fig. 4.26.

= Rectangular
0,016 O Square

0,014 4
0,012 4
0,010 + "
0,008 1 " ]

0,006 ] - -
0,004 1
0,002 4 L]
0,000 u]

-0,002 | o oo m] oo

Offset voltage [V]

-0,004
-0,006
-0,008
-0,010

Number of sample

Fig. 4.26 The offset values for both rectangular athsquare sensors measured on wafer.
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For square sensors the average value was calcutateel about -3.3mV with the standard
deviation value of 1.9mV whereas for the rectanguaes the offset was much higher
reaching 7.1mV with the corresponding standardaten value of 3mV.

We then asked the question, what may be the oofisuch an offset value. For square
sensor, if we analyze the mask, we may easily aotlat there is some asymmetry
concerning the heavily doped interconnection layeig. 4.27).

- Interconnection zones that

:: W7 PP causeasymmetry
Output . . . . L) _‘" LT : : af: f .
signal - :
nal | [l
GND : |

Fig. 4.27 The asymmetric heavily doped interconneicin zones.

=

The sheet resistance value for the interconne@mres was then measured and calculated.
Calculations were based on the real doping prdfilgt was obtained using the SIMS

technique. The sheet resistance values are shoaviiable 4.5.

Table 4.5 Measured and calculated sheet resistanealues foe heavily doped zones.

Calculated sheet resistance [Ohms/square] 18.1

Measured sheet resistance [Ohms/square] 18.3

The marked asymmetrical regions (Fig. 4.27) aresoneal to be about 1.5 square each. It
gives us the resistance value of abouf2Fer each regions. If we take into account thatethe
are two regions we have the asymmetry of the eesistAR value between the two
Wheatstone bridge branches which may be estimatbé about 542. Having in mind that
the average resistance vaRgfor each gauge was estimated to about 386@e may easily
use the equation 2.45 and calculate the possifdetofaluedV (4.3).
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dV _ AR _ 540
V 4R~ 4[B66(

= 368mV (4.3)

Such a value, corresponds to the measured onen@)3vhat means that in future mask we
may eliminate such an offset by different mask giesi

Nevertheless, in case of rectangular sensor thesured offset value is much higher
(7.1 mV), even if the mask is perfectly symmetri¢glg. 4.4 lower part). Applying our
statistical design tool, we check what factorstheecrucial ones and influences the most the
gauge resistance and thus, the difference betwiéferedt gauges that causes the offset value.
We found that there are two factors with the highegact. gauge width and the implanted
dose. We also remarked that the only differencevéen square and rectangular sensors is
that the orientation of the gauges is differentcése of square sensor all four gauges are
positioned in the same direction while in caseeatangular one, pairs of gauges are parallel
to each other (see Fig. 4.4 lower part). We themclcmled that the possible source of the
offset voltage is different lateral dimension irrizontally and vertically placed gauges or the
implanted dose loss caused by the shadowing effect.

As we analyzed in details the parameters of theknialrication equipment DWL 200
Heidelberg, we found that the minimal precisionthe X axis is set to 200nm whereas for
Y axis it is set to be 400nm what can be the soafdbe different gauge width and thus the
measured offset values.

The second possible reason of the difference irgthmes resistance may be the shadowing
effect. Such an effect appears when we implantdtpants with a small tilt angle (typically
about 7°) in order to avoid the channeling efféaty(4.28 left). As at our laboratory the ionic
implanter does not support the wafer rotation fietthe tilted ion bunch is always oriented
in the same configuration with respect to the wafemnary flat. It causes that there is always
one pair of gauges that is affected by the shadpweffect that limits the effective

implantation area (Fig. 4.28 right).

MY, MY,

— Shadowed

area

Fig. 4.28 The example of the shadowing effect caulsg the implantation performed at small tilt angle.
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4.3.3 Temperature characteristics

4.3.3.1Measurement setup

As we measured the sensitivity at room temperatueegdecided to measure th€R values

for two doping profiles that were used. In ordermteasure it we used the semiautomatic
probestation SUSS microtec® AP200 that was destiaelier. Such on-wafer measurement
allowed us to eliminate all thermomechanical seedbat may appear due to the packaging.
We then measured the resistance for four diffetemiperatures: 25°C, 40°C, 55°C and 70°C
in order to evaluate both quadratic and linear $eoff CR The temperature of the chuck was
set with a precision of 0.1°C and each time it slasnged, the vacuum that holds the wafer in
the aligned position was cut off and applied ag#ter 20 minutes. Such a procedure was
necessary in order to allow the wafer to expand tduthe thermal coefficient of expansion
and thus, it eliminated additional thermomechangtedsses that might have been induced

and cause some additional errors.

Recall that the resistance valR€T)in a function of the temperatu@ may be expressed as
follows (4.4), we may easily estimate both lineaand quadrati¢ terms of TCRif we are

provided with the quadratic function that was fitte the measurement data.
R(T)=R(1+a(aT -T,)+ BT -T,7) (4.4)

It has to be remarked that thH& value is the reference resistance value at referen
temperaturely, = 25°C. According to such assumptions the calmrgbrocedure consists of
fitting the second order polynomial to the measwaetmesults and then extracting searched

TCRterms. All fitting and calculations were performadMATLAB® environment.

4.3.3.2TCR measurements

Using the previously described procedure, we theasured th&@ CRvalue for our two strain

gauges with different doping level as it was shownFig. 4.14 and Fig. 4.15. The
measurements were taken for nine different gaugdgfarent positions on the wafer. After
the fitting of quadratic polynomial values of limeand quadratid CR coefficients are shown
below (Fig. 4.29).
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Fig. 4.29 Measured linealTCR values for two different doping profiles with thesurface concentration of
about 10® at/cm?® (left) and 1.25-16 at/cm?® (right).

We also calculated the linear and quadratic TCRfictents value using the Arora’s model
taking into account doping profiles. The comparibetween them is shown in a Table 4.6.

Table 4.6 The comparison between experimental regaland calculated values of linealr CRcoefficient.

Maximal doping concentration Taat/en? 1.25-16° at/cn?
Predicted lineal CR[ppm] 1859 1477
Measured lineaf CR[ppm] 2699 (+45%)¢ = 68 561 (-63%)p = 45

Predicted quadraticCR[ppm] 3.5 -0.2

Measured quadratitCR[ppm] 6.18,6 =0.76 3.76 =0.99

Such a high mismatch between experiment and céiootaleaded us to perform our own

experiments that allowed us to investigate TR value for doped silicon.

4.3.3.30ffset thermal drift measurement

As we mentioned earlier, not exactly the offsetreals important but its drift. We have used
the same set of samples and measured the tempedattirof the offset. We changed the
temperature for 23°C to 40°C and measured thetoftdaes assuming that the offset changes
linearly with the temperature. The result of suchm@asurement for rectangular (Fig. 4.30)

and square (Fig. 4.31) sensors are shown below.
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Fig. 4.30 Thermal coefficient of the offset voltagéor rectangular sensors.
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Fig. 4.31 Thermal coefficient of the offset voltagéor square sensors.

As one can see, for the square sensors values ach more dispersed than for the
rectangular sensors reaching the average valuép@m with the standard deviation value
of 308 ppm. For the rectangular sensors the melare v& equal to 89 ppm with the standard
deviation value of 36 ppm.

Recall that the thermal drift of the offset voltdge a Wheatstone bridge depends only on the
difference betweenTCR of the each resistance in a bridge (equation 2.48) first
conclusion could be that the mismatch betw&€ER should be greater for the square sensors.

Consequently, having in mind that th€R coefficient depends only on the doping level, the
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difference in doping level between gauges shouldlbe greater for the square sensors. The
problem is that it is contradictory to the resuhlat we obtained for the offset measurement
that were presented earlier. The offset value washnsmaller for the square sensors where
gauges have same orientation and only the asymnwetrgther responsible for the offset
value.

The hypothetical explanation of such a behavior rhaybased on the thermomechanical
stress appearance. As there is a thin oxide lagbvden the membrane and the silicon
substrate (Fig. 4.7), it is possible that due ®diiference of thermal coefficient of dilatation
the thermomechanical stress appears at the intedthese two materials. Having in mind
that in case of square sensors gauges are plaaedheeclamping region, such a stress may
affects stronger such a region and be quite disdeas the real clamping point is difficult to
control perfectly due to the imperfect etching @& For the rectangular membranes gauges
are placed on their centers so very far form tremping zone and thus, probably the
influence of the thermomechanical stress may betow

4.3.4 Experimental verification of mobility values

As we may notice, despite some reports [59, 96ficaimg Arora’s model, there is a quite
large mismatch between tH&R coefficient obtained by using this model and ekpental
results. Therefore, we tried to investigate moreptieTCRvalues for different doping levels.
As it was shown in chapter 2, the doping profilesyp a key role in the correct modeling of
the mobility in the diffused layer. Thus, we dedde fabricate the resistances with different
but uniformly distributed doping levels and then measure tHE@R values. In order to do
that, we used the SOI wafers with the very thinickelayer with controlled thickness. Among
many products available on the market we decideséothe product of SOITEC®. The basic
characteristics of the wafer are presented in t#i®der4.7.

Table 4.7 The parameters of SOI wafers that were esl.

Parameter Value
Device layer thickness 340 nm £ 25nm
Box oxide thickness 400 nm £ 5 nm
Overall wafer thickness 523 um £ 15 um
Doping level of the device layer P-type (boron§>ld/cn?
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Such a thin layer allows us to implant the seleckese and then anneal the sample in order to
redistribute the dopantpuasi uniformly over the device layer depth. The word quasi isluse
because some boron will diffuse into the oxide tadige to the phenomenon of the boron out-
diffusion [97],[98]. Nevertheless obtained profikould be considered as uniform what will

be proven by the SIMS analysis.

4.3.4.1Design and fabrication of test structures

The test structures consists of resistors thatirapanted into the device layer. In the
beginning, the SOI wafer (Fig. 4.32 a)), is oxidize order to obtain the thin screening oxide
layer (Fig. 4.32 b)).

KKK

Fig. 4.32 The simplified process view. After oxidabn b) the ion implantation and annealing is perfomed

¢). Then the device layer around gauges is etchedl @hd metallic interconnections are created d).

Then, resistors and highly doped interconnectiogrssabsequently created by using the ion
implantation technique and the high temperaturesalimg (Fig. 4.32 c)). Finally, we etch the
silicon device layer around gauges and intercommextin order to obtain good electrical
isolation (Fig. 4.32 d)). As the last step, acdeslss in the oxide layer are etched and metallic

interconnections are deposited and formed usingjfthadf process (Fig. 4.32 e)).
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The mask of the designed cell, which is in factphessure sensors, are depicted below (Fig.
4.33).

Metallic interconnections

Fig. 4.33 The designed cell used for tiECRmeasurement.

In fact the basic cell consists of three gaugesravbee is connected directly to the metal via
highly Boron doped vias in order to preserve gobdhioc contact. Two other gauges are
connected to the metal by highly doped interconaedayers and one of them is placed on
the membrane what may be used in future for theemxyntal verification of the

piezoresistance coefficient.

According to the process shown in Fig. 4.32, sitedent doses where implanted ranging
from 10 at/cn? to 5-13* at/cn? in order to obtain different doping levels. Suchaage is
rather used while the resulting sheet resistandeeveaaries from about 20@/square to
1500Q/square. As we remarked earlier, thesiuniform doping profile may be achieved by
using such a fabrication process. If we, for exanplonsider the implanted dose of
10 at/cn? ,simulations performed in the process simulatowioled us with the final dopants
distribution. Nevertheless, during the annealiragst as it was mentioned earlier, the Boron
has the tendency to diffuse into oxide layer. Asesult, the real doping profile obtained

during such a process that was extracted by usm&IMS technique (Fig. 4.34).
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Fig. 4.34 Simulation of the dopants distribution fo the implanted dose of 1¢* at/cm®and corresponding

SIMS analysis.

As one can see, the boron that was near the sulffiused into the oxide layer what, as a
result, caused that the fabricated profile diffexem the one obtained by the simulation.
Nevertheless, we may say that the obtained profdg be considered as quasi uniform while
the dopants concentration varies approximately fa@¥¥ at/cn? to 2-16® at/cn? over the
whole structure depth. We then performed the SIM&8ysis for the other implanted doses
that vary form 1&' at/cnito 5- 16* at/cn? and compared it to the simulation as it is shown o
Fig. 4.35 + Fig. 4.38.
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Fig. 4.35 Simulation and SIMS profile of the doparg distribution for the implanted dose of 218 at/cm®.
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Fig. 4.36 Simulation and SIMS profile of the doparg distribution for the implanted dose of 1,5-1% at/cm®
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Fig. 4.37 Simulation and SIMS profile of the doparg distribution for the implanted dose of 3-1¢ at/cm®
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4.3.4.2TCR measurements

We used the same measurement setup and methodbkigyas used in case of the gauges
TCR measurement. Measurements were taken for aboutyveamples for each implanted

dose. The sample result for the doping level af542.5-18® is shown below (Fig. 4.39).
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Fig. 4.39 Exemple set of measurements of the linedCR coefficient.

Then, the statistical mean value and standard tiewviavas calculated. According to this
methodology, linear and quadrafi€€R coefficients were estimated for six different duapi
levels. Of course as we could see the doping lievebt perfectly constant but if we consider
it as linearly changing over the gauge thicknessnvag give it as the range of the doping
concentration. The result of such an analysisasvshin Table 4.8.

Table 4.8 Linear and quadratic TCR coefficients fordifferent doping levels.

Doping level Lineai CRcoefficienta [ppm/°C]  Quadratid CRcoefficients [ppm/°C]

1.75+2.518

825 9.2
2.5+3.25-18 334 10.1
4.8+6.1-16° 161 8.3
6.8+8.1-1¢° 153 8.7
8.2+10-16° 200 8.4

Let us then trace the obtained results in compartsothe ones predicted by the Arora’s
model for the linear and quadratic TCR coeffici@fig. 4.40).
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Fig. 4.40 values of the linear and quadratic compants TCR in comparison to the predicted ones.

As one can clearly see, for the linear componenT@GR there is quite large mismatch
between the predicted and measured values. If eadl fléig. 2.18, we may then noticed that
the experimental points published by Bullis are maloser to the measured ones and for the
narrow range between 1 and 5%@re almost identical. If we consider additionathe
quadratic component, the analytical model alsondtefy fails. According to the author’'s
knowledge there is no report on the experimentardenation of the quadratic component of
the TCR coefficient so there is no comparison vaitly experimental data. As a conclusion,
we may than say that despite some reports thairgotiie Arora’s mobility model (more
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precisely the temperature dependence) results roaper always trustworthy. For example
the minimumTCR value for mathematical model is about 1000 ppmleviie measured
values lower than 200 ppm what makiee times less. It also confirms that during the desig
stage it has to be taken into account while sorsaragtion about th& CRwere crucial like

in case of the temperature auto compensation (S&E) pSome more detailed study should be
conducted in the area ®CRapproximation in order to find an analytical forathat allows

us to predict correct thermal behavior of the dopsistances and this issue remains a future
problem. Nevertheless, we may conclude that nearadbm temperature, the data published
by Bullis or modified Arora’s model should be rathesed in order to correctly predict sensor
performance.
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5 Conclusions

5.1 Summary

In this work, an overview on the modeling and omteion of a piezoresistive pressure
sensor was given. It was shown that such a prasedsfinitely not a trivial task as it is
necessary to perform a multi domain analysis whiciudes all specific phenomena that
occurs in such a system. We started with the lihemry concerning the mechanical behavior
of the membrane in the linear regime and presetitedanalytical description concerning
three basic geometrical shapes of perfectly clanmpexhbranes. It was followed by a detailed
presentation of the piezoresistivity phenomenon Siicon along with its analytical
description that is commonly used in order to madtellhen experimental data that are
available up to now and justify the choice of thed®l that was used to simulate the pressure
sensor were presented. Consequently, some deballg the mobility modeling in silicon and
some existing models were shown. Then, the ovenoéwhe Wheatstone’s bridge, the
simplest electronic readout circuit used for theistance measurement was discussed along
with the power supply issues that may affect thessecharacteristics.

The important problem that was discussed concetheddetailed strain gauge modeling
which takes into account the nonuniform profiletloé diffused layer. It was shown that the
doping profile of such a layer may be successfdéigcribed by the Gaussian approximation
and based on it, we derived formulas that allowtausalculate the interesting “effective”
gauge parameter like resistance valll€R and piezoresistive coefficient. Moreover, it was
presented that the doping nonuniformity of the iofaffects significantly first two
parameters and under some condition also the ¢imed so it has to be taken into account if
one wants to design sensor correctly.

Finally, it lead us to the description of the mased technique in the Microsystems design-
the FEM analysis. We showed the possible methodsaafel building and focused on the
detailed strain gauge modeling. Then, the compearatnalysis between FEM and analytical
approach was performed and advantages, as welaagacks, of two methodologies were
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discussed. It was pointed out that the differeretsvben two methodologies are rather in the
mechanical domain and two basic phenomena thatmake results of the analytical model
invalid are thermomechanical stresses and real pifagnconditions. We quantitatively
estimated the error that may appear if we take actmunt such phenomena and discussed at
which conditions it occurs.

As a result, the simulation tool that was creatgdising the MATLAB® environment which
uses the complete analytical model of the piezstigsi pressure sensor and allows the

designer to perform the rapid analysis of the aefiaystem was presented.

The next part of this work was dedicated to thanogation tool for the sensor design. We
introduced the basics of optimization techniqued arplained how to use the developed
rapid analytical model in order to perform the fagttimization stage. Moreover, some
explanation about how to deal with the multiobjeetiproblem using the standard single
objective algorithms that are widely known was givé/e then tried to propose the different
design methodology that may decrease the time-ocoinguoptimization loop performed
usually by the FEM analysis. The results allowedaipresent the optimizer tool that was
created in order to help the designer to obtain design that fulfils defined project
requirements in a fast and simple way what was showhe case study example.

Additionally, we extended our design methodologytlhy statistical analysis which may be
helpful from the manufacturing point of view. Thatsstical analysis was chosen because our
model is extremely rapid and, at the same timeeqromplicated analytically what increases
the complexity of the standard derivative basedhoukt Such an analysis, if properly used,
may response to many questions including the ewstuproduction yield at the simulation
stage. The price that one have to pay is the niégegshe particular cleanroom equipment
characterization what may be done rather when saetocesses that are well characterized.
Such an analysis is essential from the industeattpof view if one plans to deliver reliable
product as in the case of the project that wasbihse of this work. Consequently, we
proposed the statistical analysis tool that maypeoate with the first two tools giving the
designer the possibility of estimating the sens@racteristics taking into account the process

imperfection.

In the last part, the experimental results weresgmeed in order to validate the proposed

methodology. We presented the fabrication procetssd#svere used for both, differential and
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absolute pressure sensor where in the second @peaitvéome light onto bonding technique
that is one of the base of today’s pressure sensorsase of differential pressure sensor we
explained the problem of the DRIE overetching wbatised the high mismatch between
experimental and predicted results. After taking iaccount all fabrication imperfections we
have shown that the mechanical and piezoresistisdemworked correctly in terms of
sensitivity for the applied pressure within theitsrshown in the second chapter concerning
real clamping conditions.

Nevertheless, the mobility dependence on temperatiat not match experimental data and
thus, the own investigation was conducted in otdejather the experimental data on &R
coefficient as a function of the doping level. Ttest structures were then designed and
fabricated. After the measurements, we have shbanhdespite some works confirming the
Arora’s model experimentally, we found that the IBuéxperimental data are much closer to
the reality while the modeled values differs evew times from the one that were measured.
In conclusion, such data have to be rather usedafwants to predict the thermal behavior of

the piezoresistive pressure sensor correctly.

5.2 Perspectives

As a result of this work, methodology that may éese time to market during the
piezoresistive pressure sensor design was propbdsacertheless, as one could remark the
existing models not always match the reality. Thhe, own investigation of the author in
order to gather the experimental data ®@R coefficient was conducted. Obtained
experimental results, even covering the narrow e@awnd the doping levels, are very
encouraging for future work where more test stmeguwvill be fabricated in order to cover
much wider range of implanted doses. Moreover,lamtypes of structures may be designed
in order to verify the temperature drift of piezetficents experimentally what, as it was
presented in this work, is crucial in the propesige of the sensor.

If we consider again the methodology, the intengsttontinuation of this work may be
application of the design for reliability approaghere one may combine the statistical design
tool with the optimizer in order to optimize theopact to be not only high performance but
also reliable and fabricated at high yield. We mimy, example, easily imagine that the
optimizer will not only try to maximize the sensity value but also minimize its standard
deviation value using the statistical analysis, @&ttheless for such an approach, the more
detailed study on the cleanroom equipment reprduditgi should be conducted in order to

verify the proposed method.
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Résumé:

Depuis 1954, ou I’effet piézorésistif a été découvert dans Silicium, la démarche pour mesurer la pression a changé et de
nouveaux dispositifs avec des performances remarquables sont apparus sur le marché. Grace au développement des
microtechnologies, une nouvelle famille de capteurs de pression piézorésistifs miniatures s’est ainsi progressivement imposée
pour de nombreuses applications.

Méme si le principe de fonctionnement des capteurs de pression piézorésistif en silicium reste le méme depuis de nombreuses
années, 1’optimisation des capteurs pour une application donnée reste toujours une étape couteuse.

C’est pourquoi de nombreux travaux ont été effectués pour développer des outils de conception les plus performants
possibles afin de limiter les phases de validation expérimentales. Il existe ainsi sur le marché des logiciels de simulation 3D
multiphysiques qui permettent de prendre en compte aussi bien les phénomenes thermomécaniques qu’électriques qui sont
nécessaires pour ce type de capteurs.

Malgré les progres constants dans la puissance de calcul des ordinateurs, 1’optimisation de ces capteurs par des méthodes de
simulation élément fini peut s’avérer couteuse en temps si on veut prendre en compte ’ensemble des caractéristiques du
capteur. C’est notamment le cas pour les jauges de contraintes en silicium dont le profil de dopage n’est pas constant dans
I’épaisseur car les caractéristiques électriques et pi¢zoélectriques dépendent du niveau de dopage.

Les travaux de cette thése portent donc sur le développement d’un outil de simulation analytique qui permet d’une part une
optimisation rapide du capteur par une technique multi-objectif semi-automatique et d’autre part une analyse statistique des
performances pour estimer le rendement de fabrication potentiel.

Le premier chapitre décrit le contexte de ces travaux de thése. Le second chapitre présente le principe de fonctionnement du
capteur ainsi que tous les modeles analytiques mis en oeuvre pour modéliser le capteur. Ces modeles analytiques sont validés
par des simulations élément finis. Le troisiéme chapitre porte sur 1’outil d’optimisation et d’analyse statistique développé
dans un environnement MATLAB. Le quatriéme chapitre décrit la fabrication et la caractérisation des cellules de tests dont le
comportement est ensuite comparé aux modeéles analytiques. Ces caractérisations ont permis de montrer notamment que les
modeles utilisés généralement pour décrire la dérive thermique des piézorésistances présentaient des erreurs notables. Des
structures de tests spécifiques ont ainsi été mise en oeuvre pour avoir des données plus fiables. Finalement la derniére partie
du manuscrit donne les conclusions générales ainsi que les perspectives de ce travail.

Les mots-clés:

MEMS, capteurs de pression piézoresistives, modélisation, optimisation

Abstract:

Since 1954, when the piezoresistive effect in semiconductors was discovered, the approach to the pressure measurement has
changed dramatically and new devices with outstanding performances have appeared on the market. Along with the
development of microtechnologies for integrated circuits, a new branch of MEMS called devices have stormed our world.
One of the biggest branches of today’s microsystems are pressure transducers which use the synergy of the piezoresistivity
phenomenon and microfabrication technologies.

While the main idea of strain gauge-based pressure measurement has not changed over the last few decades, there has been
always a need to develop the design methodology that allows the designer to deliver the optimized product in the shortest
possible time at the lowest possible cost. Thus, a lot of work has been done in the field in order to create tools and develop
the FTR (first time right) methodology. Obviously, the design of the device that best fulfills the project requirements needs
an appropriate simulation that have to be performed at the highest possible details level. Such an approach requires the
detailed model of the device and, in case of its high complexity, a lot of computing power. Although over the last decade the
most popular approach is the FEM analysis, there are some bottlenecks in such an approach like the difficulty of the
implanted layers modeling where the doping profile shape has to be taken into account especially in the coupled electro-
mechanical analysis.

In this thesis, we try to present the methodology of the pressure sensor design which uses the analytical model of such a
sensor that takes into consideration the nonuniform doping profile of the strain gauge, deals with the basic membrane shapes
as well as with thermal and noise issues. The model, despite its limitations in comparison to the FEM one, gives trustworthy
results which may be used for the reliable pressure sensor design in an extremely short time. In order to be quantitative, the
analysis showing the drawbacks and advantages of the presented method in comparison to the FEM analysis using
specialized tools like ANSYS ® and SILVACO-ATHENA® packages is also presented.

Then, the model is used in a multi-objective optimization procedure that semi-automatically generates the design of a sensor,
taking into account project requirements and constraints. At the end, the statistical analysis that may be helpful to estimate
the production yield is performed.

All three steps are included in the dedicated design and optimization tool created in a MATLAB ® environment and
successfully tested. In the last section, the experimental results of fabricated samples are compared to those obtained by the
developed tool.

Keywords:

MEMS, piezoresistive pressure sensors, modelling, optimization





