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Abstract

In this document, we explore the different steps usually required for is\aglesis. The main focus
of this exploration is to take as much as possible users into account. Tdtgooref 3D images relies
first on the definition of a collection of 3D models and on their relative positiéos this purpose,
we exploresketch-based modeling tooldor 3D meshes, extending the use of shape curves from
silhouettes to profile, and exposing all the different steps of the recatistnyprocess together with
the underlying representation. We also explore the use of such toolsugkemnare standing in front
of large displays.

Once the object geometry is defined, users have to work on designipgéarance, result of the
interaction of light with its reflective material and geometry. We introducevaBRDF model and
its modeling toolsto extend the range of possible lighting effects. Since the object shapéapzgic
also the shading perception, we also introducghape descriptorto extract continuous information
of convexity and curvedness. This real-time analysis is used to re-irtedtiem in different shading
styles.

Finally, we introduce a new lighting representation that may be used for edigéon of global
illumination. This representation is based oregular grid of vector quantities storing the incoming
lighting. The combination of volumetric and vector representation maketétde for all algorithms
that have to deal with the geometric complexity of 3D scenes.

keywords

Image Synthesis; Geometry Modeling; Sketching and User-Edition; BRId&aElllumination; Ex-
pressive and Non-Photorealistic Rendering;
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Dans ce document, nous explorons les différentes étapes habituellexgaistes pour la syn-
thése d'image. Le principal but de cette exploration est de prendrersptecutant que possible
I'utilisateur. La création d'images 3D nécessite en premier lieu la définitioredtotiection de mod-
eles 3D et de leur position relative. Pour cet objectif, nous exploroniedbsiques denodélisation
3D par esquissegpour des maillages 3D, en étendant l'utilisation de courbe de la définition de la
silhouette a celle du profil de la forme, et en exposant toutes les différétapes du processus de
reconstruction ainsi que la représentation interne. Nous exploross laiisation de tels outils
lorsque I'utilisateur se trouve face a de grands écrans.

Une fois la géométrie d’'un objet définie, un utilisateur doit définir son agpar résultant de
l'interaction de la lumiére avec ses propriétés de réflexion et sa géométoigs iNtroduisons un
nouveaumodéle de BRBF et ses outils de modélisatiquour étendre les effets lumineux possibles.
Puisque la forme de I'objet influence la perception de son éclairement,imooduisons aussi un
descripteur de forme pour extraire des informations continues de convexité et de courbwite C
analyse en temps-réel est utilisée pour re-introduire ces informatiordd&ents styles de rendu.

Finallement, nous introduisons une nouvelle représentation pour |'éclaitemieoffre un grand
potentiel en terme d’édition pour I'éclairage global. Cette représentatiobnasse sur ungrille
réguliere de vecteurs d'irradiance qui encode I'éclairement incident. La combinaison d’une ap-
proche volumique et vectorielle rend cette méthode bien adaptée pour talgaethmes qui doivent
faire face a la complexité géométrique des scénes 3D.

keywords

Synthese d'images; Modélisation géométriqgue; Modélisation par esquissedition; BRDF;
Eclairement global; Rendu expressif et non-photorealiste;

viii
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Introduction

Computer Graphics context

In we look back into the history of Computer Graphics, we may notice an initegess/olution. During

a long time, its main goal was to provide efficient and accurate approximatfgutsysical worlds

in order to be able to simulate the reality using the available processing poveemaim concern
was the accuracy in creating 3D models and physically-based rend@imglustration of such an
approach is the “Rendering Equation” [Kaj86] that formalizes the réailight propagation, and all
its subsequent algorithms: with the increasing computational power anaéirogeunderstanding of
the lighting phenomena modeled in this equation, we are now able to producesithagjéook so

real!

This research approach is still very important in Computer Graphics, brarad new trend has
emerged. More and more, the research is now focusing on computing itakjag into account that
their goal is to be seen) and on creative techniques: users are mongaagut into the processing
loop [Sei99]. This leads to an even more importance of interactivity (sinceviges users with rapid
feedbacks of their actions) and of comprehensible and simple paran@terperfect example is the
raising of sketch-based techniques for 3D modeling [IMT99]: 3D objaeslefined by some of their
visual characteristics such as silhouettes drawn by users as a setof\&13. Another example is the
slow change from physically accurate global illuminatiomplausible one: the resulting illumination
has to look correct and fit the desired solution.

Another illustrative example is the still raising interest towarpressive renderirfg such ap-
proaches have first explored the simulation of traditional artistic techniguésvelop a larger field
due the extended possibilities of computers. They are more and more edaeeth how users can
tune comprehensible parameters to reach the final visual result thatteaded. Interestingly, this
change corresponds also to the administrative French naming of Compigacé&s: “Science and
Techniques of Information and Communication”. We are more and focuswmwe can present and
transmit some information issued from 3D scenes in order to be more legibt®gniively efficient.

Iphysically accurate global illumination is often misnamed, in my opinion, asttpealism”. Firstly, professional
photographers often use optical and lighting tricks to create the desiredgsicthis is no more the reality, it is already an
artistic approach. Secondly, “photorealism” is another name for ‘tigpésm”, an artistic movement in painting.

2This expression is more and more preferred to Non-PhotorealisticdRagdNPR): not being something is a too
restrictive definition. Furthermore, this expression is often used tomesige artistic approaches. But as seen in previous
footnote, photorealism can also be artistic.



INTRODUCTION

Personal scientific context

From my initial interest in accurate global illumination, | have followed a similar patty PhD
work [GD99, GDO01, GD04b] was mostly focused on trying to provide simplk generic computa-
tional solutions for simulations. The intended control was mainly accuratyanintuitiveness. The
only user concern was the reduction of the number of parameters fer¢baglex simulations. The
assumption was that simpler and interactive approaches would result in seré&iandly controls.
| have pursued this kind of development during my post-doctoral fellgpvahd its results in the
creation of a generic and simple model for reflections [GHO3].

Satisfying from a numerical and simulation point of view, or for a real-timelegimg point of
view, none of these approaches were convincing from a user poinewf Our global illumination
solution requires an algorithmic and numeric knowledge of the simulation moas&nowledge of
the simulated phenomena, in order to be able to control the solution. Furtlegimoresults are only
tied to physically plausible ones. Our simple model of reflection does notdeawny comprehensible
parameters but only pseudo-physical ones. None of them make it eesgctothe results that were
expected by users, but results that are more or less physically co@ace again, even if such an
approach is important in Computer Graphics to understand the differggicphconstraints, it is not
taking into account what | believe to be one of the specificities of this domairishereativity of
users and their a-priori knowledge of their expected results.

Users needevers to raise their virtual worldsin creative context, as an example, they need to be
able to decide that the shape of a shadow has to be possibly non-geoltgd&asible. When a large
range of solutions is possible, they also need to be able to define themsableth@ correct one is,
and not based solely on purely automatic algorithms. Taking into accoum toestraints offers a
new way of thinking the different problems and leads to new represergation

Goals and overview

This document is a unique opportunity for me to take a break, look back amdtedone now since
more than 10 years and to re-introduce it in this context. Each result ha&sdonsidered as an ex-
perimentation of my research approach. | have tried to explore as lagpbsaible different aspects
of Computer Graphics while trying to preserve my non-expertise to evalugiteuder-friendliness of
the resulting approaches. This naivety has helped me in developing Senfeé solutions by taking
a new look on classical problems.

Firstly, I will present some work done on geometric modeling, the first steggmpfmodeling of
3D scenes. By trying to avoid the complexity of large software, we havesgxt our researches on
3D sketching. This reflection of user-intuitive 3D modeling leads to the defindfonew surface-
reconstruction schemes based on the set of user-drawn curvegavé/albo explored the use of such
an approach in Virtual Reality Centers, where classical interaction deareenot sufficient.

The second step is in general the definition of shading properties of gfateb The second
chapter details thus first, a new sketching and painting metaphor to defeetaatie properties. Since
appearance is also related to the geometric characteristics of 3D objdsts present an approach
that we have developed to analyze 3D shapes and to introduce backetteiret in a collection of
expressive styles.

In the third and last chapter, | present an exploration of more globatitefis of 3D scenes that
is, the interactions between their different components and the light propag All the multiple
inter-reflections and shadowing effects that occur have to be takendotaiat. This chapter illus-
trates how the reflection on a more user-friendly representation cabireaunore generic solution.

2
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The presented representation offers a geometrically robustness tredt-siited for a number of ap-
plications, such as interactive rendering, streaming of 3D scenesgaahuhg structure for stochastic
integration.

To conclude this document, | will not only review all the contributions, butill detail some
research directions that can result from the presented solutions.a&~gemeral overview, this presen-
tation will also explore some specific applicative contexts.
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Chapter 1

Sketching 3D Models

The creation of 3D images relies first on the definition of a collection of 3Datdjand on their
relative positions. Inherited from its mathematical history, 3D modeling is isfoed CAGD and
thus based on 3D primitives such as meshes, parametric and implicit surego the resulting
large number of tools for each geometrical approach, the interfacerant8D modelers may be
extremely complex and intimidating for non-expert users. Creating pro®tgp8D models may
thus become a slow and painful task.

Since more than ten years now, new approaches for 3D modeling haveleesloped, consid-
ering our human ability to quickly describe the general shape of a 3D oligaimple drawings.
Before considering any lighting, we will thus take a tour into the definition of3lds from their
geometric aspect, using user-friendly interaction naleetchingor 3D modeling.

We focus on two aspects of free-form modeling. The first one is thaicreaf objectsmore
complexthan classical blob-like ones, and whigher genus This development leads also to some
quality improvements over previous mesh-based reconstructions. Towedsege is thénteraction
aspect to eitheexpose comprehensiblall the reconstruction steps and parameters, and to intuitively
position the different object’s components in the contexteaaflity centers. Apart from the Sec-
tion 1.2.2 and Section 1.2.3, the results presented in this chapter have bdateday the following
publications: [LGS06a, LGS07b, LG07, ZHGO083].

1.1 Context and Previous Work

Artists use many techniques to suggest the 3D object shape, technigheasscharacteristic lines
(or contour lines) or shaded areas. Since drawing is a familiar task fdarad people, “sketching”
has been introduced as a natural alternative to conventional 3D modahmgy good overview has
been published by Olsen et al. [0SSJ09]. Existing sketching appreacmebe divided into three
categories: the line-and-stroke approach, the painting-or-shadimgagh, and the curve-and-gesture
approach.

Lines and Strokes

The principle of the line-and-stroke approach is to infer a 3D volume frioanacteristic lines issued
directly from user-drawings [EHBE97, VTMSO04]. Interactivity [Piy$5C04] is even possible with

5



Context and Previous Work Sketching 3D Models

such a solution. When ambiguities occur, they may be removed by usetigelgfca suitable model
into a list of alternative reconstructions [PB4, FFJ04]. Most of these approaches are limited to
polyhedral models, pre-defined shapes or parameterized object83Y Recent methods [CMZ9,
TBSRO04] result in complex 3D lines, but final models are still limited to a collecti@miented planar
curves. Some stroke-based approaches [TDM99, BCDO01] allow #ation of real 3D curves, but
such solutions do not result in a 3D object, but still in a collection of strokes.

Painting or Shading

Shading or painting seems to be a natural approach to describe a shapegyast of its perception
is based on its shading. Based on this assumption, the painting-or-shagirgaehes allow the
generation of highly detailed models. As the shading is in general depeodeormals (i.e., local
surface variations), it seems natural to use it to provide a visual carfttbe shape. Extending the
work of Williams [Wil90], Overveld introduced a shape modeling method by paintire surface
gradient [van96]. Some constraints guarantee that a solution existfhdyutisallow the use of
classical 2D paint programs and thus reduce users’ freedom. Anargpproach to edit shape by
using shading information was introduced by Rushmeier et al. [REBR Their method was used
to restore the original shape by using a shading image associated with ithe teee edited. This
approach is convenient to edit small parts of an existing 3D shape, bubit &lapted to create a new
shape without an initial 3D model. Moreover, since it makes use of only ohedigection a time,
this approach is more restricted and less robust than solutions based ohenmuniép.

More recently, Kerautret et al. [KGBO05] has shown that height-fieldg beareconstructed using
shadings drawn from multiple light directions, but their approach was limitedigghb-fields and was
not interactive. Wu et al. [WTBS07] and Ng et al. [NWTO07] have shdwew a normal field and thus
a surface may be reconstructed from sparse constraints on normalgerauless intuitive that the
original Lumo [Joh02] where the constraints were discontinuity curveseNheless, shading-based
solutions have been successfully extended to edit existing shapes attineiframe-rate[GZ08],
using laplacian constraints for shape and normal changes. But thieyngeel to local shape edition.

Curves and Gestures

Currently, the most powerful techniques have been based on theandvgesture approach. These
techniques allow users to create a large variety of free-form shap#39@, IMT99, ONNIO3] by
using a gesture grammar which converts some drawn curves into a cord@sgp modeling operation:
extrusion, deformation, cutting, etc.

Either variational surfaces [KHRO02, ZS03], implicit surfaces [SW$JI5convolution sur-
faces [ABCGO05] have been used by curve-and-gesture apm®athis has the advantage to generate
smooth surfaces, but also emphasizes a "blobby" aspect for the rgstiéipes. To reduce this blobby
aspect, Tai et al. [TZF04] have proposed to use a profile curvenatkiin polar coordinates. Profile
curves have been used previously in a sketching environment limited toadjeed cylinders [GH98].
One nice property of implicit surfaces for the inferred geometry is thatdbelting shapes are easily
merged by using classical CSG operators. On the other hand, the maivediais that some expen-
sive tessellation step has to be employed to convert the surface into atsahgles that are sent to
the graphics hardware, and complex shapes require a lot of CSQiopsra

But for some modeling operations, as for rendering, even implicit stsfaeed to be locally
sampled (e.g., [BPCBO08]). Furthermore, fitting some constraints like silhotigttes may be time-
consuming (e.g., [TZF04, ABCGO05]). On the other side, direct rendasrpossible with meshes,

6



Sketching 3D Models Context and Previous Work

or more generally with sampled surfaces, and such surfaces offenarajenore flexibility: recent
researches on point-based surfaces (e.g., [KHR02, GG07]) hawaghat a sampled surface is easily
interpreted as an implicit surface when required. In our work, we thysorethese surfaces as our
main representation.

One of the most impressive reconstruction techniques to create 3D modeld ba sketched
profile curves was presented by Cherlin et al. [CSSJO05]. Unfortlyndttés not possible to create
topological complex objects (i.e., with branches) and it would require tha skeleton. Besides, for
one object, users have to sketch two disconnected silhouettes. This eatddfising since it seems
more obvious to sketch only one closed silhouette.

Skeleton Extraction

The skeleton extraction introduced in Teddy [IMT99] depends on an initedgulation of the ap-
proximated silhouette, and is prone to artefacts leading to a low quality mesB][IHE¥en when
using implicit surfaces [AJO3, TZF04, ZS03, ABCG04], the final qualigpends on the quality of
the skeleton.

In ConvMo[TZF04], the segment-based skeleton is improved by removing some \&rtexdt
still depends on the initial silhouette sampling. Furthermore, the profile is limiteddo gmordinates.
Alexe et al. [ABCGO05] use an image processing technique for the sketeéation: the resulting
skeleton depends only on image resolution. But it contains not only segarahtaut also polygons:
suitable for convolution surfaces, this is not suitable for profile-basg#hiques that require curve or
segment-based skeletons.



Profile Curves for Enhanced Free-Form Modeling Sketching 3D Modks

Profile curve Projected sampling Profile curve Projected sampling
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(a) Convex profile curve (Teddy) (b) Non-convex profile curve

Fig. 1.1: Differences for surface elevation between Teddy and ourcegah: p$ is the silhouette elevatiomthe
direction of the radial edge arg its length. In Teddy (left), radial edges from skeleton thailette
are sampled and the samples are elevated. In our approgbt),(the profile-curve is sampled, and
the position of these samples are adjusted for each radjal @dsed on the local maximum elevation
and edge length. The projection of the resulting 3D vertaetheir corresponding radial edge is no
more guaranteed to be ordered.

1.2 Profile Curves for Enhanced Free-Form Modeling

Based on these observations, we have designed a sketching envitamtée following criteria.
First, our system directly infers a mesh from a set of curve-and-gestements. In addition to speed
forinferring a shape, itis easier to guarantee with a mesh that the silhofitearesulting objects will
match the drawn one: with implicit surfaces such as convolution surfacestly optimization step
is required [TZF04]. Moreover, using a mesh would offer the possibilitgt¢ally adapt the sampling
according to the local density of details [BPCBO08]. Second, our syskeends the grammar defined
in Teddy [IMT99] by creating a profile curve for the geometric model thatiised either globally or
locally.

Finally, we want to expose to the users all the reconstruction steps andiehaeairrepresenta-
tions used for this reconstruction. We believe that this exposition woulddeawsers with more
understanding of the underlying modeling process and with more flexibility.

1.2.1 Profile-Based Approach

Our approach is based on the Teddy system [IMT99], and thus usedar $our-step process:
1. Users sketch a silhouette curve then this curve is sampled.
2. From the silhouette curve, a skeleton is extracted.

3. Along the skeleton, an elevation distance is computed, as the averageeligiahe closest
silhouette sections. Radial Edges (segments from skeleton to silhouetdd$@@eated (see
Section 1.2.3).

4. During the last step (the elevation step), we create 3D points, along&dieh edge, corre-
sponding to a profile curve. Users may further manipulate this profile.
Compared to the original Teddy implementation, our system proposes some/amaiats: the ele-
vation step is modified, in order to account for non-convex profile e also introduce, in the
following sections, a new and smoother skeleton extraction, the corraggoestimation of radial
edges, and the final surface reconstruction.



Sketching 3D Models Profile Curves for Enhanced Free-Form Modelig

Elevation

With Teddy, mesh vertices are created by sampling the radial edges on iheesiithplanexy and
elevating them according to a circular profile curve (see Figure 1.14afprtunately, this only work
for convex profile curves (i.e., profile curves expressed as a higjtht- For our approach, we want
to create more complex shapes by defining more complex profile-curves.

To use non-convex profile curves, we propose to compute a set ofesaaipts directly on the
profile curvepP = (pV, p?), and use these samples along each radial edge to obtain the position of the
corresponding mesh vertic@s= (py, py, pz). Note that we rescalpP to fit the following constraint
p? < 1. This constraint guarantees that the final object will stay inside the sittegwand that it does
not contain self-occlusion, apart if the silhouette contains some. Indeeddinatesp, and py are
computed as

Px= P+ WLvp) and py=pj-+vL,pd
wherep®, using the notation of Figure 1.1, is the skeleton point from which this edgsueds The
final elevation of each vertex is thus a simple scaling given by

P, = p5pY,

wherep;3 is the corresponding skeleton elevation.

1.2.2 Skeleton Extraction

A smooth skeleton is critical for the generation of high-quality objects. Furtbee, in order to
expose the different steps of the 3D model generation, each operasdn be robust. We have first
experimented a skeleton extraction from an implicit 2D function [LGO07]. Tagdidea is that the
skeleton follows a line of local minima of the implicit function. Even if the skeletaessanooth, the
approach is not robust: it was based on a time consuming gradient tlescen

We thus improve it with a hybrid method based on a binary image analysis and 2l vari-
ational implicit function (both of them reconstructed form the sketched séttely On one side,
thinning (e.g., [MBPL99, ZQN95]) generate skeletons that preservsihpe topologies [Cou06].
However, they are noise-sensitive and usually yield unwanted edgesheother hand, skeletons
extracted from implicit functions are smooth [LG07, MWOO03]. Unfortunatdgpending on the im-
plicit function, this approach may smooth out some features. In our agipraahinning algorithm,
which preserve the shape topology, is used to find the skeleton seedthé.ganishing points of
the distance function to the silhouette), and an implicit function is used to dgerteeafinal smooth
skeleton between the seeds.

Skeleton Seeds

The first step consists in the construction of a binary image from the sketitwuette. On this
image, we apply a thinning process to find skeleton seeds. To speed{uptiess, we use a parallel
approach [ZQN95]. At each step, any pixel of the image boundarytengially removed (contrary
to a sequential thinning that only removes pixels in a given direction). Hemvawetrieval mask has
to be applied in order to preserve non-simple pixels (corresponding ttigartetween the different
parts: they are topologically important).

As shown in [Cou06], the algorithm guarantees that the shape topologgssrped. For each
boundary pixel of the binary image, 8 thinning masks (see Figure 1.2&(@)applied. In order to
ensure a 1-pixel width skeleton, we introduce two retrieval masks (seeg-1g2-(b)) in the original
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(a) (b)
Fig. 1.2:(a) Thinning masks for the technique of Ng et al. [ZQN9bis the pixel currently treated and empty
cell means that the value is 0 or 1. (b) Restoring masks addedsure to have a 1-pixel width.

& €&

Fig. 1.3: Skeleton from thinning. Fig. 1.4:Smoothed skeleton.

approach [ZQN95]. If any of the thinning masks and none of the retr@wes are matched, the pixel
can be removed while preserving the topology. The resulting skeletom$-igere 1.3) are far from
being smooth but, they are used to determine the seeds (points that embeckthleape topology).
These seeds are easily identified using the pixel connectivity on the rgsskefeton:

o 1 neighboring pixel: the pixel is final seed

o 2 neighboring pixels: the pixel is not a seed

o more than two neighboring pixels: the pixel iguaction seed

Skeleton Edge Generation

Starting from the seeds, the skeleton edges are curves that connewighboring seeds. Finding
these neighboring relationships between seeds is simple, based on thersigeteerated by thinning.
To smooth the skeleton edges, a mass-spring system defined by Equaiiuskd for each skeleton
pointi from the skeleton edges:

p=p DR+ S, (8% ") (1.1)

wherep; is the position of skeleton point0F is the gradient of implicit functiofr at positionp;, rj;
the vector between the poinand its neighborg, ¢ the radius of the particles arddthe global length
of the springs.

Since seed positions are fixed, only skeleton points belonging to the skeliges are moving
accordingly to Equation 1.1. Since the mass-spring system is influencee byiplicit function, the

Lin our current implementatior§ = 2¢ and ¢ is defined agp = W/k whereW is the diagonal of the object bounding
box andk is a user-defined scaling factor @f
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(b)

Fig. 1.5:(a) Radial edges and their dependenc
on the seeds. (b) Silhouette segmente
tion based on the previous radial edges
The colors show the correspondence )
between the skeleton and silhouette Fig. 1.6:New radial edges from our approach.
components.

skeleton edges tend to follow the lines of local minima. Thus, skeletons geddnaour technique
(see Figure 1.4) are smooth while preserving the topology.

1.2.3 Improved Surface Reconstruction

We generalize the work of Cherlin et al. [CSSJO05]to any closed silhouittidnis purpose, we use the
skeleton generated with our approach (see Section 1.2.2) to segment tuettdhinto components
on which this technique [CSSJ05] can be used for inferring the 3D model.

Silhouette Segmentation

The silhouette segmentation is based on radial edges (edges that carsibmiuette point to a
skeleton point). The initial radial edges are connected to their closedd.s€he set of radial edges
connected to a seed correspond to the silhouette region that dependgser Figure 1.5-(a)).
According to the seed type (junction or final), a different algorithm is usestlect a subset of radial
edges which support the final segmentation (see Figure 1.5-(b)).ilibaette section that connects
two selected edges is calleagidthouette edge

Final seed: these seeds have only one neighbor but two radial edges are needednent
the silhouette region. We keep only the two radial edges that are the mazjanti to the skeleton
edge connected to this seed (see Figure 1.5-(b)).

Junction seed: the number of required radial edges is equal to its number of neighboring
seeds. Thus, the seed is simply connected to the closer silhouette poin&lioseed-dependent
region of the silhouette (see Figure 1.5-(b)).

Inferring a 3D Surface

Starting from this set of radial edges and as in [CSSJ05], each skelatbsilhouette edges are
smoothly reconstructed aplines Indeed, as illustrated in Figure 1.5-(b), each silhouette edge corre-
sponds to either a skeleton edge or a final skeleton seed. Each skelgéois eelated to 2 silhouette
edges.

11
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To compute a final set of radial edges (see Figure 1.6), the 3 edgesaraped with the same
number of points. Then, it is sufficient to connect the skeleton points askélketon edge to their 2
corresponding silhouette points. Finally, for the silhouette edges thatlkated to a final skeleton
seed, the radial edges are created by linking the silhouette points to the seed

Then, the radial edges are sampled and these samples are simply triangitlatedir immediate
neighbors on the silhouette plane and are displaced according to the (geél8ection 1.2.1).

1.2.4 Multi-View Interface

(b)

Fig. 1.7:(a) Three different views are used in our system: the 3D vleft frame) that shows the 3D object
under construction, the skeleton view (upper-right frambjch shows the outline of the object and
its skeleton and, the profile view (bottom-right frame) thlabws the profile currently used to create
the object. (b) A door created with two objects. Their reat8D positioning was done in the 3D
view.

Since this approach provides users with a larger range of possibléimgsshapes, it is even
more essential to integrate all the actions in a simple interface, with comprelesiesiiback. Our
prototype, shown in Figure 1.7, is based on three different views: theediD(left frame), the skeleton
view (upper-right frame) and the profile view (bottom-right frame). Eegielw is specialized into a
component of the modeling process and defines its own sketching intemadtmreasier undo or redo
actions, we complete the profile view by a complementary one, allowing the saleftm existing
profile curve.

3D View

The 3D view is very similar to the standard one-view of other 3D sketchingsys and is mainly
used to perform three tasks: (i) the visualization of 3D objects, (ii) the positjoof these 3D objects
(either by moving them - see Figure 1.7-(b) - or by defining a new 2D planthé silhouette curve)
and, (iii) 3D editing of objects. All the Teddy-like operations such as cuttaxgusion or fusion
might be implemented in this last view.

12
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(b)
Fig. 1.8:(a) Using the selection tool to select a set of radial edgesTlie zoom tool focus on a part of the
silhouette/skeleton.

Skeleton View

This view shows the silhouette shape as well as its skeleton, and is a vatyllgetration of what
we intend to do by exposing all the underlying process and representhtisketching approaches,
the direct selection in the 3D view may be difficult, due to the 3D projection ondrees. With
multi-view systems, this selection is performed in the 2D skeleton view. Since, ihro projection
from a 2D sketch to a 3D space, the result is much easier to predict.

Profile View

All the operations related to the profile curve are defined on the profile wigieh is the last view
provided by our system. More precisely, users only have to draw a @@lsko define a new profile.
In our current implementation, only half of the curve has to be drawn andttier half is recon-
structed by symmetry. Besides, since users may want to create a 3D blojebylwy only sketching
a silhouette curve, we have designed a default circular profile cued tosinitialize of our system
session.

Once the profile curve has been generated, it is then sampled and the pamidare transferred
to the 3D view to be applied on the current selected area. If no local &ride @bject has been
selected, the new profile curve is applied on the whole object.

Profile Selection

This view keeps track of and manipulates the defined profiles. All the sketglofiles are saved
with the selected radial edges on which they were applied. For each pusfdes have 3 choicés
(1) the radial edges on which the profile has been applied are sele2}ale (profile is applied on
the current selected radial edges or, (3) the profile is re-applied oafiteed selected radial edges to
restore a previous state. With a scribbling sketch on a profile, users sieipte @. This view is not

2the choice is currently done according to the mouse buttons, since thisgtésf currently designed for a desktop
workstation. It might be easily replaced by any gesture/sketch interadtoother platform
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Fig. 1.9:(a) The history of profile used in the modeling session is imegal hidden and only revealed window
(b) when requested.

(@) (b)
Fig. 1.10:(a) Default setting of the system with the 3D view as the ppakcview. (b) Swapped between
skeleton view and 3D view.

always shown since it is only useful when radial edges are selectedial appears when selected
(cf. Figure 1.9-(b)) and is hidden as soon we leave it (cf. Figured))p-(

Ordering the Multiple Views

Finally, it is possible to change the view layout (apart from the profile selec Since the 3D view is
not necessarily the most important view for a specific operation, usersvarayto use the skeleton or
the profile view in place of the principal view. We thus offer a straightfedasketch-based interface
to swap the position of two different views: this is done by starting a strokaenveew, and finishing
it in the other one.

1.2.5 Discussions

We have presented new techniques to improve the quality of models genesaigdsketch-based
free-form modeling systems: we have introduced a new skeleton extraatitew scheme to create
the set of internal edges which aim is to limit the creation of tiny and unevemteanindeed, better
internal edges lead to the creation of better meshes for the final objectlyfFiva have presented
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how users manipulate the profile curves to create more complex objects.

For the modeling aspect, the main problem remains the transition between twespttwdit is not
well-defined. Furthermore, the smoothness of the reconstruction is acdrgeed when the radial
edges are not close to orthogonal to the corresponding skeleton thifgés (also problem of the
original technique of Cherlin et al. [CSSJ05]). We need to investigatatiavgure this orthogonality,
and how to find a better radial edge generation near the junction skekxtds-s

On the interaction side, the only validation is our own experience. Even ileleMe that such an
approach could lead to more flexible modeling interactions, a user-studyacimgphe efficiency to
this approach to existing ones is required.
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1.3 3D Positioning for Large displays

Similar to our system, most of the previous ones are based on a clasgier2Bnd-papecontext,
similar to the use of a drawing tablet. In general (e.g., [IMT99, AJO3, T)¥-Q@he final model is
obtained by combining different components resulting from 2D sketchetkfi@nent planes. How-
ever, combining these different components requires switching betvizzeke2ching interactions and
3D manipulations (mainly positioning and rotation). This leads to our developafemt integrated
approach for these two modes, resulting in more comprehensible chargetsvieen them.

The main goal is to provide an comprehensible manipulation environment fde8ign in virtual
reality centers. In these environments, several users might collabowtehare ideas for creating
3D prototypes in front of a large display. For easier interactions, wpgqa® to use an interaction
device that provides a direct mapping between its physical orientation andl#tive orientation of
a 3D object on the screen. This direct mapping guarantees that any posigasily visually and
physically recovered by any user. It leads also to the introduction ofBhem&taphor of virtual 3D
paper sheet similar to the 3D canvas introduced by Dorsey et al. [DXS

1.3.1 Previous Work

One solution to the 3D positioning problem is to remove the restriction of sketomiy2D curves,
by providing an interaction to directly draw 3D curves with a tracked deviapides et al. [LSSS06]
use a tablet mounted on a support that can be translated vertically. Odeshased to draw a
2D curve on the tablet and the other one to add the third dimension by a vérgicalation of the
tablet. Unfortunately, a good 3D visualization system is required for ate@D drawing; otherwise,
these approaches would result in undesired solutions due to the diffsrbatween the visualization
system and our spatial representation of a 3D world. Furthermore, tibeseiques demand acute
coordination abilities, involving both hands.

It is usually easier to have a set of reference planes [TBSR04] faces [GBK"02] to draw on.
Tsang et al. [TBSR04] use a set on planes oriented along the main aadsdian et al. [MCCH99]
use the projection of the 3D curves on the image plane and its projection &erenee plane (called
a “shadow curve”) for inferring the 3D shape. The sequence ofdntemns is inverted by Gross-
man et al. [GBK 02] to extend the reference plane to a reference surface geneyatiee fshadow
curve”. They use a “Tape Drawing” [BFKB99] approach for cusketching.

More recently, approaches based on multiple reference planes hare édended by
Dorsey et al. [DXS07] for architectural design and analysis. Their system uses strokkpla-
nar “canvases” as basic primitives like in a traditional sketchbook (oetelskor each canvas) but do
not provide true free-form models.

For an improved kinesthetic feedback, some tracked two-handed intesatiave been intro-
duced. Sachs et al.[SRS91] use two Polemus-tracked devices: a psalgteeraference plane and a
stylus of the sketching part. Thanks to the palette, 3D positioning of the 2 aur3D object is
easily achieved. Schroering et al. [SGPO03] use the same approachamitratracked devices: a
board as reference plane and a laser pointer as a stylus. Unfortuatédy any hand-held device,
this may be physically tiring for users. Furthermore, when multiple usersaked in the modeling
process, the direct matching between the devices and the 3D positioning asytisne the devices
are released, put back at their original position, or passed to anatifedvarator.
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Synthetic view of the CAT The real CAT and its 6 DOFs

Fig. 1.11:Presenting the CAT and all 6 DOFs. The table can be rotatedjalth the 3 axes. Translations are
detected by user’s pressure along the 3 axes. Note the dygabtet mounted on the table.

1.3.2 System Overview

We introduce a virtual 3D paper sheet metaphor in our sketching systerassdene that users draw
different sketches on different reference planes and combine thgathtr in order to create the final
object [DXS07]. For the combination, we extend the classical 2D desk to a 3D space.

Among the recent interaction devices, the CAT [HGO04] (cf. Figure 1.41,DOFs interactor,
provides us with a solution to the problems of 3D positioning. Compared to ogvizes, the CAT
favors an unconstrained interaction since users do not have to hdkirapyFurthermore with the
CAT, rotations are directly controlled by an isotonic sensing mode while (infitridsmslations are
controlled by an isometric sensing mode. Thanks to these features, it allmis/@manipulations
of 3D objects: the orientation of the table directly corresponds to the oriemtataplane in 3D space.
Most similar devices like the SpaceMouse or 3D Mouse do not share saghrient properties. Our
CAT-based solution may thus simplify the orientation of the reference planereel for sketching.
Furthermore, on one side, a translation is in theory an unbounded tnayasiion and thus has to be
relative. On the other side, a rotation is bounded and thus has to be ab3diate interactions are
naturally offered by the CAT.

Moreover, a tablet fixed on the tabletop of the CAT is used for 2D interadtiayur system.
To track the original plane where the 2D sketches are drawn, this tablieectlg mapped to a 3D
virtual paper sheet. Thanks to the 6 DOF available on the CAT, this virtestshnd thus users, is
still immersed in 3D environment. Therefore, all the interaction sequenaesthas to be carefully
designed in order to use this 6 + 2 DOFs and will be described in the neiarse®Vith only one
device, we access to all the required DOFs.

Virtual 3D Paper Sheet Metaphor

A sketching system is naturally based on a paper-and-pen metaphor. W(TATh a tablet mounted
on the top is used as a reference plane, and thus directly associated tar&udDpaper sheet. The
main problem for editing the different components of the object is thus tecttyrposition a set of
reference planes in 3D (similar to the canvas in the work of Dorsey et 2S{D7]). Two main
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A paper sheet on a desk Virtual 3D paper sheet on a large displa

Fig. 1.12:Movement of a real paper sheet on a desk (left) and the camelapy mapping between the rotations
and the translations of the CAT and the movements of thealiBD paper sheet (right).

approaches may be used for this positioning: the traditional manipulation etéme/object, or the
manipulation of a virtual 3D paper sheet.

For the first one, users have to position the 3D scene/object relativelfixeda3D paper sheet.
Unfortunately, it might be difficult to map the arbitrary shape of the resultb@Bject to the planar
tabletop: the choice of how the orientation of any object is mapped to the talddtgation is
arbitrary without any visual cues. As an example, how can we attactesisplobject to a rectangular
tabletop?

On the CAT, the paper sheet can be directly associated with the tablet mamthd moving
table. We thus naturally decide to use this second approach: the positidaingference plane in 3D.
The table orientation directly corresponds to the orientation of this 3D phapet ésee Figure 1.12).
Users just feel as they were in front of a desk, drawing multiple sketmhesultiple paper sheets, and
assembling them together: rotations of the tablet and translations are dirésthréted as translation
and rotations of a virtual 3D paper sheet.

1.3.3 Modeling Sessions

The modeling session is generally broken down in two main steps (see Fid3je During the first
one, users are moving the supporting plane relatively to the 3D scenes tBiscvirtual 3D paper
sheet is correctly positioned, users have to change to sketching moaeksTto the CAT, these two
steps are performed using a single device. When positioning the virtuahfér gheet relatively to
the scene, it is drawn as a transparent plane.

In positioning mode, only the virtual plane is user-controlled. The directpingpbetween the
table orientation and the virtual 3D paper sheet simplifies this process.

In sketching mode, the virtual 3D paper sheet and the 3D scene aretogettier: any translation
or rotation of the CAT is directly applied to the scene and the virtual 3D papssts This has two
main advantages. First, if the tablet is moving during the sketching sessiomldlige positioning
is not lost between the plane and the scene. Second, for a user poietvpit is easier to draw with
the table in a horizontal position. This horizontal configuration is definitimetyguaranteed after all
the rotations occurring during the positioning of the virtual 3D paper sfiedfinalize the transition
to the sketching mode, users have thus to manually rotate back in this positiersaru the object
and the virtual plane are linked together — the whole scene (i.e., the 3D ahpbte virtual plane) is
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3D Pasitioning of a virtual plane After a manual rotation back

transition

3D Positioning Sketching \:)

-

Fig. 1.13:Positioning of the virtual 3D paper sheet. The two modeliegps (upper images) and the associated
interaction graph (lower image). During the 3D positioningde, only the virtual plane is manipu-
lated. During the sketching mode, the scene and the viraleer sheet are linked together. After
the transition from positioning to sketching mode, useesadiowed to rotate the virtual plane and
the CAT to a horizontal configuration, more comfortable frawding.

rotated in order to move back also the virtual 3D paper sheet in a positicer ttoshe initial one.

Note that, during the transition from the positioning mode to the sketching modehtile scene
is also translated in order to move the center of the virtual 3D paper shibet @nter of the screen.
This guarantees that, if the inverse rotation is applied to the horizontal posfhimnirtual 3D paper
sheet will be back in the initial orientation and also centered on the screamrcanfiguration similar
to the original one (see upper-left image in Figure 1.13).

Once the silhouette has been sketched, we save its association with teagefptane. A ref-
erence plane is defined by a centefthe center of the silhouette) and a normaldefined by the
orientation of the virtual 3D paper sheet). We store also the corresgpdinbounding box for
display.

Editing is a bit more complex. In the ideal case, when adding a new compiortietfinal object,
the previous 2-step approach is sufficient. To increase the usezdbime and the possibility of multi-
users interaction, editing also needs to be supported. For most of the ¢alitksgwe need to retrieve
the supporting plane corresponding to the component that we want to m@tiige again, thanks
the CAT, this is easily done. Users move the virtual plane in the 3D sceneylasa it coarsely
corresponds to the target plane, this one is selected. Users may thuoweinirn the table to the
initial position (horizontal) and performs the 2D operations. Similarly to the moglédisk, the whole
scene is translated during this change of mode, and afterward rotatesfwiant to move back the
virtual plane back to its original position.

The selection of the closest reference plane is done based on the pé&riaton (i.e., norman)
and its centec. To assist users in selecting the correct reference plane cordisgdn the object’s
component she aims to modify, we use color cues. A color is associatedh@@aponent. This
color is used to display the reference plane and its correspondingsiisiee Figure 1.14). We select
a set of perceptually different colors, excluding red, as we use thlistoohighlight the current closest
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Whole object Selecting the left component Selecting the right component

Fig. 1.14:Selection of a reference plane. In edit mode, each compdramnits own color and the selected
component is highlighted in red. We take the closest onega@émter of the virtual 3D paper sheet.

1 - first sketch 2 - inferred shape 3 - second sketch 4 - infesheghe
5 - The first fin 6 - second fin 7 - the tall Resulting models

Fig. 1.15:Modeling a dolphin. The first four steps are done with neaolplanar 3D paper sheet. During the
transition from step 4 to step 5, the CAT has been used toipogtie virtual plane orthogonally
to dolphin’s body, and rotated back as explained in Secti8mB1 The steps 5, 6 and 7 are now
performed on the same plane

plane.

1.3.4 Results

To illustrate a typical modeling session with the presented approach, wevrh@esteps involved in
creating the shape of the dolphin in Figure 1.15. Users first draw the mdindidhe dolphin using
two components (steps 1 to 4). To rotate the plane into a position orthogonal oatin body, the
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(b)

Fig. 1.16:3D positioning of a new virtual plane. Once the position & filane is validated by users (a),
a translation to the center is applied on both the plane aadliject (b). User moves back to
horizontal position.

(b) (d)

Fig. 1.17:Selection of an object component for edition. From the aurpssition (a), user moves the virtual
paper sheet to select another component (b). Each compleagits own color (red is reserved for
the selected object). Once the selection is accepted by (¢r translation to the center is applied
on both the plane and the object (d). Users move back to hugkposition.

CAT table top has to be vertical. Once back in sketching mode, the rotation GiXhes applied to
the virtual paper sheet and to the objects: users may want to move badkttiaé paper sheet to a
nearly horizontal configuration, more comfortable for sketching.

This transition is also illustratédn Figure 1.16. Once the position of the virtual plane corresponds
to users’ wish, the transition to sketching mode consists in a translation of thle adene (object and
plane) to the center of the screen. This translation allows users to quidkéytmck the virtual sheet
in front of him: the only action required is the rotation back of the CAT. Dutimgwhole process,
the orientation of the CAT table always corresponds to the orientation ofrlob@Mpaper sheet. This
sequence of actions is similar when it comes to select an existing compondfig(ake 1.17).

3The images are samples of the associated video. The difference irbetlaen the upper and lower part is due to our
stereo system.
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1.4 Conclusion

Through this exploration of sketch-based free-form modeling, we baperimented two context-
dependent interactions: stylus for small devices or mouse for classaréktations, and special
tailored devices for large displays. In each context, we have firsttige¢sd what would be the
possible more comprehensible actions that would result in the desired Segexl on these actions,
we have thus defined new representations and reconstruction algoritunhgwe to be involved: we
try to preserve comprehensible correspondences between the defiredtions and the resulting
representations and reconstruction algorithms. Based on these asssmpédrave first developed
modeling tools for meshes using profile curves.

To ease the use of such modeling tools, and to introduce more flexibility in thelimgpgeocess,
| believe that it is important to expose comprehensibly the different stehg oéconstruction process
together with the underlying representafioRrom the definition of user interactions, we have to first
define the underlying representation and the reconstruction proces this pipeline defined, we
have to expose this representation and this process with tailored usecimes and visual cues:
users are now directly integrated into the reconstruction pipeline. Basedisoassumption, we
have developed a multi-view interface dedicated to our profile-basecshkgtend to 3D positioning
interactions for sketching in front of large displays.

Our work leads to more versatile modeling tools for meshes, showing thaéwisurfaces are
a viable alternative to implicit surfaces. But robustness have to be impiavedier to prevente
un-desired behavior and failures that might break the interactions betweses and modeling pro-
cess. The main remaining problem in our approach is the transition betwéereutifprofiles: we
have to first define what might be the generally expected result froms,used thus to create the
corresponding representation and modeling process. Currently,afidhe different proposed solu-
tions [LGS06a, LGS07b, LGO7] are fully efficient.

More generally, new possible actions have to be developed in order &asethe richness of the
resulting models while preserving the intuitive aspect of sketch-based mgdélive resulting new
tools have to be embedded in one unique and intuitive framework. Paintirftpdirts) based [GZ08]
approaches are good candidates for increasing the local shape. dgitails all the existing tools are
currently dependent on the choice of the underlying 3D representatiome work must be done to
either convert them to a unified representation, probably based oetgiscrfaces such as point-based
surfaces or meshes, or to allow the possible on-the-fly conversion éetis unified representation
and one compatible with the modeling tool.

The results presented here are definitively not a full achievementrokeaarch in this domain,
but represent some preliminary validations of our approach for théajewent of modeling tools. As
previously said, we have to work more closely on the cognitive and péooegspects of this research,
for both defining new interactions. As an example, a large range of ghagie be perceived as
similar [Hof98], leading to the following two developments: the reduction of 3lleliag constraints
for more freedom in modeling, but also, the accurate visualization of a 8Pesh

On important point is that sketching tools are hybrid solutions: 2D action8Bomodeling.
As stated in Section 1.3, full 3D interactions require either intuitive 3D dewces very efficient
3D rendering systems. Such rendering systems are still in developmentilhmdt reach a full
maturity in a middle term period: work has to be done on the accuracy of ysténss, based on
our perceptions of a 3D space. Moreover, a lot of 3D interactorsasedion the use of 2D tablets.

4Andrew Woo, who was working at AliasWavefront as the head of theareh and development team, has also claimed
in one of his talks, that no parameters have to be either hidden, or limited.
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In real world, sculpting is often assimilated to 3D modeling. Even though, nidsedime, it relies
on 2D interactions on the surface to progressively remove or add samgooents. In conclusion, |
believe that sketching and painting in 2D for 3D actions will still remain one ofrthim user-friendly

approaches for 3D modeling.
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Chapter 2

Local lllumination and Shading

3D modeling is generally organized in three components: geometry, animatiapaearance (i.e.,
lighting behavior). We have shown in the previous chapter that over s y&nd with an increasing
interest since the publication of Teddy [IMT99], simple sketch-basedfates have been proposed
for geometry modeling and more recently, for animation (e.g., [TBv04]). Tdsearch in intuitive
modeling has only recently emerged for the design of lighting behavior dirsipée.g., [OMSI07,
TABIO7]), but is still in its early stages.

One can first consider shading on the physical side, trying to repedtieaeal behavior of a sur-
face toward incident lighting. A lot of research has been done in this dorfinaim empiric models of
reflectance or BRDF (Bidirectional Reflectance Function [NRH]) to complex acquired materials
like Bidirectional Texture Functions (BTF [DvNK97]) or reflectance fie]dHT00]. The main goal
of most of these researches was to provide more and more accuratser@ations for more and more
complex and rich materials. In this chapter, we introduce a new approachoideling BRDF that
extend the user freedom in designing lighting behaviors, from plausiblertaealistic ones.

Moreover, the appearance of an object is related to both its lighting piydméralso, to its geomet-
ric characteristics [VLDO7]: shading participates to the shape perceatidrgeometry participates
to the perception of the lighting property. To improve both shading and gheqgeption, it is thus
important to correctly analyze the shape characteristics. The resultloBsuanalysis would help in
providing users with intuitive tools to control the relation between shapertsatund shading. In this
chapter, we introduce a new shape descriptor called Apparent Relititsapplication to a collection
of non-photorealistic styles.

The content of this chapter has been validated by the following publica{B@SP08, VBGS08a,
VBGS08b]
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(@) (b) (c)
Fig. 2.1: Three different styles of highlight obtained with diffetesystems. (a) BRDF-Shop physic-based
highlight, (b) Anjyo [AWBO06] cartoon-based highlight, andl) example of highlight obtained with
our system.

2.1 User-Designed Glossy and Specular BRDF

Over all possible lighting effects, some of the most noticeable are specdghdights: they play an
important role in the final appearance of an object, providing users withirnting materials. Unfor-
tunately, a highlight is controlled by the lobe of specular or glossy BRDiebitas thus a complex 4D
function that depends on both light and view directions. Therefore, neaite and artistic context,
edition and creation of plausible BRDF are still challenging tasks. Currentigt systems rely on
the selection over pre-defined shading models (such as Phong shawlihti)e modification of their
intrinsic parameters: the users’ choice and freedom is thus limited. Regprdazhes extend the
modeling freedom by using a painting approach: users create and edE8By painting (cf. Fig-
ure 2.1-(a)) the expected result on a sphere [CPKO6]. This appisatill limited by the underlying
analytical models.

We thus develop an intuitive and flexible system for BRDF design. Ourrmsyatl®ws users to
specify interactively through sketching, painting, and manipulation of vetdta, the lobe’s shape
and its color gradient. With our new modeling tools, users can create a wigeyvaf appearances.
Thanks to the simple underlying model, our approach can provide real-tededek and interactive
rendering. These results are due to our two main contributions:

o we providenew sketching and painting toolsassociated with gradient edition in order to define

easily different BRDF’s lobe characteristics, such as their shapedodwvariations.

o we introduce anew BRDF modelbased on a curve as a global shape representation for its lobe,

and a texture for its color and refined shape description.

2.1.1 Previous Work

In Computer Graphics, one of the common ways to represent surfaearamge is to use a BRDF
(Bidirectional Reflectance Distribution Function). However, its specificatidies on a non-intuitive
choice by an artist of a pre-defined model (e.g., [Pho75, BIli77, CT8&GEDB1, War92, Sch94a]), and
an adjustment of its parameters that can have a non-uniform percephalidr. For an improved
selection of the expected appearance, Ngan et al. [NDMO6] introdaipetceptually uniform navi-
gation in a space defined by the different models and their parameterse@dition side and once
a given model has been selected, Ben-Artzi et al. [BAORO6] praptsproject it into a given basis
and to factorize it in a set of 1D curves that can be edited directly, evéerwomplex illumination.
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However, even if these solutions provide users with improved selectioadition tools of predefined
BRDFs, they do not allow the creation of more freely designed ones.

To increase modeling freedom, Colbert et al. [CPK06] develop Poulifranchier's work [PF95]
by proposing a painting interface. In their tool, calR@DF-Shopdifferent “painting” operations are
introduced for the design of highlights. The resulting BRDF is approximaied bum of Ward
lobes [War92], but other lobe models can be used for this fitting pro®d3MP5]. Their approach
does not guarantee that the painted highlights correspond to a reksfindlecause an arbitrary
choice on the underlying analytical model has been done, a non-lineay fithies not guarantee to
reach the best approximation, and a large number of lobes can be teqéireimproved fitting
process or an increasing number of lobes will thus result in reducedatitgty. In contrast, Edwards
et al. [EBJ 06], extending the work of Ashikhmin et al. [APS00], create a unique lpbdesigning
a probability distribution function of normals. A similar indirect control hasrbpeposed also by
Neumann et al. [NNSK99], where the shape of a lobe is defined on thertaptane of the surface.
Generally, the main control on BRDF is done indirectly by designing a micovrgéry [WAT92,
Sta99, APS00] or a similar bump-map [CMS87]. Unfortunately, these irdiadrols can be non-
intuitive.

By removing constraints on realism, more freedom is provided to users itighigdesign in a
non-photorealistic context. One of the first solutions, based also on aingametaphor, is thé.it
Spherd SMGGO01] by Sloan et al.. In their approach, the painted appearancespineae, for given
viewpoint and light direction, is used as a texture projected on 3D surfakieg into account the
similarity of the configuration between the viewpoint and the normal. Therdfwir approach is
only possible for a fixed lighting direction. Recently, Okabe et al. [OM$Hikectly painted the
lighting on a 3D surface. From this input, a 3D environment map is constractédised as light
source, but no control on BRDFs can be provided. Anjyo et al. [A8]|B®&eaked the shape of a
highlight in cartoon-like (cf. Figure 2.1b) shading. However they doreatly edit the BRDF: they
locally move, scale, split, and merge the light sources in order to obtain thesteqgl shape which is
the only editable parameter. Smoothness, glossiness, and color variagons gaken into account.
Similarly, Todo et al. [TABIO7] remove or add some highlights in toon shadiising offset texture
defined for light key-directions. Unfortunately, this solution is limited to styligkdding.

Of all the previous solutions, the most closely related to sketching is the wWdpklacini and
Lawrence [PLO7]: they use strokes to select different areas offat8interactively modify materials.
In our approach, we also want to provide users with a fully interactivitoed but for the design
of BRDFs. For user friendliness, our solution is based on sketchingpaimting metaphors. For
efficiency and interactivity reasons, we directly manipulate the shapeddoi of BRDF's lobe.

Overview

As illustrated in Figure 2.2, our approach is based on the direct editioratifris of BRDF's lobe,
displayed on a plane oriented perpendicularly to the light mirror directiddn this plane, the artist
changes the shape of BRDF's lobe and color-gradient with 2D editing. t@@asequently, the lobe
features are defined for a given ligkgy-direction |, similar to the solution of Todo et al. [TABIO7].
The set of lobe features associated with a light key-direction is callgtitang configuration. A typ-
ical workflow in our system is firstly to define the lobe characteristics with2@utools (first shape,
then color and gradient, as shown in Figure 2.4), and secondly to @berbehavior of resulting
highlight for different light or view directions. By default, our systenplieates the same lobe fea-
tures for all lighting configurations. However, users can edit them fdefaned light direction. For
undefined ones, our system smoothly interpolates every lobe featuresuee coherent behavior.
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n: geometry normal

Highlight shape @ [: light direction

Sketching plan.é"

Fig. 2.2:Sketching plane. Users sketch the shape of BRDF's lobe aimd ig.color on a Sketching Plane
oriented perpendicularly to the light mirror direction
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(b) Highlight gradient and color
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(d) 3D view (e) Light key-directions

Fig. 2.3:User interface main view.

Furthermore, at any time our system provides real-time feedback to eskiag actions.

2.1.2 User-Controls

To provide intuitive tools for BRDF modeling, we rely on three different iatdion approaches
adapted for each modeling action. For simplicity of use, each interactiondsiated with one spe-
cific screen area (cf. Figure 2.3). As illustrated in Figure 2.4, usersketich the shape of BRDF's
lobe, paint its color or edit its gradient with vector tools.

Sketching has been recognized as an efficient tool to define a glays .shherefore, we rely on
this approach to modify the shape of BRDF’s lobe. Through sketchekiestio a specialized area
(cf. Figure 2.3-(c)), users select part of or the whole lobe shdpéd-{gure 2.4-(a)). Once selected,
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Fig. 2.4:(a) The external curve represents users’ selection skbjchhe cyan curve represents users’ sketch
whereas the blue one represents the fitting result. (c) A-disiemed color gradient. (d) Sketching
Plane view that displays the resulting highlight when apyb) and (c).

a new target curve is drawn. A fitting process then approximates the gkétéhigure 2.4-(b)) using
the underlying representation of curves (defined in Section 2.1.3). Rélishsbased definition of the
shape also controls the highlight shininess: the smaller the shape is, the gienighlight is. To
increase the shininess, users have simply to scale down the curve.

To define color variations and gradients, painting is the most suited apprdaers thus use a set
of brush and gradient tools to refine the lobe shape and to control its lweavior. Brushes allow
users to edit the color while the filters let her adjust the intensity. This is alse thospecialized
areas, one for the gradient manipulation (cf. Figures 2.3-(b) andc).4ene for a precise edition
on the final results (cf. Figures 2.3-(a) and 2.4-(d)). The combinatidgheoshape and the gradient
texture is explained in Section 2.1.3. If the embedded tools are not suffiareekperimented artist
can load an image created with any other image manipulation software.

For an interactive modeling system, real-time feedback is crucial. Thankg t@presentation
based on a unique lobe defined with a simple curve and a texture (see ett®)neach modification
is directly viewed on a selected 3D model (cf. Figure 2.3-(d)). Since thaigig depends both on
the light and on the view directions we provide also users a visual repiege of the current light
key-direction (cf. Figure 2.3-(e)). Furthermore, users can seleattaf the 3D object to retrieve local
parameters, such as the most important light configuration or the highlilgitasad shape. Although
this is not a 3D painting interface, it greatly facilitates the users’ work wheorites to modifying
precisely parts of the highlight.

2.1.3 BRDF Model

For each lighting configuration, a distance field defined by a curve septe the lobe shape and a
texture represents its colors and intensity.

Lobe Shape

We define the lobe shape as a curve, the size of which controls the higttigiiess The key idea
here is to use this curve as the outline for the whole lobe. Outside of this, theveeflected intensity
is null, whereas inside the intensity is modulated by a color texture. In orddt thefishape, our
representation should allow a simple and intuitive access to the color texturtaefmore, we also
need a representation that can be easily interpolated between light keyiatis. This is required for
the reconstruction of lobe shape for unspecified light directions.
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Fig. 2.5:(a) Thex andy directions constitute the Sketching Plane local frame.yTdre computed according
to the light mirror directiorr and the geometry local tangdnt To compute the reflected intensity,
we project the view directiow on the Sketching Plane. (b) The distance fid{g, 6) defined by the
polar curve parameterizes the Sketching Plane.

h|

Therefore, we use the spline-based polar curve proposed byi€etsd. [CBS96]. Each control
point for the curve is located by an an@lend is defined by its radiys and its left and right tangents.
These parameters (radius and tangents) are easily interpolated. fmanbgtihis curve representation
enables the definition of a distance fielgp, 0) that starts from the center of the Sketching Plane (cf.
Figure 2.5-(b)). This distance field is then used to fill the shape with a cotturée

Texture Definition

The color texture represents the reflected color and intensity inside the.sHaerefore, black texels
indicate areas where the reflected intensity is null. This allows a refinemehe afurve-defined
shape. Furthermore, by controlling the intensity gradient, we control thndidplig glossiness

Two parameterizations (polar or Cartesian) are used for texture looWigfound it easier to
work with polar coordinates when the texture is used to define a simple caldiegt, and Cartesian
coordinates for more generic textures, such as those created usitiggp&dols. When using the
polar parameterization (cf. Figure 2.4), the horizontal axis of the textlog component represents
the angular variation whereas the vertical axis represents the radial one

Since the color texture is enclosed by the star-shape polar curve omayvatso use it to define
more complex shapes. To further ease this process, we separate, dsrieisr common painting
software, the color texture into two multiplicative layers. One layer storesftection color and the
other stores the reflection intensity as gray level (cf. Figures 2.9 anjl 2.10
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Parameterization

Finally, we need to define the parametgrand6 as functions of the view and light directions:

p=vr
cosf = 'vx (2.1)
sinf = vy

whereT denotes the transpose operatothe light mirror direction, anas the view direction. The
directionsx andy are defined as follows:

{x:txr
(2.2)

y=rxX

where x denotes the cross product, anithe local geometry tangent (cf. Figure 2.5-(a)). With polar
coordinates, to access the color texture, the system uses the follawindexture coordinates:

P
V_ﬂ . (2.3)
S 2n

To summarize, for a given light direction, the system smoothly interpolategandesfieldd(p, 6)
and a color texture that are both used and accessed, at renderingdomglilag to the current view
direction.

Implementation

We only use the CPU to perform the least-square fitting of the polar curveachieve interactive
feedback, we rely on current graphics hardware capabilities @emGL Shading Language

The shape of the BRDF’s lobe is stored as a floating 3D texture. A slice 80ftexture contains
parameters (radius and tangents) of one curve’s control point @r kghting configuration. The
number of slices is the number of control points of the polar curve. Thergh slice parameterizes a
spherical triangle representing all possible lighting configurations. Wk @eery color texture (one
for each lighting configuration) into a single texture array (ARB_textumaysextension).

In practice we use between 20 and 60 control points with 3 different lightn§gurations, thus
requiring less than 40 KB to store all the features (shape + color). fdniereur representation is a
very low-consumption memory solution and one may use it to store many diffehaders on GPU
resident memory.

2.1.4 Results

We perform all the experiments on an Intel Core 2 Duo T7500 CPU warstaith a GeForce 8600
M GT. For a rendering resolution of 12801024 and an object complexity of 35000 triangles, we
report a frame-rate of 60 frames per second. On the interaction sicle aetion leads to an update
of the interface in less than 100 milliseconds. Through all the results, keeynih that the final
appearance results from the combination of diffuse and highlight cdtansthese results, we focus
on illustrating the large range of possible glossy BRDFs, with quite complexf@d non plausible
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Fig. 2.6:A more complex model. Note the color variation and the higftlishape deformed by the curved
geometry.

shapes. Note that, as illustrated in Figures 2.7 and 2.8, we can also createasdy plausible
BRDFs, using simple shapes and realistic color of its lobe.

Figure 2.7 shows a scenario where users sketch a trefoil-like shapeiffétfent sizes and gra-
dients for each light key-direction (cf. Figure 2.7(d)). For the normaidience direction, the color
texture is a green gradient; at tangent (resp. bitangent) incidenca|timeexture is a blue (resp. red)
gradient. As demonstrated in Figures 2.7(b) and (c), when the light shifesddhe tangent (resp. bi-
tangent), the highlight becomes more blue (resp. red). The yellow colagimd=-2.7(c) comes when
interpolating between the red and green colors stored for two lighting ikegtidns. This explains
why the upper part of the sphere, where light configurations for nicandhbitangent key-directions
have equal importance, is yellower while the lower part of it, where the gorafiion for bitangent
direction is more important, appears redder. Users can sketch more cahplees, such as the one
presented in Figure 2.6. Contrary to the previous example, painting toodsused to create a more
complex color texture. For both previous examples, our system usesqoulatinates for texture
look-up.

With a similar approach, users can create complex appearances, clesdigticrones, such as
the dispersion-like effect of Figure 2.8. Our previous model, basedprogimations of physical
behaviors [GHO3], provides users with complex and un-intuitive contri®ised on his experience
of Diffraction Shadef{Sta99], Jos Stam has also introduced a simplified version for a GPU imple-
mentation [Sta04]. Even simpler, the physically-based parameters redecéeedom. With our
new representation and user controls, a similar effect is simply done atirggéwo different color
textures (using Cartesian coordinates) and two different shapeBi@efre 2.8(d)). For the lighting
configuration at normal incidence, the texture is a white gradient, wheggdaing configurations, it
is a rectangular rainbow gradient. Furthermore, a circular shape idarsée normal incident light
key-direction and a rectangular shape for the others.

The two layers of the color texture can be used to refine the star shatedwith the sketched
curve (cf. Figures 2.9 and 2.10). We model the BRDF's lobe of Figurenvi® a smiley bitmap
texture (cf. upper right corner of Figure 2.10). As explained eantieints of the sketching plane
falling outside the bitmap texture are not shaded (i.e., the reflected intensitl)isSince the color
texture is enclosed in the polar curve shape, it can be deformed to ankieedfects, like the unhappy
smiley of Figure 2.9-(b). Finally, Figure 2.10 shows an example with more compler texture. The
color layer is filled according to the lighting configuration, whereas the intelasigr, which contains
the shape, remains constant (cf. Figure 2.10-(d)).
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(d)

Fig. 2.7:Light key-directions illustration. The highlight color drsize is set according to the light direction.
When the light direction is collinear with the geometry nohad, the highlight exhibits a green color,
whereas when the light shifts toward the tangent (b) (resangent (c)), the highlight becomes more
blue (resp. red). For configurations (b) and (c), the hidttlgjze is larger than for (a) to increase the
color-shift effect.
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(d)
Fig. 2.8:Dispersion example. (a)-(c) The highlight exhibits a disp@ behavior according to the light direc-
tion. Top (resp. bottom) row of (d) shows the color and shapdiguration for the configuration at
normal (resp. grazing) incidence..

[ -

(a) (b)
Fig. 2.9:Bitmap deformation example. (a) The initial shape of BRDIBlse, generated with a smiley-like
bitmap texture, is changed to (b) an unhappy smiley by mauifthe shape curve.

O

33



User-Designed Glossy and Specular BRDF Local lllumination and Shadm

& N9

(a) (b)

Fig. 2.10:(a)-(c) Highlight rendered under different light direat® (d) The first (resp. second and third) row
shows the lighting configuration when the light is collineath the geometry normal (resp. tangent
and bitangent). All configurations use a circular shape.

2.1.5 Limitations and Possible Extensions

Our system and its BRDF representation are only a first step and some limitedimai. First,
since the painted and sketched features are projected from the skgitdmiegon the surface, which
is not necessarily planar, some shape deformation can occur. Howevesystem allows changes
and adjustments of the shape in real time, such that users may compensaitedeformation. This
was done, for example, in Figures 2.9(a) and (b) to compensate thewasguce. Even though our
curve-based representation ensures a smooth interpolation betwesardifhapes, some interpola-
tion artefacts may occur when using complex color textures (as in Figurg 2This limitation is
related to the unsolved general problem on how to morph smoothly betweearti@rily different
images. Third, remember that our system models a BRDF’s lobe expresaddraction of the view
and light directions. However, these directions are parameterizeddingdp the local geometry
normal. Therefore, a complex surface with many normal variations exhibity fmghlights but not
necessarily on a large area. This explains why highlights in Figures 2.8.@ruh the upper edge of
the vase are almost indistinguishable.

Although it might still be complex to design a BRDF from 2D sketches and pamtiather
than directly paint it on the object, we think that this drawback is compensatedibinteractive
feedback and our visual hints. Finally, even though we show examplesowighthree different
lighting configurations, one may use more lighting configurations (within harellimits). However,
we found, through empirical testing, that increasing the number of lightinfjgqrorations increases
the BRDF design complexity for the artist.

Future Work

We have introduced a new system based on sketching and painting metéphBRDF design. A
lobe of our BRDF is represented with a polar curve for its shape and adefktuits color gradi-
ent and for precise shape enhancement. Our simple and compacergaties, suitable for hard-
ware rendering, allows real-time edition of BRDFs, which can be variodsspan from realistic to
non-photorealistic appearance. Our tools and representation alsdgorowre editing and creative
freedom than previous approaches. | believe that our solution is moigviatior BRDF control in
highlight design.

Our upcoming work follows two streams. First | would like to extend it as a Dlp&inting and
sketching interface where users can draw directly the appearanseriple and complex illumina-
tions. | believe that this would be possible with the same parameterization, but gepresentation,
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like a pure image-based representation using higher-dimensional textisig multiple 2D textures
as in the homomorphic factorization [KM99]. In the restricted context olistéaor plausible BRFD,
| also believe that such an image-based representation is well-suited: biyzinigigzhe representation
with a user-chosen model, and by converting in minimal changes that fipasged modifications,
the original plausible behavior might be preserved. In general, fuitkiestigations have to be done
to define new BRDFs models that can accurately represent physicalibehwhile still providing
users the possibility to extend the range of possible lighting to more creatg on

Second, new tools and a new highlight model with spatially varying propérées to be devel-
oped to help users to control highlights on highly detailed geometry. In thesaetion, we investigate
a first approach to provide users with a detailed description of the geordetaits in order to either
preserve them into different shadings or, more important in the curcenéxt, provide users with a
possibility to select shading model according to selected geometric features.
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2.2 Shape Depiction through Expressive Shading

As seen in the previous Section, the final appearance of an objechdbesly depend on the defi-
nition of its shading property, and also on the underlying geometry. Asiadeéigures 2.6 and 2.8,
multiple highlights occurs on the top of the vase due to denser geometric detailfoththe rest
of the vase. Moreover, our perception of reflection properties alddyhaepend on the local shape
features [VLDO7]. For a user’s point of view, it would be conveniembe able to locally adjust
the shading parameters according to the local shape characteristics.e Otihéhn side, these local
modifications on shading can also help in improving or reducing local sheypietobn, since shape
information is perceptually conveyed by its shading.

Shape depiction is an important dimension of image creation for a varietysgnmgaln scientific
illustration, shape depiction techniques are used to remove possible ambiguitiesal interpreta-
tion. They are often seen as processes that highlight the most salieattehnistics of an object’s
shape. This is often done at the expense of other details which are réinevause they are irrele-
vant to the information the image is supposed to convey [Wo094]. In paindingsirawings, shape
depiction technigues may be used in more subtle ways, and for other parpesr example, they
might help understand relationships between characters and bac#tgotanify a representation that
makes use of drastically simple shading rules; or even portray hidden msodifosurfaces like in
cubist paintings.

Providing an intuitive and efficient control over the depiction of 3D objesttape in Computer
Graphics is thus of primary importance. Many previous approaches fat@ single body of tech-
niques: line-based rendering. The goal of such techniques is toagesemehape cuet depict the
essential characteristics of an object that corresporsthépe discontinuitiesFor instance, contour
lines may represent discontinuities of depth, curvature, orientation,tdbjgcetc... Line-based tech-
nigues have been used in a variety of applications, from architectured¢o games. They represent
only a subset of shape depiction techniques though. In particular, migstg eather depict an object’s
shape through shading: as an example they may use gradients, whidher&iods of shape cues
that correspond teontinuousvariations on the shape. Some reasons for the choice of such a style
are that it allows the artist to convey more subtle information about shapethanit is integrated
seamlessly into conventional lighting [Hog91].

Previous methods often imitated traditional illustrations to depict shape thrdwaglng (e.g., by
creating artificial light sources that indirectly convey shape informatiamfprtunately, such methods
quickly become cumbersome to manipulate in practice. For this reason, wetektbéhe approach
of directly extracting and manipulating information issued from shape analjsésmain issue is that
this information can no longer be defined by shdigrontinuitiesas in line-based rendering, because
when integrated into shading, they would have little influence. Instead, ekeasset ofcontinuous
values that have to be defined for each pixel of an image. The goalppéssing them directly
from the 3D data that defines object’s shape would be rather complexefdhes an intermediate
representation, that we call a shape descriptor, is needed to asssst use

We thus introduce a view-dependent and continuous shape descrilied Apparent Relief,
from which shape features are easily extracted, and which gives riglited shading-based shape
depictions. By construction, it naturally leadsaotomaticLevels-of-Detail effects: when the object
gets closer or farther from the point of view, finer or coarser shagifes are revealed respectively.
This approach runs in real-time on modern graphics hardware, and isialpte to implement. We
illustrate its potential using four shading styles: cel shading, cartoonrghadinimal shading, and
exaggerated shading.
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2.2.1 Previous Work

Many previous approaches focus on line-based renderings to dd@ipe in a non-photorealistic
way. A conventional method consists in analyzing differential geometry totiffemaxima and
minima of curvature (i.e., third-order discontinuities), such as ridges alelysgdOBS04]. Other
techniques take the point of view into account to extract either silhoueted®@¥Hor suggestive con-
tours [DFRS03, DFR04, DRQ7], which extend and anticipate silhouettéisefased rendering can
also be obtained from pure image-space attributes. As examples of attdpetdscontinuities of
depth, object IDs [ST90, Her99], or directions of normal vectorscfiie NDO5)].

With object-space techniques, contour lines are explicitly extracted asrywatutives, hence
opening their rendering to stylization. Their stylization is not a trivial predhsugh, asemporally
coherentstylization is a complex task [KDMFO3]. Moreover, the number and locatidime$ need to
be adapted based on the viewing distance [BTS05], a process similar te#tier of Levels of Detail
(LODs). Some solutions work by using geometry simplification as a pre-psgddlLM05, NJLMO05],
but there is currently no method to deal with this issue dynamically. Imagetbasthods avoid
the need for geometry simplification, and are thus naturally adapted to LODgieanumber and
location of extracted lines directly depend on the projected size of the 3Btph{@Ds are managed
automatically. On the other hand, since lines are only identified as pixels, thagtchave direct
access to object-space attributes such as surface convexity, armt assity stylized. Our approach
combines advantages of object- and image-space techniques.

Recently, a new method callégpparent RidgefJDA07] has been introduced to provide a gener-
alization to previous line-based rendering techniques. It relies on théhdeapparent object-space
contour lines should be extracted by tracking the discontinuities of a viperakent shape descriptor.
In the case of line-based shape depiction, apparent ridges provtdecqavincing results. However,
they cannot be directly employed to fulfill our goal of shading-basegeshkepiction: they do not
provide continuous shape information, are ill-defined at silhouettes auitegurther specific LOD
mechanisms depending on the viewing distance. This work inspired ourgtithand we give com-
parisons with Apparent Ridges in Section 2.2.1.

Another approach to shape depiction is to rely on a notioacokssibility The original acces-
sibility shading method [Mil94] relies on a geometric shape descriptor: abdégss defined as
the maximum radius of a sphere touching the point of interest without intergeather portions
of the surface. Another descriptor has gained a lot of interest with tualted ambient occlusion
technique [ZIK98]: in this case, the portion of visible hemisphere chatiaeteits accessibility. Un-
fortunately, the resulting shape cues only consist in scalar values latpeatt which brings only
information of deep concavities. Moreover, both accessibility methodslysieanand large precom-
putation times, and the interactive solutions for ambient occlusion are nagtrfit07].

Many NPR shading techniques have also been introduced in previous (egrk [GSG 99,
BTMO06]). However, none of them proposed to depict object shajpéicitky (i.e., users have no
direct control over shape cues). Moreover, they are often restrictespecific styles. Other ap-
proaches rather modify lighting [LHO6, RBDO6], as is the case of exagge shading: the idea is
to locally adjust the light direction over different areas of a surfacegalkng details usually only
seen in places where light reaches a grazing angle. The method doegplicitly extract a shape
descriptor though, so that the control on users’ side is restricted to #ygersation of any detail on
the surface, and stylization is limited to tone variations. In contrast, our apiprallows to directly
manipulate shape information through a view-dependent shape desasibin in turn allows us to
control exaggerated shading more intuitively.

37



Shape Depiction through Expressive Shading Local lllumination andshading

Overview: Shape Descriptors
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Fig. 2.11:Shape descriptor domain: In (a) we show the color code useddghout the figures of the paper to
visualize our shape descriptor: planes are in white, capgeliow) and cups (in pink) are located
around the symmetry axis, and saddles (in blue) separatex@in green) from concave regions (in
red). As shown in (b), the axes of the parameter space camddp principal curvaturelg andko,
where our shape descriptBrcorresponds to a vector. Its length represents the surfagedness
and its direction its convexity as shown in (c). In (d), wewtam example of Apparent Relief Map
(ARM). Using this texture, shape features are easily sededtere, surface points corresponding to
planar- and saddle-like regions are filtered out, as exgthin Section 2.2.5.

Our solution to shading-based shape depiction is to manipulate continuousdatifn through
a shape descriptor inspired from the work of Koenderink and vanipor92]: for each pixel, we
extract a descriptd8, which corresponds to a vector in the shape descriptor domain of Figltte 2
(a). Its direction gives information about surface convexity (cf. Fegirll-(b) and (c)), while its
length gives information about surface curvedness (cf. Figure @))1Users are then able to select
specific shape features via a dedicated texture as the one shown in Eifjlu(@l): this texture map a
continuous and scalar weight for each characteristic value of theiptescin Figure 2.11-(d), planar
and saddle-like regions of the surface are filtered out.

However, ourApparent Relief Descriptadiffers from the one defined in [Kv92] as it makes use
of two sets of shape attributelirst, convexity information is directly computed in object space using
differential geometry;Second curvedness information is computed in image-space, incorporating
view-dependency and LOD functionalities. The entire process is depictdure 2.12.

(d)

Fig. 2.12:Extracting the Apparent Relief Descriptor: Given an inpDt Gbject (a), we first analyze object-
space shape attributes to extract convexity informatipnTben we extract curvedness information
from normal variations in image-space (c) and combine bothices in a single shape descriptor:
the Apparent Relief (d) - see Figure 2.11-(a) for color cotlmte the automatic LODs obtained
thanks to image-space measurements in the rightmost image.
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2.2.2 Object-Space Information

The shape descriptor of Koenderink and van Doorn [Kv92] dessdpearbitrary 3D surface at any
point. The intuition behind it is given in Figure 2.11-(a): the axes corresdpoprincipal curvatures
ki andky, so that any surface point can be assigned a shape \@dtosuch a shape descriptor
domain. Note thak; andk; are considered to be in the unit rangel, 1], which requires some
normalization step, detailed below. The shape vector is conveniently défyriesidirectionD which
corresponds to convexity information, and its lengtlvhich corresponds to curvedness information.
GivenK = (ki,kz), they are given byp = K/|K| andL = |[K|/2. Note the symmetry around the first
diagonal in Figure 2.11: this is due to the arbitrary assignmemhi @hdk, (the axis of symmetry
corresponding tdg = ky). Note also thabD is undefined foitK| = 0. It corresponds to the center of
the shape descriptor domain, and only occurs in locally planar regionse®utface (we will come
back to this singularity in following sections).

The most straightforward approach is to compute the shape descriptmhgp@int of the surface.
However, we must first remap each of the principal curvatkyesdk; to the unit rangé—1,1]. To

K : (222
Fa(X) = tanh(xa> , with K =tanh <2‘3 1> .

In this function,B controls the precision in number of bits (we WBe- 8). This function remaps the
curvedness rande-o, a] to] — 1, 1], since for eachx| > a, .4 (x) will be rounded to 1.

There is an important limitation to this straightforward us&tfiough: it does not consider view-
dependency at all, for instance leaving out most of the information areilimouettes. Note that
the view-dependent curvature operator introduced in [JDAO7] ddmmased to deal with this issue,
as the corresponding principal curvature directions are not orttedgamequirement for the use of
Koenderink’s shape descriptor.

Our solution to this problem of view-dependency is to define a hybrid sthegeriptor combining
object-space and image-space attributes. More precisely, the main ideairisctty compute the
shape vector’s directioD in object-space, while deferring the computation of its lerigtb image-
space. This approach is somehow similar to the method used in [JDAOQ7], yaslweuse pure
object-space attributes to discriminate between ridges and valleys in thendiof gheir pipeline.
Our approach is quite different though, as we compute a richer convieitsmation (not only a
binary “ridge or valley” flag), and for every visible surface point{(oaly onto discontinuities).

In practice, we compute a curvature tensor for each vertex of a triangle using the algorithm
in [Rus04]. To ensure that curvatures are continuously interpolatedixel on the GPU, we sort
curvatures according tky > kp. Thanks to the symmetry axis, only the lower-right triangular area
of the shape descriptor domain has to be considered. However, note tjeateral k; andk, do not
respectively correspond to maximum and minimum curvatures.

At this stagePD is computed independently for every pixel in the picture, so that shargitiars
of D values may happen in image-space (e.g., between convex and corgiansyelt occurs most
notably around silhouettes. We wish to avoid such discontinuities, and pravamnooth transition
between regions of different convexity information: for instance, wenvidscreate a saddle at the
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T-junction between a ridge and a valley. This can be easily done by integpatircipal curvatures in
small neighborhoods in image-space: using a smooth integration kerneleate transitions which
vary smoothly in the shape descriptor domain. To this end, for a given (ixglin the image-plane,
we apply a Gaussian blur ta(x,y) andkz(X,y):

k?_(X,y) = kl(va)®g(X7yv 0)
IéZ(va) = kZ(X>y)®g(X7yv 0)

whereo is a scale parameter that controls the amount of blurring. Thanks to theab#ipaof the
Gaussian kerneb(x,y, o) = g(x,0)g(y, 0)), the whole process can be efficiently performed on mod-
ern graphics hardware using two rendering passes in pixel sh&siees a pair of smooth curvatures
k3 andk3, we computd, and then proceed to the extractionLah image-space.

2.2.3 Image-Space Information

We now need to determine the view-dependent curvedness informatiam shape descriptor. An-
other goal is to provide automatic LODs, so that when the object gets clofatteer from the point
of view, the shape descriptor will reveal finer or coarser shape deg¢sitectively. Our approach is
to compute curvedness as the amount of variation across normals in agigt@barhood. An impor-
tant observation is that the variation of normals cannot be accurately cairtputanly using a scalar
function. For instance, one could imagine computing derivatives of caidlant for this purpose,
defined as the dot product between the normal and view vector. Uné&tely, this will miss many
salient shape features such as the front facing edge of a cubetiméegsee Figure 2.13 for a more
complex example).

The intuition behind our solution is thus to compute curvedness informatitmalong thex and
y axis of the picture plane, and combine them tolgeto that the most prominent shape features are
identified in the end. More precisely, we are interested in the variation in h®@afeng each of the
picture plane dimensions that is, derivatives of the two first coordimatasdn, of normals after they
have been transformed to camera space. As our goal is to extract cugtiourvedness information,
we compute such a derivative not by considering an infinitesimal neigbbdrt but by differentiating
in an extended neighborhood. To this end, we convolve each of the hooor@inate images with
Gaussian derivatives:

[ mxy) @ g%, 0)

Onmu(xy) = [ ni(x,y)®gy(X,y7 ) ]
[ m(xy) @gk(x,y, 0)

Ony(x,y) = [ nz(x,y)@)gy(xa% o) ]

wheregy(X,y, o) andgy(x,y,o) correspond to Gaussian derivative kernels inxtrandy directions

respectively, an@r determines the scale at which differentiation is performed (see [tHRO3Ufor
ther details). In practice, we again make use of the separability of the @aukerivative operator
((x,y,0) = g (x,0)9(y, 0) andgy(X7 y.0) =g(X, G)g/ (y,0)).

The last step needed to obtdinfrom normal variations is to combingn; andOn,. We take
inspiration from previous work that faced the general problem of cdimgpthe gradient of a multi-
valued image. In the work of Di Zenzo [Zen86], a general solution isgreed, that has been used for
instance to compute color gradients frgitR, G, O0B) color triplets. We apply it to our normal vari-
ations(Ony,0n;), and describe the process in the following. The method first computediaiiraic
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(@) (b) Fig. 2.14:Levels-of-detail effects: Varying

Fig. 2.13:Comparison of curvedness computations: (a) only scale per pixel provides a way to
using the gradient of surface slant for curvedness easily create LODs. In this exam-
misses many salient shape features. (b) In contrast, ple, we focus on the raptor’s front
our curvedness attribute takes into account the entire leg, but any spatial function may
set of shape features. actually be used.

gradients in vector space:

_ [ T(@ny)x _ [ T@ny)y
Ony = [ T(Dn;)x] anddn, = [ T(Dn;)y } :

where' denotes the transpose operator. Then, it builds the symmetric tenso fielirned by

N — |: Ni1 N2 :| . |: T(an) an T(an) EIny :|
B N21 N22 o T(EIny) an T(Elny) EIny ’

In [Zen86], it is shown that the combined gradient corresponds to thénmax absolute eigenvalue
of N. We thus perform a Principal Component Analysis and_setual to the computed maximum
absolute eigenvalue.

The resulting curvedness attribute identifies the most salient shape featttine depicted object,
including the ones missed using a derivative of surface slant (seesRAdLB for a comparison).

2.2.4 Combining Measures

In previous sections, we explained how to extfacandL at a given scale. The reason for using
the same scale for both measures is to ensure that the convexity informatateckin smoothly
varying curvedness areas is similarly smooth. We must also take care|her0 causingD to be
undefined. This is not an issue as lond-as 0, therefore we impose it as a constraint wheré&vés
undefined. In practice we use a smooth transition ftoto |K| near|K| = 0 to avoid discontinuities.
The resulting vectoB = LD is our Apparent Relief Descriptor (see Figure 2.12).

In addition, the scale parameter may be used to control the spatial smoobfilmessdescriptor.
We provide two different approaches: it may be set globally for the wimaégye, and controlled by
users; or it may be varied spatially per pixel using an arbitrary functich sis depth or a point of
focus around the mouse (see Figure 2.14). To implement the spatially-yapproach, one need
to computel at multiple scales and combine them linearly, which is easily done on moderniggap
hardware using multiple passes and still runs in real-time. Finally, we also aflevg to controL
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using the emphasis functiaf (x) : [0,1] — [0,1]. Based on the rational polynomials [Sch94b], the
following function exaggerates or reduces local variations:

,6’ >0

This function is controlled via a paramef@rwhich gives comprehensible variations for exaggeration
(B > 0) as well as attenuatiof3(< 0).

2.2.5 Application to Different Shading Styles

PR
S )\ ‘(’ '
@ kl /
;511,/
(@) (b)

Fig. 2.15:Depicting shape through shading: Starting from a 3D modglwa extract our view-dependent
shape descriptor (b) - (see Figure 2.11 for color code). Wa thanipulate shading based @n-
tinuousshape information selected using the descriptor, andereatous styles such as minimal
shading and cartoon shading (c).

To illustrate the benefits of our Apparent Relief Descriptor, we explain taildeow it is used
to depict shape with four different shading styles: cel shading, carsbading, minimal shading
and exaggerated shading. The overall approach is to create a textuveetball anApparent Relief
Map (ARM), which assigns aelief value re [0, 1] to every possible shape vector. For a given pixel,
we then simply us& as a texture coordinate to lookup a relief value in the ARM. This texture is a
straightforward way to choose which shape features are selectedws shthe next Section. An
example is given in Figure 2.11-(b): here, everything but planar- addls-like surface regions is
selected. All the textures in this paper have been done by hand in comadrititage processing
software.

All our examples run in real-time on modern graphics hardware. Mesh aimkeframe-rates are
given in figure captions, and are similar for most styles, except forgetated shading that requires
more computations.

Cel-shading (Figure 2.16) is the simplest of the four shading styles we present. Thasidea
make direct use of relief values from a given ARM as pixel colors. Bsedhis style clearly shows
the effect of the chosen ARM, we illustrate it using four different texdurEhe top-most one simply
filters out every surface region that is planar. The ones below previder control over which shape
details should be conveyed. The resulting shadings give compelling cartalerings.
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Q \x ) &DL&

(©) (d)

Fig. 2.16:Cel-shading: By simply displaying relief values, we show trersatility of using an ARM as a
control interface. In (a), we filter only planar regions; b),(we keep only convexities. (c) shows
an intermediate result between (a) and (b), where coneantie displayed in light gray. As a last
example, (d) renders concavities in white, convexitiedatk, and planar regions in gray (0.4 Mtri

[ 244 1ps).
> S\t:;:\ ﬂ £ P>
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(@) (b)
Fig. 2.17:Cartoon-shading: The apparent relief descriptor (a) igl tseelect convex and concave regions and
to lookup into X-Toon textures. In (b), we use a smooth coladgtion that gradually fades out in
lit regions. In (c), we reverse lights and darks, and shovdisizavariationsnside shape features.
In (d), we use a very subtle color gradient, and trim the algtennel when the relief value is high,
removing shape details and flattening the result (0.3 M50 §s).

Conventionalcartoon-shading[Dec96] may easily be modified to take into account our shape
descriptor (see Figure 2.17). The easiest approach is to employ therXskmder of Barla et
al. [BTMO6]: the classic 1D toon texture is then extended to a 2D toon textrete the vertical
axis corresponds, in our case, to relief values. To illustrate this shatyiegwe use the ARM of Fig-
ure 2.16-(c). As shown in Figure 2.17, X-toon allows users to create coonglex shadings, such as
smooth color variations located only in dark regions, and removal of sthetads done by trimming
the alpha channel around strong relief values.

Another place where a shape descriptor is needed is when using drestiog styles, such as
with what we callminimal-shading. A good example of this shading style is the appearance of
the recent feature-length movie “Renaissance” [Vol06]. Mostly blackwahite colors are used, so
that artists often need to carefully tweak light positions by hand to revgattshshape. This is
because shape features are not always visible under conventidntaidigand they need to be re-
introduced in some way, an unintuitive and time consuming process. Tha pgeer of DeCarlo et
al. [DRO7] proposes to extract highlight lines for reintroducing shagpe features in dark regions.
With our shape descriptor, we rather reintroduce continuous shapeniion in such a black and
white shading style (see Figure 2.18): the idea is to treat relief values albtora the ARM as
contrast values. Minimal shading is thus defined by a simple linear interpolagioveen a diffuse
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(a) (b)
Fig. 2.18:Minimal-shading: The apparent relief descriptor (a) alow reintroduce the contrast lost using
drastically simple shading. Convex regions are used to rshkee features appear in black-on-
white, or white-on-black: in (b), from left to right, we firsbtate around the object to show its dark
side, and then move the light around (0.15 Mtri / 250 fps).

and inverted diffuse intensity, using relief as the interpolation parameter(1 —r)'nl +r™1—nl,
wheren andl define the current point’s normal and light unit vectdrss then thresholded at® To
illustrate this style, we use an ARM that filters out everything but convexities.

(@) (b)
Fig. 2.19:Exaggerated-shading: The apparent relief descriptor ég)lme used to control exaggerated shading.
Relief values govern the amount of exaggerated detailsanipregions: we select concavities for
all the images, and convexities for the right-most image (di MO fps).

Our last example shows how to contexdaggerated shadingdRBDO06] with our shape descriptor
(see Figure 2.19). Its main principle is to build a multi-scale analysis of objentals, in the spirit
of a Gaussian Pyramid: at each level, normals are averaged to yieldseicdascription. Then the
authors apply a cosine shading at each lexe0..N using each time the light direction projected onto
the plane defined by the normal in the coarser level. This has the effestmifasizing local details at
each level. Finally, the resulting lighting calculations are linearly combined p&intgvel weights;.
We propose to use our apparent relief descriptor to accurately ctimtrimication of details that users’
wishes to exaggerate. Our approach is to compute the weights accordaligtoalues:ki = &3(r),
whereép is the emphasis function, afi] N —i/N. Intuitively, this choice of weights progressively
brings in finer and finer details with increasing relief. With our approacltaveselectively enhance
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Fig. 2.20:Animated example: Four frames of an animated object, rexdesing a cartoon shading style. Note
the fine wrinkles that appear on fingers.

convexities or concavities as shown in Figure 2.19.

Many other ARMs and style parameters could be used, and we show adtitesults in the
supplemental videos of [VBGS08a, VBGS08b]. Moreover, the methodbeagpplied to animated
objects, provided principal curvatures are pre-computed at eatdxver every frame of the anima-
tion. These videos also demonstrates our shading styles on such inpeli as Wigure 2.20, which
shows frames of an animated 3D object rendered in a cartoon style.

2.2.6 Simple User-Controls

(b) (c)

Fig. 2.21:Features selection by ARM painting: After loading an objglee raptor) and selecting a rendering
style (here a cartoon-shading), all the features are gqdmlplayed (a). By painting the center of
the ARM in black, users remove the quasi-planar regions@btijects (b)-(c) since their weight is
set to zero.

As shown in Figure 2.11, the shape vector domain is a comprehensible paraate®n of the
curvature-related features: caps, cups, saddles, convex,veoad planar regions are organized as
section of the 2D domains; the central region corresponds to quaskgkteon of the surface while
the boundaries correspond to highly curved ones. Moreover, tharikg 2D Apparent Relief Map,
features are easily weighted in and out using simple interactions.

The first one is a simple painting interface. Users directly paint the weightiseotlifferent
curvature-based features in the ARM (cf. Figure 2.21). Since ouemsys fully interactive, they
directly visualize the result on the 3D model. For an even more intuitive interadtis also possible
to directly select the features on the 3D object (cf. Figure 2.22): froroltfect region, the system ex-
tracts the curvature information that corresponds directly to 2D coordimatee ARM. The weights
are thus drawn in the corresponding ARM parts. This control is globakthalsimilar features are
also similarly revealed or hidden.
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(@) (b)

Fig. 2.22:Direct selection of features: To precisely adjust an ARMgraglirectly select a feature on the 3D
object. Using a gray-level for the ARM (a), users select Haor's eye, and the corresponding area
of the ARM is painting in gray (b). Consequently, the eye alhdimilar features are revealed since
their weight is no more zero.

2.2.7 Discussion and Future Work

Our shape descriptor, called Apparent Relief, makes use of both @gace and image-space at-
tributes to extract continuous information of convexity and curvednegseotively. It provides a
flexible approach to the selection shape features, and thus is efficieatijtuslepict shape through
many different shading styles. On top of these benefits, the proposeddnetivides automatic LOD
functionalities that enable a variety of new effects, works in real-time on magtaphics hardware,
and is simple to implement. Furthermore, our shape descriptor shows thatd?BDaanalysis can
be combined to provide users with comprehensible 2D information coherégnthg underlying 3D
object.

To illustrate its potential, we have demonstrated its use with four shading styksliimy intuitive
approaches to control minimal shading and exaggerated shading. kant shape feature identified
via our descriptor is selected or filtered out via an Apparent Relief Magilas tool is easy to manip-
ulate by painting or selection interactions. Further shading styles, frdmmet non-photorealism,
have to be investigated.

There are some limitations to our approach that have to be addressed & faturobject-space
analysis, while we can deal with animated scenes, dynamic scenes (e.ghdnaeter animations
or natural phenomena) are not tractable because of the costly estimatiomvatures that need to be
recomputed at each frame. Secondly, for manifold objects, creatingeassdlvector field or principal
curvature directions is a complex task related to mesh parameterization [A@3$0ONote that these
limitations are also limitations of most object-based approaches.

For image-space analysis, while controlling the scale parameter enablesnteegting LOD
behaviors and user-controls, it would be even more interesting to desigmt@matic scale selection
mechanism. For this reason, Scale Space Theory [tHRO03] has to ber finstbistigated. Moreover,
the current implementation of curvedness extraction is based on an @daussian filtering, and
do not preserve any existing discontinuities that participate to the shapdicleplmproved image
filtering techniques have to be investigated to provide a more robust descrip

Finally, the current combination of image-based and object-based anadysdirst step to more
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versatile one. Currently, the whole process is adapted for a visualizgftens: it reveals only the
features that exist at the current image resolution. This is similar to class@gé analysis improved
by some 3D information. Some adaptations have to be done for an explorgsitems where even
some hidden features would be presented to the user. To move forwaegpioeation context, 3D
information and tracking is even more important. As an example, the curremsakection of features
is done globally. If a spatial adaptation is possible on the image by a locativard the descriptor
scale based on user-focus or on depth (cf. Section 2.2.3), the relatiwadn this parameter variation
and the related part of the 3D object is lost at each camera movement. Témisgiar adaptation has
to be thus attached directly to the 3D object. Moreover, relations between-spage and object-
space information issued from the analysis (e.g., curvatures, silhousttds,...) have to be more
closely investigated.
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2.3 Conclusion

In this chapter, we have introduced new techniques for controlling theaagpce of 3D objects: a
new BRDF model and its modeling tools, and a new analysis to extract shagaetgristics in order
to preserve them in expressive shading techniques.

Our BRDF model is defined to allow sketching and painting metaphors for BiRi3kgn. A lobe
of our BRDF is represented with a polar curve for its shape and a texduitsfcolor gradient and
for precise lobe-shape enhancement. Our representation allows rea@éitioa of BRDFs, and pro-
vides more editing and creative freedom than previous approacbestdalistic to non-photorealistic
BRDFs.

Our shape descriptor is based on a combination of object-space and speagetechniques to
extract continuous information of convexity and curvedness respéctilt provides a flexible and
real-time approach to the selection of shape features, and is efficientifause-introduce them in
different shading styles. Furthermore, it shows that 2D and 3D anagsei®e combined to provide
users with comprehensible 2D information coherent with the underlying &b

Their main common limitation is that the presented approaches provide usergitiniglobal
controls. To improve the user-freedom, we have to develop local editioretisply adjust all the
parameters directly on 3D objects: this would result in spatial variations sétharameters. With
apparent relief, we provide a first solution to this problem, but limited to neidtdod defined in
image space. For dynamic scenes and moving objects, or for interactiedizagion, a real 3D
variation of parameters has to be defined.

Our BRDF representation is also mainly limited (cf. Section 2.1.5 for more disng<y the
use of parametric curves as definition of their shape. We have also ghatvasing image-based
masks can reduce such limitation but without totally removing it. We believe thattputure-based
approaches would provide more flexible solutions. To achieve sucHh dly@aonstraints of plausible
shading have to be carefully defined in the context of material edition #istie rendering.

Our shape descriptor currently does not take into account some ofape discontinuities: issued
form visibility events from viewpoint (silhouettes, depth discontinuities ...) @rsi8D features,
our image space filtering have to be bounded by those curves for an iegpameuracy. We have
introduced recently a first solution [VPB®9], but the integration of discontinuities as constraints
has to be improved. An accurate and robust combination of 3D and 2Dsialill participate
to a general improvement of view-dependent shape depiction (cf. 8etor for other possible
extensions). This hybridization is even more important than for sketchimgg perception generally
spans in image space and shading largely participate to our perceptionsbbpes.

Both techniques introduce new controls of 3D object appearance diretd shading, with their
advantages and limitations discussed in the previous Sections. For morgaeatidering, either
more complex shading (e.g., with real BRDFs, soft shadows ...) or global ilatmimhave to be
investigated for an improved user experience. For such a goal, a higlhilederstanding of the global
behavior of light propagation is needed while still providing more intuitive llecitions. Similarly
to the combination of 2D interactions for 3D scenes, better knowledge oriltese complex global
phenomena can be locally abstracted is required to develop simpler toolse hexhchapter, we
propose a first step for one possible solution to this problem.
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Chapter 3

Global lllumination

In the previous chapters, we have introduced new tools for local defirofi@ 3D scene: free-form
modeling of 3D objects in Chapter 1 and their local definition of appearancéapt€r 2. When it
comes to a complete scene, the interactions between its different compaoamants be also defined:
this requires more high-level and global user-control. For lighting, thisnseansidering all the
multiple inter-reflections and shadowing effects that occur.

As said in the introduction, as soon as the computational power has reachdficient level, a
lot of research has been done in trying to simulate the reality. Over all thereafiff aspects to reach
this goal, from static geometry to animated scenes, illumination has raised a lo¢msin This is
naturally due to the fact that for most of us, the vision is our main way to pertiee environment.
First focusing on physical accuracy to produce convincing imagest ofidee researches are now
based on the research of powerful approximations to reach visuailpiéy for interactive rendering.

Intuitive controls for global illumination have only recently emerged as rebealo-
main [BAERDO8, OKP 08]. In this chapter, we introduce a new representation of indirect lighting
based on vector quantities developed bearing in mind future and possiblyus@r&iendly editions.
This work is for us a perfect illustration of the fact that developmentsdasea user-friendliness
point of view can result in more generic and versatile solutions. Thegeptation and its applica-
tions presented in this chapter has been validated by the following publicatRR&" 08, PRL08]

3.1 Previous Work

Researches in global illumination have resulted in a very large number d€gtitns: a full sum-
mary of previous work is out of the scope of this document. Readersetanto the book of Dutré
et al. [DBBO06] for a detailed presentation of this domain. In this section,neggmt a short overview
of the developed techniques, with a particular focus on the possibleasgpls.

3.1.1 Definitions

The global illumination problem has been formalized by the well-knB®ndering EquatiofKaj86].
For each wavelengthi (e [380 780 nmfor visible light), this equation simply expresses a steady state
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Fig. 3.1: Geometric configuration of a reflection.

of light propagation in a non-participating environmerthe entire emitted energy from a posif
portion of surface and around a directi@g (this quantity is calledadiance Watt per square meter
and per steradian that M/.m2.sr 1) is the sum of the self-emitted energy (for light-sources) and of
the reflected incoming energy:

L(A,8— o) = Le(/\,S—>wo)+/ P(A,8— Wy, S— ) 'winsL (A,8— w;) dw .
Q

In this equation, and in all the followings, we use the same notation (cf. FRjirand [DBBO06]):p
stands for the Bidirectional Reflectance Function (BRDF, as detailed tro8&c1) or more generally,
the Bidirectional Scattering Function (BSDF [Hec91), (resp.w;) stands for the out-going or view
direction (resp. incident direction]) denotes the whole space of possible directidrig, s — w)
stands for the emitted energy frasmin the directionw andL(A,s < w) for the received energy &t
from the directiorw. Finally, 'w; ns denotes the dot product between the nomgalt points and the
directionw.

In Computer Graphics, peoples generally do not solve the renderirgieqdor the full spectrum
of visible light for efficiency purpose. Instead, this equation is evaludedolored values of radi-
ance, using XYZ of RGB color spaces [CIE]. For each color comppves approximate the light
propagation by using the same previous equation

L(s— wp) = Le(s—>wo)+/Qp(s—>wo,usi)TwinsL(S<— W) dw; . (3.2)

This approximation does not introduce any error only in the case of whitgentlighting [Bor91]
(i.e., the incident intensity is similar for each wavelength). Discussions dhiguapproximation and
some proposed user-controlled corrections are presented in Appendix

In lambertian (or diffuse) environments where the BRDF is independetiiteoview and incident
directions (i.e.p(s— Wy, S« W;) = Pg), the rendering equation is simplified using a new radiometric
value: theradiosity. Introduced in Computer Graphics by Goral et al. [GTGB84], radiogpyasents
the whole energy emitted in all directions in a visible hemisphere from a portisurtdce: Watt per
square meterW.m~2. Using albeda = 71pq instead of BRDF, the radiosity equation is

B(s) :/QL(S<—wi) h(ne, @) day = Be (8) + ¢! (S)

wherel (s) is theirradiancethat is, the average energy received per square meter at surfats po
andh(ns, @;) the hemisphere function as defined in Appendix B and Section B.1.1. Thiswattio

1Ino scattering events are taken into account during the light propagatiom airth
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guantity is expressed as
|(s):/TwinsL(usi)h(ns,wi)dwi:/TwinsBop(s,wi)h(ns,wi)dwi, (3.2)
Q Q

wherep(s,w;) is a function that returns the first visible point fr@mn directionw;.

All these equations are recursive and they express all possible ligig paa 3D scene. Their
evaluations result in the simulation of complex lighting phenomena but they aerally time-
consuming. By using a Fourier analysis [DH®5] or first order approximation [RMBQ7], theoretical
studies have identified some of the most complex lighting phenomena. Unfiatiyribe results of
these analyses are not fully comprehensible by standard users sipgedhée a solid mathemati-
cal background. In order to describe the different visible lightingot$fethe regular expression for
light paths, introduced by Heckbert [Hec90] and improved by Suykguag02], is more intuitive. In
these expressionk,denotes a position on a light sour@2 a diffuse reflections andG a specular
and glossy reflections, arila position on the final receptor (e.g., the eye). All light paths are thus
characterized by (D|G|S)*E where *” stands for zero or multiple occurrences antfdr the “or”
operator. Similar idea has been used for compositing different lighting simwdtig8SH"98]. The
different components of global illumination are thus divided in, as examples:

o Direct: reflection of light directly issued from light sourcek(D|G|S)E

o Indirect lighting due to reflected light source$ (D|G|S)"E

o Diffuse environmentthe solution for such an environment is view-independent and thus does

not requires a view-pointl-D*

o Diffuse solution such a solution contains multiple non-diffuse reflections but is still view-

independent £(D|G|S)*D*

o View-dependent reflectionthis paths contains all the glossy and specular paths visible from a

viewpoint - (L|D)(G|S)"E

3.1.2 Algorithms

Computer Graphics relies on fast algorithms to generate visually correcegn@yer more than 20
years, a large number of techniques have been introduced to solvaliffesant equations.

Radiosity Techniques

With its diffuse assumption, radiosity is direction-independent quantity. @alliesity equation can
thus be solved using confidently classical finite element methods basedropla discretization of
a 3D scene. From its introduction in Computer Graphics by Goral et al. 8B such techniques
have contributing to the raise of global illumination in image synthesis. A completeiew of the
different techniques prior to year 1994 can be found in the books of isi#lral Puech [SP94] and
Ashdown [Ash94].

From the original and classical finite element methods, the research iemfftomputation has
resulted in a large number of new approaches. To reduce the origisialsmme solutions adjust
the accuracy according to its contribution to the final image [SAS92], lmit approaches are view-
dependent. For a more generic approach, hierarchical and thuketn&8CH93, SGCH94, HCAQO,
CAHO00] representations have been introduced: from origifiéll®) cost (whereN is the number
of discretization elements), they lead taZ4K? + N) cost while preserving the confidence due to
finite elementsK denotes the initial number of object in the scene before discretizationurifeef
reduce the complexity, the initial number of object has to be also reducéslisTdchieved by using
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clustering [SAG94, SDS95] that make use of a volumetric approximationafection of 3D objects,
or that make use of mesh simplification [WHG99, DB00]. Such approacltesase the efficiency
in computing plausible solutions on complex 3D scenes while reducing the tonttbe resulting
physical error [HDSD99]. Similar problems exist for the extension ofasity techniques to more
generic surfaces such as points [DYNO04], implicit surfaces [MAPQO@afechniques based on more
generic basis functions [MAPOOD].

Despite their success and their importance in the history of Computer Graphitsese tech-
niques are limited to diffuse environments. Three kinds of improvements lesvedroposed in order
to extend the computation to more general contexts. The first ones combiieefement for the dif-
fuse part of a global illumination solution with ray-tracing and derived tapkas (cf. the following
sections dedicated to stochastic integration schemes): the non-diffiesgioe are either added in a
second step after convergence of the finite element solution [WCGS8ifketlg merged into the itera-
tive solver [CRMT91, GDWO0O]. While such approaches provide motess easy combination for an
elegant solution for general environments, they also increase the noirfsameters due to the use
of different techniques. The resulting parameters are generally nghletely independent and thus
not fully comprehensible. The second is to replace the simple directionéndept radiosity value by
a directional distribution of outgoing energy (i.e., radiance) [SAWG91SSh) SSG00]. The third
solution relies on an implicit directional representation of incident energ94S SS98, DBG99].
These techniques compute the energy transfer between each discrepzatio and rely of a gather-
ing step to compute the final reflected energy toward the image. Unforturtielast two kinds of
approaches increase drastically the amount of required storagecesspiiog time.

Radiosity techniques inherit their advantages from finite element methodsy, Firey take ben-
efit of the good reputation of such techniques due to a long history ofafewents and uses in
physical simulations: the final accuracy is theoretically easy to controlorBig they provide a
view-independent solution on the whole 3D scene, even in the case bastmcintegration of the
radiosity equation [Sbe97]: this is well-suited for physical simulations and tfeialization. Nev-
ertheless, in the case of hierarchical solutions based on clusteringgghking errors are hardly
bounded [GH96, SSS97]. Researches have still to be done to be fabieus

Unfortunately, all these techniques inherit also their disadvantagesfiindemelement methods.
Firstly, they require a whole discretization of the 3D scenes, leading to@agstoequirement depen-
dent on the scene complexity. With the increasing richness of virtual wbddnemory requirement
can simply be prohibitive, even for memory efficient solution [SSSS98, 3hDSecondly, the main
control provided to users is on the resulting accuracy. In Computerh@&smualitative errors com-
bined with simple user-controls are often preferred to quantitative onisde#ius to faster solutions
and more comprehensible parameters.

Stochastic Integration

The most successful techniques developed during the past 20 yebesad on stochastic integration.
Indeed, the convergence of such schemes is independent of the gitynpi¢he integration domain:
in global illumination, this domain is the set of all the possible light paths in 3D sdaimthermore,
their minimal requirement are simple and versatile computational kernels thairconly 3D inter-
sections with rays, 3D data structures for enhanced performance in &stjr8B intersections, and
evaluation of light reflection at the intersections. An overview of efficienglementations is pro-
vided in the books of Glassner [Gla89b] and Sherley [She03]. Asampbe of their versatility, such
computation is even available for recent point-based representationsiréize [SW00, AA03].
There are two main families of algorithms. The first ones are based ora@ipdr Their principle
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is quite simple since they are all based on sampling the integration domain bymigrgkdecting a
set of representative light paths, and on the evaluation of light préipagalong these samples. A
complete overview is presented in the book of Dutré et al. [DBB06]. Snaparoach has been used
for solving the rendering equation as introduced by Kajiya [Kaj86]: aisaye from the view-point
is propagated in the scene. At each intersection, the direction is reflauteithe direct lighting is
evaluated. This simple algorithm is callpdth-tracing Since the rays are issued from the viewpoint,
lighting phenomena that highly dependent on glossy or specular refledtiigt sources are hardly
detected I((G|S)* paths). To overcome this limitation, on possibility is to emit rays from both light
sources and the viewpoint: such an approach is chll#icectional ray-tracingLW93, VG94, Laf96].
To achieve a faster convergence, local adaptation of paths can ke slach techniques are called
Metropolis light transpor{VG97, Vea97].

Despite their versatility, all these techniques are prone to stochastic naseaiin control to
reduce this artefact is to increase the number of samples. This control ieshmpin general, the
number of sample has to increase drastically to reduce the noise since thbselsreonverge in
¢(v/N) whereN is the number of samples. Thanks to Metropolis light transport, users cariten
ray-mutation strategy to emphasize some effects and increase the coweci@a noise-less solution.
This control requires a good understanding of stochastic integration.

As previously said, in Computer Graphics, qualitative errors are oftefefped to quantitative
ones. For stochastic integration, we generally prefer bias to noise: mlrerged solution can slightly
get away to the rendering equation while preserving the general beh@vi@xample of such bias is
a post-filtering step for noise removal [McC99].

The control on bias is one of the reasons of the success for the steoityg of stochastic meth-
ods: particle tracing[Wan01] combined witldensity estimatiofiWwal98]. Their principle is similar
to ray-tracing: path samples are issued from light sources and pitepago the environment. The
main difference is that first all the intersection with 3D environment of the pathples are stored
(such an intersection is called a particle or a photon) and second, the lighimgity is estimated
based on the density of particles. Heckbert [Hec90] use texturesiémdang the illumination: the
energy received in each texel is the sum of the energy of the partickesabaintersected this texel.
Other techniques [WHSG97, Mys97] estimate this illumination directly on each péi 3D scene
discretization. Unfortunately, mesh-based density estimation sufferstirersame limitations than
radiosity techniques: they requires a discretization of the 3D scene. Téiesomxessful techniques
introduced by Wann Jensen [Wan01] is calfgtbton mappinglt relies on both a kernel-based den-
sity estimation that allows to locally adapt the size of the kernel to the particlétylearsd also on a
final reconstruction based on ray-tracing to compute the reflectionsddwvarimage and to add all
view-dependent reflections. Thanks to this final step, the bias on tlsgyeatimation is masked by
a highly accurate final reflection. This approach computes very effigilw-frequency illumina-
tion like diffuse inter-reflections thanks to density estimation, and high-&ecygispecular reflections
thanks to ray-tracing. Unfortunately, middle-range frequencies ssithgdossy reflections are hardly
estimated by density estimation and still rely on stochastic integration. Furthertm®hoice of the
non-independent parameters for the density estimation is not userljriand is difficult to estimate
automatically [Chr99].

With some well-tuned algorithms [DBMSO02], interactive stochastic integrationgsiple. But in
most cases, they are still computational expensive. Optimizations rely inaj@mecaching some in-
formation in order to factorize similar paths [WRC88, CB04]. Indeed, pathged from light sources
and low-frequency illuminations are efficiently estimated and easily cactird spatial interpola-
tion of scalar values such as irradiance, or of directional quantity ssichcdance [KBPZ06]. Buit,
new parameters are again introduced, leading to difficult and empiricasaketion to obtain a good
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trade-off between quality and rendering time.

Hardware-Based

One of the main applicative contexts of global illumination is interactive visualizatf@D scenes.

In standard interactive applications, common approaches precomputedightinstore it as diffuse
lightmaps [Hec90]. However, highly detailed geometries require highly ddtailaps to capture
all lighting variations. For almost-planar surfaces or slowly varying gedmeatails, one can use
directional lightmaps [HPO0Z2] that store, for each texel, a directional lightce. This reduces the
required resolution but, generally these approaches are only efficratitect lighting.

Thanks to recent and large increases of computational power ofigsapardware, it is now
possible to develop interactive techniques that incorporate global illuminafiects [DBBOG].
The introduction ofanti-radiance [DSDDO7] removes visibility estimation and is more suitable
for hardware rendering. However, it requires a minimal nhumber ofgsagsoportional to the
scene depth complexity. Radiosity techniques [CHL0O4, DSDDO07] and ina@séd global illumina-
tion [NPGO03, NPGO05] can be implemented on modern GPUs, by storing thedhlijieting into en-
vironment maps [MMPO02]. Stochastic solutions have also been implementeBds, Guch as those
based omphoton-mappingPDC' 03] or radiance caching [GKBPO05]. Real time is only achieved with
Instant RadiosityfKel97, SIP07] combined with incremental techniques [LSK]. All these tech-
niques rely on fast rendering of complex direct lighting using modern GBUSsin order to achieve
interactivity, some limitations are generally introduced: the number of indirdttidigunces is limited
(in general to only two), as well as the number of light sources.

3.1.3 Precomputation

Due to the still highly complex computation, global illumination relies more and more ecopr-
putation to speed-up the process and sometimes, to reach interactiverét@sieprecomputation is
often the chosen solution for hardware-based visualization of 3D seetieglobal illumination.

Caching

For ray-tracing, caching has been introduced by Ward et al. [WR@&883toring diffuse indirect
lighting. The 3D scene is sampled using a criterion dependent on normatimaand on visibility in
order to adapt the density according to the illumination variations. The reooted illumination is
weighted sum of all the cached samples. To reduce this complexity due teetbéresonstruction ba-
sis with a global support, cached intensity is estimated using a local neigltabofioached position,
leading to a non-continuous reconstruction even with the introduction dfamae gradients [WH92].
Caching is also the core of efficient implementation of photon mapping [Wan@1jell-tailored
sampling [KBPZ06] combined with directional representations of incomingnae [KGPB05] im-
proves the smoothness but does not lead to a continuous estimation: paftifitity@n these non-
uniform samples would have to be used. One of the most interesting solutimmaspd by Arikan
et al. [AFOO05] introduces a two-level caching: since radiance due tardisbjects exhibits low spa-
tial and angular variation, it is directly estimated with cached data; the radiuec® local geometry
is estimated with an indirect access to the cached data by a one-bourtcaciag- The main ad-
vantage of caching is the resulting speed-up even if it introduces nesmpsers. Another indirect
advantage is that it can be modified in order to fit users’ idea of the indiignination [TLO4].
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Precomputed Radiance Transfer

To render interactively complex lighting effects, a whole research donfdiaemerged recently:
Precomputed Radiance transfer PRT. The main aim is to precompute the response of 3D objects
to infinitely distant light sources (i.e., directional light sources). RamamianthHanrahan [RHO1]
first introduce this approach for diffuse and direct lighting due to distamironment approximated
by an environment map: the lighting response is computed for each vede3mmesh. PRT has thus
been extended to more general lighting effects with multiple inter-reflectiddS(3], to changing
viewpoints for non-diffuse objects [LSSS04, WTL04, TS06] and eienormal mapping [SIo06].
The main advantage of such techniques is that users can modify intelsattiwelistance lighting on
static objects. Nevertheless, users have no control on the radianstetrand PRTs are still limited
to distant lighting. Near-field lighting for interactive design of globally lightedrses has been only
recently studied [PWL07]. Unfortunately, in most cases, the storage requirement is quite lagge d
to its dependency of the directional accuracy required for highly riffusés surfaces, and due to
its dependency on geometric complexity. The introduction of clustering witlciBehComponent
Analysis [SHHSO03], spectral mesh basis [WZH07] and gradients [ABD$educes this limitation,
but does not discard it.

Excepted [PWL07], all these techniques are limited to a single 3D object and to distance light-
ing. Kristensen et al. [KAMWOS5] precompute the lighting response foediifit position of point-
light sources: it allows users to design the lighting by selecting the diff@@sition of light sources
with real-time feed-back. Another solution is to precompute the direct-to-ictdnansfer (e.g., HaSan
et al. [HPBO06]), and rely on a fast evaluation of direct lighting for éfi¢t update (like hardware-
based direct lighting). To reach a sufficient visual quality, the samplirdesty needs to depend on
the geometric complexity. Thanks to a hierarchical expression, Lehtir@n[eZT"08] extend this
approach to more complex objects and vector representation. Unfollyyiisisevector representation
is linked to the normal direction of the sample point leading to an interpolatiomezhi®at still relies
on a dense sampling for highly detailed objects. Furthermore, due to vieanrdent strategy, there
is no guarantee that every potentially visible point can have in their neigbbdrenough samples
to recompute the illumination [RGKSO08]. All these solutions are also limited sinas gs@ only
manipulate light sources.

3.1.4 Energy Representations

The representations of the different quantities involved in global illuminatioticgzate to the possi-
bility of user-edition. In this section, we present an overview.

Scalar

The simplest representation generally associated with the diffuse apptmxinsaa scalar value for
each patch of a discretization or each sampled position of a 3D scene [8YRI2800a, MAPOOb]:

radiosity and irradiance. Such representation is also simple to manipulate@KRBince it can

potentially be directly painted on 3D surfaces.

Directional Distribution

Unfortunately, scalar data are too restricted for general purposia ggebal illumination. Further-
more, they are tied to the underlying geometry and thus require a largetidisttom for highly
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detailed objects. For more general purpose, most of the solutions aré bas directional repre-
sentation of incident radiance, irradiance or implicit visibility [DSDDO07]. Aywegood overview is
presented by Lessig and Fiume [LFO08].

Issue from researches on polynomial approximations [Arv95] of actiimeal signal, Spherical
Harmonics (e.g., [SAWG91, SDS95, SKS02, KAMWO05, Slo06, KLO6 darivatives such as Hemi-
spherical Harmonics [GKPBO04] are widely used thanks to their orthorldymidowever, their basis
functions have a global support and thus, the resulting representatfoegurency domain cannot
localize directional lighting phenomena: their user-edition may be less coansitite than a direct
work on the original signal (like editing an image in frequency domain ratinecttly). Furthermore,
they are oriented toward one main axis, emphasizing phenomena along tbitodi@nd reducing
again the localization of un-aligned ones.

On the other side, wavelets are localized in both space and frequentfeantbre are efficient
for the representation of radiance [CSSD94, $S8@ and of all-frequency signals [NRH03, NRHO04,
LSSS04, WTLO04]. Unfortunately, on a sphere, they require tailoredigision schemes (e.g., [SS95,
LFO08]) and are also often limited to piecewise constant functions: a smaomthst&uction of high-
frequency signals is time and memory consuming [S6@.

Recently,Spherical Radial Basis Functiofmve been introduced [GKMDO06, TS06]. SRBFs are
localized in both space and frequency but, in contrast to the two prevépussentations, computing
the basis representation of a signal is expensive. Nevertheless efr@gent a good trade-off for
user-edition of a directional signal.

The work most related to ours is theadiance VolumegGSHG92] and its extension used by
different game engines (e.g., [MFEOQ7]). The original Irradiance Malus a bi-level regular grid that
stores irradiance values at each vertex position. This representasitwdanain advantages:

1. regular grids can be more easily implemented on GPUs;

2. the volumetric aspect allows to decorrelate the grid resolution from theefeic complexity.
However, the spatial interpolation scheme, to ensure a smooth reconstfdtie irradiance, is more
complex than a classical trilinear interpolation scheme used with a regular grid.

Vector Quantities

On one side, scalar values are too tied to the geometric complexity of a scenthe Other side,
directional distributions are more complex and resource demanding andrhusore difficult to
manipulate. We thus take a look on vector representations.

Introduced by Arvo [Arv94], arirradiance Vectolis a vector quantity which norm represents the
incident energy over a whole hemisphere and which direction repreenitsain incident lighting
direction. It can thus be associated to a local directional light souramtiy that can be easily
manipulated [TLO4]. Moreover, it is robust to geometric variations as shovihe works of Lecot
etal. [LLAPO5], Willmott et al. WHG99] and Gobbetti et al. [GSA03], amslpointed out by Lehtinen
et al. [LZK*07, LZT"08]. In general, vector representations are more independent oedhgetyy,
as shown by the developmentldfjht VectordZSP98, SP01].

3.1.5 Independence on 3D Complexity

On important point to discuss is the independence on the 3D scene compBgtya decorrelation
increases the independence of parameters between the 3D scemrgidesand the illumination
representation.
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With Photometric Independence

Classical caching structures [WRC88, Chr99, CB04]) store irradiandt allows to change the diffuse
albedo of materials without having to recompute the cached values. Toooverihe limitation to
diffuse reflectance or at best, low-frequency BRDFs imposed byi@mad caching, new schemes
based on incident radiance caching have been introduced. Encodidgrnhradiance by spherical
harmonics [KBPZ06, AFO05] or wavelets [SSG0] is more accurate than constant basis [GSHG92],
but with both representations, the number of coefficients quickly explodésgyh-frequency BRDFs,
thus still limiting the method to moderately glossy BRDFs. A trade-off between tlee fiotlowing
points has to be considered.

With Geometric Independence

While the irradiance is a geometric dependent quantity, the radiance is n@ tidradiance caching
theoretically offers geometric robustness. Unfortunately, the ususgr@ VRC88] used to place

the precomputed samples depends on the underlying geometry. Therafliimece caching cannot be
applied in the case of highly detailed surfaces, because the number désaqijeckly becomes huge.

While light vectors [ZSP98] are also geometrically robust, they are ndbpietric independent.

With Continuous Reconstruction

Another issue with caching involves the interpolation scheme used duringridening pass. Irra-
diance and radiance caching schemes need to store their samples inianteffracture (kd-tree or
octree) in order to quickly retrieve them when interpolation is needed. t#wdue to the com-
bined facts that these samples are not placed on specific positions andromyerpolation on
local neighborhood is performed, these schemes cannot ensurdirguoas reconstruction of the
stored radiometric quantity. On the contrary, with volumetric representatonh,as irradiance vol-
umes [GSHG92], the continuous interpolation is easier to perform. Unfatelynas the irradiance
volumes cache incident radiance, numerical integration is required aritdening step.

3.1.6 User Edition and Conclusion

Editing global illuminated scenes is a complex task due to the multiple inter-refleciidmbelieve

that user-friendliness of global illumination relies more on the possibility of ectlicontrol on the
light in order to match it with users’ desires than on a careful choice campeters that control only
the accuracy of the simulation.

Some previous solutions offer the possibility to edit 3D scene by moving théoRiots (in purely
diffuse scenes [Sha97, DS97] and with some non-diffuse paths [GDBWS02]): view-dependent
reflections would rely on interactive ray-tracing [ShiO6]. As describgatevious sections, some oth-
ers rely on precomputation to allow interactive edition of light sources [KADBNHPBO6]. None of
them offer an intuitive tool to freely design the illumination. More recently, Reliset al. [PBMF07]
have introduced an optimization process to define the parameters of lighesaorresponding to a
painting solution by users: such solution is limited to direct lighting and can haedapplied for full
global illumination.

Ben-Artzi et al. [BAERDOS8] introduce a new polynomial representatibBRDFs that enables
interactive BRDF editing with global illumination. They use a high-quality repméstion for the
BRDFs at the first bounce from the eye and lower-frequency (oftfasd) versions for further
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bounces. The solution is limited to editing the global illumination effects due to BRDé& single
image. Nevertheless, they show that simple polygonal basis can be sufficiaser-edition purpose.

Obert et al. [OKP 08] have shown that, in cinematic lighting design, physical accuracy is less
important than careful control of scene appearance. They thusesg@pnew representation for artistic
control of indirect illumination. They encode users’ adjustments to indirebtilig as scale and
offset coefficients of the transfer operator. These adjustments aefdomultiple key-frames and
interpolated in-between. Such an approach is limited to linear transformatiightifig operator. We
believe that a new representation of indirect lighting can help in introducing freedom in lighting
design.

It is important to notice that these last approaches do not simulate the whpkegation for each
modification. They in fact rely on simplified or abstracted representatiotisegihenomena. This is
a requirement to reach an interactive editing.

3.2 Irradiance Vector Grid

After having briefly reviewed previous work for global illumination, we wemadd one more remark
about lighting design. The most related real-world techniques for lightiitgpedare the ones use
by photographers to emphasize the shape of real objects: they camsdldyt and position a set
of light sources. In Computer Graphics, peoples are used to manipuiateapd directional light
sources: Tabellion and Lamorlette [TLO4] have shown that indirect lighitamgbe editing similarly
than in real-world by carefully select and position a set of local lightseairSimple to implement on
graphics hardware, such light sources allow interactive visualizatigioesy reflection at interactive
frame-rate [WAL97].

Moreover, regarding the three issues discuss in Section 3.1.5, wesprapalternative volumet-
ric data structure based on irradiance vectors that offers improvededgo robustness and similar
photometric robustness as other comparable methods. To provide a snomotstrection of indirect
illumination, we use a continuous interpolation scheme which does not dependface geometry.
Furthermore, our representation is easy to adapt on GPU and has low mesnegmption.

3.2.1 Directional Irradiance Vector

For a given wavelength, theradiance vector [ns), as introduced by Arvo [Arv94], is defined for a
points with normalng as

R3xQ - R3: I(ns):/QL(usi)wih(ns,wi)dwi, (3.3)

using the same notation of Equation 3.2. The irradiance vector stores radoared geometric
information; it is directly related to the diffusely reflected radiance:

Le(s) = — 1 (no)ns (3.4)

wherer is the diffuse albedo at poistand " denotes the transpose operator. The main benefit of
irradiance vectors compared to irradiance is that for a local variationspirface normal, the re-
flected radiance can be adjusted, making this representationgaeomeetrically robust To evaluate
Equation 3.4, one may use any global illumination algorithm such as particlegracpath-tracing.
Intuitively, an irradiance vector represents the intensity of the incidertitigland the mean direction
where it comes from.
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Bear in mind that we want to compute the reflected radian¢®, where the normal &may be
along any direction. Therefore, we need an efficient representatisioit® the incident illumination
for any direction. We thus subdivide the direction space with six overlgppamispheres, where
each hemisphere is oriented toward a main direaden+x| +y| +2. We precompute an irradiance
vectorl 5 for each of the six hemispheres to represent the incident illumination. Witp@ogriate
interpolation scheme, we combine the different valueksdb evaluatd (ns) and thusL,(s) for any
normalns = (N, ny,nz). The interpolation is only done for three out of the six possible directions of
0. The choice betweettx (resp.+y and+2) is done according to the sign nf (resp.ny andn,). The
directional irradiance vectol (ns) is obtained by remapping the three spatially interpolated irradiance
vectors according to the normal directinm@t points:

1(N6) = 1x(8) P2+ 1y () 2+ 1 co(S) 2.

Notice that our directional interpolation (related to [MFEQ7]) is of coursgcewhen the normai

is aligned withd. This interpolation basis is composed of the diagonal polynomials of the decon
orderradiation pressure tensoffg\rv95]. Discussions on more accurate approaches are presented in
Appendix B.

3.2.2 Spatial Reconstruction

This previous definition is still tied to a position on a surface and such depémd the geometric
complexity. To get rid of this dependency, we thus compute a set of irreeliagctors at vertices of
a 2D regular grid (i.e., a 2D texture) for quasi-planar surfaces and3&i eegular grid (i.e., a 3D
texture) for more complex objects. Such an approach is required folyhdgkailed scenes [CB04].
In the following, we consider mainly 3D grids, since in general the 2D atiaptes straightforward.

In order to compute smooth indirect illumination, we spatially interpolate the irradiaactor
for each poinp = (py, py, Pz), by performing either a trilinear or a tricubic (resp. bilinear or bicubic)
spatial interpolation of the irradiance vectors stored at the 3D (respgrDyertices/ ! surrounding
point p:

ldngmum%.
1)

3.2.3 Precomputation

Any global illumination technique may be used to estimate the irradiance vectoed gtdhe grid.

Particle Tracing for 3D Grids

In our implementation, we use Particle Tracing by propagating photons f@tigtit sources through
the grid. Every time a photon traverses a voxel's face, its contribution icsithe irradiance vector
ng associated with the nearest verté¥ and the directiord provided by the normal of the face
(see Figure 3.2). When a photon hits some scene geometry, a classibaksitoreflection is applied
according to the local BRDF.

The photon propagation is accomplished in two steps. First, using a raygiracaeleration
structure [Gla89a], we find the closest intersection with the scene. Tdepyopagate the photon

into the Irradiance Vector Grid without any intersection test. Once all psdtane been treated, a
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i j+1
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voxel (i,j+1) I

+Xx

voxel (i,)) voxel (i+1,j)
Fig. 3.2:Irradiance Vector computation in 2D. When a photon hits a be%ace, its contribution is added to
the irradiance vector associated with the nearest verteatoR contribution added 3}, (left) and

12, (right).

normalization step is performed on the irradiance vectors for each catgrament:

ijk

18

1§ = > donh(@.an)
5 n=

wherew, andg, are the direction and energyj of photonn, Ngk is the number of photons that have
contributed to the irradiance vector at vert& in directiond, andA'gk is the area of the rectangular
cell centered at' in directiond. As we are using a uniform rectangular 3D grid, the area of such cell
is simply the area of the voxel’s face oriented in the same direction, exaggtiddooundary vertices,
where the area is divided by two, and for grid corner vertices, whésealivided by four.

Note that our approach does not suffer from the classical bouihitzsyf photon mapping (where
spheres with large radii are used to collect photons, such as in roomarsand along contours of
flat surfaces) as our density estimation correctly accounts for the iotersef the photons with the
grid. Unlike the strategy of Havran et al. [HBHSO05], our approactsduas need to store all the rays
generated from the photon propagation.

Note also that we compute in fact colored irradiance vector, defined by twimary colors
(R,G,B). We thus need, for eadh three irradiance vectors stored in & 3 matrixMis

Nijk
1 3

MGZ[IR,5 IG,6 lB,(S]:W anT‘pnh(a,wn),
A5 n=1

whereg, is the colored energy of the partiate

Path-Tracing

A more generic solution is based on stochastic evaluation of irradiancer vetggral (cf. Equa-
tion 3.3) with path-tracing. This approach is also more suited for 2D gridse#&ch grid vertex//X,
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Fig. 3.3: Sampling strategy for 2D grids. (left) a small translatiorthie direction of surface normal is applied
on vertices. (right) Because samples can now be inside ottjects, no intersection is taken into
account in the precomputation of indirect lighting befarading them.

o>

N rays are issued in directions, and their corresponding radiandg$W.m~2.sr-1) are accumulated
for each principal directiod:

Nle
L. l ]
I k _ 7k 6 wn)

In this equation,p(wp) stands for the density of probability in emitting a ray in the directian
Similarly to the photon mapping case, the final irradiance vectors are caaesdand are expressed
as the following matrices:

|1k
Ms=[1lrs lcs les | .,k z h(d,awn) ,

)

wherel , is the colored radiance of ray

For all 2D grids vertices, we precompute the irradiance vectors with a sirafiig¢nacer [DBB06].
Unfortunately, if the 3D position of a grid vertex lies on the associated aeirfanly half of the
directions are accessible. Similarly to Arikan et al. [AFOO05], a small translatighe direction of
the normal is applied (cf. Figure 3.3-left). Unfortunately, some displaeetices can now be inside
other objects and therefore unwanted shadowed areas may appsaivathis problem, we ignore
the intersections that occur inside these objects (cf. Figure 3.3-right).

Note that, the two approaches, path tracing and particle tracing, canilyepeaallelized. Note
also that no intermediate structures are required for storing the impactsgead small memory
footprint for the precomputation.

3.2.4 Compression

Remember that Equation 3.3 defines an irradiance vector for a single crigonent. Since, in
computer graphics chrominance is defined by three primary coRIG,B), we need, for each,
three irradiance vectors stored in & 3 matrix My = [I rélcs IB,5]. For a given grid vertex and a
givend, we compresdy as the product of a directiad; and a coloics defined as follows:

M5 =d5'(c5)

ds - IR +lcs+1ss
Nrs+lcs+1esll
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Ramses Neptune David Lucy
Full / Simplified 1.6 M/80K 4M/100 K 7.2M/100 K 15M /150 K

Fig. 3.4:Size (in polygons) of the full and simplified objects.

and
1

- Td66 [
This guarantees that when the normas aligned withd, we preserve the original RGB intensity:
™;sn=c5'dsn (using Equation 3.4). We have tested experimentally that this compressismdoe
introduce any artifact in the indirect lighting interpolation. More accurag@pmation might be
achieved using an iterative optimization as shown in Appendix B - Section B.1.4.

To reduce the required bandwidth usage even further, the directiohecgnantized on 24 bits
(classical quantization with 8 bits for each coordinate) and the color onit82using the GPU-
compatible R9_G9 B9 ES5 format similar to the RGBE format [War91]. Thesevigtors are en-
coded in two 3D textures, and therefore the information for theésilrections requires 12 3D tex-
tures. To reconstruct the indirect lighting, one may use trilinear interpolatitively provided by the
hardware, or adapt a tricubic interpolation technique [SHO5].

Cs T|R756 T|G’56 TIB,,;J].

3.3 Applications and Results

As said in the introduction, the vector representation has been develdpedéd for an improved
user-control on the indirect illumination. Nevertheless, we have to pratettis representation is
first valuable to compute a global illumination solution. This illustrates that ainsameded develop-
ment can also improve existing techniques. In this section, we thus presappiisations into three
different contexts.

3.3.1 Geometric Complexity: Precomputation and Hardware Rndering

More and more objects used in 3D graphics are issued from 3D scanrtigintroduces the large
richness of real world. Thisriginal geometrycan be too large, to offer interesting performance
when precomputing the global illumination. However, since indirect illuminationskwa varying
function [WRC83], it does not depend on all the original detailsirplified geometris thus largely
sufficient and it will greatly speed up the preprocess as shown byllitaband Lamorlette [TLO4].
Our geometry-independent representation is well-suited for such anamgbp This coarse level can
also be used for distant objects. However, for closer viewpoints, altigtgils can convey important
visual information. These details are re-introduced in the intermediate Iedetails for interactive
rendering.
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(a) (b) (c)
Direct+ Indirect (45s) Indirect Lighting (1.27s)
Low (150K polygons) High (16M polygons)
Precomputation: 459s Precomputation: 1560s
Fig. 3.5: Precomputation on the full versus simplified geometry. Tsolution of the 3D grid used to capture
the indirect illumination around this statue ix86x 8. In (b) and (c), we use software rendering to
show the indirect irradiance from the grid precomputed speetively low (b) and high (c) geometry.
Computing the difference ihab color space (d) between (b) and (c) shows that the maximuon err
is 69 (15% of maximum possible error) and is very localizelde @verage error is 0.4 (0.09%).

Lucy Room Mediterranean Room

Fig. 3.6:The test scenes. The first scene is dedicated to Lucy staheefld@or consists in a normal mapped
quad and a spot-light is directed toward the back-righteorfihe second scene is dedicated to statues
gathered from around the Mediterranean Sea from differltes and periods. It consists in three
statues, a normal-mapped floor and a spot light directedrtbthia ceiling.

This approach allows to speed up precomputation without losing too manydeatuthe illumi-
nation. To validate this point, we compare (cf. Figure 3.5) the indirect imagiabtained when using
grids precomputed with the simplified (cf. Figure 3.5(b)) and full geometakesHigure 3.5(c)). As
shown in Figure 3.5(d) the average difference in perceptually unifaatcolor space is very low.
The maximum possible error reaches 15%, but mostly in darker areas Wwigeless noticeable.

Most of the original details can be represented by a normal map with soffiigual accuracy.
We usesimplified meshes with normal mafos the final rendering step. This representation enables
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Lucy Room Mediterranean Room
Full / Simplified geometry 15M /150K 12.8 M /280 K
APO 21 MB 94 MB
3D grids 1/816x8/144KB 3/16<16x16/1.7 MB
2D grids 6/3%32/264 KB 6/3%32/264 KB
Lighting Precomputation 55 min 260 min
Full geometry 3-8 fps 5-8 fps
APO 35 fps 30 fps

Tab. 3.1:Size of the different structures and average renderingdreate. The geometry size corresponds to
the number of polygons. We present in parentheses the nuohl2® and 3D grids used in each
scene, their resolution, and the total amount of memory.e Notv small the latter is compared to
the size of the simplified geometry. We use 16K paths for egichvgrtex. The frame-rate has been
evaluated for a 809800 pixels viewport. For a given scene, the same grids aré fesendirect
illumination with the different representation of the gestry.

real-time performance while preserving the visual richness of an objeute §lobal parameteriza-
tion of a large object can be difficult to compute, we rely on a volumetric anahpeterization-free

representation: the appearance-preserving octree (APO) [LRIBA7APO encodes a normal map
in an octree texture.

We experiment our grids structure for indirect illumination with two scenesHigure 3.6) where
the illumination on the main objects is thus mostly indirect. In all scenes, we usei@ptgrcapture
the indirect illumination and shadows for the walls, floor, and ceiling, while thegBds capture
them for the archeological objects. For each scene and as descripeyious paragraphs, we use a
simplified mesh to precompute the indirect illumination, and this mesh with normal mafopitige
final interactive rendering. Thanks to our approach, our system sll@ers to navigate in 3D scenes
and visualize the objects interactively whereas this would be unattainable ullitpebmetries (cf.
Table 3.1). Note also that the overhead due to our representation of trectiah illumination is low
compare to the required memory for the geometry (cf. Table 3.1).

3.3.2 Streaming

We have also experimented our representation on a client/server ardaieite@tue server precom-
putes and stores the lighting structures and the levels of detail (LODsaébr @mplex geometry
represented as a progressive mesh. The server sends eitheraraetige or lighting level of detail
depending on the client requests. After each data reception, the cliémtrpg some processes on the
illumination structure and on the progressive mesh before uploading théme @PU. Moreover, our
approach allows to interleave geometric and lighting data when transmitting thefsom the server
to the client. This offers a very smooth progressive visualization until teeetbquality is reached.

Streaming of Irradiance Vector Grid

A classical solution for the progressive transfer of the texture is to Userarchical decomposi-
tion based on recursive basis functions such as wavelets. Howevetdostruct each hierarchical
level, this decompaosition technique requires waiting for the reception of mkgoonding detail co-
efficients. Thus, the time required to obtain each new resolution level ismgyomith its size. We
propose here an alternative approach, which allows the transmissionsifat size bundles of vox-
els.
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Fig. 3.7:Comparison of indirect illumination reconstructed on tight side of the dragon (a) without our push-
pull algorithm, (b) with and (c) with a push-pull algorithmthout smoothing. The grid dimension
is 16x 16 x 16 and half of the vertices have been transferred. The publpmcess has filled the
darker regions of the dragon with smooth indirect illumioat

The transmission is initialized by transferring the eight corners of the gritenTeach client
request consists of a constant number of irradiance vectors. Noticéhthaumber of irradiance
vectors per request can be dynamically set depending on the client GRAW&pabilities as well as
the network bandwidth and reliability. To get a smooth global update of theeittditumination,
we have implemented a stratified random sampling of the grid. In our curretgrimeptation, the
grid is divided in a set of slices along its longest axis. Then, at each cégnest, the server sends
the requested number of irradiance vectors. The locations of the ircadigttors are randomly
distributed on each slice.

Unfortunately, when streaming the IVG, some illumination holes may appear uatgriti has
been fully transferred. This comes from the fact that the incomplete gtk hiovalid irradiance
vectors at some locations. We have adapted a 3D push-pull algorithm tcefithigsing irradiance
vectors with smooth data interpolation (cf. Figure 3.7). Notice that our puitelgorithm does not
modify any received data. To get smoother results, we apply after emthgbep a pyramidal filter
to the current grid level. Finally, the push-pull process can be skipptbe i€lient has limited CPU
capabilities. Therefore, the minimal hardware requirement for our cligmtoigrammable graphics
hardware with 3D texture support.

The direction and color of each irradiance vector (cf. Section 3.2.4nhise#der in floating point
format or quantized. Our experimentations have shown that using quantizaduces the transfer
time by a factor of about 2.5 without introducing any visible artefact. Indk®dhe scene presented
in Figure 3.8, the mean difference between an image reconstructed withitoditrquantization is
only 0.008% inLab color space. Obviously, the dequantization process must be performggk o
client side in order to perform the push-pull steps, but the resultingheagris very small (cf. the
chart of Figure 3.9).

Results

We have tested our remote 3D visualization system with an Intel Q6600 with 4GBoryeas a
server and an Intel Pentium M 2.26Ghz with 2GB memory as a client. We havaineéaall network
transmission times on a 802.11g WiFi network. Each measurement has peaterkand averaged.

One main advantage of our separation between the illumination structure ayebtinetry struc-
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(d)

(@) (b)
0.2% mesh, no IVG 0.2% mesh, 25% IVG 2% mesh, 25% IVG 100% Mt IVG

Fig. 3.8:Our client/server visualization system to stream altévabt geometry and lighting. (a) A scene
with 0.2% of the geometry transferred and only direct illaation (without shadows). (b) The same
amount of geometry with 25% indirect illumination transéat: color bleeding effects are now in-
cluded, like on the surface of the Buddha oriented towarddtevall that appears redder. (c) Further
refinement of the geometry (2%). (d) Full-resolution geayn€s0 MB) and full-resolution (1 MB)
irradiance vector grid. This scene runs at 50fps on a NVIDESGrce Go 7800 GTX.

ture is that the client adapts its data refinement demands according to bdttahaand network
capabilities. The classical strategy that offers the smoothest progressualization is to use an
interleave streaming of illumination and of geometry (cf. Figure 3.8). Our tbsts that the client

frame-rate remains constant, when updating either the geometry or the illumigetam the GPU.

Therefore our system provides a real-time and continuous feedback wid¢int. Moreover, for a
given scene, we did not measure any frame-rate performance pematyimtroducing the illumina-
tion grid.

We have tested both the streaming of quantized and floating point grids pastexl, the network
transfer time is reduced when using a quantized grid (cf. black curveedwthgraphs of Figure 3.9).
Moreover, the comparison of the two red curves of Figure 3.9 demorstteiethe data dequanti-
zation process is very small (approximately 4%). This dequantization steguged to perform the
push-pull algorithm without introducing numerical errors. The time sparihe push-pull algorithm
is constant per grid size, but the number of push-pull processesdiepa the number of client re-
quests. Therefore, the packet size has to be chosen carefullydilegpem client/server and network
capacities. According to Figure 3.9, when using ax32 x 32 quantized illumination grid, the ap-
propriate packet size is reached when asking approximately 100 sareplagcp (the corresponding
abscissa when the black curve crosses the blue curve). Finally, asatbasin Figure 3.10, most
of the computation overhead is due to the smoothing pass of the 3D pusHhgauitran. However,
depending on client capabilities, this step can be skipped and as showrure Bid, the penalty on
quality remains small.
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Fig. 3.9: Downloading time for the complete illumination grid (832x32) with different buffer sizes. The
size of the floating point grid is3 MB and the size of the quantized gridlis3 MB. The processing
includes the dequantization process and the copy to CPU myemo
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Fig. 3.10:Comparison of downloading time with and without smoothinging the push-pull step for a quan-

tized 32x 32x 32 grid. The smoothing represents 80% of the total time sfmrthe push-pull
process.

3.3.3 Caching

Our Irradiance Vertex Grid can improve software global illumination. Asavjates a smooth spatial
and directional reconstruction of irradiance vectors, it can be direstd tor diffuse indirect illumi-
nation, without propagating secondary rays for final gather. Dirsetoficached values could be done
using existing techniques [WRC88, KBPZ06] but they do not guarantemtinuous reconstruction
of the indirect illumination. Moreover, as they do not offer geometry roiess, these techniques re-
quire a large number of samples for highly-detailed geometry, in order widaraccurate estimation.

A final usage of our Irradiance Vector Grid is to be employed as an efficieching structure
for stochastic approaches. For instance, as done with photon mappingrid may be accessed
indirectly by shooting secondary rays from points being shaded. The ad@antage is that high-
frequency details such as indirect soft shadows are well preseavetthat reconstruction errors
are masked since a diffuse or low-glossy reflection is similar to a low-pass[BIl#S™05]. So, a
simple trilinear spatial interpolation provides a good compromise between apdeglality. All the
following results have been computed on an AMD 64bit 3500+ processio2@B of memory.

To evaluate our approach, we present two test scenes with complex lightiegfirst configu-
ration (Figure 3.11) presents a scene mainly directly illuminated from 11 lightes. The second
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Precomputation: 201s Precomputation: 252s
Rendering: 1341s (51s) Rendering:, 618s (5527s)

Fig. 3.11:Scene with mostly direct illumination case. 16 rays perlpisre used. 5 M photons shot. (left) Our
technique with a 40 50x 40 uncompressed grid (24.5 MB) used directly with a tricuierpolation
scheme. (Center) Photon mapping with Christensen’s Cagihg 60 photons of the 5M (124 MB)
stored where used to precompute each irradiance sampigt) (Reference solution obtained by
Path-Tracing with 1600 rays per pixel. The overall illuntipa is similar in all three techniques,
however our much faster indirect illumination computat{@is vs. 5527s) strongly reduces the
total rendering time (1341s vs. 6618s).

one (Figure 3.12) is a classical two-room configuration where one ieamirectly illuminated by a
light source placed in the other room. Both scenes have more than 8 millioropsiggie the highly
detailed objects. They illustrate the geometric robustness of our approach.

We compare our technique to photon mapping combined with Christensen89jQtrecom-
puted samples. Precomputation time for our technique involves shooting phastdraccumulating
their contribution in the grid, and for Christensen’s it involves shootingiqui) balancing the kd-
tree, and precomputing irradiance. For all images generated with Christensethod, we set the
number of precomputed samples to be one fourth of the total number of phitéoras originally
suggested [Chr99].

Figure 3.11 compares the results obtained with our technique and Chrisgslioselirect lighting
configuration. For fair comparison, a reference solution has beenutethwith a high density (1600
rays per pixel) Path-Tracing algorithm. For equivalent precomputation tiovegechnique allows a
much faster computation (51s vs. 5527s) of the indirect component of thankion due to direct
access to the cached values. In our technique, the final gatheringosteglssmost of its time com-
puting ray-geometry intersections and direct illumination, while Christensewise requires casting
a large number of additional gathering rays, since direct accessqa®dery objectionable illumi-
nation patterns with zones of constant irradiance similar to Voronoi diagrahis is a well-known
artefact [Chr99] preventing direct access to cached irradiance.

For the indirect lighting configuration presented in Figure 3.12, we paréodirect access to our
structure but to capture finer shadows cast by the columns, a higdwutien grid (30« 20x 92) was
built and consequently a larger number of photons needed to be shote$hited in a much larger
precomputation time but our method with direct access is still much fast@t18 vs. 47971s) than
Christensen’s caching technique for a similar quality.

Alternatively, we have also tested our technigue with an indirect accesBifre 3.12) to the
cached values by using a lower resolution grid X12x 20) traversed by the same number of photons
as with Christensen’s method. Our technique reduces both precomputatioflB0gevs. 466s)
and reconstruction time of the indirect illumination, 826s vs. 10050s), while retaining similar
illumination features. Access time to our grid is constant in the number of thedaeamples instead
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Precomputation: ,270s Precomputation: 466s Precomputation: 150s
Rendering: 41s (13s) Rendering:,805s (10050s) Rendering: 3892s (2376s)

Fig. 3.12:Scene with mostly indirect illumination. (left) Our techie using directly a 3@ 20 x 92 an un-
compressed grid (11.4 MB) constructed with 80 M photons.n{€® Christensen’s method refer-
ence image with 3200 rays to sample the hemisphere and 5 Mmhstored (124 MB). (right)
Our technique using indirectly a 228 x 20 uncompressed grid (590 KB) with the same number of
photons shot and the same number of rays to sample the hergsph

of being logarithmic as with a kd-tree [Chr99, CB04] which explains thegsesga

3.4 Conclusion

In this chapter, we have introduced a new representation for indirect ilatinin Based on geometry-
independent grids (2D for quasi-planar surfaces and 3D for geserfaces) and vector irradiance,
this approach is well suited for rendering complex scenes with global illummat@ur structure
is robust to simplification techniques with appearance preservation. Tordémate this point, we
have integrated our structure with geometry streaming technigues in a rema@bg2aton system to
quickly provide global illumination effects for complex geometries. Furthermibie transfer time
overhead induced by our structure is very small as well as the ovednetheé performance at render-
ing time.

We have also implemented this structure both as a 3D texture for indirect illumiratitne GPU
and as a caching scheme for Photon Mapping. The results show thaedifter-reflections are well
captured. Compared to existing solutions, our approach requires éawbed samples for higher-
quality cached indirect lighting. Additionally, it does not require any phatmmage. Furthermore,
our irradiance cache can be directly accessed during the final gajipess.

Based on these first validations, we have to accelerate the precompufatienstructure, since
we do not take currently into account the high coherency of the sampls. peitis development has
also to take into account the generalization of parallel architectures (slustassively multi-core
processors such as GPU [ST®]). Such improvements would result in more interactive modification
in 3D scenes, required for user-edition.

Furthermore, more robust directional basis for vector representgieassome investigations in
Appendix B) would improve the interpolation scheme and provide a moreaecswlution. Since the
current scheme is based on linear interpolation, some artefacts may &pps@nplex variations of
illumination. The introduction of gradients might also improve the smoothness oétioastruction
where incoming illumination varies quickly.

And finally, the irradiance vectors are currently evaluated on regulds.gidentifying proper
resolutions for the grid and the number of photons to shoot requires & w@uderstanding of the
illumination effects. A more automatic estimate would facilitate the integration of this itpodanFor
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large scenes, multiresolution and adaptive structures would reducerib&umiion cost. This will
also allow better capture of indirect illumination near surfaces.

In this chapter, we have presented a limited set of applications and estimatitmedsér our
vector representation. | believe that such an approach could be egténd larger range of ap-
plications, like radiosity methods, ambient occlusion (cf. Appendix B), méwesy and specular
reflections and vector reflectance. For such extension, | believe Wexttar representation could
improve the visual accuracy, by reducing the dependency toward timeedey.

But the most important extension is the finalization of this work for user-editiotuitively,
this representation is similar to a field of directional light sources that wess® to manipulate in
Computer Graphics [TLO4]. This was our original goal that has still todadized. The idea would
be to locally adjust the colored intensity and direction of an irradiance veantdrto propagate this
modification in the grid by minimizing the change with original solutions. This minimizatiocgss
might help in preserving the global coherency of the illumination.
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Chapter 4

Conclusion & Future Research

Along this document, we have explored the different steps that are useqllired for image synthe-
sis, from modeling to rendering. The main focus of this exploration was toaskeuch as possible
users into account during the development of the underlying repré¢isaistaindeed, the main differ-
ence between Computer Graphics and simulation, as said in the introductioa cie#iive aspect:
final images have to be as close as possible to user desires. In this amdlssmmary the resulting
contributions and introduced the general approach for my futurendsea

4.1 Contributions

The creation of 3D images relies first on the definition of a collection of 3D tsaaled on their
relative positioning. For this purpose we have proposed asi@ich-based modeling toofor 3D
meshes extending the use of shape curves from silhouettes to profiles@the use of such modeling
tools, we have exposed intuitively all the different steps of the recartgiruprocess together with the
underlying representation, leading to a multi-view interface. We have ajdorexl the use of such
modeling tools when users are standing in front of large displays. Frase tntributions, one main
conclusion is that one way of creating intuitive tools is to create hybrid sokitisimg 2D interactions
for resulting 3D objects.

Once the object geometry is defined, users have to work on designingéarapce which is the
result of light interaction with the underlying reflective material and geoméftfy have thus intro-
duced a newBRDF model and its modeling toolsto extend the range of possible lighting effects.
This model is defined to allow real-time sketching and painting metaphors foFBRBign. A lobe of
our BRDF is represented with a polar curve for its shape and a textuite émlor gradient and for pre-
cise shape enhancement. Since the object shape participate also thg pleaciption [VLDO7], we
have also introduced shape descriptorto extract continuous information of convexity and curved-
ness based on a combination of object-space and image-space techiiggagal-time analysis is
used to re-introduce them in different shading styles.

Finally, we have introduced a new lighting representation that may potentiallydzefor user edi-
tion of global illumination. This representation is based oagular grid of vector quantities storing
the incoming lighting. The combination of volumetric and vector representatior rakitable for
all algorithms that have to deal with the geometric complexity of a 3D scene. Veéedxperimented
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it for GPU rendering, 3D streaming with illumination and illumination caching.

All these contributions lead to some further researches for both improisroethe presented
techniques and for their extensions to other applicative domains. Theifispienitations have been
discussed in the conclusions of the related chapters. Despite the main commatiolintitat is, the
lack of user study to evaluate the user efficiency in a creative contextelieve that the presented
research approach provide and will provide useful materials forduitivestigations and validations
in cognition and perception. These materials consist in a collection of toolisumal effects that can
be use to design new experimentations. Despite this potential, such invessgatooomplex and
long to perform by scientists from Computer Graphics: they require skilfatmlists in cognition
and perception, and in the design of such analysis. Nevertheless edeawprocally to take more
into account the results issued from these scientific domains, in order &menlhe legibility of
computed images, or to save some computation. Collaborations with these doroaldshus be
more based on exchanges than on common work.

4.2 Future Research: General Approach

All the results presented in this document are issued from a same apptioadinst step of any new
development is to precisely define the controls that could be provided ts, @sen if the resulting
representations are potentially used in a wider range of contexts. We wilhoe to explore the
solutions that could emerge from this approach, taking into account thetdays, techniques issued
from Computer Graphics are used in a large variety of domains. For arznsoint of view, | will
mainly focus orrendering modelgand correspondingcquisition systems

4.2.1 User-centric Computer Graphics: Definition of Contexs

Who are the users? Due to this large variety of domains, the generic term of users hide in fact an
amazing variety of persons and applicative contexts. In the currenintad, artists [Sei99] were
considered as the most representative and specific users for Cor@papdrics: they are character-
ized by a need of freedom to be creative and their skills due to generafjytiaiming in using the
required tools. But a lot of works in Computer Graphics focus more omtfiteusers: they are
characterized by a large requirement in quantitative accuracy thatttetusdevelopment of faithful
simulations like in global illumination. With the increasing presence of computeywhere, the
focus can not be anymore these only assumptions and more diversifiedhase to be considered:
their skills are different depending their habits and trainings, common o$ens need simplified
but more constraining tools to start any process in order to reach somageawerrect results; some
specific domains require the introduction of new expectations, skills aretiexjge that characterize
their users.

What users want to see? Since the main aim of Computer Graphics is in the production of images
to be seen, this is the first question to ask in order to precisely define vamat ®or this term of
"users". Depending on the context, users would probably want tos®e as precise as possible
results for a simulation, or some only realistic-looking solutions when the jpvads not required,

or fully detailed images independently on the rendering style. When it comgsptwation like
scientific visualization, the goal is transferred from realism to legibility antessivity: the resulting
images could guide users to explore and visually extract some specifimaifon of 3D world.

72



Conclusion & Future Research Future Research: General Approaa

What users want to do? To extend the definition of who are the users, this question has to be also
asked. Since Computer Graphics is becoming present in a large pant eferyday life, the goals
of the developed applications have to be clearly defined. The developinantrique approach is
quasi-impossible, and each solution has to be adapted to the specificitieh cbagext. For scientific
applications, the goals could be to compute a simulation, to create a demonstraérplot@ or to
illustrate some results. The main user concern is the precision, and theilgggsiladjust it. Some
users could be concerned by an efficient communication of visual infaméike for education and
teaching, for public presentation of scientific results. A large part ofrpiateusers are still interested
in the gaming possibility offered by Computer Graphics: they are mainly corgevisually pleasant
images and/or interactivity. For more specialized and trained users, they wigihto be creative:
the main goal is to obtain the desired result and thus, reducing the freegéoo lstrong physical
constraints can lead to the impossibility to reach this result.

Hybrid 2D/3D approaches. Once users with their goals, expectations and skills are well defined,
they can be integrated into a Computer Graphics processing loop. To thissgyiinteractions with
the future algorithms have to be defined before. They will thus be baségitwid approaches: the
final results have to be 3D, and since 2D seems for easier interactionl dietieve that they are
generally more convenient due to the required support (like a tablet,-smrekn, surface, ...) and
that accurate positioning in 3D rely on accurate visualization system thdifeicalt to build.

4.2.2 Getting away from Physics

In creative and visualization contexts, easy controls and legible regdarénmore important than
accurate physical simulations. Even more, a perfectly accurate anctg@hgsrrect result without
any control can be creatively frustrating. To achieve these goals hysgal constraints have to be
weakened to increase users’ freedom. As an example, | more and moaot believe that BRDF is
the appropriate representation of lighting interaction for Computer Grapksasnderlying physical
assumptions introduce too many constraints even for some realistic rerglering

This freedom does not mean the complete lack of constraints in developneer@oinputer
Graphics. The main one is the definition of efficient controls before amydevelopment. These
controls have to take advantage of the knowledges and abilities of spesgfis, and more important,
the effects of each control have to be easily identifiable: when it is possibidar parameters with
contradictory effects have to be prohibited.

This freedom does not always mean the complete lack of realism. Depeaordthg context, con-
trols have to help users in creating plausible behaviors. A good tradebifeen freedom, context
and control has to be thus defined. | believe that plausibility might be mesbén editing existing
materials and models: it might be extracted from the original representatibreparted in the mod-
ified one by minimizing the changes due to users’ edition. Another approdolpigcisely define
what the meaning of plausible behaviors is, and to integrate these definititms development of
specific models.

To help users in understanding the controls and underlying procdsgiése visual feedbacks
have to be used to communicate some internal information. Expressiveirendan also help in
enhancing the presentation to users of some characteristic featureswadrBDand results in order
to guide and help their exploration. Such a rendering can also be used tm&@g some non-
guantitative information in-between 3D models.
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4.2.3 Falling back into Physics

Interestingly, this move away from physics and the required definition tingat and understand-
able controls leads to and requires a better understanding of the phentireerselves. This better
understanding and the resulting representations also result in the deeelopf more efficient algo-
rithms for simulation, as illustrated in Section 3. This remark can be extendedwp@er Graphics
in general: this recent applicative domain relies on a large range ofatiffeciences from traditional
ones such as mathematics, physics, optics ... to human sciences suchitgecsgjance. For and
from all these sciences, it creates a new context for classical simulatbblems, resulting in new
problems, approaches and solutions. The experience and knowlege gn defining user-friendly
algorithms can thus be reintroduced back into simulations.

More important accuracy is one of the possible desire and requiredtfmrtsome users. In such
context, the physical constraint cannot be weakened to achieve aiulbsion of some phenomena.
More generally, when interaction with the real world or realism is a requin¢miea given context
(like for augmented reality or acquisition in general), physics is still requireabtly for the integra-
tion or the transformation of the real world into virtual images. This leads toutremt development
of a new trend in Computer Graphics, called Computational Optics.

Form a user point of view, Computational Optics acts as an interface hetwakand virtual
worlds. Using optical systems makes possible to bring reality into virtual wodd@ project virtual
word on the real one. Due to their interactions with real world, physicalacy is one of the main
concerns of such systems.

4.2.4 Personal Involvements

Over all the possible challenges in computer graphics and after my peesmiaration of the differ-
ent image synthesis steps, | will refocus my research on two topics:riegaeodels and acquisition
systems.

Since the early days of Computer Graphics, rendering techniques faceeed on physical sim-
ulation. But as shown in this document and in Section 4.2.2, the major requirenteprovide users
with as intuitive and expressive as possible tools, based on their spduifiies. Not that intuitive
do not mean that the tools have to be immediately understandable, but thafféws kave to pro-
duce identifiable actions. Our works on shape depiction through shadB@$08a, VPB 09] have
to be extended to more users’ controls, explored in different applicatimgexts and improved both
in term of accuracy on analysis and in perception of shape and materiaiges®arches on BRDF
models have shown that getting away from pure physical simulation can dtiltdgzlausible behav-
iors: new lighting representations and corresponding controls havedevatoped. More generally,
a large amount of research still need to be performed in order to rethcbritrol on the different and
complex aspects of shading (e.g., local vs. global, indirect vs. diremtlosVs, level of expressivity
)

The most important challenge is the second one: acquisition systems. Senoétbe historical
goal of Computer Graphics was to provide realistic images, and since the ngpaletitomputational
efforts have shown their limits in expressing all the amazing complexity of redts; we rely more
and more on models issues from our understanding of reality, and in @iguie bring this reality
into virtuality, and how to combine them. As said in the previous Section, the mailercha is to
develop some systems that act as interface between our world and oat riddels. These systems
have to be adapted to the different requirements of different usedin¢eto the development of
specific models and physical devices for each of the resulting contexaetinition of expected
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quality and the use of acquired models could vary over these differguireenents.

4.3 Specific Context: Cultural Heritage

Over all the possible contexts, one has particularly raised my interest: @lHtenitage. Surprisingly,

the highly recent and fast evolving domain of Computer Graphics and #asre# cultural heritage

that are, the need of preservation of the past, the need of propaghtivs lberitage and the need of
understanding our heritage, both of them converge toward some comsearck problems. Inter-
estingly, the users’ needs in Cultural Heritage are very different arsllyngpan in the whole range
of possibilities discussed in the previous section.

Accurate Modeling for Preservation and Evaluation: One of the first concerns in Cultural Her-
itage is its preservation to transmit our history to the next generations. Due iodieasing human
pressure on environment and the natural degradation of relics, nessrpation is not always a pos-
sible choice. In this context, numeric preservation could be one solution aciipaisition techniques
and the required processing are sufficient accurate to be trustedtidottatabase management has
also to be taken into account, but the required knowledge is out of the s¢dpomputer Graphics.
Moreover, Computer Graphics scientists can help in providing accurate $iomgléo reconstruct the
past, and to thus evaluate different hypotheses.

Efficient Rendering for Presentation: Cultural Heritage belongs to humankind and cannot be only
archived: it needs to be shared and transmitted. Computer Graphicattaally participate to this
diffusion in two contexts. The first one deal with the exchanges betweentists: illustrations,
animations, and 3D models have to participate into the elaboration or the dertionsifacertain
hypotheses. To extend the impact of Cultural Heritage, most of the reswisaiso to be publicly
presented and used in, classically, museums and in leisure industry likert@mnts Serious Games.
This second context requires interactivity for which the accuracytaings are often weakened to
realism and replaced by fast feedbacks to users.

Interaction and Expressive Rendering for Exploration: Users issued from Cultural Heritage need
to explore the archived data and different hypotheses for recatisfguthe past. To explore this
space, they need to be able to visualize concurrently different contéxfioianation: an example, to
understand the history of an ancient city, they may want to visualize oseadtg 3D reconstruction,
but also the function and age of each building. They may also need to bwalideialize differently
certain and uncertain reconstructions. All these manipulations for non @em@raphics experts
lead to the development of new interaction tools and visualization style suctpessSive Rendering.
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Appendix A

LGIobal Control on Colored Reflection

Color representations of illuminants (e.g., light sources) and reflectaasgidely used in computer

graphics. Since they have been designed to fit the color perceptiorr efsmal system, they have
multiple advantages. First, they are the most compact representation fog stoimage. Then, from

digital camera to display, every system is color-based (mostly RGB). 8bctiney are easy to select
or design.

As a consequence, these color representations are also used fefitebgan computation, done
by a component-wise multiplication. But unfortunately, since these color rdyeaoprojection of
real-world spectra, and since the resulting color component are nogorthal (see Figure A.1), this
results in a coarse approximation. The most visible effect, is the lost of whlen the illuminant and
the reflectance are very different color (e.g., red light-source time blilectance). One can expect
to have some transfers from one component to another during the reflectoder to still preserve
the overall appearance.

Many solutions have been introduced to compensate for the restriction afitent trichromatic
color-based reflection model: new color bases [Pee91], color tranafmns [FDF94, DF00, DF02,
WEVO02], spectral estimation from color [Gla89b, SFCD99, Smi99]. Thetraosurate solution is
to process the full rendering pipeline with a spectral representation of[Rff21, IPO0, ZCB93],
but suffer from the data availability. All these solutions induce a large gnah the current render-
ing process, and also modify the reflection behavior under a standEndilaaminant. Moreover,
they do not allow any control the global behavior of the reflection. We thineduce a new color
operator [GDO044a] in this chapter as a first step toward this achievement.

A.1 Motivations

Our main goal is to provide some controls on the global behavior of reflectidth a smooth tran-
sition from the current model. With such approach, users can do a smao#ition from standard
reflection model to the new one. With these new controls users can modify hiiedj@f the scene at
three levels: (i) designing the material properties of the surfaces, (igrag the light sources, and
now, (iii) globally controlling how much reflections preserve color appeegaof light and materials.
We introduce only this last control. Note that, this third control level is everenmportant in global

illumination since the resulting color of a surface depends on multiple boundigaof
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Fig. A.1: The three color matching functions used to project spentmthe ISO RGB color space.
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Fig. A.2: Digital Image Color Flow[SBS99]. In the first and last spabe, color definitions are specific to the
devices and to the manufacturers. In 8ensor Spagémages are acquired and the color represen-
tations depend on the sensor characteristics. IfOihgput Spaceimages are finally rendered (e.g.
on a RGB display or a CMY/CMYK printer). In thRendered Spac¢he colors are transformed in
order to be as close as possible to the ones available on thatalevice (e.g., tone-mapping). In the

Unrendered Spagéhe color still contains its high-dynamic range infornoatand can thus be easily
transformed.

Our second goal is to be completely compatible with the current approatis,tha

o we want to keep the entire process in a unique trichromatic color repréeantese along all
the rendering process. For efficiency reason, we want to preveneeded transformations
between color spaces. Here, we assume that the input data of most ehttezing systems
is, and will be, color-based (images from cameras, scanners, etc.) reintia output devices
(considering LCD/CRT displays).

o We want to provide the same results émmstantcolored illuminants or materials (i.e., the illu-
minant color is(k, k, k) with k # 0). With such condition, users keep the exactly same approach
to design light sources and surface properties independently, with #rargy of a similar
behavior under usual color illuminants (i.e., closetmstany.

o We want to provide smooth transition from current reflection model to theamawy

o We want the new approach to introduce only minimal changes in curremh¢rieg systems.

Note that, with this model, we do not try to bring the richness and the accufacfuth spectral
rendering since the spectral definition of surface and light sourcesds/rprovided. Our goal is
to reach a better behavior of reflections that is, preserving the col@asagpce, and preventing un-
wanted color disappearance - like for example green surface refleetingght. Our goal is not to

provide a transformation to spectra, for spectral rendering, since ibseidlk the simple integration to
existing rendering process.
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Contributions

We propose to only change the operators describing the interaction of ighdéwaface reflectance
and to keep them commutative. It is desirable to introduce minimal changes tm@xsndering
systems. These operators span in the Unrendered Color Space (seeA:R), where the reflections
are processed.

A.2 Previous Work

Most rendering systems use an RG®lor space as their Unrendered Space, since the input data -
acquired by a camera or any other imaging device, or defined by a usesua#ly only RGB color
information, since the visualization output is in general an RGB display. ikgebe computation in

this color space prevents to perform color space conversions.

Unfortunately, current rendering systems evaluate the light reflectiarsarface by a component-
wise multiplication. This fast scalar reflection is correct only for a consliaminant, and for colors
defined by normalized color matching functions, as shown in [Bor91]. Assalt, some color in-
formation can be lost. For example, a blue wall can appear black unddioa yduminant. This
can be particularly apparent in global illumination algorithms since they take aumuat multiple
reflections of light.

This issue is due to the fact that the color matching functions are overlappihghat they are
not orthogonal. With the "Spectral Sharpening" approach [FDFO90DBF02], it is possible to find
the “sharpest” functions obtained by a linear combination of the original caédching functions. In
this basis, the component-wise multiplication for the reflection is valid for a lax@er range.

A commonly chosen solution to improve the reflection behavior is to use an @i spec-
tral representation of lights and surface materials. Typically, a fine samgfitige spectral dis-
tribution is used. With their error-bound approach, Zeghers et al. pBFBave shown that, in
a diffuse environment, a global illumination result can be achieved with only Well- selected
spectral samples without any visual difference. Such spectral agipes provide very precise re-
sults, including effects like color dispersion, reflections and interfa®itlirough a layered material
[SFCD99, IA00, HKYMO0O0, HKYMO1] at the expense of a higher computadilocost. In order to
reduce the requirements of memory and computation, lehl et al. [IPO@]dexeloped a hierarchical
model. They use an adaptive hierarchical representation for the apdisiribution. The appro-
priate hierarchical level to perform a given reflection is chosen basesbme perceptual metrics.
Raso et al. [RF91] have presented a piecewise polynomial approximAtldhese methods are usu-
ally too costly compared to the standard reflection model. Peercy [Peefiila generalized linear
approach, has proven that in general, three basis functions aeniffor image synthesis.

The main problem of spectral rendering is the availability of the input datgeheral, and in our
context, only a trichromatic color description is provided. Several agpesmhave been introduced
to retrieve a spectral distribution from colors. The idea is to find a gooctispeepresentation for
a metamer (i.e. a family of spectra that are projected to the same color). Tkddtvwest Fourier
functions [Gla89b] and exponential functions [SFCD99] have beepgsed since their variations are
similar to the ones of color matching functions. With this approach, the retrigvectra can have
negative parts. In order to have only positive coefficients, Smits [Smi98jdaced an approach
based on linear combinations of the spectral distribution representingc/rbeamers (white, cyan,
magenta, yellow, red, green, blue). This approach is the closest rétatea goal. Unfortunately,

1we will use RGB in this document but our approach can be applied to similahtbmatic color spaces like XYZ.
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none of the previous methods guarantees a coherent behavior withrteataendering schemes
under commonly used color illuminants.

Some recent work on shaders [Sta99, SFDC00] and on BRDFs [GH&33hown that complex
reflections can be obtained without a fine spectral sampling. Also, Pfeee@l] has shown that
only three components are sufficient in the general case. Thus, weeb#lia a color reflection
approach is still the most suitable solution for image synthesis, if we can glatyol the behavior
of color reflection. Our goal is to provide a general approach thatskéee color definition of all
material properties unchanged, but that better preserves the colomatfon under non-standard
color illuminants.

A.3 Bilinear Reflection Model

The transformation from a spectral distributiS ) to a color representation (metamé®)] ., 4,
is controlled by the color matching functiofib: (A),c € {r,g,b}}:

VCE {r)g) b}7 S? = <607S>7

where(f,g) = [ f g denotes the usual dot product for function spaces.

This can be interpreted as an orthogonal projection into a color basid ), c € {r,g,b}}. With
this assumption, we can convert any cqloy,Cy,Cy) into a spectral representative of the correspond-
ing metamer:

C(A) = 3 Cebe(M).

Thus, given a color-version of incoming lightirit, (s — @), Lg(S — @), Lp(S«— @;)) and a color-
version of a BRDH p; (S — @Wo,S— @), Pg(S — Wo,S— W), Pp(S — Wo,S+— @) ), We can reconstruct
their spectral representatives:

LA,s—w)=5cLc(s—wi)bc(A)

_ Al
P(A,S— Wo,S— W)=Y :Pc(S— Wo,S— wj)bc(A) ’ (A1)

using the notation illustrated in Figure 3.1.
Using these spectral representatives, the reflection on the surfaseishy L(A,s — w,) =
L(A,s<— wi)p(A,s— wo,S— @), and its corresponding color is

(L(.,8— wo),by)
C(s— wo) = { (L(.,8— @), by) ] . (A.2)
by

)

By combining the Equations A.2 and A.1, we obtain a bilinear expression, simi[@na92]:
vee {r,g,b}

(L(.,s— o),

Ce(s— wo) = Z > La(S— @i)pe(S— Wo, S @i)Ki,
e
In this equation, the 27 coefficierk§, are defined by

kg,e = <bdbe, 6c> . (A.3)

In fact, for symmetry reasons

kg,e = kg,da (A-4)
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the degrees of freedom for selecting these coefficients are redu&8d to
This Equation A.3 defines a new reflection model that can be expresseaatyix multiplication:

Ly (58— )
C(s—wo) =R(S— Wo,5— W) | Lg(s—w)) |, (A.5)
Lp (S @)
where the matridRs — w,,s — ;) is defined as
R(s— wo,8— i) = pe(S— Wo,5 — wi)Ke, (A.6)
e
ké,r k\[-.-,g k(;b
withKe= | K& kg kg’b
kg,r kg,g kgb

A.4 New Reflection Operators

In order to reduce the required changes in current rendering systaiatroduce a new definition
for the multiplication and division operators on trichromatic colors, and usa tbalefine our new
reflection approach. This has also been similarly introduced by Bergaé{BDMO09].

A.4.1 New Color-Space Operators

The principal advantage of the model detailed in Equation A.5 is that the teeftex property and
the light can still commute, thanks to the symmetry property of the coefficiﬁrgtsHence, we can
redefine a multiplication on colors (denoted®y by

C=C'®C*= [} CiKe|C? =C?wC".

Moreover, a division operator on colors (denotedAjycan similarly be introduced:

C?=CoC'=[yClK, 'C, (A7)

when the corresponding matrix is not singular, that is,

This is a third degree polynomial equation with Cy andC,, as unknowns. It defines a curved surface
in color space. However, we note that when all tHfgen@trices are non-singular, we can divide by a
purely red, green or blue color, which is not the case when using th@adasomponent-wise color
multiplication? We will further discuss this issue in the particular case of the ISO RGB calse n
Section A.5.3.

2This classical approach corresponds to three singular matricesemg(bek 1if c=d = eandk]j . = 0 otherwise.
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A.4.2 New Color Reflectance Model

Equation A.5 can now be rewritten as

B Pr(S— Wo,S— W) Ly (S @)
Cs—wo)=| pg(S— Wo,S—wi) | ® | Lg(S—@y) | . (A.8)
Po(S— Wo,S— @) Lp (S @)

Using this formulation, the reflection computation remains a three-step process

1. Evaluation of the absorptidpc(s — @Wo,S < )]

2. Evaluation of the incident light_, ()] ccrob)
3. Computation of the reflection using Equation A.8.
To implement this reflection model in an existing rendering system, only the coltiiphoation
operator has to be rewritten.

Note that in complex shading, most of the time is spent in the first reflectionistepcOmput-
ing the reflectance color [GHO3]) or in the second step (like for radiogityraihms [Ash94]). Our
approach requires changing only the third step (i.e. the multiplication of incolighgwith the
reflectance color), and thus introduces only a small overhead.

ce{r,g,b}

A.4.3 Possible Simplifications

Our new reflection model can be simplified in most cases. For the diffuse ttes matrixARR(see
Equation A.6) is now direction-independent. Hence, it can be evaluatexbor stored as the material
description.

Moreover, it is often the case that the BRDF directional properties aepérdient of the color
component, that isyc € {r,g,b} pc(S — Wy, — ;) = f(S— Wy, S — wj)pc. In such cases (e.g.
Phong's specular lobe [Pho75]), a direction-independent mRtigaiRalso be pre-computed, based
on the reflection coefficien{pc|.., 41;- Hence, the Equation A.5 can be simplified to

B Ly (s wi)
C(s—wo) =p(S— wWo,S— w)R| Lg(S— )
Lp (S @)

The coefficientk] , give us an easy way to convert the color representation of a BRDRoand
extend the reflection model to more general cases.

A.5 Coefficients Estimation: kg o

Estimating these coefficients from a set of color matching functions is a tyopsteess. We first
introduce a coherent behavior condition that allows our approach to rntfactequired reflection
behavior for aconstantlight source. We then present how to compute an approximation based on a
regular sampling of the color matching functions. This first approximation isrfiaimized in order

fit the coherent behavior condition.

A.5.1 Coherent Behavior Condition

As previously stated, when the color matching functions are normalized,etidar reflection
model provides the correct reflected color undecanstantilluminant (i.e., a white or gray
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illuminant)[Bor91]. For a user point of view, this means that the reflectént c®equal to the surface
reflectance under eonstantlight. Even if the color space is not normalized, we want to maintain
this property in order to provide a behavior that is coherent with the cumedel. The reflectance
multiplied by aconstantight is simply itself, but scaled by the light intensity, leading to the following
equation (withllbeing the identity matrix):

K +Kg+Kp=1. (A.9)

A.5.2 Estimation from Color Matching Functions

For this evaluation, we approximate the color matching functions by:
_ n o
be(A)~ Y Ga(A) (A.10)
=1

where(ci,i € [1..n],c € {r,g,b}) are the regular sampled values of the matching functions - like those
provided by the CIE[CIE], and@(A),i € [1..n]) is an interpolation basis.

If we want the projection to the color basis to be orthogonal, the color basischbe a linear
combination of the color matching functions:

br
by
by

Note that, since the projection is orthogonal, the spectral representdéfiesed in Equation A.1
minimize the.#? distance to all the possible spectral distributions of the metamer.
As these two bases are duals, thaftisb;) = & j, we have:

by
M| b |. (A11)
bp

(br,br) (br,bg) (br,bp)
M1!<b,gr> (by.by) <99,9b>]. (A12)
(bu,or) (b, bg) (b, b)

We have now an approximation of the color basis and its dual, and hencanwempute the coeffi-
cientng o Using Equation A.3. They will be a first approximation of the final coefficiéfits Note
that, by construction, these coefficients follow the symmetry condition (seatg A.4).

However, due to numerical instabilities, the coefficients may not follow therestt behavior
condition (see Equation A.9), even for normalized color matching functibimstefore, we minimize
them under the coherent behavior condition to compute the closest safisbgfficientskj ..

A.5.3 Estimation for ISO RGB Color Space

For our purpose, we use the ISO RGB color space that is becoming astgsde Figure A.1 and
[1SO21]). Since it is artJnrendered Color Spacéhere are no specified dynamic ranges or viewing
conditions, making it suitable for lighting computations. Furthermore, the coltehimg functions
are normalized, implicitly ensuring the coherent behavior condition.
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Classical Smits’ New Approach
217s 241s 221s

Fig. A.3: Direct lighting of a Cornell box. The first row correspondsthe solutions under eonstantllumi-
nant, the second one undecyanilluminant.

In the following, we present the coefficients obtained for the ISO RGBrapgace in a matrix
notation:

0.6533043776 0.2708567778 0.0758388444]
K= 0.0594368555—0.0413179278—-0.0181189277
—0.0111905666 0.0005536667 0.0106368999|
0.2708567778—0.2135258222—0.0573309555]
Kg=| —0.0413179278 0.9943860889 0.0469318388| .
0.0005536667—-0.0401482999 0.0395946333|
0.0758388444—0.0573309555—0.0185078889]
Kp=| —0.0181189277 0.0469318388—-0.0288129111
0.0106368999 0.0395946333 0.9497684667

Note that the determinants of the matridés Ky and K, are non-zero. This does not ensure that
the division operator (see Equation A.7) is always possible, but as gantein Section A.4.1, this
case is restricted to a surface in color space. For quantized colorsasube standard 8-bit color
definition, it only occurs at0, 0,0) color.
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A.6 Reflection Behavior Control

A.6.1 Coefficients Meaning

In the coefficientsj  for the ISO RGB color matching functions, we can notice that the largest one
occur atc = d = e. For the classical reflection behavior, their value is 1, and the otheficierts

are 0, which corresponds to the case where no transfer occursfrercolor component to another.
Using our reflection operators, in the ISO RGB case, most of the traoséens to the red color
component (see Section A.7). Note tkgtis also the smalled( , coefficient.

So intuitively, thek§ . with ¢ = d = e corresponds to the amount of energy that is not transferred
from one color componert and reciprocally, 1- k¢ . corresponds to the amount of energy that is
transferred to this color component. /

Note also that the coefficients, which control the transfer to the compenarekg ;. Only those
have to be modified in order to change the reflection behavior of the comiponen

A.6.2 Basis-Dependent Coefficients Adjustment

Hence, one way to control the behavior of the reflection is to select theranobenergy that is
transferred to a componeat,c € {r,g,b}. Based on the previous observations, we can simply adjust
the coefficientss . as follows:

c [ l-ac,ifc=d=e
de™ | Bcki, . Otherwise

This modification preserves the symmetry condition (see Equation A.4) since

k/g,e =B kg,e =B k&e = k/g,e'

The new coefficients also have to follow the coherent behavior condii®mefined by Equa-
tion A.9. This leads to choose the following value3gf

ac
Be

- 1_kg,c

Note that, wherr; = O (i.e., there is no transfer to tloh component), thefic = 0. Hence, adjusting
the a. allows a smooth transition from the standard reflection model to our approach

,vce {r,g,b}.

A.6.3 User-Defined Coefficients

The basis dependent control introduces a different behavior ébr @aslor component, since it is only
an adjustment of pre-defined coefficients. From a user point of vids,nitore intuitive if there is

a similar behavior for each component. For this purpose, we introduce aeteof coefficients that
are not dependent on a particular color definition of coefficients. Bneyased on the same idea of
controlling the amount of energy that is transferred to a compamente {r,g,b}. We define

[1—or, B, B] B, % W
Ki=| Y% By Y| Kg=|Bg,1—0qg, By,
L W 5 W, Bo W, W B
(B, %, % B =g
Kp = Vg,Bga Yo 7W|th{ ylr: Eﬁ

1Bo, Bo, 1— o] ! 4
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Classical Approach ISO RGB

User-defined

Fig. A.4: The "psychedelic" lounge illuminated. Note that the ovemrdiness is better preserved in our ap-
proach. This is even more noticeable leftmost painting.

These coefficients follow the symmetry condition (see Equation A.4) and thereot behavior
condition (see Equation A.9).

A.7 Applications and Results

A.7.1 Global lllumination

We have tested our new approach for two software illumination solutionghEdirst one, we com-
puted only the direct lighting, and for the second one, the full diffuse ¢liadgiating, for which the
multiple bounces can create strong indirect lighting effects that are difteatintrol.

For the direct lighting scenario, we used a simple ray-tracer.Kf heoefficients from ISO RGB
color-matching functions are simply used to convert the color definition Ghses into a matrix
representation, as described in the Section A.4.3. For a comparison, ovenglemented Smits’
[Smi99] approach to convert the initial RGB data to a full spectral definitiomaterials, and the
results are shown in Figure A.3. Note that our new technique has only aismpaltt (2% more) on
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ISO RGB User-defined

Fig. A.5: Adjusting the amount of transfer to the blue component. Thefficients are the same as in Fig-
ure A.4, with the transfer to blue set to 100%.

the rendering tim& With more complex shaders, the relative impact on the performance is smaller,
since our approach does not change the way reflectance is computted|ybthe final multiplication
between the incoming light and the estimated reflectance.

By construction, under aonstantilluminant, our approach provides the same solution as the
classical model, whereas the spectral solution creates a larger hightigie oed wall. This is due
to the fact that the coherent behavior condition (see Section A.5.1) isspécted. Under eyan
illuminant, our approach preserves the red aspect of the wall that cotypittappears with the
classical reflection.

Most of the loss in color may appear in indirect lighting. To demonstrate théstefive designed
a "psychedelic" lounge 3D scene for which we computed a radiosity solutdote that for the
implementation of our approach, we had to rewrite only the multiplication operatarofors. In
this scene, the light sources are facing bhee ceiling. The indirect light is therefore mostly blue.
As shown in Figure A.4, our approach preserves the color appeavamereas the classical approach
creates a more grayish aspect. This is more noticeable on the walls and oftrtfestgnainting on
the walls, for which the red color is more saturated. We also used the bdsjseindent design to
compute the solution with the same transfer amount than for the ISO RGB ones(i-e 35%,
ag = 1% andag = 5%, see Sections A.6.3 and A.5.3). Even if the results are quite similar, the red
component is more saturated for the ISO RGB case, since the red colorimgafiehction is quite
different from the green and blue ones. In the Basis-independse ttee behavior is similar for the
three components by design.

By adjusting the transfer amount to blue to 100%, we can control the ddahaish aspect of the
scene (see Figure A.5). We can notice that the resulting solution has a lmistedspect than in the
Figure A.4, without modifying any material property. As the lighting is mostly indiré will be
difficult to obtain the same behavior with another approach.

A.7.2 Simple Relighting

We also used our reflection model to implement a basic relighting approacha wiitple change of
the color of the light source. Working on high-dynamic range images [OMB@ relighting process

3on an Intel Pentium4 2.6 GHz with 1 GB of memory
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Original Classical Approach Our Approach
Fig. A.6: Changing outdoor light on the memorial. Note the over-sdéd red in the classical approach.

(@) (b) (©) (d)

Fig. A.7: Hardware implementation: (a) regular reflection — (b) oysrapch — (c) difference — (d) reflection
under awhite light source. For (a) and (b), the color of the light sourcshewn in the middle
rectangle. Note that the red highlight on the cheek (d) hsapgieared using the classical approach
(a) and it is still present using our approach.

is simply the division of the pixel color by the previous illuminant and its multiplicatidh whe new
iluminant. We have experimented a change from a blue-sky light sqrde0.9,1.0) to a yellow
illuminant (1.0,0.9,0.1), using the 1ISO RGB coefficients. As can be seen in Figure A.6, the color
information is better preserved using our approach.

A.7.3 Hardware Accelerated Rendering

As the last application, we have implemented our approach with ISO RGB @eerffi using pro-
grammable graphics hardward-or this purpose, we use the iridescent BRDF model [GHO03] in order
to show a component-dependent behavior. The classical solution taseccelor preservation is to
represent a material property by a 3x3 matrix. Hence, for a compomrgerdent BRDF, 9 functions
have to be defined. Using our approach, we keep the 3-componentdedinition, and simply add

4ARB_{vertex/fragment}_program OpenGL extensions on an NVIDIAagro FX 500
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11 instructions at the end of the fragment program for the reflection &waibu The original shader
is composed of a fragment program with 42 instructions and a vertexgrogith 70 instructions.
This has only a small impact on the frame-rate (160 fps instead of 1701fps4f@0x400 image).

The results are shown in Figure A.7. Once again, the color appearabetids preserved. The
red reflection is still present in our approach whereas it disappeatkd olassical solution.

A.8 Conclusion

We have introduced new multiplication and division operators adapted to theotmatic color repre-
sentation, in order to better preserve the appearance color in refleclibissnew approach requires
a minimal change to be implemented in current rendering systems, and bebaeeently with re-
spect to existing solutions. This coherent behavior allows the users palkesame approach when
designing the appearance of surfaces.

We have also presented two approaches for controlling the reflectiawibehesulting from these
operators. This is done by an adaptation of the original coefficientsl lmaiseolor matching functions,
or by an independent design, with the same behavior for the RGB colorarents. This control is
done by adjusting the amount of energy that is transferred to a selectgmbnent.

As examples, we have implemented our solution in three possible applicatiobsl djflamina-
tion, simple relighting and hardware rendering. We have also experimeiitecktult set of coeffi-
cients, both from the ISO RGB color matching functions, and from our hiadependent design.
The results have shown a better behavior in preserving color informatithnarlow overhead in
implementation and computation.

Future Work

This work can be extended in two directions, namely the computation of the magfficients and
the user interface. Concerning the coefficient computation, we havedta firew basis-independent
design that would allow to control the transfer from one color componeahtoher, instead of the
overall transfer from all components to one. Such an approach allon@a precise and complete
control of the reflection behavior.

Concerning the user interface, some studies have to be done on hovetlexpscts the scene to
appear under different lighting conditions using perceptual studiegs.dBmands a comparison with
the results obtained through classical color constancy approach&84f0OFurthermore, we have to
find a solution to reduce the apparition of negative values during thetiefiec
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Appendix B

Vectorial Definitions

In this annex, we present the current state of our investigations on usaigr representations for
computing global illumination. We also present some ideas about improvedagooighbases for
such directional distributions.

B.1 Definitions

Before going into details about the representation, we need to introdtefellbathe different terms
and notation that we use in this annex.

B.1.1 Hemispherical Function

For most of the reflection phenomena, only lights coming from the upper heeris(i.e., the por-
tion of visible direction on a surface) are taken into account. An accueptesentation of such a
hemisphere is somewhat difficult with a large set of direction basé®4K and this leads to the
development of new Hemispherical Spherical Harmonics [GKPBO04].

In the entire document, we have defined the hemispherical funicgmound directiom by

1 iflnw>0

QOxQ—>R: h(na“’):{ 0 otherwise

(B.1)
where'n is the transposed normal.

B.1.2 Directional Radiance Vector

This new function contains in one unique value both the direction and thgyeokthe lighting:
Q—-R: L(w=L(ww.

One may think of that directional information is redundant this contained inthetharametew and

in the normalized value sinde(w) /|L (w) | = w. In the following, we will see that, when projected
in some given bases, this equality is actually now false.
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B.1.3 Directional Irradiance Vector

We have already introduced this representation in Chapter 3 - Section\B/2 re-definedlirectional
irradiance vectorll(n) here using the directional radiance vector (wittas a direction an@ as the
space of all directions that is, a unit sphere):

Q—R3: I(n):/QL(w)h(mw) doo. (B.2)

This is exactly similar to thérradiance vector[Arv94], wit as a main difference the fact that we
preserve the fact that this vector is normal-dependent. The classawdibincd for a normaln is thus
defined as a classical dot product

| =Tnl (n)
=Tn QL(m)h(n,w) dw
:Tn/QL(w)wh(n,w) dw

= /Q L(w) ("nw) h(n,w) do.

B.1.4 Better Compression of Directional Vectors

Remember that Equation B.2 defines an irradiance vector (requiring thegdl point values) for a
single wavelength. Since, in computer graphics a color is defined by thnearg colors(R, G, B), we
need three irradiance vectors stored insa®3matrixM = [Ir I I g]. We compresdM\s the product
of a directiond and a coloc (M = d 'c) defined as follows:

- Ir+lg+1s
Ir+1c+1g]

This first approximation does not guarantee that we obtain the best afacandc. Given the
fact thatd is a pure direction, it can be proven that the best mean square approxirhasido fulfill

the following equations
dj=1
Ic|°d —Mc=0

d|%c—™d =0

This leads to the following iterative process that has experimentally shawa soprovements in the
approximation error:

do=d

C=C¢C
dn+1 = m%:‘
Chi1= Mdn
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B.2 Bases for Directional VVectors

B.2.1 Scalar directional basis

In this section, we consider using classical directional basis functich, @si spherical harmonics or
wavelets. While using such an approach relies on well-known basesguites storing complex vector
coefficients (cf. Section B.1.4). We study the differences in-betweepribjection of directional
irradiance vector with the projection of directional radiance vector.

Scalar Basis for Directional Irradiance Vector

For a given directional basi2 — R : @(w)}, we approximate directional irradiance vector using
its dual basifQ — R : ¢*(w)}:

~1(n Zl.(ﬂ
=IZ ), @ () @(n),

where(f,g) = [ f g denotes the usual dot product for space of funct@ns R.
Interestingly, while developing the expression gfwe obtain the following:

this reduces to

I._/L ) U (@

(), ¥ (@ )>-

These new functiongs, projections of the hemisphere in the chosen basis, thus directly project
directional radiance vectors into approximated directional irradiandengec

Scalar Basis for Directional Radiance Vector

Using the same directional bafi® — R : @(w)} and its dua{Q — R : ¢*(w)}, we can project
the directional radiance vector as following:

L(w) ~L(w ZL,(n

=z ). (@) @ ().
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With such an approximation, since each coefficlgmorresponds to a weighted average of directional
vector radiance on the support of basis functprthere is no more any guaranty thdtw) /|L(w)| =
w. This is the main advantage of such representation since it precisely agjohtdirection to a new
one that better corresponds to the main incoming lighting direction.

Using this approximation for directional radiance vector, the resultingtitiresd vector irradiance
is computed as

i(n):/QE(w)h(n,w)w
:IZLi/Q(n(w)h(n,w) dw.
We introduce a new function, similarly to the previous section:
Q—R: Lpi(n):/Qh(n,w)(n(w)dw.

i is the projection of the hemisphere function in the dual of the given basie tNaty andy* are
not dual and that ifp is an orthonormal basig) = ¢*. With this new function, the directional vector
irradiance is also directly approximated by

T(n)=YLuym
|
One unique set of coefficients represents the directional vector cadéand irradiance.

B.2.2 \Vector Basis

In previous section, the vector information is supported by the coeffici&risther approach is to
remove the directional information from the coefficient by directly usingaorebasis such as Vector
Spherical Harmonics [Hil54]. We explore such a solution in this section.

Vector Basis for Directional Irradiance Vector

For a given directional vector basi® — R3 : ¢;(w)}, we approximate directional irradiance vector
using its duaQ — R3 : @'(w)}:

L) =1(n) =5 ligi(n)
=S (1), @ (M) @i (n),

where(f,g) = [ Tfgis the extension of usual dot product for space of directional scitituitions
Q — R to space of directional vector distributiofss— R2. As expectedl; is now a scalar value.

Similarly to Section B.2.1, we define a corresponding projection funafiprirom directional
radiance vector to directional incident radiance vector:

Q- R®: wi*(w):/g'zh(n,w) @ (n)dn

Y; is also the projection of the hemisphere function in the given vector basis.approximation
coefficients of the directional irradiance vector are thus:

! :/QTL(w)wi* (@) dw
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Vector Basis for Directional Radiance Vector

Using the same directional bagi® — R® : @;(w)} and its duaQ — R® : @’ (w)}, we can project
the directional radiance vector as following:

L(w):f(w):ZLi(oi(w)

—Z ) @i (@) -

One againl.j is now a classical scalar value.
Using the same approach than in Section B.2.1, we introduce the function

Q—R: ¢gin /hnw ¢ (w)dw,

resulting in a direct approximation of the directional irradiance vector ubimgame coefficients that
for the directional radiance vector:
n=> Ligi(n)
|

i is now the projection of the hemisphere function in the dual of the given vbegis. Note thap
andy* are not dual and that g is an orthonormal basigl = {*.
One easy way to define a vector basis is tagét) = ¢ (w)w. Using such basis functions leads

to the followings:
L= [ ()¢ (@) do

/ wwdw

_/L

This corresponds to the radiance coefficient of a classical directibstabution. Thus, such vector
basis does not introduce any advantages for representing directemtal radiance.

B.2.3 Comparisons

Based on this analysis, both approaches seem to be similar for directidramta vector. But it
seems that it is better to use a scalar basis for representing directioi@@lomadector. Furthermore,
when projecting directional radiance vector into a given basis, the saefiic@nts can be used for
reconstructing both the radiance and the irradiance. This leads to apdetoice to scalar direction
bases.

This approach would also possibly improve the following. With a classicattiineal represen-
tation, we need a fine subdivision in order to capture the directional vargatiith vector approach,
the “mean” direction is directly embedded in the coefficients, and this provisefil information
about the directionality of the phenomena. If a directional distribution is stjllired, fewer coeffi-
cients would be required.

B.3 Extending Radiosity Equation

Using vector intermediate representation has been proved as improvingahiy @f radiosity al-
gorithms [WHG99, LLAPO5]. In this section, we explore the full extensiomasfiosity equation to
vector representation.
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B.3.1 Radiosity Vector

In a diffuse environment, the radiosity is defined as the reflected irraglaer|. Similarly to the
directional irradiance vector, we thus define ttectional radiosity vectoas

B(n) =rl (n):r/QL(w)wh(n,w) dw. (B.3)
Similar to irradiance vector, we also have
B="TnB(n). (B.4)
For the following, since we move in a discretized environment, composed mdippatches (i.e., the
normal is constant on a patch), we only Bsdor B; (n) andl; for I; (n)
B.3.2 Interaction Matrix

For a given discretization of the 3D scene, the radiosity equation is equtes

Bi:Ei-H’iZFU'Bj7 (B.5)
J

wherekE; is the diffuse emissivity of the patch andF; is theform-factorwhich controls the propor-
tion of energy emitted by a pat@; and received on a pat¢hThis form-factor is defined as

n.s;J Tn, s,.

weres;j = Sj —S. In this equationy is the visibility function. Itis defined as

nisj <0

0

0 Tnis; <0
V(s,sj) = 0 == (B.7)
1

s is not visible froms;
otherwise

We thus rewrite the Equation B.6 as

"‘"‘< J, Lves) “|sj|i'd‘°‘d‘°">
)
J' J
Sj) ds ds
< //s (8.51) |s|4S ')

sj's
= V(s,S d dsin
< / S s l)m |4 S ) J)

= n.MIJ n;

We introduce the symmetric-3 interaction matrixM;j, defined by two patche§ andS; with their

respective normal; andn; as
Mij = A / / V (s, s,
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B.3.3 Vector Radiosity equation

With this new definition and introducing treamissive vectoEE= En, we rewrite Equation B.5 using
Equation B.4:

TniBi = TniEi + T Z (TniMi,-nj) (Tn,-B,-)
J

TniBi :Tni (Ei + T Z ((Mijnj)Tn,-)Bj>

I

Introducing the &3 symmetridorm-factor matrixj, defined in-between two patchg§sandS; with
their respective normai; andn; as
Fij = (Mijnj) n; (B.9)

Similarly to [WHG99], we finally define thgector radiosity equatioas

B :Ei‘|‘riZFiij (B.lO)
J

B.4 Irradiance Vector for Environment-maps
Bear in mind that an irradiance vector is defined as
I (n) = / L (w) wh(n,w) dw.
JQ

For a distant lighting field represented as an environment@apR : L. (w), the incident radiance
is thus the product of this distant lighting and a directional visibility functiba> R : V(w):

I (n) = /Q Lo (@) V () @h (n, @) deo.

We make the following assumptions:

1. V(w) =1 in a cones, ¢ oriented toward its main axawith an angular aperture

2. the distant lighting is constant in this cone of directiga € €3 ¢, Lo (@) = Loo(Gaa)
Thus, the irradiance vector is simplified to be

I (n) :Lw(%aﬁa)/QV(w)wh(n,w) dw
= Lw(%aq)o(n).

We call the vector value @ — R2 : o(n) thedirectional vector ambient occlusio€lassical ambient
occlusion is simply defined as:

0= 1/ V (@) 'nwh(n,w) dw
mJ/a

_ T",lT/QV (@) wh(n,) do

Based on this assumption of the visibility cddig,, it can be proved that:
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1. o(n)/|o(n)| = aif the cone is included in the hemisphere oriented toward
2. |o(n)| represent the solid angle of the visible part of the hemisphere. If theisaneluded in
the hemisphergo(n)| = 11(1—cos’(a))
Generally, there is no restriction in computing the directional ambient occlugibis provides us
with a cone approximation of the visibility by computing the axis direcé@nd the angular aperture
a as expressed in the previous paragraph. Furthermei&a o) can be approximated using a set
of prefiltered environment maps (simple mip-mapped environment maps): thleotefiltering is
controlled bya, and a simple lookup in the selected environment map is performed using tbigodire
a. The final irradiance is thus:
| = Lo (Cgo(n),\o(n)\) Tno(n) . (B.11)

This approach is very similar to treccessibilitypresented by Pharr and Green [PG04]. Mertens
et al.[MKC T06] do not use a vector representation, but project the visibility functamguspherical
harmonics. But, our formulation is exact in case of cone-shaped visibilitgtion: it contains the
cosine term.
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Juries for PhD Theses

o Jacques Morice, University de Bordeaux 1 - 17th October 2007

Méthode multipble rapide pour la résolution de I'équation de la radiosité en feansadiatif
o Pau Estalella Fernandez, University of Barcelona - 19th December 2008

Accurate Interactive Specular Reflections and Refractions on CurvgtSb

Advised Master Theses

Julien Hadim: 2003 - 2004
Apparence multirésolution
Romain Pacanowski: 2004 - 2005
Reconstruction de la fonction d’éclairage
Romain Vergne: 2005 - 2006
Stylisation d’objets éclairés par des cartes d’environnement de gsadge
namiques

Involvements in Scientific Community

Publications

| have been member of the following conferempregram committees
o Graphics Interface: 2004-2005, 2008-2009
o Eurographics Sketch-Based Interfaces and Modeling Graphic8-2009

| have been involved in theeviewing process of the following journals, books and conferences:
o Morgan Kaufmann: book - 2008

Eurographics Computer Graphics Forum: journal - 2002-2003, Z0%,-2009

Parallel Computing - Elsevier: journal - 2005

ACM Journal of Graphic Tools: journal - 2002

IEEE Computer Graphics and Applications: journal - 2008

ACM SIGGRAPH: journal/conference - 2002-2006, 2008

Eurographics Symposium on Rendering: journal/conference - 200%-2008

Eurographics (Annual Conference): journal/conference - 22024-2006, 2008

PDP (Euromicro International Conference on Parallel, Distributed atvebnle-based Process-

ing): conference - 2008

o ACM Graphite (International Conference on Computer Graphics andhlttiee Techniques in
Australasia and Southeast Asia): conference - 2007

o IET VIE (Visual Information Engineering): conferences - 2006-200

o Graphics Interface: conference - 2002-2005, 2008-2009

o |EEE Visualization: conference - 2005, 2007

O 0O O O O O O o

Grants

| have been in charge of or participated to do®rdination of the following grants:
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o Associated Team LIGHT : "Lab for Interactive Graphics on Handheld and Tabletop displays”
Grant:INRIA-DREI
Dates:2004-2008
PartnersIMAGER Lab - University of British Columbia - Vancouver - Canada
Publications]BHGS06, GGHSO06]
LIGHT stands for "Laboratory for Interactive Graphics on Handleeid Tabletop Displays".
Our goal is to investigate the different possibilities for the acquisition, thdemémg and the
visualization of specific or adapted representation of mobile and conndetgres. We want
also to develop some new interaction techniques for such devices.

o MIRO
Grant:INRIA ARC
Dates:2005-2006
Partners:INRIA (IPARLA, ARTIS) + ISTI-Pise, AUSONIUS-Bordeaux, LSBerdeaux,
DIGISENS-Annecy
Publications{QTG"06]
MIRO stands for "Methods for the legible and Interactive Rendering @hglex data". In this
project, we are interested in using NPR for the interactive and legible riegde complex 3D
scenes. Many examples of scientific visualization proove that photoredissinot always of-
fer meaningful images. To address the legibility question we will rely (i) onkiils and expe-
rience of the IPARLA and ARTIS teams; (ii) on the knowledge of specifarsisarcheologists,
museum curators, industrial users at Digisens (the startup specializdg@aiCreconstruction
and dental chirurgy); (iii) on the skills of the Bordeaux lab of cognitivggh®logy that will
help us how to validate our new methods.

o France-Télécom "Modeling and rendering of non-photorealistic urban environmentsagd
ital territories."
Dates:2005-2006
Publications{QTG"06]
This project concerns the modeling and rendering of non-photorealigtanuenvironments
and digital territories. The target platforms for visualization are small dsvitée will pro-
pose a whole graphic pipeline (data modeling, transmission and renderatd$ tidapted to
small devices constraints. We will implement a client-server application whersgetiver owns
a huge 3D database which is rendered on the client (a small device). Alkeanative to
photorealistic rendering and texture based rendering which genemgg¢enterdels, we will ex-
plore non-photorealistic techniques as line based rendering. Poird-teasiering will also be
considered. Some multi-resolution models of cities or territories (efficienthsinéted and
rendered) will be constructed with those techniques.

| have participated and | participate to the following grants:
o SHOW
Grant:ARA "Masse de données" (Research National Agency)
Dates:2003-2006
PartnersARTIS et GRAVIR-IMAG (Inria Rhones-Alpes), ISA-ALICE Loria (ria Lorraine),
REVES (Inria Sophia-Antipolis)
Publications]BHGS06]
3D numerical data are often large and un-structured. This is mainly due tegh&ed acqui-
sition or automatic transformation processes. This project aims to re-createcture, or a
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hierarchy, in order to be allowed to reconstruct and visualized them atitezky.

o NatSim
Grant:ARA "Masse de données" (Research National Agency)
Dates:2005 - 2008
PartnersiIRIT (Toulouse 3), EVASION (Inria Rhones-Alpes), Virtual PlantsIRIA joined
with CIRAD and INRA), LIAMA (Beijing)
PublicationsfHBR ™07, PRG 08]
This project deals with natural simulations (vegetation, watercourseg)lolt aims to adapt
this huge amount of heterogeneous data in terms of data structures, tesshaigl algorithms,
in a unified framework to both to the content and navigation context (fromilenphones to
display walls). The final presentation of NatSim project was done at ANRecember 2008.
This project permits to exchange expertise with other french labs and péororesate new col-
laborations. The main collaborations of IPARLA members into the NatSIM projek place
into 4 workpackages : Edition and manipulation of big amount of data, Rengénimation
and Streaming.

o Animaré
Grant:ANR Jeune Chercheur (Research National Agency)
Dates:2009 - 2012
PartnersARTIS (INRIA Rhone Alpes)
Publications{VPB*09]
Expressive Rendering is a recent branch of Computer Graphics ffeas promising novel
styles, and is increasingly used in many application domains such as vides gammmvie
production. At the present time, only expert artists are able to create domgmnimations,
and still, this is an extremely time-consuming process, with many constraints thradlgtimit
creativity. The reason is that current models are not sophisticatedjlertoyrovide intuitive
manipulations and versatile styles. The motivation behind this project is toawerthese
limitations both for 2D and 3D animation systems.

o Associated Team Bird: "Interactions entre les mondes Réels et Virtuels / Interactions between
Real and Virtual Worlds"
Grant:INRIA-DREI
Dates:2008-2011
PartnersBunraku - IRISA - Rennes and State key Lab of CAD&CG - Zheijang Unsiig -
Hangzhou - China
Publications{ZHGO08]
The main purpose of this collaboration is to provide new tools for managing tisraation be-
tween real and virtual worlds. We first want to ease the interaction batweeéusers and virtual
worlds during modeling and collaborative tasks. Concerning generatiointeal worlds, we
will focus not on fully automatic solutions, but on semi-automatic ones that widl tato ac-
count human decisions. This integration of the user is essential to providévin processes
and better immersion. Based on the different interfaces between virtdakahworld (from a
simple stylus to a set of cameras), we have to capture accurately the motegesthres, and
to interpret the intentions of humans, in order to correctly integrate thesesetial intentions.

o SeARCH: Semi-automatique Acquisition and Reconstruction of Cultural Heritage
Grant:ANR - Contlint call Dates2009 - 2010
PartnersAusonius (CNRS - Université de Bordeaux), CEAlex (CNRS - AlexendEgypte),
ESTIA (Bidard - France)
The SeARCH project is particularly motivated by a concrete archeologicdéxt: one of the
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partners is the Centre d’Etudes Alexandrines (CEAlex, USR 3134) thekswon the recon-
struction of the lighthouse of Alexandria and its surrounding statues. bMdsie fragments
of the lighthouse and the statues are underwater. Some of the fragmgeisiatlg from the
statues, have already been lifted to the surface. The SeARCH projees sty develop semi-
automatic techniques for the virtual reassembly of 3D objects. The firsivetastep is the
digital acquisition of the fragments, on-site, and under aggravated citanogs, combined
with some post-processing steps of the acquired fragments. The seeprid the reassembly
of the fragments that should not only be as automatic as possible, but stisaldllow tak-
ing into account the long-year work experience of the cultural heritagigsionals by new
efficient interaction and visualization techniques.

| have participated to thevaluation of grant proposalsfor:
o Regional Grant: dossier de recherche régionale de I'Université de Reims Champagne-
Ardennes - 2007
o Regional Grant: Agence pour la Recherche et I'lnnovation CARINNA -2008
o Agence National de la RechercheProgram "Masse de Données et COnnaissances" (MDCO)
- 2007

Others

o Recruiting jury for junior research scientist (CR2) at INRIA Futurs Lilles: 2008

o Recruiting committee for University of Bordeaux 1, ENSEIRB and, IUT of Bordeaux: 200
2008

o Europe Correspondentfor INRIA Futurs Bordeaux: 2007-2008

o LaBRI-Hebdochief editor: 2006 - 2008
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Publications

In the following,journalsare in red (7 publications in reference journats)pks and book chapteirs
green (2 chapters) andonference blue (16 international conferences with reviewing committee).

Selection

[PRG"08] Romain Pacanowski, Mickaél Raynaudvier Granier, Patrick Reuter, Christophe
Schlick, and Pierre Poulin. Efficient Streaming of 3D Scenes with Complexce
etry and Complex Lighting. 1Web3D '08: Proc. international symposium on 3D
web technologypages 11-17. ACM, 2008.

[VBGS08a] Romain Vergne, Pascal Barkavier Granier, and Christophe Schlick. Apparent
relief: a shape descriptor for stylized shadingNIPAR '08: Proc. international sym-
posium on Non-photorealistic animation and renderipgges 23—-29. ACM, 2008.

[BHGS06] Tamy Boubekeur, Wolfgang Heidricbkavier Granier, and Christophe Schlick.
Volume-Surface Trees. Comp. Graph. Forum (Proc. EUROGRAPHICS 2Q06)
25(3):399-406, 200@Best Paper and Best Student Paper awards

[GDO04b] Xavier Granier and George Drettakis. A Final Reconstruction Framework for an
Unified Global Illumination Algorithm.ACM Trans. Graph.23(2):163-189, 2004.
[GGHS03a] Michael Goesel&¥avier Granier , Wolfgang Heidrich, and Hans-Peter Seidel. Accu-
rate light source acquisition and renderifgCM Trans. Graph. (Proc. SIGGRAPH)
22(3):621-630, 2003.

Whole List

Reference (22)

[VPBT09] Romain Vergne, Romain Pacanowski, Pascal BXi&jer Granier, and Christophe
Schlick. Light warping for enhanced surface depictigkCM Trans. Graph. (Proc.
SIGGRAPH)28(3), 2009. to be published.

[PRG"08] Romain Pacanowski, Mickaél Raynaddvier Granier, Patrick Reuter, Christophe
Schlick, and Pierre Poulin. Efficient Streaming of 3D Scenes with Complexice
etry and Complex Lighting. 1tWeb3D '08: Proc. international symposium on 3D
web technologypages 11-17. ACM, 2008.

[PGSP08] Romain PacanowsKavier Granier, Christophe Schlick, and Pierre Poulin. Sketch
and Paint-based Interface for Highlight Modeling.9BIM 2008: EUROGRAPHICS
Workshop on Sketch-Based Interfaces and Modglragies 11-17. Eurographics,
2008.

[VBGS08a] Romain Vergne, Pascal Barkavier Granier, and Christophe Schlick. Apparent
relief: a shape descriptor for stylized shadingNIPAR '08: Proc. international sym-
posium on Non-photorealistic animation and renderipgges 23-29. ACM, 2008.

[GPP07a] Xavier Granier, Mathias Paulin, and Bernard Pérochmformatique graphique et
rendy chapter 5 - Couleur; Modéles locaux d’éclairement; Ombres portéasndse
Publishing, 2007.
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[GPPO7b] Xavier Granier, Mathias Paulin, and Bernard Pérochimformatique graphique et
rendy chapter 7 - Rendu réaliste : algorithmes pour I'éclairement global. Hermes
Publishing, 2007.

[HBR*07] Julien Hadim, Tamy Boubekeur, Mickaél RaynaMdyier Granier, and Christophe
Schlick. On-the-fly appearance quantization on the gpu for 3d bretdga In
Web3D '07: Proc. international conference on 3D web technalgmges 45-51.
ACM, 2007.

[LGO7] Florian Levet andXavier Granier. Improved Skeleton Extraction and Surface Gen-
eration for Sketch-based Modeling. Rroc. Graphics Interface 20Q0pages 27—-33.
A.K. Peters, 2007.

[BHGS06] Tamy Boubekeur, Wolfgang Heidricbkavier Granier, and Christophe Schlick.
Volume-Surface Trees. Comp. Graph. Forum (Proc. EUROGRAPHICS 2Q06)
25(3):399-406, 200@est Paper and Best Student Paper awards

[LGSO06b] Florian LevetXavier Granier, and Christophe Schlick. Fast sampling of implicit
surfaces by particle systems. &Ml '06: Proc. Shape Modeling International 2006
page 39. IEEE Computer Society, 2006.

[QTG"06] Jean-Charles Quillet, Gwenola ThomXsyier Granier, Pascal Guitton, and Jean-
Eudes Marvie. Using Expressive Rendering for Remote Visualizatioraafd_City
Models. InWeb3D '06: Proc. international conference on 3D web technaglpgges
27-35. ACM, 2006.

[GDO04b] Xavier Granier and George Drettakis. A Final Reconstruction Framework for an
Unified Global lllumination Algorithm. ACM Trans. Graph.23(2):163-189, 2004.

[GGHS03a] Michael Goesel¥avier Granier, Wolfgang Heidrich, and Hans-Peter Seidel. Accu-
rate light source acquisition and renderid®CM Trans. Graph. (Proc. SIGGRAPH)
22(3):621-630, 2003.

[GGHSO03b] Xavier Granier, Michael Goesele, Wolfgang Heidrich, and Hans-Peter Seidel. Inter-
active Visualization of Complex Real-World Light Sources.Pi@ '03: Proc. Pacific
Conference on Computer Graphics and Applicatiqreges 59-66. IEEE Computer
Society, 2003.

[GHO3] Xavier Granier and Wolfgang Heidrich. A Simple Layered RGB BRDF Model.
Graphical Models65(4):169-257, 2003. Extended version of [GHOZ2].

[GHO2] Xavier Granier and Wolfgang Heidrich. A Simple Layered RGB BRDF Model. In
PG '02: Proc. Pacific Conference on Computer Graphics and Applicatipage 30.
IEEE Computer Society, 2002.

[GDO01] Xavier Granier and George Drettakis. Incremental Updates for Rapid Glossy Global

lllumination. Comp. Graph. Forum (Proc. EUROGRAPHICS 2Q®1)(3):267-277,
2001.

[GDWO0OQ] Xavier Granier, George Drettakis, and Bruce Walter. Fast Global Illumination In-
cluding Specular Effects. IRroc. EUROGRAPHICS Workshop on Rendering 2000
pages 47 — 59. Springer-Verlag GmbH, 2000.
[SSGF00] Marc Stamminger, Annette ScheXhvier Granier, Frédéric Perez-Carzorla, George
Drettakis, and Francois Sillion. Efficient Glossy Global lllumination with Indéive
Viewing. Comp. Graph. Forum19(1):13-25, 2000. Extended version of [SS9].
[GD99] Xavier Granier and George Drettakis. Controlling memory consumption of hier-

archical radiosity with clustering. IRroc. Graphics Interface 99ages 58-65.
Morgan Kaufmann Publishers, 1999.
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[LFD"99] Céline Loscos, Marie-Claude Frasson, George Drettakis, Bruakei\VXavier
Granier, and Pierre Poulin. Interactive virtual relighting and remodeling of real
scenes. IrProc. EUROGRAPHICS Workshop on Rendering, 'f8ges 235-246.
Springer-Verlag GmbH, 1999.

[SSGM99] Marc Stamminger, Annette ScheXhvier Granier, Frédéric Perez-Carzorla, George
Drettakis, and Francois Sillion. Efficient Glossy Global lllumination with Int&xe
Viewing. InProc. Graphics Interface 99ages 50-57. Morgan Kaufmann Publish-
ers, 1999.

Others With Reviewing Committee (6)

[PRLT08] Romain Pacanowski, Mickaél Raynaud, Julien LacoXiyier Granier, Patrick
Reuter, Christophe Schlick, and Pierre Poulin. Compact structurestéraative
global illumination on large cultural objectsInternational Symposium on Virtual
Reality, Archaeology and Cultural Heritage (VAST 2008): Shorts aijelets 2008.

[VBGS08b] Romain Vergne, Pascal Barlsavier Granier, and Christophe Schlick. Shading
with apparent relief. I'BIGGRAPH '08: ACM SIGGRAPH 2008 talks&CM, 2008.
[ZHGO08] Hongxin Zhang, Julien Hadim, anthvier Granier. Using the CAT for 3D Sketch-
ing in front of Large Displays. Idnternational Symposium on Smart Graphics
Lecture Notes on Computer Science. Springer-Verlag GmbH, 2008.

[LGSO07b] Florian LevetXavier Granier, and Christophe Schlick. Multi-View Sketch-based
FreeForm Modeling. Imnternational Symposium on Smart Graphitecture Notes
on Computer Science. Springer-Verlag GmbH, 2007.

[LGS06a] Florian LevetXavier Granier, and Christophe Schlick. 3D Sketching with profile
curves. Ininternational Symposium on Smart Graphitecture Notes on Computer
Science. Springer-Verlag GmbH, 2006.

[KGBO05] Bertrand KerautretXavier Granier, and Achille Braquelaire. Intuitive Shape Mod-
eling by Shading Design. limternational Symposium on Smart Graphigslume
3638 ofLecture Notes in Computer Scienpages 163-174. Springer-Verlag GmbH,
2005.

Others

[PGSP09] Romain Pacanowskavier Granier, Christophe Schlick, and Pierre Poulin. \ol-
umetric Vector-Based Representation for Indirect lllumination Cachingse&eh
Report RR-6983, INRIA, 2009.

[LGSO07a] Florian LevetXavier Granier, and Christophe Schlick. MarchingParticles: Fast
Generation of Particles for the Sampling of Implicit Surfac€smputer Graphics &
Geometry9(1):18-49, 2007.

[LGSO07c] Florian LevetXavier Granier, and Christophe Schlick. Triangulation of uniform
particle systems: its application to the implicit surface texturingWIBCG (Winter
School of Computer Graphigs3007.

[PGS07] Romain Pacanowsk{avier Granier, and Christophe Schlick. Gestion de la com-
plexité géométrique dans le calcul d’éclairement pour la présentation peldigu
scenes archéologiques complexesVitual Retrospect 2007 : Archéologie et Réal-
ité Virtuelle Ausonius, 2007.
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[VBT *07] Romain Vergne, Adrien Bousseau, Joélle Thollot, David Vandetted?pscal Barla,
andXavier Granier . Utilisation du rendu expressif pour l'illustration et I'exploration
de données archéologiques. Virtual Retrospect 2007 : Archéologie et Réalité
Virtuelle. Ausonius, 2007.

[GGHSO06] Xavier Granier, Michael Goesele, Wolfgang Heidrich, and Hans-Peter Seidel. Op-
tical filtering for near field photometry with high order basis. ResearcloR&R-
6000, INRIA, 2006.

[GDO04a] Xavier Granier and Cyrille Damez. Control on Color Reflection Behavior. Research
Report RR-5227, INRIA, 2004.

[Gra01] Xavier Granier. Controle Automatique de Qualité pour I'lllumination GlobalehD
thesis, Université Joseph Fourier (Grenoble 1), 2001.
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