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0 Introduction

The study of defects in semiconductor Physics has to be considered one of the most
important fields of the research. The semiconductors, indeed, can only approximately
be described by the idealized model of the crystal lattice, although some fundamental
properties, such as the energy bandgap, are predicted by this model. Defects are
invariably present. Atoms from foreign species (impurity atoms) can be found either
due to a specific choice or due to a lacking control over the conditions at which the
semiconductor was produced. Intrinsic defects, i.e. crystal imperfections, have an
equilibrium concentration depending on the temperature. A concentration of intrinsic
defects exceeding the equilibrium can be created by specific treatments, or result from
unwished interaction between material and environment during or after the growth.
Furthermore, there are defects extending on scales going beyond those of atomic
dimensions or lattice constants. Such defects, also called extended defects, may have
various causes and effects. Dislocations are the most studied extended defect in the
semiconductor science: these are line defects with intriguing electronic and structural
properties, some of which will be illustrated in this thesis.

The study of defects is fundamental: their presence is required for the operation of a
device, but on the other hand, their presence can significantly hinder the device
working. As an example, some defects, such as shallow impurity dopants, are required
if they fulfil certain design properties of the device, while other defects have parasitic
effects, degrading the properties of the device by introducing in the gap electronic
levels interfering with charge carriers in the valence and conduction band. However,
the kind of device and application determines which kind of defect is desirable or not.
When a new material is developed, through a process beginning with the growth of
good crystal quality and leading to the production of commercially available devices,
it is necessary that this process is supported by an intensive characterization of the
defects, their nature, the ways to control their presence and their influence on device
performance.

For this reason also in the framework of wide bandgap (WBG) semiconductors,
whose technology was developed from the 1980°’s and continues its progress in these
days, many researchers focused on defect investigation in these materials.

Wide bandgap semiconductors, so called because their energy gap (E;>2.5eV)
exceeds significantly that of the most common Si (Eq=1.1eV) and GaAs (Eq=1.4 eV),
is a category to which belong, among others, gallium nitride (GaN, E;=3.39¢eV) and
silicon carbide (SiC, Eg=2.3-3.4eV). These materials have made applications possible,
which were previously unattainable by devices based on Si and GaAs. These are
mostly niche applications, such as illumination or operation in high-temperature or
high-radiation environments, for which only small market portions will be available.
However, these applications are relevant for modern life: ultrabright light-emitting
diodes (LEDs) are a more efficient and energy-saving form of illumination, the blue
laser diode allows an increase in the density of data writable on or readable from
DVDs, and SiC-based power devices are able to operate at high temperature without
need of cooling.

The present thesis is a study of the evolution of defect states in devices based on wide
bandgap semiconductors under various treatments. The attention has been focused on
light-emitting diodes based on GaN and Schottky diodes based on SiC, these latter a



basic structure for the fabrication of high-power rectifiers and ionising particle
detectors. In both cases, we studied the defects and their electronic properties by
means of the following experimental techniques: current-voltage (I-V) measurements,
in order to investigate the effect of imperfections on the transport properties of the
material/device; capacitance-voltage (C-V) measurements, yielding the profile of
concentration of charge carriers, and giving information on the influence of defects on
this concentration; deep level transient spectroscopy (DLTS), a technique allowing for
the identification and characterization of defect-originated electron levels in the gap.
We also employed techniques, such as photocurrent spectroscopy (PC), allowing for
the characterization of light absorption by the material and/or device versus varying
photon energy.

Apparently, the research is divided into two main sub-fields, one regarding GaN, the
other regarding SiC, as the defects found in the two materials are generally not
comparable. However, the link between these two sub-fields is strong: first, both
materials are often present in the same device (as in GaN-based LEDs having a SiC
substrate); secondly, this study is not a mere catalogue of the defects introduced and
their effects on device performance, but rather an analysis on how the defects, once
introduced in the materials, can evolve according to the treatments which the
material/device undergoes. In the case of LEDs, we studied the evolution of defect
states with the increase of the time spent by the device at a moderate forward current
level (DC current stress at 20 mA), while in the case of SiC-based diodes the
evolution of the defects, formerly introduced by irradiation, was obtained by
annealing treatments at low temperature (<500K).

In both cases of SiC and GaN, the defect characterization was always interpreted in
the framework of its influence on device operation. In the analysed LEDs the defect
evolution was connected to the evolution of quantum efficiency, and in the SiC diodes
we studied the effects of defect introduction on the charge collection efficiency (CCE)
and on the leakage current of the device. Furthermore, for the interpretation of
photocurrent spectra, we developed a model describing the generation of photocurrent
considering the dispersion relations for the absorption coefficient and refractive index
in the various device layers, as well as the internal reflection, transmission and
interference phenomena involving the optical field within the device.

The research vyielded various interesting results: we detected many deep levels
introduced by proton- and electron-irradiation in SiC. The concentration of some of
these levels varied with low-temperature annealing. From the study of their annealing
behaviour and from comparisons with literature data we concluded, for instance, that
one of these levels is related to a particular lattice defect, the carbon interstitial. By
means of the analysis of the introduction rates of the levels and comparisons between
proton and electron irradiation, we were able to distinguish between deep levels
related to simple intrinsic defects and to defect complexes.

In the case of the GaN LED, we found that the evolution of several independent
properties are strongly correlated, meaning that a single degradation mechanism is
responsible for the observed changes. In particular, we concluded that the degradation
of the light emission intensity is due to a migration/generation of defects into/in the
active region of the device. The characteristics of the main deep level detected
showed that it is related to an extended defect, most likely a dislocation.



The thesis is organized as follows. The first part is divided into two chapters. In
chapter 1 the wide bandgap semiconductors and their peculiar properties are
introduced. In chapter 2 we illustrate some important examples of devices fabricated
based on wide bandgap semiconductors. The second part, divided into three chapters,
deals with the experimental techniques and with their role in the characterization of
devices and defects. In chapter 3 we illustrate the electrical characterization
techniques, such as the current-voltage and the capacitance-voltage measurements.
Chapter 4 regards the deep level transient spectroscopy (DLTS), technique allowing
for an accurate analysis of defect states giving rise to electron levels in the gap.
Chapter 5 deals with optical spectroscopy techniques, such as photocurrent (PC) and
electroluminescence (EL) spectroscopy. Results and discussion are illustrated in the
third part, divided into two chapters. The evolution phenomena of defect states in
GaN-based LEDs are analysed in chapter 6, and those in SiC-based diodes in chapter
7.



1 Wide bandgap semiconductors

Silicon is the material dominating the industry of electronics: no other semiconducting material
has reached the level of silicon technology as far as low defect density, long minority carrier
lifetimes, interface and doping control concerns. Other semiconducting materials, e.g. gallium
arsenide (GaAs) have a very mature technology, but they only fill niche applications, such as light
emission. Light emission is a field in which silicon is disadvantaged because of its indirect bandgap
which makes the emission of phonons upon electron-hole pair recombination significantly unlikely.
Many efforts are currently under way to create photonic devices based on silicon, and very
important results have been reached so far, such as the demonstration of optical gain in silicon
nanocrystals [Pavesi00]. However, optoelectronics is mostly based on I1I-V semiconductors with
direct bandgap or doped with isoelectronic impurities, which make light emission highly efficient
even in indirect bandgap materials. Furthermore, the gap of Si (1.1 eV) is in the infrared interval of
the electromagnetic spectrum, thus making visible-light applications of this material impossible.
Optoelectronic devices emitting in the visible range (1.8-3 eV) need materials with higher bandgap.
Light-emitting diodes (LEDs) emitting light up to 2.5 eV (green) have been built based on gallium
arsenide-phosphide (GaAsP), a III-V alloy, doped with N [Schubert]. Higher photon energy
requires a wider bandgap. Emission of blue light was first reported by Pankove in 1971
[Pankove71] in a gallium nitride (GaN) based MIS diode structure. The difficulty to dope GaN p-
type delayed the construction of bright blue LEDs until the beginning of the 1990s
[NakamuraFasol]. In the last decade of the XX century UV, violet, blue and green LEDs, as well as
blue laser diodes (LDs) were built based on GaN and on its alloys with In and Al. The full visible
spectrum is therefore available with light emission from solid-state devices. Today, the market for
GaN-based optoelectronics is growing due to the applications of these devices: among others,
signals, displays, illumination and fibre-optics communication, as well as higher density DVD laser
readers.

Another niche field where Si is not the viable material is high temperature operation.
Temperature is a crucial factor in device operation, as it influences many important material
parameters. Many negative effects of high temperature which are found in Si may be minimized by
using wide bandgap materials (WBG), such as GaN or silicon carbide (SiC). As an example, due to
the wide bandgap the intrinsic carrier density is many orders of magnitude lower in the two latter
materials than in Si. At high temperature, the intrinsic carrier density can negatively influence the
electrical properties of the device based on Si, while the properties of the device based on a WBG
material remain almost unaffected [Neudeck02]. Moreover, the thermal conductivity of SiC is much
higher than that of Si, leading to a more efficient heat dissipation.

WBG materials are also advantaged in high-frequency operation: in these materials higher
Schottky barrier make the replacement of Si bipolar structures with SiC unipolar structures possible,
in which minority carriers are not injected. This represents a significant enhancement of the
performances of switching devices operating in the GHz range [Zolper05].

As it was previously mentioned, Si can rely on a very mature technology, which also means the
possibility of a tight control on the defect density present in the material. WBG technology is not as
mature as that of Si, so that the control on defect density and crystal structure is still not optimal.
Therefore, the study of defects in WBG semiconductors is of paramount importance, as defect
characterization and comprehension represents a useful feedback for growth and technology.

In the following sections, the properties of the analyzed WBG materials will be shortly revised,
and a brief introduction to the problems related with defects in these materials will be given. Some
concrete examples of electronic devices based on WBG semiconductors will be considered in the
next chapter.
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Table 1.1. Selected physical properties of Si, GaAs, InN, GaN,
AIN and 4H-SiC. The quantities shown are intended at T=300K [IOFFE]

Material Si GaAs |InN GaN AIN 4H-SiC
Density (g/cm’) 2.33 5.32 6.81 6.15 3.25 3.21
Lattice constant (A) 543 5.65 3.53 3.16 3.11 3.07
Energy Gap (eV) 1.1 1.43 0.77 3.4 6.1 3.2
Gap type indirect |direct |direct |direct |direct |indirect
Dielectric constant / & 11.7 12.9 15.3 8.9 8.5 9.7
Thermal conductivity (W/cm s) 1.5 0.5 0.45 1.3 2.8 3.7
Peak electron mobility (cm®/V s) 1400 8000 3200 900 300 800
Breakdown electric field (MV/cm) 0.6 0.65 3.5 3.5
Saturated electron velocity (x10" cm/s) |1 1 2.5 1.5 2
Electron DOS effective mass / mg 0.36 0.85 0.11 0.2 0.4 0.77
Hole DOS effective mass / mg 0.81 0.53 1.65 1.5 7.3 ~1

1.1. Gallium Nitride (GaN)

1.1.1. Physical properties

The first analyzed WBG semiconductor is gallium nitride (GaN). It belongs to the family of III-
V semiconductors, and, together with AIN and InN, to the group III nitrides. Differently from
phosphides, arsenides and antimonides of group III elements, coming exclusively in the cubic
zincblend structure, group III nitrides crystallize preferably in the hexagonal wurtzite structure, the
zincblend structure being metastable. GaN is a direct bandgap semiconductor (Fig. [1.1]), and its

gap at 300 K is 3.39 eV [Chow96].

Wurtzite

Energy
A-valleh M-L-valleys
\tb_/ r\\’//
300 K
. E,= 3.39eV
- I-valley ' Ery =45-53eV
A E ML En= 47-55¢eV
g Eo= 0.008 eV
. E.= 0.04eV
K E == —~_ —Heavy holes
Light holes
Split-off band

Fig. [1.1] The band structure of wurtzite GaN (from [Suzuki95])

The wide gap of GaN makes it a very attractive material for optoelectronic applications spanning
the whole visible range of electromagnetic radiation. Yet, the historical development of GaN-based
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devices was fairly slow, because of some material problems which will be addressed in the
following. The first blue light emission was achieved in 1971 by Pankove et al. [Pankove71] in a
metal-insulator-semiconductor (MIS) diode. Several examples of dim p-n junction LEDs are
attested in the late 80s [Akasaki91], before the breakthrough of bright violet and blue LEDs and
blue laser diodes (LDs) developed by Nakamura at Nichia Corporation [NakamuraFasol]. The main
issue that slowed down the research on GaN devices was the extreme difficulty in obtaining p-type
GaN, whereas nominally undoped GaN is n-type due to defects introduced during the growth. The
p-type doping is achieved with Mg impurities. The presence of H atoms in the material tends to
passivate the Mg acceptors by forming Mg-H complexes. The role of Mg as acceptor is restored
either by low energy electron irradiation (LEEBI) [Amano89] or by thermal annealing
[Nakamura92], which cause the dissociation of H from Mg. However, Mg is not a very shallow
acceptor, its ionization energy being quite high, about 230 meV, so that only about 1-2% of Mg is
ionized at room temperature. Other acceptor impurities have even higher ionization energies
[DenBaars97]. The n-type doping, on the other hand, is quite easily achieved by the introduction of
Si impurities, which substitute Ga atoms and acquire a donor configuration. Selected physical
properties of GaN are listed in table 1.1.

1.1.2. Epitaxial growth

Another drawback of GaN, which significantly slowed down the development of GaN-based
devices is the realization of bulk crystals. Bulk growth, in fact, is possible under disadvantageous
conditions, such as 15 kbar pressure and 2000°C temperature, as reported from the Unipress group
[Litwin99]. Therefore, GaN is usually grown heteroepitaxially, i.e. on substrates from other
materials, which have a certain degree of lattice mismatch. The most common substrates are
sapphire and SiC. Sapphire has a higher lattice mismatch (16%) than SiC (3.5%), but very good
quality GaN films can be grown on it by using an AIN nucleation buffer layer [Hangleiter03]. A
nucleation layer consists in a three-dimensional deposition of AIN on the Al,Os substrate. In this
way, islands forms which are then coalesced when GaN growth begins. This reduces the defectivity
of the GaN film, but does not eliminate grain boundaries and dislocations: these latter can be
divided into misfit dislocations, which are mostly confined close to the GaN-substrate interface, and
threading dislocations, which extend in the crystal growth direction. Figure [1.2] shows the
comparison between a secondary electron and an EBIC micrograph performed by means of a
Schottky barrier deposited on the cross section of an n-type GaN film grown on sapphire and
subsequently detached from the substrate. The secondary electron micrograph evidences only some
linear defects on the lateral surface of the film. In the EBIC image, darker regions correspond to an
enhanced recombination activity of the electron-hole pairs generated by the electron beam. It can be
seen that the darkest regions are confined on the substrate side of the sample, where misfit
dislocations are placed. However, strongly recombining regions extend throughout the layer.
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Fig. [1.2] Extended defects in GaN grown on sapphire substrate, the substrate being on the right
hand side: a) Secondary electron and b) EBIC micrograph of the cross section of a GaN film.

SiC can be also used as a substrate: with respect to sapphire, its advantages are the lower lattice
mismatch, the higher thermal conductivity and its adjustable doping (whereas sapphire is invariably
insulating). Its main drawback is the higher cost, which is however expected to drop with the
increase of SiC production connected to the growth of WBG semiconductors market. SiC is still
lattice mismatched, which translates into the presence of misfit and threading dislocations in GaN.
Typical threading dislocation densities in GaN are in the range 10°-10% cm™.

The most used epitaxial growth techniques are either metalorganic vapour phase epitaxy
(MOVPE) (also called “metalorganic chemical vapour deposition” — MOCVD) or molecular beam
epitaxy (MBE). MOVPE is the leading growth technique because of its large-scale manufacturing
potential. It consists in the transport of vapour species in a reactor, where they undergo a reaction
yielding the deposition of GaN on the film surface. The basic reaction describing the GaN
deposition process is the following:

Ga(CH,);,, + NH; ) = GaN, +3CH, (1.1)

where (v,s)=vapour, solid. This expression ignores the specific reaction path and the reactive
species. The growth technique is typically implemented by empirically studying the effect of
external parameters (such as temperature, III/V ratio, substrate tilt, mass flow rates) on the crystal
quality [DenBaars97].

MBE is an Ultra-High-Vacuum (UHV)-based technique for producing high quality epitaxial

structures with monolayer control. MBE growth relies essentially on atoms, clusters of atoms, or
molecules, which are produced by heating up a source. They then migrate in an UHV environment
and impinge on a hot substrate surface, where they can diffuse and eventually incorporate into the
growing film. Despite the conceptual simplicity, a great technological effort is required to produce
systems that yield the desired crystal quality, material purity, composition, thickness, doping
uniformity, and interface control, so that this technique is less viable from a large-scale point of
view [Davies]. An advantage of MBE nitride growth is the low temperature that can be achieved
due to the atomic nitrogen source, resulting in lower thermal stress upon cooling and less diffusion
[DenBaars97]. Both epitaxial techniques are used to produce nitride-based heterostructure by
alloying GaN with InN and AIN. Devices such as LEDs, detectors, lasers, modulators and devices
containing distributed Bragg reflectors (DBRs) are fabricated with this technique [Moustakas01]
This will be discussed in a later section.



1.2. GaN-related alloys

Typical applications of III-V semiconductors rely on heterostructures, which utilize various
combinations of ternary alloys of the binary materials, which span the whole range of bandgaps
illustrated in fig. [1.3]. In principle, the whole area delimited by the two solid lines and by the
dashed line is exploitable to form an alloy with desired bandgap and lattice constant, but in practice
it is common to grow ternary alloys made up of mixtures of binary materials, such as GaN/InN or
GaN/AIN. The obtained alloys are then briefly indicated with the notation In,Ga;.\N and Al,Ga;_yN,
where x and y indicate the molar fraction of InN and AIN, respectively. Nitride based alloys span an
extremely large range of energy gaps, from 0.77 eV to 6.1 eV, thereby covering the near-infrared,
the visible and the UV parts of the electromagnetic spectrum. Due to the large bond strength of the
nitrogen bonds, the lattice constants in the basal plane are much smaller than in the case of GaAs
and other III-V materials [Hangleiter03].

GaN

Energy Gap (eV)
P

0 ——
30 31 32 33 34 35
Lattice Constant a (A)

Fig. [1.3]. Fundamental bandgap versus basal-plane lattice constant of 111-N materials at T=300K.
The solid curves represent the ternary mixtures AIN/GaN and GaN/InN. The dotted curve
gualitatively indicates the AIN/InN alloy.

1.2.1. Indium Gallium Nitride (InGaN)

InyGa; 4N is the way to commonly indicate the ternary alloy obtained by mixing together InN
and GaN, where x is the molar fraction of InN. In,Ga; 4N can be epitaxially grown by different
techniques, such as the aforementioned MOVPE and MBE, provided the species participating to the
reaction are correspondingly modified, for instance with the introduction of a certain amount of
trimethilindium (In(CHj3)3) vapour in the MOVPE reactor. The bandgap of this ternary alloy spans
all the visible range and some part of the near infrared and near UV. It is therefore widely used in
the production of optoelectronic devices operating in the visible range: as we will later describe,
InGaN is the material found in the active regions of most nitride-based LEDs based on the Quantum
Well emission mechanism. Selected physical properties of InN are listed in table 1.1. The properties
of the InyGa,; N alloy are usually determined by interpolation of the properties of the binary
materials, in the following way

A=Ay (1=X)+ Ay X+ Bx(1—x) (1.2)
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where Ay is any physical property of the alloy characterized by a x fraction of InN, Agan is the
property for GaN, Ay is the property for InN, and B is the so-called bowing parameter, describing
the deviations from the linearity of the interpolation scheme up to the second order in the InN
fraction x. The most important interpolation formula regards the bandgap of the alloy:

Es(X) =3.42(1-x)+0.77x—-1.43x(1-x), (1.3)

as given by Wu et al [Wu02b]. It is interesting to notice that the bandgap of InN has been
determined as 0.77 eV very recently through the work of two groups, one based at the loffe Institute
of St. Petersburg, Russia [Davydov02], and the other based at the Lawrence Berkeley National
Laboratory, U.S.A. [Wu02a]. The previously accepted bandgap of InN was about 1.9 eV
[Teisseyre94], what also led to larger bowing parameters [ODonnell99a]. The previously accepted
value was higher because in the early 90s the quality of the InN crystals was rather poor, and the
intrinsic defects present, being of donor nature, made the material of degenerate n-type, i.e. with the
Fermi level lying inside the conduction band. As the lowest energy levels of the conduction band
were occupied, they could not be involved in the absorption of photons, what made the observation
of the real band gap impossible (Burstein-Moss shift). With the improvements in the growth
technique, better crystal quality was achieved, enabling thus to the observation of the fundamental
band gap in non-degenerate n-type material. InN is, like GaN, n-type even without donor impurities
because of the presence of intrinsic donor levels. So far, no successful p-type doping of InN has
been attained.

This is not the only difficulty related to the InyGa,.«\N ternary alloy. The large ionic radius of In
atoms makes them difficult to incorporate into GaN layers. It is generally accepted that InyGa; xN
may be subjected to phase separation if not grown under optimum growth condition. For example,
in MOVPE growth of InyGa, 4N layers, the typical growth temperature is about 300 °C below the
optimum growth temperature of GaN in order to incorporate enough In [Hangleiter03]. In many
cases light emission from InyGa; 4N layers has been explained in terms of phase separation with the
formation of In rich quantum dots inside a matrix of In poor material [ODonnell99b], [ Shapiro00].

If InyGa; «xN is grown on GaN, the lattice mismatch is significant and the alloy layer is subjected
to considerable pseudomorphic strain, i.e. the lattice constant in the basal plane of the alloy is
compressed in order to accommodate to the lattice constant of GaN. This situation holds on up to a
so-called critical thickness of the pseudomorphic layer. When the layer exceeds the critical
thickness, relaxation phenomena occur, leading to the formation of a misfit dislocation network at
the interface between the two materials and to the re-acquisition of the proper lattice constant in the
previously strained layer. Surprisingly, the critical thickness in these nitride-based systems is rather
large, much larger than in other I1I-V systems. For InyGa; <N with a fraction x=0.1 of InN grown on
GaN, the elastic strain is about 1%, and pseudomorphic strained layers thicker than 100 nm can be
grown before relaxation occurs [Hangleiter03], [Reed00].

1.2.2. Aluminium Gallium Nitride (AlGaN)

Mixing of AIN with GaN is not as difficult as in the previously discussed case of InN. The
system AIN/GaN is relatively simple to control, because the ionic radii of Ga and Al are similar.
Growth of AlyGa;yN layers is achieved either by MOVPE or by MBE, provided the fraction of the
species participating to the reaction yielding the solid film is correspondingly varied. For instance,
trimethilaluminum vapour (Al(CHs)s) is added to the gas flow in the MOVPE reactor. Al,Ga;. N
covers a wide gap interval which is completely contained in the UV part of the spectrum. This
makes it an interesting material for applications in the UV optoelectronics, such as UV emitters or
solar blind detectors. However, it can be used also in visible optoelectronics as non-active building
block of the device [Hangleiter03]. As previously mentioned, AIN is also used as nucleation layer
in the heteroepitaxial growth of GaN on sapphire substrates. Selected physical properties of AIN are
listed in table 1.1.
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1.2.3. Nitride-based heterostructures

Most devices based on IlI-nitride materials are not made of a single material layer, but of a
certain number of layers of different materials. These are also called heterostructures.
Heterostructure-based devices had a huge impact in the field of optoelectronics and electronics, and
also represent systems allowing to learn more about the physics of electrons in the nanometre scale.
The idea of heterostructure was so important for physics, that two of its pioneers were awarded the
Nobel Prize [Kroemer], [Alferov]. The heterostructure technique has been developed since the 70s,
and reached a mature level in the field of III-arsenides, -phosphides and —antimonides. Double-
Heterostructure (DH) lasers and high electron mobility transistors (HEMTs) are some of the most
important achievements in the field. With the development of the nitride technology in the 90s and
with the successful p-type doping of GaN, the heterostructure scheme was considered also in the
framework of IlI-nitrides research. Important examples of nitride-based heterostructure devices are
the light-emitting-diode (LED), where light emission takes place in a very narrow plane of InGaN
sandwiched between two GaN layers, and the aforementioned HEMT, where AlGaN/GaN
heterostructures yield the formation of a so-called two dimensional electron gas (2DEG) at the
interface, characterized by a very high mobility, which has its natural application in high frequency
electronics. The growth of heterostructures can be achieved by any of the previously introduced
epitaxial techniques, where the successful growth occurs upon a careful control of the growth
parameters of each layer (temperature, pressure, gas flow, composition, etc.)

Heterostructures are grown because they offer to manipulate the behaviour of electrons and holes
through band engineering. In fig. [1.4] the band diagrams of two different materials (A and B) are
shown, where the energy gaps are E;"<E°.
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Fig. [1.4]. The alignment of the bands at a heterojunction between materials A and B following
Anderson’s rule, based on aligning vacuum levels.

The bands can be aligned following Anderson’s rule, which is based on the electron affinity y of
the materials: this rule states that the vacuum levels of the two materials of a heterojunction should
be aligned as in figure [1.4]. In the case illustrated in fig. [1.4], the narrower gap is enclosed within
the wider bandgap: this is called a type | heterojunction, or, equivalently, a straddling alignment. In
this case, both electrons and holes from material A must overcome a barrier in order to reach
material B. There are other two possibilities, i.e. the type Il or staggered alignment, where electrons
(holes) from material A experience a barrier to material B but holes (electrons) from material A
experience an energy drop to material B, and the type Il or broken gap alignment, where the energy
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gaps of A and B do not overlap [Davies]. In the present thesis, we will only consider type |
heterojunctions.

1.2.4. Quantum wells
When a layer of material A with narrower gap is grown on the top of a material B with wider

gap, and subsequently another layer of material B is grown, a so-called quantum well (QW) is
formed, provided the alignment is of the straddling type. The situation is depicted in fig. [1.5].

Ec

Ev

Fig. [1.5]. Formation of a quantum well (QW) from two type | heterojunctions.

In this case the well traps both electrons and holes, which are arranged in confined subbands.
The energy levels of electrons and holes (in figure [1.5] only the ground state levels for electrons
and holes are indicated) can be calculated in the framework of the effective mass approximation
theory [Davies]. According to this theory, the total electron wave function is the product of the
Bloch wave function solution of the local extremum of the host crystal energy band wno(z) (virtual
crystal approximation) and a slowly varying envelope function y(z). The Bloch functions in the two
materials must be similar for the effective-mass approximation to be valid, which yields the
condition that they must belong to the same point in the E,(K) relation. This is equivalent with the
statement that the conduction band bottom and the valence band top must be at the same point of
the Brillouin zone (typically I') in both materials. Then, there are particular conditions for the
matching of the wave function at the interfaces. If we consider a simple case, i.e. a junction at z=0
between neutral regions of materials A and B , we have the following Schrédinger equation for the
envelope function (considering only one dimension, i.e. the growth direction):

n? d?

=g —dzsz(z)=Ez<z>, (1.4)
A0
> d?

S- S FJI(Z): Ex(2), (L.5)
B0

where ma g are the effective masses of electrons in the conduction band of material A and B,
respectively. The difference in the bottoms of the conduction band must be treated as a step
potential. If materials were the same the matching conditions would be the usual:

dy(@| _dx@) (1.6)

Z(OA):I(OB)a dz |Z:0A dz |Z=059
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where 0a g mean the side of the interface in material A and B, respectively. However, the
materials are different and the matching conditions must be modified as

1 dy(2)
m, dz

_ 1 dx(@)

2(04) = 2(0g), “m a2

(1.7)

72=0, 7=0g

in order to satisfy the conservation of current and the orthogonality of eigenfunctions relative to
different energy levels [Davies].

Once the potential and the band offsets are known, effective mass theory can be used to find the
subband energy levels in the QW. There are various numerical methods for this calculation, with
different degree of complexity. Often, the calculation must be performed by means of a self-
consistent algorithm, because the trapped charges influence the potential. Therefore, one usually
speaks of self-consistent Schrodinger-Poisson algorithms.

Quantum wells are a systems extending in three dimensions, but the arrangement of the electrons
can be described as though it is two-dimensional. Starting from the three-dimensional Schrodinger
equation

{— v +V(§)},,,(§)= Ev(R), (1.8)

one can write, taking into account that the potential depends only on coordinate z, the wave
function as a product of X, y and z components:

w(R) = explik,X]explik, y17(2) ; (1.9)

and the energy as
s=E-2 (k2 412), (1.10)
2m y

thus obtaining a 1-dimensional equation for the z-component:

n* 0*
{— o az—2+V(z):|;((z)=g;((z). (1.11)

When the eigenvalues &, for the z- component are found by solving the Schrodinger equation, the
electron states are described through

l//kx,ky,n(xa Y, Z) = eXp[ikxx] eXp[ikyy]Zn(z) (112)
E, (keok, ) = 5 + (2 +K2) 113
n( X2 y)_‘gn+% x 1 y/* ( . )

For a fixed value of n (subband index) the dispersion relation between energy and wave vector is
that of a 2-dimensional electron with the bottom of the band shifted by &,. The relation is sketched
in fig. [1.6] for a QW with the bottom of the conduction band slightly tilted by an electric field.
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Fig. [1.6]. The solution of the Schrddinger equation for a particular QW configuration: a) potential,
energy levels and envelope wavefunctions on (z-component); b) the 2-dimensional density of states.

The subbands determine the shape of the density of states Nn(E), which is that of a 2-dimensional
electron gas, a step function of height m/m 77, starting at &, Each subband represents a step. The
number of occupied levels can be found by integrating the product of the density of states and the
Fermi-Dirac occupation function f(E,Eg). One thus obtains the 2-dimensional electron density N,p as
the sum of the contributions from each subband n;:

Np =N, (1.14)
i

m ° mk,T EF j
nj:%;‘[f(E,EF)dEz ﬂth 1n{1+exp( T 'j:‘ (1.15)

The same considerations apply to holes confined in the valence band QW [Davies]. The density
of states is a key parameter for the calculation of absorption and emission properties of 2-
dimensional electron gases, as it will be explained in the next chapters.
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1.2.5. Piezoelectric fields in nitride-based heterostructures

Heterostructures based on III-N materials present peculiar characteristics, which are not found in
other III-V systems, and that are due to the strain-induced polarization fields arising from the charge
density originating at the interface between two III-N materials. Both AIN/GaN and GaN/InN
systems are subject to considerable pseudomorphic strain, which is more pronounced in the latter
case. This large strain has important consequences. IlI-nitrides have strongly polar bonds, and are
highly piezoelectric materials. In InyGa; xN/GaN heterostructures, piezoelectric fields of the order
of 2 MV/cm for x=0.2. Moreover, the wurtzite structure allows not only piezoelectric polarization
but also spontaneous polarization, because the bond lengths are different for different directions
[Bernardini97]. Macroscopic fields can be screened by surface charges, but microscopic fields in
heterostructures have a strong influence on the optoelectronic characteristics of the system.

One of the important consequences of the piezoelectric fields is its influence on the so-called
quantum confined Stark effect (QCSE). This effect, first introduced to explain the modification in
the optical absorption characteristics of InGaAs/GaAs quantum well systems under the application
of an external bias across the QW [Miller84], [Miller85], consist in the decrease of the energy edge
for absorption of photons by a QW system and in the diminution of the absorption strength, because
confined electron and hole levels come closer in energy but their envelope functions overlap less
and less when an external bias is applied. III-N system exhibit a somewhat different behaviour,
because an electric field across the QW is already present even when no external bias is applied.
The application of an external bias, depending on the sign of the field, can enhance the band tilt or
restore the flat-band condition [Franssen04], [Renner02].

1.3. Silicon Carbide (SiC)

Silicon Carbide (SiC) is a material in which C and Si atoms form bonds which have 10% ionic
character and 90% covalent character, where it is C to acquire a slightly negative charge. The lattice
constant a in the basal plane amounts to about 3.1 A. The crystal structure is similar to that of
crystalline Si or diamond, where each atom forms bonds with the nearest neighbours by means of
sp° orbitals.

1.3.1. SiC polytypes

While the crystal structure is unique in Si and diamond, where only one atomic species is
present, the difference between the two atomic species Si and C makes possible the phenomenon
called polytypism. Polytypism is due to the different sequences into which the lattice planes are
arranged. The polytypes are indicated through the so-called Ramsdell notation, consisting in the
integer number corresponding to the number of planes in a sequence, and in a letter (C, R or H)
corresponding to the associated Bravais lattice, which can be cubic, rhombohedral or hexagonal.
More than 150 SiC polytypes are known, but few are interesting for electronics applications. The
sequences of lattice planes characterizing the most important SiC polytypes are depicted in the
scheme of fig. [1.7].
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Fig. [1.7]. The sequences of lattice planes characterizing the four most important SiC polytypes.
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In 3C-SiC the ABC sequence gives rise to a cubic zincblend structure; in 2H, 4H and 6H the AB,
ABAC and ABCACB sequences give rise to the hexagonal wurtzite structure. One important
consequence of polytypism is that the number of atoms per unit cell is different according to the
number of lattice planes of the sequence. Another consequence is the presence of the so-called
inequivalent lattice sites. In fig. [1.7] several inequivalent sites are indicated. The points labelled by
h represent lattice points surrounded by a quasi-hexagonal environment, and the points labelled by k
lattice points where the surrounding environment is quasi-cubic. A substitutional impurity, say N, is
feels the different environments in terms of binding and ionization energy. It is a matter of fact that
polytypes with more than one inequivalent site have more than one donor/acceptor level for the
same doping species.

Polytypes are also distinguished by other important physical properties, such as the bandgap
(ranging from 2.4 eV in 3C to 3.3 eV in 2H) and the electron mobility (highest in 4H, about 800
cm’/Vs). Another factor distinguishing the polytypes is the difficulty with which their growth is
controlled: inclusions of other polytypes in a host polytype are generally unwanted. So far, the most
successful polytype for electronics applications has been 4H-SiC, because of the good quality of
crystal achievable and of the relatively high electron mobility. In the following, we will shortly
revise the properties of this polytype, of which consist the devices that will be studied in this thesis.

1.3.2. 4H-SiC - physical properties

Selected physical properties of 4H-SiC are listed in table 1.1. 4H-SiC is, like other SiC
polytypes, an indirect-bandgap material, which makes it unsuitable for optoelectronics applications
as active material (see fig. [1.8]). However, as already mentioned, it is often used as a substrate for
[II-nitride optoelectronic devices. The main applications of 4H-SiC are in the framework of high-
temperature, high-frequency and high-radiation level operation. This is due to some of its
properties, which we will briefly introduce.
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Fig. [1.8] Important minima of the conduction band and maxima of the valence band at T=300K
(from [Persson97]).

As a wide bandgap semiconductor, 4H-SiC has a very low intrinsic carrier density, which is
given by:

n = /NNy exp[-E, /2ksT1, (1.16)

where T is the temperature, Kg is the Boltzmann constant, Eg is the energy bandgap and Nc v are
the equivalent densities of states for conduction and valence band, respectively. At 300 K 4H SiC
has a vanishing intrinsic carrier density, of the order of about 10”7 cm™. Si, in comparison, has an
intrinsic carrier density of about 10'® cm™ at room temperature. When temperature increases, the
intrinsic carrier density of Si becomes comparable with the doping density, while the intrinsic
carrier density of SiC remains very low. This means that a Si-base device can undergo a failure due
to high temperature in the same conditions in which a SiC-based device still works properly. As an
example, at 600°C the intrinsic density of Si is over 10">cm™, while that of SiC is under 10’ cm™
[Neudeck02].

Another peculiarity making SiC a good choice for high temperature application is the thermal
conductivity, which is very high (3.7 W/cm s) compared with that of Si and GaN (see table 1.1).
High power devices and high frequency devices, as well as devices operating at high temperature,
need to dissipate very efficiently the heat generated by the recombination and scattering phenomena
involving charge carriers. This contributes to maintaining the temperature of the active device
region as low as possible, therefore preventing thermally induced failure mechanisms. This is also
the reason why in III-nitride technology SiC is preferred as a substrate material, if compared with
sapphire, which has a lower thermal conductivity [Neudeck02].

The high saturated velocity of electrons in 4H-SiC is another property which should be
mentioned. This parameter, corresponding to the velocity of electrons travelling in high electric
fields, is a key parameter for field-effect transistors (FETs) based on this material, as it basically
controls the transistor gain [Zolper05].

1.3.3. Substrate growth

The production of SiC substrates is a key issue in the technology related to this material and,
more in general, to WBG technology. Like in the case of GaN, substrate growth is more difficult
than in the case of materials like Si or GaAs; however, unlike GaN, substrate growth can be
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achieved on large-scale facilities, and the crystal quality which has been reached is fairly good.
Single crystal bulk SiC presents, in fact, a much lower dislocation density than GaN.

Large diameter SiC crystals are generally grown by sublimation rather than melt growth, as
depicted in fig. [1.9]. Sublimation growth of SiC has been developed over the past 30 years, and
typically employs a furnace in which graphite components constitute the hot zone. The SiC source
sublimes in an inert ambient, the subliming species, including Si, SiC, and Si,C, migrate down a
temperature gradient and eventually deposits on a monocrystalline seed of desired orientation.
Presently, six companies' offer single-crystal SiC substrates. The largest wafer diameter available is
3 in., and work is progressing towards 100 mm diameter. Meanwhile, the price of substrates has
dropped from $650/cm? in 1994 to $16/cm? in 2004. Each step increasing the diameter of the bulk
wafer is critical: the density of grain boundaries at the wafer periphery initially increases because of
a lack of understanding of the new growth conditions. Then, new efforts are made for the
optimization of all parameters governing the growth of the larger wafer [Sumakeris05].

o

Fig. [1.9]. Schematic illustration of a silicon carbide vapour transport crucible.

1.3.4. Epitaxial growth

The usual procedure for the production of SiC-based devices is to exploit the superior quality of
epitaxial layers for the active regions of the devices, although it is possible to produce some devices
directly from the substrates. Each device type may have specific requirements, and a single epitaxial
process may not be optimal for all applications. Usually, one can divide the epitaxial chemical
vapour deposition (CVD) processes into two main categories, i.e. a) the warm-wall radial flow
growth platform and b) the horizontal hot-wall epitaxial platform.

The warm-wall platform has the advantage of being able to process a large number of wafers,
and it is scalable for larger wafer diameters: therefore, it is well suited to process large volumes of
wafers with tight tolerances. The hot-wall platform, with planetary wafer rotation during growth,
permits superior thickness and doping uniformity and minimal variation between different wafers.

One of the main concerns of epitaxial growers is the reduction of the defectivity of the material,
which must be significantly lowered in the epitaxial layer with respect to the substrate. Examples of
defect reduction during epitaxial growth are, for instance, the dissociation of highly harmful
micropipes coming from the substrate into several less electrically active threading screw
dislocations (TSDs), or the conversion of basal plane dislocations (BPDs) into more benign
threading edge dislocations (TEDs) [Sumakeris05].

' The companies producing SiC substrates are Cree Inc., II-VI Inc., Intrinsic Semiconductors, Dow Corning Compound
Semiconductor Solutions, SiCrystal AG, Sixon and Norstel AB.
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1.4. Defects in wide bandgap semiconductors

A defect in a semiconductor crystal is, in general, a lack of crystal perfection in a certain region
of the material. This region can be very small, for instance when an atom of one species is missing
from the lattice of a compound semiconductor, or when a crystal site is occupied by in impurity
atom. In other cases, the region can be large, sometimes extending throughout the whole thickness
of the material. Moreover, the crystal structure usually considered for the deduction of many
electrical and structural properties of the material is infinite, whereas every real semiconductor has
surfaces. Surfaces can be viewed therefore as a huge defect. Some properties of the semiconducting
material can be explained with the perfect crystal despite the presence of defects in the real
material, but some other properties are significantly altered by the presence of defects even in very
minute amounts. This represented a problem at the beginning of the study of semiconducting
materials, because the amount of defects could not be well controlled, thus leading to a puzzling
scattering in the experimentally observed properties [Queisser98].

Important steps forward were made when better growth methods led to the preparation of highly
pure and structurally perfect crystals, and when processes able to control the amount of certain
defects were discovered. This led to the invention of the transistor in 1947 and to its implementation
by doping its regions with properly chosen impurity atoms conferring a specific electronic
behaviour.

Doping of semiconductors is indeed a deliberate introduction of defects (impurity atoms) in the
material. These defects determine the electrical properties of the region where they reside: donor
impurities create a surplus of free negative charge in the conduction band (n-type material),
acceptor impurities a surplus of free positive charge in the valence bands (p-type material). Thus,
they make possible the formation of p-n junctions, which are a fundamental building block of many
electronics applications.

The aforementioned is a case in which the presence of the defects is explicitly wanted, in order
to have the semiconducting material to work as a device, but in most cases the presence of defects is
unwanted, because many of them are electrically active and perturb the operation of the device:
dislocations, for instance, or impurity levels lying deep inside the gap provide a non-radiative
recombination path for electrons and holes: this can be harmful in optoelectronic devices, because
these work on the principle that electron and holes recombine radiatively, i.e. emitting a photon.
Recombination centres, however, could be desirable in certain devices, i.e. switching devices where
the enhanced recombination of electron-holes pairs leads to a diminution of the dissipated power
and to the possibility of operation at higher frequency.

These are only few examples indicating how various and how important for the technology is the
study of defects in semiconductors. According to E. R. Weber [Weber03], the understanding of
defects in semiconductors should be articulated in four steps:

e Defect observation and characterization: this is the first step, usually involving
different kinds of spectroscopy, such as deep level transient spectroscopy (DLTS), which
basically assess the presence of defects.

e Defect identification: once the presence of the defect has been ascertained,
combination of experimental and theoretical methods is required to assess the microscopic
nature of the defect.

e Defect control: this step involves the study of the thermal stability of the defect and
the study of its introduction characteristics.

e Influence of defects on device performance: once it is known how to control the
amount of defects present in the material, an optimum defect level can be identified
according to the applications of the device under analysis.
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The work done in this thesis is also articulated over these four points, as we will assess the
presence of defects, draw (in some cases) conclusions about their microscopic nature, study their
introduction and stability, and report on their influence on device performance in the framework of
wide bandgap semiconductor electronics. Meanwhile, in the following subsections we will revise
the properties of some important categories of defects.

1.4.1. Point defects

Point defects extend on spatial regions of the order of several times the lattice constant of the
semiconducting material where they reside. These defects can be either intrinsic or impurity-related.
Intrinsic (or native) defects consist in an erroneous arrangement of lattice atoms of the
semiconducting material, while impurity-related defects originate from the presence of atom species
which are not constituents of the semiconducting material. Intrinsic and impurity-related defects can
also combine giving rise to defect complexes. In the following we will deal only with binary
compound semiconductors, composed by atoms of species A and B; the materials will be shortly
denoted as AB. Some of the most important intrinsic defects are

. The vacancy V4 g, consisting in a missing atom of the atomic species A or B from its

lattice site

o The interstitial 15 g, consisting in an excess atom acquiring a position between lattice
sites
o The antisite Ag, occurring when the lattice site of atom B is occupied by an atom of

the A species

Vacancies and interstitials can constitute a so-called Frenkel pair Va+14. In this case, if the
defects composing the pair are not far from each other, they can recombine to yield the perfect
crystal configuration. Intrinsic defects can also combine among themselves to form intrinsic
complexes.

Impurities in a crystal can acquire different configurations. Denoting the impurity atom with X,
one has:

o A substitutional impurity X4 g, i.e. an impurity atom occupying the site reserved for
species A or B in the crystal lattice

o An interstitial impurity Ix, occupying some other region in a lattice already occupied
by A and B atoms.

In a binary compound semiconductor, it is important to distinguish between the impurity
substituting an atom of A species or an atom of B species. In GaN, for instance, Si can substitute Ga
or N. If it substitutes Ga the bonds formed have an extra electron which can easily leave the Si
atom, thus becoming a free electron in the conduction band. Therefore, Si in a Ga site acts as a
donor impurity. On the other hand, if Si occupies a N site, it easily attracts electrons to complete its
Lewis octet, therefore generating free holes in the valence band, i.e., acting as an acceptor. In other
terms, one says that Si is an amphoteric impurity, as it can act both as donor and as acceptor.
Amphoteric behaviour is not only found for impurities, but also for charged intrinsic defects: as an
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example in GaAs, the positively charged defect V45 can evolve into the negatively charged defect
GaastVga [Walukiewicz89], [Baraft85].

1.4.2. Deep and shallow defects

In order to better introduce the issues related to defects in semiconductors, we will here shortly
revise what is the electronic fingerprint of the defects, i.e., what is their influence on the electronic
properties of the material. The bandgap of a semiconductor (and of an insulator) is an energy region
free of electron states. Impurities and intrinsic defects can significantly modify the electrical
properties of the material as they can introduce electron states in the gap. The electrical
characteristics of defects are mainly given by the position of their electron states in the energy gap.
Shallow defects are called those whose levels lie few tens of millielectronvolts from the respective
band edges, while deep defects have electron states lying further from the bands. As will be
explained more in depth in chapter 4, shallow states resemble hydrogenic atoms, with energy levels
and Bohr radii correspondingly scaled due to the relative dielectric constant of the material and to
the effective electron mass. Shallow levels are usually related to substitutional impurities, but this
role is sometimes played even by intrinsic defects, as in the case of the nitrogen vacancy Vy in
GaN, likely acting as hydrogenic donor level [Yang02].

The deep defects, which will be dealt with extensively in chapter 4, are given by impurity atoms
or intrinsic defects which badly fit in the lattice and distort it significantly. Their electron levels lie
deep in the bandgap, the wavefunction associated to the electron states in the gap is highly localized
and the lattice is distorted over many lattice constants. Deep defects yield a strong reduction of the
lifetime of minority carriers, as they represent efficient recombination paths with majority carriers,
and they can trap majority carrier from the relative band. In chapter 4 we will also describe, dealing
with the DLTS technique, how deep levels can be characterized through their emission properties of
trapped carriers.

1.4.3. Extended defects: dislocations

Extended defects, as the expression suggests, have a larger extension in the crystal than point
defects. Extended defects can be well described by 1, 2 or 3-dimensional models, according to the
geometry of the defect. Impurity precipitates and clusters, for instance, can be considered a 3-
dimensional extended defect, whereas a stacking fault or an oxide platelet are 2-dimensional
defects. 1-dimensional defects, or line defects, play a very important role in the semiconductor
physics. The most important line defects are the so-called dislocations. The most simple dislocation
types are the edge dislocation and the screw dislocation. The edge dislocation is schematically
represented in fig. [1.10]: it can be fictitiously constructed by cutting a crystal halfway and inserting
an extra half-plane of atoms. A dislocation can be described by the so-called Burgers vector. The
Burgers vector is calculated as follows (see fig. [1.10]). First, one considers a closed path in a
dislocation-free crystal region. This path (the Burgers’ path) is characterized by a succession of
steps over lattice sites. If the same sequence of steps is performed in a region surrounding a
dislocation, the path is no longer closed. The further steps needed to close the path define thus the
Burgers vector b. The edge dislocation has b orthogonal to the dislocation line, whereas the screw
dislocation has b parallel to the dislocation line. Dislocations play an important role in the
determination of elastic properties of crystals and can be electrically active.
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Fig. [1.10]. Schematic representation of the edge dislocation, with the definition of the Burgers path
and Burgers vector.

The electrical activity of dislocations is an important parameter: similarly to point defect,
dislocations may introduce electron states in the bandgap. However, there is an important difference
between electron states related to point defects and to dislocations. When dislocations, for instance,
trap electrons from the conduction band, the charge they acquire is not randomly distributed over
the crystal, but it is organized along a line. This leads to the formation of space charge regions
around dislocations (also called Read cylinders) which are very efficient in carrier scattering.

Scattering at dislocations can affect the electron mobility. In GaN, it is found that, due to the
high dislocation density, vertical transport is favoured with respect to lateral transport; moreover,
the scattering efficiency of dislocations depends on their charge, which, in turn, depends on the free
carrier concentration [Ng98]. Many efforts have been made to reduce the dislocation densities both
in GaN and SiC. The techniques of lateral epitaxial overgrowth (LEO) [DenBaars97] for GaN and
repeated a-face [Nakamura04] for SiC exploit the propagation of dislocations mostly on the growth
direction. Changing the growth direction, i.e. by growing epitaxially on the lateral surface of the
slice of material, considerably helps in the reduction of this unwanted line defect.

Similarly to point defects, dislocations provide non-radiative recombination paths which can be
harmful in optoelectronic devices, and represented one of the major degradation and failure sources
in GaAs based LEDs and lasers. Unexpectedly, their role does not appear so dramatic in the case of
[II-nitride based optoelectronic devices. Despite huge dislocation densities, GaN-based LEDs show
very efficient luminescence properties.

The recombining activity of dislocations can be characterized by different means. Their electron
gap states can be characterized by means of spectroscopy techniques like DLTS, and their spatial
arrangement can be evidenced by means of electron microscopy. Electron beam induced current
(EBIC) is a powerful technique in the characterization of dislocations, because its micrographs are a
spatially resolved image of their recombination strength [Donolato79]. In fig. [1.11] two examples
of EBIC performed on the surface of a) GaN and b) SiC epitaxial layers are shown. The dark spots,
very dense in GaN and more sparse in SiC are the surface terminations of threading dislocation
lines coming from the bulk of the crystal. These images are also indicative of the generally higher
defectivity of GaN with respect to SiC. In the present case, the threading dislocation density is
about 10° cm™ in GaN and about 10° cm™ in SiC. Much lower levels are reached in more mature
materials like GaAs and Si.
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Fig. [1.11] EBIC micrographs of a) GaN and b) SiC epitaxial layers, showing two different
threading dislocation densities in the two materials.

In many cases the electron states associated with a dislocation are not due to the presence of
dangling bonds along the dislocation line (core), but to impurities residing in the neighbourhood of
this line defect. It is possible, in fact, that the strain field surrounding a dislocation energetically
favours the presence of interstitial or substitutional impurities. These impurities may then give rise
to deep levels with a specific behaviour. Very detailed studies of this phenomena have been carried
out in Ge, Si and GaAs materials [Figielski64], [Kveder82], [Omling85], [Schroter95]
[Wosinski89], but this knowledge in the case of WBG semiconductors is not as advanced.

One of the most harmful manifestations of the dislocation defect is the so-called micropipe, a
defect causing much concern among SiC growers. This defect is a hollow-core threading dislocation
which can extend over the whole thickness of SiC substrates, and eventually penetrate also in the
epitaxial layers. Any device built on one of such defects would invariably fail, because the
micropipe yields a short-circuit between the device top and bottom. The reduction or elimination of
this defect represented one of the most important efforts in SiC growth over the last decade
[Sumakeris05].

1.4.4, Thermal properties of defects

Defects are entities subjected to specific thermodynamic laws. The concentration of a native
defect, for instance, depends on temperature; the diffusivity of impurity atoms shows an important
dependence on the concentration of intrinsic defects, as the interaction between impurity and
intrinsic defect provides a path through which the impurity can move inside the crystal. The
concentration of charged defects, moreover, depends on the Fermi energy, which, in turn, depends
mostly on the concentration of shallow dopants in the material. As one can see, the interactions
between defects are somewhat complex, and very various. In the following, we will introduce some
thermal properties of defects which will be considered in the subsequent parts of the work.

Concentration of intrinsic defects.
The concentration of an intrinsic defect can be described through the expression:

C=C,exp[-H; /kgT], (1.17)

where Hs is the formation enthalpy of the defect. If the defect is charged, as in the case of a
donor-like defect which can donate S electrons, the formation enthalpy depends on the Fermi
energy:
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S—1
Hi=H+ Y (Er —E™), (1.18)
n=0

where E™ is the energy of the n+1/n transition state, Er is the Fermi energy and Hy is the
formation enthalpy of the neutral defect. The concentration of the defect increases with increasing
temperature and with decreasing Fermi energy. In terms of doping, p-type doping causes the shift of
the Fermi energy towards the valence band top or below, therefore enhancing the formation of
donor-like defects. This behaviour has far-reaching consequences: first, the donor-like defects
compensate the acceptors conferring the p character to the material (self-compensation); secondly,
the increased concentration of intrinsic defects enhances the diffusivity of impurity species.
Correspondingly, acceptor-like defects are favoured in n-type material when the shallow donor
density increases. These effects are very important in heavily doped semiconductors and devices, as
the control of the doping of the active regions is crucial for proper device working
[Walukiewicz94].

Diffusivity of defects.

The diffusion of defects is described through a diffusion coefficient D. The mechanism of
acceptor impurity diffusion in a binary semiconductor is described by the so-called kick-out
mechanism [Gosele81]:

XT+A 1S+ X +(r=p+1h, (1.19)

evidencing the participation of interstitials. An increase in the concentration of interstitials can
therefore lead to higher diffusivity of impurities. The example can be generalized to donor
impurities.

Metastability.

A defect can change its geometric configuration, the transformation being accompanied by a
certain energy exchange with the surrounding crystal. An example is the transformation of a
substitutional impurity into an interstitial impurity. The defect tends of curse to acquire the
configuration minimizing the total energy, but it can occur that the minimum-energy configuration
is separated from higher-energy configurations by a potential barrier Ey. The rate of reconfiguration
from one configuration to the other is therefore thermally activated:

R =R, exp[-E, /KsT]. (1.20)

In certain cases the transformation between the two configurations is reversible, for instance by
means of an electric field [Chantre86] or by optical excitation [Queisser98].

Annealing.

Annealing consists in the thermally induced modification of the concentration of defects in the
material. When a material is heated, the concentration of defects tend to evolve toward the
equilibrium concentration for the specific annealing temperature. If, for instance, a material at room
temperature has a defect concentration exceeding the equilibrium concentration, it can be taken to
higher temperature, so that the equilibrium concentration is restored. Then it can be cooled;
depending on the velocity of the cooling process, the final defect concentration at room temperature
will vary from the RT equilibrium concentration (for slow cooling) to the equilibrium concentration
at annealing temperature (for quick cooling). Annealing is commonly used to characterize the
evolution of the concentration of point defects as a function of temperature. There are two main
types of annealing: isothermal and isochronal annealing.
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Isothermal annealing consists in keeping the material at a certain fixed temperature and
observing the temporal evolution of the parameters related to the defects. The concentration of
defects follows generally the law:

‘jj_f:_Kexp[_Ea/kBT]cn, (121)

where E, is the activation energy for the process and n is the order of the process.

Isochronal annealing consists in keeping the material at a certain temperature for a fixed time
tann. The material is then analyzed and subsequently taken to a higher temperature T, for the same
fixed time tann. The procedure is then repeated for higher temperatures.

1.4.5. Introduction of point defects

The introduction of defects is important both in device technology and material characterization.
Shallow impurities, for instance, need to be introduced in the material in order to confer to it
specific electrical properties. From another point of view, defects can be introduced for the purpose
of studying their (detrimental or benign) effect on the properties of the material. The ability to
control the introduction of defects is therefore crucial for the study of their properties. The most
usual ways by which defects are introduced are the following.

Incorporation during growth (impurities).

This technique is used during the growth of substrates or epitaxial layers of semiconducting
material. the incorporated defects are usually shallow dopant impurities, which determine the type
of conductivity of the material. In some cases impurities giving rise to deep levels can also be
incorporated, when semi-insulating materials are needed: the presence of a significant amount of
deep levels tends to pin the Fermi energy deep in the gap, thus depleting the bands from free carrier.
An example of this procedure is V incorporation in SiC. The incorporation is achieved by adding
appropriate amounts of the impurities species to the molecular flow in MOCVD epitaxy or to the
molecular beams in MBE. This technique is not spatially resolved, due to the layer-by-layer growth
mechanism.

Diffusion from the surface (impurities).

If the diffusivity of the semiconducting material is high enough, impurity species can be diffused
to the bulk from the surface. This technique has the advantage of spatial resolution, as it is possible
to choose a priori the surface regions where the impurities will diffuse into the bulk. Applications of
this technique are in the fabrication of field-effect transistors (FETs) in Si and GaAs, where
diffusion of acceptor impurity occurs in previously n-doped regions, thus creating p*-n junctions.
This process is not viable in WBG semiconductors like SiC or GaN. These have much stronger
molecular bonds than Si and GaAs, resulting in a very low diffusivity for impurities. Spatially
resolved doping of WBG semiconductors needs a somewhat more invasive technique.

Implantation (impurities and intrinsic defects).

Implantation is used for the spatially resolved doping of semiconductors. The spatial resolution
of doping by implantation is superior to diffusion, but the technique is much more invasive. Making
use of ions with energy of the order of kiloelectronvolts, it not only introduces impurity species in
the material, but also creates intrinsic defects due to the interaction between impinging ions and
lattice atoms. Displaced atoms can also give rise to reactions displacing other lattice atoms, what is
also called an atom cascade. An estimate of atomic displacements Ngisp by impinging ions can be
made by means of the following formula:
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1-f)E
N gisp =%, (1.22)
where fj is the fraction of energy lost by ionization, Eg is the energy of the impinging ion, and Ep

is the mean energy for atomic displacement, which is characteristic of the material. The displaced
atoms are not equally distributed along the path of the ion. The cross section for atom displacement
is indeed higher for lower ion energy. A very energetic ion (some MeV) will produce a low number
of intrinsic defects when just entering the material. When the ionizing and displacement interactions
slow down the ion, it begins to interact more and more with the surrounding lattice, until it
eventually stops. The ion ranges, i.e. the average distance travelled by the ion inside the crystal, and
the distribution of introduced defects can be estimated by dedicated simulation programs, such as
Srim2003 [SRIM]. In fig. [1.12] two examples of ion implantation are shown: a) 1 MeV protons
and b) 15 keV phosphorus ions in SiC. The differences between the two implantations are dramatic.
Protons penetrate for about 11 um in the crystal, and their distribution is peaked around their
average range. The vacancies introduced are also concentrated around the region close to 11 um
depth, whereas their distribution is almost uniform in the region close to the surface. Phosphorus
penetrates much less due to the lower kinetic energy, and it yields much broader distributions of

both ion ranges and damage events.
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Figure [1.12]. Simulated distributions of ion ranges and introduced vacancies in two cases: a) 1
MeV protons in SiC and b) 15 keV P ions in SiC.

Irradiation (intrinsic defects)
Irradiation has the same principles of implantation. The difference is that irradiation does not

stress the role played by the particle once at rest in the semiconducting material. Irradiation is
performed with light ions, such as H or He™*", with electrons, with neutrons or with X and y rays.
Each particle has a specific interaction with the lattice atoms and, therefore, yields a specific

damage. High energy protons or electrons are used to create significant amount of intrinsic defects,
while neutrons are able to react with the nuclei of the lattice atoms, yielding their transmutation to
other elements. Irradiation is used both as a way to introduce intrinsic defects in a controlled way,
and as a test for the reliability of devices working in high-radiation environments.
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2 Wide bandgap electronics

As already mentioned, WBG semiconductors are suitable for niche applications, for which silicon
or GaAs can not be employed. Here we revise some of the properties making WBG semiconductors
superior in specific electronic applications.

The wide optical bandgap allows the design of devices emitting in the whole range of
visible wavelengths and in the UV interval of the electromagnetic spectrum. The direct
bandgap favours GaN rather than SiC for active optoelectronic devices.

The low intrinsic carrier density, many orders of magnitude lower than that of Si, allowing
the design of devices operating at high temperature, high frequency and high power
applications.

The low leakage current in both p-n and Schottky junction devices. This is important in high
temperature and high frequency application, where it yields a reduction in power dissipation.
A low leakage (dark) current is also important for the operation of radiation detectors, as it
reduces noise and improves the energy resolution of the detector.

The possibility of creating Schottky contacts with higher barrier than Si-based devices. This
has the consequence that WBG based rectifiers can be built as Schottky diodes, with the
important advantage of eliminating minority carrier transport from device operation. The
presence of minority carriers, in fact, is a factor increasing the power dissipation and
decreasing the maximum frequency of high frequency switching devices.

The high breakdown electric field, sustaining an eight-fold larger voltage gradient, enabling
thinner active regions, lower on-resistances and higher-voltage operation.

The high thermal conductivity, highest in SiC (3.7 W/cm s), is a key parameter for heat
dissipation, with benign effects on device operation and lifetime. It becomes crucial at high
temperature operation. For this reason, SiC is often used as a substrate for GaN based
devices, as in the case of transistors and LEDs.

The high electron mobility, particularly in the 2-DEG forming at the interface of the
heterostructure AIGaN/GaN. This makes possible the design of high speed transistors, such
as the high electron mobility transistor (HEMT) or the heterostructure field-effect transistor
(HFET). These devices can operate at very higher frequencies, in some cases in the range of
hundreds of GHz.

The high saturated drift velocity, which for SiC is about twice that of silicon. This is another
factor useful for fast operating speed.

The relatively high binding energy, giving high mechanical strength, chemical inertness and
resistance to atomic displacement by impinging particles.

The above mentioned qualities concur to the high radiation hardness, commonly understood
as the stability of the parameters of a semiconductor device under nuclear irradiation
[Lebedev02]. It is usually verified that WBG semiconductors can withstand radiation
conditions at which Si and GaAs-based detectors quickly degrade.
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Although the practical applications of WBG semiconductor-based devices will occupy a
marginal market volume, estimated as about a tenth percent of the whole semiconductor market in
2008,and Si will remain the semiconductor dominating the market. However, the market will also
be growing: new applications, for instance, will be found and implemented for high temperature
operation of SiC power devices; though niche applications, they will be fairly important to many
products and systems affecting modern human life [Neudeck02].

The device fabricated from WBG semiconductors are already a multitude. In the following, we
will illustrate the properties of some selected examples: GaN LEDs and SiC Schottky diodes are
tightly related to the development of this thesis; however, we will briefly mention some other
devices which are also important in this overall look into the world of wide bandgap electronics.

2.1. GaN-based (opto)electronic devices

2.1.1. Light-Emitting Diodes (LEDs)

As far as 2003, the external quantum efficiency of GaN-based LEDs could reach up to 30% at
blue-violet wavelengths [Hangleiter03]. Today, improvements have led to efficiencies as high as
60% [HéarlePD]. At the current level of 20 mA the emitted power is up to 21 mW in the blue and up
to 7 mW in the green. The reliability of these devices is high, as typical lifetimes can exceed
100,000 h. The applications made possible by the fabrication of blue and green LEDs are various,
and a potentially large market has been opened. Some of the applications are: full colour displays
with millions of LEDs, traffic signals, automotive applications such as tail- and front-lights,
backlighting for LCD displays, etc. These applications make use of the single-colour efficiency of
high-brightness LEDs, which is up to 50% for blue and up to 30% for green LEDs. Another
important application, still under development, is white LEDs for general room-lighting. White
LEDs are realized by using blue or UV-emitting LEDs and a luminescence conversion medium,
such as inorganic and organic phosphors [Hangleiter03]. Figure [2.1] is an optical micrograph of
one of the LEDs studied in this thesis, representing the cross section of the device with the active
region in evidence.

Fig. [2.1] Optical micrograph of the cross section of a GaN/InGaN quantum well light-emitting
diode during operation. The bright stripe corresponds to the active region.

These devices are based on a p-n junction. When the junction is forward-biased, both electrons
and holes populate the region in correspondence of the junction. As both carrier species are here
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present, there is the possibility for them to recombine. If the recombination is radiative, i.e. band-to
band or assisted by radiative recombination centres (usually isoelectronic impurities), the energy set
free is transferred to a photon [Sze] [Schubert].

Typical LED structures are based on an active region made of an InGaN/GaN multi-quantum
well (MQW). The MQW scheme is particularly efficient, for the following regions:

e The carriers are confined in the QWs, and dwell longer in the active region

e The spatial confinement increases the overlap of the electron and hole wavefunction, thus
increasing the recombination probability

e The x mole fraction of InN in the QWSs tunes the emission wavelength

e The active region is surrounded by material of higher bandgap, which is transparent to

photon of the emitted wavelength.

Usually, LEDs are fabricated starting with SiC or Sapphire substrates. The SiC substrate, more
expensive, has the advantages of being both electrically and thermally conductive, thus giving the
possibility of creating back contacts and yielding a more efficient heat dissipation, which, in turn,
has benign effects on the internal quantum efficiency and on the device lifetime. The structures of
LEDs with SiC and sapphire substrates are schematically illustrated in fig. [2.2].

The peculiarities of junction band structure, device working, emission and absorption of photons
by the device will be addressed to later, in the sections on the experimental techniques.

P-type contact P-type contact
p-GaN - Mg p-GaN - Mg
p-AlGaN - Mg 4 .
p-AlGaN - Mg N-type
i- INGaN/GaN MQW layer i- InGaN/GaN MQWs contact
B
n-Gay -8 n-GaN - Si
n-AlN — 8i buffer n-AlN — Si buffer
n-SiC substrate Al,O; substrate
a) b)

N-type contact

Fig. [2.2] Schematic representation of the cross section of an InGaN/GaN multi quantum well light-
emitting diode a) with conducting SiC substrate and b) with insulating sapphire substrate. The relative
layer thicknesses are not in scale.

2.1.2. Laser diodes

Laser diodes (LDs) represent a step further in the emission of electromagnetic radiation. Unlike
LEDs, emitting a relatively broad spectrum of incoherent radiation, LDs yield emission with a very
narrow lineshape of coherent radiation. This is due to the feedback mechanism, which concurs to
the stimulation of the emission of photons from an extremely narrow energy interval. The feedback
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is usually achieved by means of a resonant cavity, which can be either internal (i.e. the diode dice
itself) or external (mirrors) [Saleh&Teich].

The first pulsed operation of a GaN-based laser diode was in 1996, followed by the continuous-
wave operation one year later [NakamuraFasol]. These laser diodes with lifetimes greater than
10,000 h were also based on the InGaN/GaN MQW system. Today’s nitride lasers can work for
over 15,000 h at continuous-wave operation , with an output power of about 30 mW and a threshold
current density as low as 1.2 kA/cm?®. The range of wavelengths at which laser emission has been
achieved in these devices is 370-450 nm. The most promising application of nitride-based laser
diodes will be ultrahigh-density optical storage in next generation DVDs [Hangleiter03].

2.1.3. AlGaN/GaN transistors

Another recent development of I1I-nitrides is the use of heterostructures for electronics
application, exploiting the high electron mobility of the 2-DEG forming at the interface of the
AlGaN/GaN system or in an AlGaN/GaN quantum well. In this way, transistors for high power,
high frequency and high temperature applications have been fabricated and are approaching
commercial distribution, with power densities outperforming those of silicon or GaAs-based
devices. The most common design schemes are the high electron mobility transistor, coming in the
simple (HEMT) and in the pseudomorphic (p-HEMT) version. In the simple version, the 2DEG
resides at the interface between an AlGaN and a GaN layer, while in the pseudomorphic version the
2DEG is confined in a strained (pseudomorphic) GaN quantum well sandwiched between two
AlGaN layers. The high mobility is achieved by modulation doping, i.e., by the spatial separation of
the Si donors from the 2DEG system, preventing impurity scattering in the transistor channel. A
layer scheme of a HEMT is depicted in fig. [2.3]. Nitride-based HEMTSs provide good linearity,
operating frequencies as high as several tenths of GHz (in some cases even hundredths), and high
power output. SiC substrate are preferred because of their heat-sinking properties, although, unlike
in the case of LEDs, are not meant to provide the possibility of a back-contact fabrication [Mills04].
The AlGaN/GaN heterostructure can also offer potential application in the field of sensor devices
[Stutzmann02].

Gate

Gate

Source Drain Source Drain
TifAl - GaN TifAl TifAl - GaN TilAl
n-AlGaN n-AlGaN
i-AlGaN i-AlGaN
. E— i-GaN QwW
i-GaN 2DEG i-AlGaN 2DEG
a) SI-SiC b) S1-SiC

Fig. [2.3]. Schematic section of a) a HEMT b) a p-HEMT based on the AlGaN/GaN heterostructure.
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2.2. SiC-based electronic devices

2.2.1. SiC radiation detectors

Radiation damage can affect various properties of a detector. Phenomena connected with the
alteration of these properties are the increase of the leakage current, the decrease of charge
collection efficiency (CCE), the removal of free carriers from the conductive regions of the device,
and sometimes the inversion of conduction type due to the introduction of electrically active
defects. Radiation hardness is the inertness of these device parameters to high doses of radiation
[Lebedev02].

Due to its physical properties SiC, due to the wide gap and to the strength of its chemical bonds,
has been seriously considered as a valid alternative to silicon for the production of radiation hard
ionizing particle detectors. An important driving force for the development of SiC-based detectors
has come from the construction of the large hadron collider (LHC) at CERN in Geneva. The
collaboration CERN RD-50 aims to the development of detectors able to withstand the higher
irradiation fluences that will affect them: a large amount of research is made for the improvement of
silicon-based detectors, but also the possibility of using SiC is investigated [Moll02] [Sellin06].
Our group at the University of Bologna is currently involved in this collaboration, and our
contributions span from the characterization of the radiation hardness of several SiC detector
schemes to the study of the defects introduced by irradiation by means of DLTS and other
experimental techniques.

The usual design of a detector includes a p*-n, n*-p or a p*-i-n™ diode structure, operating under
reverse bias, as illustrated in fig. [2.4]. A space charge region is formed, and the p* and n* regions
act as electrodes. lonizing particles produce ionization in a semiconductor when they are slowed
down or absorbed. Thus, electron-hole pairs are formed, which are then separated by the electric
field and collected at the electrodes, yielding a current pulse in the detection circuit. The current
generated is well correlated with the impinging particle energy.

Impinging particle

p* SiC

erated e-h pairs
SiC
il

n* SiC

a) b)
Fig. [2.4]. a) Scheme of cross section and b) band diagram of a radiation detector based on SiC
operating under reverse bias.

A detector should have a low concentration of impurities and defects, because these cause a
diminution in the current pulse amplitude due to recombination of electron-hole pairs and scattering
of charge carriers. Moreover, a low concentration of dopant impurities extends the thickness of the
space charge region.

A wide bandgap is useful in a detector, as it reduces significantly the rate of thermally generated
charge carriers raising the noise level. On the other hand, it also represents a disadvantage: a

2-5



particle with a certain energy, ideally transforming all its energy for the generation of electron-hole
pairs, generates 3 times more particles in Si than in SiC. Detectors based on SiC, therefore, have
lower pulse amplitudes. However, for low signals, the reduction of the noise level is more important
than the reduction of the signal level, so that the overall signal-to-noise ratio (SNR) is improved for
SiC-based detectors. Furthermore, SiC-based detectors still have a high SNR at temperatures which
are unattainable for Si-based devices, needing external cooling to keep the intrinsic carrier level
sufficiently low [Lebedev04].

2.2.2. SiC power devices

The main driving force for SiC market is represented by the application of SiC-based power
devices to high temperature, high frequency and high power applications. The factors favouring SiC
for such applications have already been discussed: high breakdown field, low leakage current, high
Schottky barrier height, high thermal conductivity, etc.

Particularly for switching applications, there is a peculiarity definitely favouring SiC with
respect to Si. The high Schottky barrier makes possible the fabrication of SiC Schottky barrier
Diodes (SBDs) which outperform the Si p-i-n rectifiers in the 600-1200 V range. Silicon p-i-n
diodes, in fact, tend to store large amounts of minority carriers in the forward-biased state, whereas
this does not happen in SiC SBDs, being unipolar devices. The stored minority charge has to be
removed by minority carrier recombination before the diode enters the proper off-state, This causes
long storage and turn-off times. The benefit of using SiC SBD lies in its ability to switch faster with
almost zero recovery charge. Furthermore, the recovery time grows in silicon p-i-n diodes with the
temperature, due to the increase in majority carrier concentration, while such dependence is not
found for SiC SBDs, which can easily operate at 200°C [AgarwalCREE].

SiC is especially considered for high-temperature power electronics. High temperature at the
junction can be either a consequence of heat production at high power operation, or due to the
ambient temperature at which the device is required to operate. In both cases, it is crucial that
device operation is not hindered by thermally activated mechanisms, and that an efficient heat
dissipation is provided by a high thermal conductivity. SiC has all these properties, and rectifiers
based on it can properly operate even at T=600°C [Neudeck02].

Our group has been recently involved in the study of defects in SiC-based power diodes, in a
collaboration with Politecnico di Torino and International Rectifier Corporation Italia (IRCI).

2.3. Integrated GaN-SiC electronics

At the end of this part about wide-bandgap electronics, it is worth mentioning some examples of
integrated electronics between SiC and GaN, going beyond the usual “epitaxial layer — substrate”
relationship.

2.3.1. GaN-SiC heterojunctions

Growing GaN on SiC substrates has become a common procedure in the last few years. SiC
substrates offer a low lattice mismatch and both electrical and thermal conductivity. However, there
are some examples of devices where the functional relationship between the GaN and the SiC layers
are of more complex nature. Although these devices remain somewhat exotic and do not represent a
large impact for the market, they are nevertheless interesting from a more fundamental point of
view. Some of these devices have been developed as early as 1994, like the GaN/SiC heterojunction
bipolar transistor [Pankove94], when the growth techniques did not offer very good crystal qualities
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yet. This device, consisting in the sequence of an n-type GaN emitter, a p-type SiC base and an n-
type SiC collector/substrate, was among the first examples of transistor able to operate at T=260°C
with very little degradation of its properties. The fabrication of GaN/SiC n-p heterojunction diodes
made possible the determination of the band offsets between GaN and 6H-SiC. These
heterojunction diodes were electrically characterized, showing also ideality factors (see section
3.1.3) very close to one. The band offsets were determined as Ec>“-Ec®*"=0.11eV and E\*°-
Ev®"=0.48eV, thus describing a type Il alignment [Torvik98].

2.3.2. GaN-SiC integrated devices

Radiation detectors, such as those illustrated in section 2.2.1 based on SiC need a front end
electronics as an implementation. The front end electronics usually consists in a transistor acting asa
a signal amplifier. Si-based detectors are driven by Si electronics, but they can not operate for harsh
environment conditions, at which SiC is the only feasible choice. Currently, a project founded by
the Italian Ministry of University and Research (MIUR) in cooperation with former Alenia Marconi
Systems is under way, with the participation of our group at the University of Bologna, aiming to
the fabrication of SiC radiation detectors with GaN-based front end electronics (consisting in an
AlGaN/GaN heterostructure transistor). The potential advantage of such GaN/SiC integration are a
high energy and spatial resolution, the possibility to operate at high temperatures without the need
of expensive cooling systems, the large area and volume and the radiation hardness.
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3 Electrical Characterization

3.1 Current-Voltage (I-V) characterization

Current-Voltage (1-V) characterization is among the most common experimental techniquesin
semiconductor device physics, for various reasons. First, the |-V characteristics gives information
about the operation of the sample as adevice: the I-V of adiode, evidencing its rectifying
properties, is completely different from the -V of an ohmic resistor; the I-V of atransistor
evidences what the amplification or logical capabilities of the device are, and many other examples
could be mentioned. Secondly, the I-V characteristics give a significant amount of physical
information. From the analysis of |-V datait is possible to draw conclusions about the presence of
defects, about the goodness of the contacts, the potential barriers governing the transport of charge,
the presence of hetero-interfaces, etc.

In the following the main applications of this characterization will be shortly revised. For amore
in-depth analysis, many semiconductor materials and devices handbooks offer the details [ Sze],
[McKelvey], [Neamen].

3.1.1. 1-V characterization of a Schottky junction
In a Schottky-n-type junction the current transport happens mostly by thermionic emission of
majority carriers over the metal-semiconductor barrier. Other transport mechanisms involve
diffusion, recombination in the junction region, or tunnelling through the barrier.
Thermionic model
The dominant process for current transport in the analysed samples is thermionic emission over

the barrier. According to this model, the current depends on the voltage according to the following
expression [ Sze):

svad 2l
KT KT

with

(3.2)

* 2
A*=47:emk
h3

(3.2)

also called the theoretical Richardson constant of the material. The value

(3.3)

is the saturation current of the diode, which is strongly temperature dependent.
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Diffusion model
According to this model the current-voltage characteristics follows the law [ Sze]

SR

with

1/2
Ju = e’D,N¢ [ eVy ~V)2N, exp _en
D KT £ KT

S

(3.5)

where D, isthe diffusion coefficient for electrons, N¢ is the equivalent density of statesin the
conduction band, Vy; isthe built-in potential. The expression for the diffusion current is similar to
that for the thermionic current; however, the saturation current has a weak dependence on the
temperature and a strong dependence on the applied voltage in the diffusive model, while it depends
mostly on the temperature in the thermionic model. This is useful in order to discriminate the
dominant current transport mechanism. In many cases, both mechanisms coexist at the same time,
though thermionic emission dominates.

Tunnelling model. I deality factor

The tunnelling mechanism for current transport is usually found in heavily doped
semiconductors or a low temperature operation [ Sze]. The current due to tunnelling can be
expressed through

3 0 expl-eg, / Ey] 6

2\em 3.7)

The resulting forward current density, given by the superposition of tunnelling current and
thermionic current, can be re-expressed as

J CJgexp[eV /nKT], (3.8)

where n is called the ideality factor, and is extracted from the experimental characteristics as

e ov
KT a(InJ)

n (39

The ideality factor is close to one when the diode forward characteristics resemble closely that
of the thermionic model, and tends to grow when other factors play a significant role in current
transport.
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Other charge transport mechanisms in Schottky junctions can be the injection of minority
carriers at large forward bias, and the generation current due to deep levelsin the gap in reverse
bias. This latter mechanism is also found in p-n junctions, so it will be treated in the following
sections.

Soft breakdown. Didlocation-assisted tunnelling

Under certain circumstances, for instance when a high dislocation density is present in the
device, tunnelling mechanisms can be enhanced under reverse bias, which is also called soft
breakdown. This case has been reported in InGaN blue LEDs grown on sapphire [ Fang00]. When
this dislocation-assisted tunnelling occurs, the reverse |-V characteristics tend to have the form
1=V,

3.1.2. 1-V characterization of a p-n homojunction

The current-voltage characteristics of a heterostructure-based LED are essentially governed by
the same mechanisms of the abrupt p-n homojunction, with some differences due to the presence of
bandgap discontinuities. In any case, the heterostructure-based LED is a p-n junction, thereforeit is
abipolar device, where charge is transported by both electrons and holes. The equations describing
the current-voltage characteristics of p-n junctions have a form which is very similar to those for the
Schottky diode, yet the physical parameters appearing are different.

Diffusion model
The simplest model for charge transport in abrupt p-n junctionsis the diffusive model, which
predicts current-voltage characteristics described by the Shockley equation [ Shockley50], [Sze]:

Sy

with the saturation current density given by the sum of the saturation current densities of
minority electrons J, and holes J,

Jg=3,+3, ={Dpp”° +_D"nP°J
b L), (3.11)

where D, are the hole and electron diffusion coefficients, respectively, Ly, arethe hole and
electron diffusion lengths, respectively, pno and nyo are the equilibrium concentrations of holes on
the n-side and of electrons on the p-side of the device, respectively. This expression can be
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simplified in the case of one-sided p*-n junctions like those we analysed. In this case pno>>npo, SO
that the contribution to the current comes mainly from the holes on the n-side of the junction:

3 Derpno Oe &n_.z 0762 exp[—i:|
L, V r, Np KT (3.12)

where it is supposed that Dy/ 7, o T'. The most significant temperature dependence is provided
by the exponential term. Plotting the Js values in an Arrhenius Plot alows thus to extract the
bandgap value.

3.1.3. Generation-Recombination currents

An important deviation from the ideal characteristics of current transport is represented by the
so-called generation-recombination currents. These currents can be explained by the theory of
recombination of excess carriers by Shockley, Read and Hall (SRH) [McKelvey]. This theory
describes basically the recombination of electrons from the conduction band with holes from the
valence bands assisted by electron states in the bandgap, also called deep levels or deep states (see
section 4 for more detail). According to the SRH theory, the recombination rate of excess electrons
and holesis

— CnCpNt(np - ni2)
Cy(n+m)+C,(p+p)

(3.13)
where C,, is the probability with which the deep level captures holes and electrons per unit

time, respectively, n=ng+ dn, p = pot+ P are the actual electron and hole concentrations, n;isthe
intrinsic concentration and n’,p’ are defined as

n'=N¢ exp[— E—& }

kT (3.14)

S

=N _
p VEXP[ KT

(3.15)

where E; is the energy level of the deep state. Under extrinsic doping and low injection
conditions in an n-type semiconductor, the following relationships are satisfied

Np>>Pg, N>P, nNy>n, n, >>p'

and eg. (3.13) reducesto

R:CpNt&):Q (316)
TpO

with
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rp=—t . (3.17)

CpN;

A similar expression is valid for the case of a p-type semiconductor under low-injection
conditions:

R=C N =" (3.18)
Z—nO
with
1
= ] 3.19
Z-nO Cn Nt ( )

The quantities 7,0 and 7,0 are the mean excess minority carrier lifetimes. Equation (3.13) can
therefore be applied in the two different situations of generation of carriersin reverse bias, and of
recombination in forward bias.

Forward bias recombination current. Ideality factor

Under forward bias, an excess concentration of electrons and holes is injected in the junction
region. If deep levels are present, they can assist the carriers in the recombination process. Using
the definition of the minority carrier lifetimes and the approximation that 7,0 = 7o = 7o, and
supposing that the trap level is at the intrinsic Fermi level, one obtains the maximum recombination
rate a the junction:

_n ev
Rrex ——eqo[ﬁ] (3.20)

from which the forward recombination current can be expressed as

Jiee = oM ap[i}, (3.21)
21, 2KT

where W is the bias-dependent space charge width. As the forward recombination current
requires the presence of both electrons and holes in the space charge region, it will not be found in
unipolar devices, such as Schottky diodes. The tota forward current is then the sum of diffusion and
recombination components (and possibly of other components, such as tunnelling)

I =Jp + e (3.22)

Thiswill yield forward characteristics like that illustrated in fig. [3.1], and described through the
expression

J =Jgexp[eV /nkT] (3.23)

where the n parameter is the already introduced ideality factor (see eqg. (3.9)). Usually, for a
large forward bias n tends to unity, as diffusion dominates. For lower forward bias, n is close to
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two, as recombination is more significant [Neamen|. Higher n values can be found in presence of
tunnelling or in heterojunctions.

Reverse bias generation current

The generation current is a phenomenon regarding both p-n and Schottky junction. To describe
the generation of carriers in the space charge region under reverse bias, one makes use of eq. (3.13),
considering the fact that the space charge region is depleted of free carriers, and thereforen = p 0.
Thus the recombination rate becomes

re-CiGN p on _ n (3.24)
con+Cop 1 1 T, '

N,C

p

Here the negative sign implies a negative recombination rate, that is a generation rate G= - R.
This leads to the expression of the generation current

¢ enw
J. . =|eGdx=—""—. 3.25
gen v([ X 22_0 ( )

The most important feature of the generation current is that, unlike the reverse diffusion current,
it does not saturate, but it increases regularly until the bias is so high that it provokes the junction
breakdown [Neamen]. The total reverse bias current is given by the sum of diffusion and generation
components, and its behaviour isreported in fig. [3.1].
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eV/KT
Fig. [3.1]. The effect of diffusion and gener ation-recombination currents on the actual 1-V
characteristics of adiode.

3.1.4. Seriesresistance

The net effect of aresistance in series with adiode is of lowering the actual voltage drop at the
junction edges. In this case the actual voltage drop is
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Vactual =Vapplied - IRS (326)
thus the forward current-voltage characteristics has the form

| =1 exp[e(V - IR,)/nKT] (3.27)

3.1.5. 1-V of heterojunctions

The current-voltage characteristics of heterojunctions are significantly different from those of
homojunctions, because of the more complicated band diagrams (figure [3.2]). In fact, the barrier
heights are different for electrons and holes, according to the particular band gap discontinuities
proper of the junction. Thisis a factor which controls the relative magnitude of the hole and
electron current, whereas in the p-n homojunction it is only the relative doping level to play arole.

Fig. [3.2]. Band diagrams of: a) a p-N and b) a P-n heter ojunction.

This can be exploited, as it is shown in fig. [3.3]. In this picture, the typical band diagram of a
[11-V LED is sketched. In LEDs the main concern isto have a high concentration of both electrons
and holes in the active region (usually intrinsic) of the p-n junction. Electrons and holes must dwell
for the longest possible time in the QW region, in order to efficiently recombine emitting a photon.
Asinl11-V semiconductorsthe diffusion coefficient is much higher for electrons than for holes,
electrons tend to occupy the active region for a shorter time. The problem isresolved by inserting
an AlGaN layer at the boundary between p-region and active region. As AlGaN has arelatively
higher band discontinuity for electrons than for holes, the electron current is significantly limited by
the presence of this blocking layer, whereas the hole current is hardly unaffected. This yields two
almost equal current component, which means a more efficient recombination process [ Schubert].
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Fig. [3.3]. The band diagram of a nitride-based L ED with an electron blocking layer

The presence of band discontinuities in heterojunctions allows one to treat the case similarly to
metal-semiconductor, considering the charge transport as a basically thermionic phenomenon, so
that the forward current has the form

J= AT exp[%}, (3.28)

where E,, is an effective barrier height. The barrier height is increased or reduced by the
application of an external bias. In any case, other factors, such as diffusion or tunnelling can play
significant roles, according to the junction structure and the operation conditions. Other
complications come from the discontinuities in the electron and hole effective masses in the
different regions of the junction. The |-V characteristics can still be described with the help of an
ideality factor. However, the values that the ideality factor can assume are no longer contained in
the interval between 1 and 2. In some cases, for instance in the case of a GaN/SiC n-p junction,
ideality factors very close to the unity have been obtained [ Torvik98]. In other cases, much larger
values of n have been reported.

3.1.6. Anomaloudly high ideality factors
When the ideality factor isn>>2.0, other factors than diffusion or recombination of carriers
must be taken into account. One of the factorsis tunnelling, as already mentioned. Another model
[Shah03] takes into account the formation of potential barriers at every heterointerface, fromthe
metal-semiconductor contacts to the semiconductor-semiconductor junctions. Each of the junctions

Is characterized by an own ideality factor n;. The current and the voltage drop V;>>KT at each
junction are given by

I =1y exp{nei] (3.29)

j
The total voltage drop is V= %V, so that the |-V characteristic of the structure is

V=>, =Z:[nj (kT/€)in1 —n, (kT/e)InIS-]. (3.30)
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Thus one has, rearranging the terms

anlnlSj

_ (e/kT)V + j

2 X,
j j

Inl

(3.31)

As the second summand in the above equation is constant, one obtains an effective ideality
factor for the heterostructure given by the sum of the single ideality factors of each junction (p-n
junction, unipolar heterojunctions and metal-semiconductor junctions).

3.1.7. Experimental setup

The I-V measurements have been performed with a Keithley 6517 electrometer. The computer
program sets the following measurement parameters:

* The scanning step AV
* TheAttimeinterval between bias change and meter reading.

The temperature at which the measurement is performed is controlled by the Lakeshore 330
temperature controller. The typical experimental setup for the I-V characterization is shown in fig.
[3.4].

LAKESHCEE 330

TEMFERATUEE
CONTEOLLER

4 PC
THERMO-

THERMO- COAE
CCOUFLE

SAMPLE HOLDEER

/ HEATER

_Hm

SAMPLE EEITHLEY 6517

ELECTRCMETEE.

Fig. [3.4]. Block diagram for the |-V characterization



3.2 Capacitance-Voltage (C-V) characterization

A p-n or a Schottky junction in reverse bias has a capacitance, which it will be referred to as
depletion capacitance. This capacitance depends on various factors: the doping concentration, the
temperature, the doping distribution, the built-in potential. The capacitance-voltage (C-V)
characterization is the measurement of the capacitance as a function of the reverse bias, and isa
paramount technique in semiconductor material and device characterization, as it givesthe
possibility of determining the doping density in the semiconductor and also its variations in depth.
Moreover, the capacitance may be affected by the presence of electronic states (deep levels) in the
gap, thus making it possible to characterize them by means of capacitance-based measurements.
Thiswill be illustrated in the next chapter, which deals with deep level transient spectroscopy
(DLTYS). A convenient situation for C-V characterization isthat of a one-sided junction, i.e., a
Schottky diode or a p*-n diode. In the following we will consider only n-type semiconductors as
active layers and metal-semiconductor junction. However, the formulae are also applicable to the
case of ap’-n junction.

In this section we will deal with capacitance-voltage measurements in one-sided junction under
different conditions of doping and composition. The case of deep levels present will be dealt with
after introducing the so-called Shockley-Read-Hall statistics for electron deep states in chapter 4,
dedicated to thermal spectroscopy of deep levels.

3.2.1. C-V characterization of a one-sided junction

Figure [3.5] illustrates the spatial variations of energy bands and Fermi levelsin a n-type
semiconductor in the vicinity of the metal Schottky contact for two different values of applied
reverse bias, Vi and V,. The distance x is measured from the metal /semiconductor interface, and wy
and w;, are the depletion distances for V=V, and V= V,, respectively. I ncreasing the absolute value
of the reverse bias from V; to V, causes the transport of negative charge from the semiconductor
into the negative terminal of the external circuit. Therefore, the junction can be seen as an electrical
capacitor, with a capacitance C=Q/V, where Q is the charge stored in the depletion region. In the
same way, a small-signal (differential) capacitance Cs=dQ/dV can be defined.
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Figure[3.5] Electron energies and electric field values as function of depth x in a Schottky-n-type
junction for two applied reverse biases |Vi| < |V2|. The respective depletion distances are defined by w;
and w,. The general situation with non-uniform donor concentration is depicted here.

When the donor concentration Ny is uniform in a one-sided junction with an applied bias 'V, the
depletion width wis given by

w=_|—s-b : (3.32)

then the charge stored in the depletion region of width wis Ngw A, where A isthe junction area.
Therefore, Q is also given by the following expression:

: (3.33)
and the small-signal capacitance Csis
Cs =j_\?= A g_;evNDv =2
bV W (3.34)

which is exactly the expression for the parallel plate capacitor of area A and inter-plate distance
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In the case of a more general doping distribution, i.e. with Np(x) function of the junction depth,

we can find a similar results. The electric field variations due to a space charge density p(x) follow
Gauss's law

dé(x) _ p(¥) _eNp(¥)
dx & £

(3.35)

The areas under the respective &(X) curves are the voltages |Vpi-Vi| and [Vyi-Va|. If V2 isonly
dlightly larger than Vi, one can write:

V, -V, = AV (3.36)
and
W, =W, =Aw. (3.37)

Then, from fig. [3.5] one has

V, =V, = &(w)xw, (3.38)

and

&(w) - 40 AW:eND—(W)AW. (3.39)
dx £

X=w S

Now, eNp(w)Aw = AQ(w)/A , s0 that one finds

Ay = AQM)w

A
As, ' (3.40)

which leads to the same expression found in the case of uniform donor distribution

_AQ_&A

aAVowe (3.41)

Thus, the capacitance of a one-sided junction is equivalent to that of a parallel-plate capacitor in
both cases of uniform and non-uniform doping distribution. This allows the determination of the
depletion width w from the measurement of the junction capacitance, and, at the same time, to the
determination of the doping profile. In fact, from the expression (3.41), dropping the subscript s of
the small-signal capacitance for clarity

dc A C?

aw W £

s (3.42)

one can calculate, using
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d_V_(dC(W)J av
aw { dw ) dC (w)

(3.43)
and
_ dQ(w) _ dw
C(w) = YR eNp (W) Ad_V , (3.44)
the quantity
- » 1dc
C(w) = —eNp (W)e A arYa (3.45)

This eventually leads to the expression for the doping density:

N (W)= ——C (dcj_l— 2 [d (1JT. (3.46)

ee A2\ dV) e A|dvic?

This is the procedure by which one can obtain the doping profile by measuring the small-signal
depletion capacitance. More rigorously, one should consider that the small-signal capacitance arises
from the movement of free electric charge (i.e. electrons in the conduction band in a one-sided n-
type junction) caused by the change in the applied reverse bias. Therefore, the quantity Np(X)
should be substituted by the quantity n(x), the electron density in the conduction band at the edge of
the depletion region, in all above expressions. If the doping is uniform and there are no deep levels
present, the donor density and the free electron density generally coincide at room temperature.
However, if the doping distribution varies strongly with x, diffusion of free electrons causes n(x) to
be different from Np(X). In this case, the results of the C-V measurements yield the values of n(x)
[Stradling], [Sze], [Rhoderick], [OrtonBlood]. So, from now on, we will refer to the charge density
measured by C-V characterization as to the apparent carrier density (ACD), which we will identify
using the symbol ncy(X).

3.2.2. C-V characterization of non-uniformly doped junctions

As already mentioned, the effect of a non-uniform doping distribution in the n-type part of the
junction of ap”-n or a Schottky-n junction is that by C-V profiling one does not measure the doping
profile, but the free charge density at the edge of the depletion region. We will from now on
indicate the charge density measured by C-V (eg. 3.a.15) by ncy(X), while the free-electron density
profile in the conduction band, which is defined for a certain applied bias V, will be indicated by
n(x).

If Np(X) has any sharp gradientsin the x direction, these gradients are smoothed out in the n(x)
distribution because of diffusion effects. In other words, diffusion makes n(x) vary more slowly
than Np(X), which also has the consequence of measuring ncv(X) # No(X). The scale on which the
free charge distribution is smoothed out is typically given by the Debye length Lp:

L, = |5 (3.47)
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inwhich k is the Boltzmann constant and T the temperature of the sample. In the proximity of
an abrupt change in the doping profile occurring at X=X,, N(X) varies approximately as

n(x) O exp[—%} (3.48)

This behaviour is followed also by the measured charge density ncy(X). Figure [3.6] showsthe
situation of a GaAs Schottky junction with steps in the doping concentration. The band diagram and
the conduction band electron profile n(x) have been simulated for the unbiased structure, whereas
the ncv(X) has been calculated from the free charge profile simulations at different biases. One can
see that both the free and the apparent charge profiles are smoothed out at the points where abrupt
doping changes occur. One can also notice how the smoothing length (the Debye length) is smaller
in correspondence of the step a x=300 nm, where the doping level is higher, than in correspondence
of the step at x=600 nm. Another important remark is about the difference between n(x) and ncw(X):
these two quantities differ because the first one is defined as an in-depth profile at a certain bias,
while the second one as a differential quantity, obtained by varying the bias applied to the sample.
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Fig. [3.6] Simulation of band diagram and free charge profile @ OV and of apparent charge
concentration in a Schottky-n GaAs junction with abrupt stepsin the doping concentr ations.

3.2.3. Effectsof quantum confinement of carriers

When the carriers are confined in Quantum Wells, their distribution should be calculated by
means of a self-consistent Schrodinger-Poisson (SP) procedure. The results of such a procedure are
illustrated in fig. [3.7] for a double quantum well (DQW) nitride-based heterojunction, without
consideration of polarization-induced fields. In figure, the band diagram and the distribution of
electrons in the conduction band n(x) have been calculated with a self-consistent SP solver for the
unbiased structure, and compared with the profile calculated classically, with the only application of
Fermi-Dirac statistics for the carrier distribution. Various studies can be found in the literature on
the interpretation of C-V characterization on QW heterostructure junctions: it can be demonstrated
that this technique is very powerful, as it can give important information about the structure of the
junction, evidencing the charge accumulation peaks due to the presence of confined carriersin the
QWs [ Tschirner96], [Moon98], [ZervosD2]. Although a classical approach can be regarded as
satisfying in many cases, because it accounts for the main broadening effect of the apparent charge
distribution, i.e. the Debye broadening [ Tschirner96], the SP procedure has to be considered more
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accurate [Moon938|, asit aso calculates the effects of the broadening related to quantum
confinement. As it can be seen from fig. [3.7], the quantum calculation has the main features of
smoothing the charge distribution in the wells and raising it in the barrier regions close to the wells.
In most cases, both procedures yield very similar band diagrams.
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Fig. [3.7]: Simulation of band diagram and conduction band electron concentr ations calculated by a
classical (dotted line) and a self-consistent Schrédinger-Poisson procedur e (dashed line) in a DQW
nitride-based heterostructure at zero bias.

The apparent charge density profile ncy(X) is found for QW structures in the same way described
in section 3.2.1. A simulation of atypical measurement isillustrated in fig. [3.8]. Here anitride-
based structure is considered. Two Iny1GaggN wells are embedded in a GaN n-type layer, with
uniform doping concentration in the bulk and with varying doping concentration in the active QW
region. The effect of electric fields arising from piezoelectric charges at the interfaces of layers with
different composition is also taken into account. In fig. [3.8].a) the capacitance-voltage and the
1/C?-voltage characteristics are shown. It is possible to see in the latter curves the variations of the
slope corresponding to the variations of apparent charge concentrations. These variations are then
evidenced in fig. [3.8].b), where the nc\(x) profileis shown, together with the n(x) profiles
calculated classically and quantum mechanically and with the band diagram for the unbiased
structure. The ncy(X) profile is calculated basing on the classical calculation. It is apparent that the
information given by the nc\(x) profile must be critically interpreted. First of all, the ncy(x) profile
appears as much more broadened than both n(x) profiles, what is mainly due to the fact that in the
proximity of the QWSsit is not possible to define an edge of the depletion region properly. Secondly,
one of the peaks corresponding to the QW on the bulk side is not clearly resolved. Third, the
apparent charge peaks are shifted towards the bulk with respect to the conduction band peaks. The
accuracy of the information given by the C-V characterization of QW structures varies with all the
structure parameters describing the junction: doping profile, In fraction in the QWs, well thickness,
barrier thickness, number of QWSs, temperature. The effect of some of these parameters on the
accuracy of the C-V measurement are studied in a work by Moon et a. [Moon98]. In any case, C-V
characterization allows one to visualize the position and the extension of the depletion region. In
some cases, if the inter-well distance is large enough, it makes it possible to assess the number of
QWs present in the structure.
Experimental C-V characteristics can be fitted by using Schrédinger-Poisson solvers. However,
due to the abundance of parameters in the fitting procedure, it is not convenient to extract the
structure parameters by fitting the C-V characteristic. Nevertheless, fitting can be used as a guide

3-15



for interpreting the experimental datain particular cases, for instance, when a sample exhibits
different C-V characteristics before and after certain treatments (current stress, heating, passivation,
etc.).

—8_ 15 -
9.0x10 1.5x10 — 3 ()
. —~ ; S n(x) classical @ 0V
8.0x10" 1 (?E ; ?: ~~~~~~~~~~ n(x) quantum @ OV
= < 1E17 N
O 7.0x10° c 5 =
w 1.0x10"~ = ®
-8
g 6.0x10% Ng £ 1E164 £
< THR =
D 5.0x10° ol = &
= 0q &
= L O 1E154
= 4.0x10° 5.0x10"™ @ =
g 5 &
o
© 8] = 1E14
S 3.0x10 ) 6
2.0x10° 3
. . . __ 100 1E13+—= . . -8
2 0 2 4 100 150 200 250
a) Reverse Bias (V) b) Junction Depth X (nm)

Fig. [3.8]. @) Simulation of C-V and 1/C?-V char acteristics of a GaN-In1GageN DQW one-sided
junction. b) Simulation of the ncy(x) profile (solid line) and of the conduction band electron
concentrations for the unbiased junction, calculated classically (dotted line) and with a self-consistent
SP procedur e (dashed line). The band diagram of the unbiased junction is also shown.

3.2.4. Seriesresistance and leakage current

A simplified equivalent circuit for a semiconductor diode (p-n or Schottky) under reverse biasis
shown in fig. [3.9]. The standard method of measuring the capacitance consists in determining the
component of the junction current that is 90° out of phase with the AC voltage superimposed to the
constant DC bias. A resistance in series with the junction capacitance produces an error in the
capacitance measurement, as it induces a change in the phase angle. Under most conditions, the
analysed samples have a low enough series resistance, so that the capacitance measurement can be
considered as accurate. Significant contributions to the series resistance can be due to the contacts
(Schottky and ohmic), to the external circuitry or to a high resistivity of the semiconductor layers.
The first two factors are usually easy to minimize. However, capacitance measurements of wide
bandgap semiconductors can become difficult at low temperatures, dueto the so-called freeze-out
effect. Shallow dopant levels, in fact, are at adistance of at least 0.1 eV from the respective band,
much more than in Si or GaAs. when the temperature drops to values lower than 100 K, the free
carriers begin to occupy the dopant states, thus depleting the bands. The net effect is a general
increase of the resistivity, and therefore of the series resistance Rs. Thus, at temperatures below 100
K the capacitance measurement of junctions based on wide-bandgap semiconductors becomes
Inaccurate.
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Fig [3.9]. The simplified equivalent cir cuit for a semiconductor diode during a CV measur ement

The formularelating the capacitance C, measured at afrequency fcap = 27@wto the real junction
capacitance is the following [ Schroder]:

C
Ch=———- 3.49
m 1+ a)ZRSZCZ ( )

From this formula one can see that for high values of the series resistance the measured
capacitance is a decreasing function of the real capacitance. This can seriously affect the
interpretation of DLTS results, which are based on measurements of capacitance differences,
occurring at low temperatures.

3.2.5. Experimental setup

The block diagram of the instrumentation used for the C-V characterization of the samples
analysed in thisthesis is depicted in fig. [3.10]. The building blocks of the setup are the Lakeshore
330 temperature controller, which makes it possible to perform measurements at different
temperatures, the Keithley 230 bias generator and the Keithley 3330 LCZ meter. The LCZ meter
has operating frequencies ranging from 120 Hz to 10° Hz. Measurements with frequency 1IMHz
have also been performed by using a Boonton capacitance meter. The measurementsis driven by a
software, with the following parameters:

e Thebiasinterval Viax, Vimin

* Thebiasstep 4V

* Thetimeinterval At between two successive bias values
» The LCZ meter operating frequency fcap

The same setup can be used for dightly different measurements, such as capacitance-frequency
(C-f) characterization and admittance spectroscopy.
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Fig. [3.10]. Block diagram for capacitance-voltage char acterization.
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4 Ther mal Spectroscopy

4.1.Deep Levels and theory of capacitance transients

4.1.1. Shallow levels and deep levels. Shockley-Read statistics.

In an ideal semiconductor there are no electron levels within the energy gap. In reality, defects
or the proximity of the surface make possible the existence of such levels. A commonly accepted
way of categorizing gap levelsisto divide them into shallow levels and deep levels. Shallow levels
lie in narrow bands of few meV from the conduction or valence bands, while deep levels are
energetically more distant from the bands.

A typical example of the first category are the electron states introduced by means of dopant
impurities. The Schrodinger equation of the system crystal + impurity may, in certain cases, be
treated with the so-called effective mass approximation [Davies|, leading to a solution for the bound
states of the impurity similar to that of the hydrogen atom. The energy of the electron state is thus
interpreted as an ionisation energy with respect to the correlated band, i.e. to valence band for holes
on shallow acceptor states, and to conduction band for electrons on shallow donor sates. This
energy is estimated by the first term of a modified Rydberg series:

* 2
_ Mo %o
a - 2

me:

E, 136 eV, (4.1)

where misthe electron mass, m,,* is the effective electron or hole mass, and & isthe
permittivity of the material.

Deep states have a higher ionisation energy E; than the corresponding hydrogenic state.
Therefore, they are called so because of their deeper position in the energy gap. Deep levels are
mostly related to defects in the material: intrinsic defects, impurities, extended defects, etc. Some of
these defects are monovalent, i.e., they have only two possible charge states, some other may have
more charge states. In the following Shockley-Read statistics is illustrated for just monovalent
centres, although it is possible to generalize the theory to multi-valent centres [Look81]. Negative-
U centres, for instance, are multi-valent centres which can capture typically two electrons, and for
which the second captured electron is more tightly bound than the first one (unlike the common
case in which successive electrons bound to a certain centre are more and more loosely bound): as
a consequence, they tend to capture and emit two electrons at once, in order to acquire the minimum
energy configuration.

Deep levels may be distinguished into donor or acceptor centres according to the charge they
acquire in the case of occupation by an electron: donor centres are neutral if occupied by an electron
and positively charged (+e€) if ionised; acceptor centres have charge —e when occupied by an
electron and neutral if empty. Multi-valent centres may be amphoteric, assuming donor or acceptor
character according to their charge state.

Deep states are srongly localized spatially; as a consequence, there is a strong delocalisation in
the momentum space k; therefore, the transitions mediated by them couple to alarge number of
phonons and tend to be non-radiative. In order to define the characteristic parameters of a deep
centre, we use the scheme illustrated in fig. [4.1], where the four possible recombination and
generation processes for a generic deep level with ionisation energy E; (with respect to the
conduction band) and concentration N; are shown, along with the respective expressions of
transition rate per unit time and volume.
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Fig. [4.1] Emission and capture processes at a deep level: (1) electron capture from the
conduction band, (2) electron emission to the conduction band, (3) hole emission to the valence
band, (4) hole capture from the valence band. The small circlerepresents an electron.

Indicating as on, the capture cross sections of the deep state for electrons and holes,
respectively, the capture probabilities are:

c,=0,<v,>n for electrons, and (4.2
¢, =0, <v, > p for holes (4.3

where <vn,p>:(3kT/m*n,p)'1’ ? jsthe average thermal velocity of the charge carrier, and n, p are the
concentrations of free electrons and holes. Thus, capture probabilities are temperature-dependent.
Theratio of electron and hole capture probability determines the deep state behaviour. Deep levels
aretherefore classified as:
» recombination centre, if c=C,
* electrontrap, if c,>>¢p

* holetrap, if cn.<<c,

The emission probabilities can be found from the detailed balance of capture and emission at the
generic level t at thermal equilibrium. One has for electrons:

&N, f(E) =c,N[1- f (E)] (4.4
with the level occupation probability

1

f(E)= = (4.5

L+g e kT

whereby g is the degeneracy factor and E; is the Fermi level at temperature T. From eq. (4.2),

o E. -E ) ..
substituting n= N, exp(%] one obtains the emission rate for electrons:

e =0V >Ne ET‘ECJ (4.6)



and an analogous result for holes

:Up<vgp>Nv exp(E‘_EVj (4.7)

e
KT

p

The properties of the deep centre may thus be categorized basing on the emission properties; one
has:
» recombination centre, if ee,

* electrontrap, if e,>>6,
* holetrap, if e<<g
The dynamics of the thermal generation-recombination process is governed by the continuity

equation expressing the time variation of the occupation of the state. Indicating with ny(t) and with
pr(t)=Ni-ny(t) the number of captured electrons and holes, respectively, one has:

dr;t(t) =(C, +ep) P (D) — (c, +e)n(t) =a(N, —n (1)) -bn ()  (4.8)

with a=cy+ e, and b=c,+e,. If the carrier concentration are steady (¢, and e,, constant), it is

easy to integrate (4.8) with the initial condition n,(0) imposed by the experimental conditions. One
has then:

N, (t) = n,(c0) +[n,(0) — n (c0)] exp[—(a + b)t] (4.9
For t—o0 the concentration of electronson level t is:

C, *e,

N, =
C,+e,+c, +8,

()= N, (4.10)

Responding to a perturbation which varies their occupation, the electron population evolves
exponentially with the following time constant

r=[a+b] ™" =[c, +e,+c, +e,]7" (4.12)

independently of the concentration of the deep level N.. Significant simplificationsin egs. (4.9 —
4.11) may be due to the fact that only one of the four capture/emission coefficients is dominant in
most experimental conditions [Miller77].

4.1.2. Deep levelsand junction capacitance

We consider now, as afirst approximation, a Schottky or ap*-n junction with only one deep
state t present, with concentration Ni<<Np uniform in depth, introducing only one level at energy E:
from the conduction band. Figure [4.2] shows, as an example, the n-side of a Schottky or ap™-n
junction at a certain bias in presence of a donor trap (positively charged if empty, neutral if
occupied by an electron. In figure one can see the band bending in the space charge region of
thickness w associated with the positive charge of the shallow donors. The Fermi level crosses level
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E: a vy, yielding different occupation conditions. In the region 0<x<y one can make use of the
depletion approximation, which yields, together with (4.2, 4.3)
c,=¢, =0 (4.12)

n p

so that emission processes dominate the kinetics of the traps; the continuity equation reads in
this case:

dn, (t)
——=e,p (1) —en () =-en(t). (4.13)
dt P
Space vy
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Fig. [4.2] One-sided junction with a donor deep level
Being also e,>> e, the steady-state electron population of the trap is given by

ep

e, +e,

n, () = N, =0. (4.14)

Thus, the space charge density associated with traps results equal to +eN;, as non-occupied
donor traps are singly positively charged. In the transition region y<x<z capture phenomena should
not be neglected, as diffusion of free carriers from the neutral region can yield a non-zero free
carrier density, which can be usually described by

n(x) = n(w) exp[— (WL‘ZX)Z} , (4.15)

&

KT
e’Np
shallow donors are empty but the trap is occupied, can be calculated from the Poisson equation,

yielding, for a Schottky barrier

Aw=w-y= }2—?@’,\'—_\/ (4.16)
D
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where L, = isthe intrinsic Debye length. The width of the transition region, where




The effects of the transition region can be neglected in afirst approximation, provided the
applied bias is such that

V >>(E; -E)/e-¢ . (4.17)

In the following, this hypothesis will be considered valid. Corrections will be developed, if
needed, in the sections dealing with the experimental data. Analogous results can be obtained when
considering a deep level of acceptor type or a p-type semiconductor. Further corrections to the
theory in cases of heterostructure devices or non-uniform shallow dopant concentration, will be
treated in the sections dealing with experimental results.

Table 4.1 summarizes the different possible cases of contribution to the space charge by deep
levels in the depletion region.

Table4.1: Density N, of charged centresin the depletion region, accor ding to semiconductor type
and deep level type.

Deep Level type metal-n or p’-n junction metal-p or n*-p junction
Donor Np+ Na-px
ACCGptOf Np-n; Na+ N

The measurement of the differential capacitance of the junction requires the superposition of a
small oscillating voltage 4V, with frequency won the reverse bias V. When deep levels are present,
the corresponding charge variation is

AQ = AQ(Y) + AQ(W) , (4.18)

where the first term isrelated to the variation of trap occupation at depth y, and the second term
to the variation of the space charge region depth. For the example in fig. [4.2] one can write,
considering a small increment

dQ =eN, dy+e(N; — N, )dw. (4.19)
The measurement is conditioned by the time constant of the traps, i.e., at high frequency, with

a>>e =1/t (4.20)

the response of deep level to the solicitation istoo slow, and it remains continuously at the
occupation level defined by the polarization V. Therefore, the measurement is sensitive only to the
charge variation taking place at the depletion region edge w. If, for instance, only one deep level, of
acceptor type, with density N; and with Ei< Ec-E;:, the effective density sensed by the capacitance
measurement is Np-Nt.

A different caseis at low frequency: if

a<<e =1/t (4.21)

isvalid, thetraps at depth y are able to discharge, so that the contribution to measurement
consists of both states at x=w and at x=Yy. In this case, with an acceptor trap, the charge density is
Nb-N: at x=w and N; at x=y. Therefore, the capacitance depends, approximately, on Np only. In the
case of high frequency (4.20) the charge variation is only at the depletion region edge w, which can
be estimated, neglecting the transition region, as



2, @ +V
e Ni(w)

w= (4.22)

where N;(e) is the total space charge in the steady state, with contributions from both shallow
and deep levels, asintab. 4.1. Therefore, the differential capacitance is given by [Miller77],
[OrtonBlood]

£ _ |€& N, (o)
2 @+V

CO = (423)

s s

4.1.3. Capacitance-Voltage measurementsin presence of deep levels. Compensation

Deep levels in a semiconducting material may give rise to compensation effects, i.e, to a
rearrangement of the free carrier concentration in the bands [LookGaAs|. Acceptor-like levels, for
instance, subtract a net amount of free charge from the conduction band in n-type materials. The
presence of deep levels may significantly affect the capacitance-voltage (C-V) characteristics.

C-V measurements, as described in chapter 3, provide a method to measure the profile of the
apparent charge density ncy in a Schottky junction. The apparent charge density ncy is in most
cases roughly equal to the free charge density n in conduction band (for n-type material). The
differences between these two quantities are due to the presence of deep levels in significant
concentration. The present description is limited to the case of deep levels in a one-sided n-type
junction. We also assume here, for simplicity, that the concentration of doping and deep levels is
uniform in the analysed region. This leads us also to drop the x dependence in the expressions for
the apparent charge density ncy and for the conduction band electron density n.

The contribution of deep levels to the measurement of ncy can be classified into two main
categories: first, acceptor-like deep levels tend to lower n at the edge of the depletion region and in
the neutral region, i.e., they compensate the material. Secondly, deep levels (donor- or acceptor-
like) in high concentration provide charge oscillations due to trapping and de-trapping of free
carriers in that part of the depletion region where their energy level and the Fermi level cross
[Miller77], [OrtonBlood].

Figure [4.3] reports an example of a Shockley diagram used for the calculation of n in
compensated 4H-SIC. Inthe illustrated case, we report deep levels introduced by proton irradiation.
The Shockley analysis is based on the occupation number of each level according to Fermi-Dirac
statistics. An analogous statistics describes the occupation of multi-valent centres [Look81]. The
neutrality condition, which is strongly influenced by the presence of deep levels in significant
concentration, determines the position of the Fermi level E; This, in turn, determines the
concentration of free carriers in the conduction band:

T 3/2
n(T) = NC(%J exp|(E; - E, )rkT], (4.24)

where T is the temperature in Kelvin, k is the Boltzmann constant, Eg is the energy gap and N is
the equivalent density of states in the conduction band of the semiconductor.
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Figure [4.3] Shockley diagram for 4H SiC with a set of deep levelsin the upper bandgap.

In order to calculate the expected ncy the response of the deep levelsto the oscillating voltage of
the capacitance meter must be considered. As is well-known [OrtonBlood], this response is
governed by the occupation level of the traps and by their emission rate for electrons:

€ (T) = V0 T2 exp(%) : (4.25)

where dr; is the deep level capture cross section for electrons, and E; the defect enthalpy, and

*) 2
Y. = 4"::;" J67 is a constant material parameter. Temperature variations allow the monitoring of
g
variations of capacitance, and therefore of apparent charge density due to deep levels. The expected

Ncv can be modelled as a function of temperature T in the following way:

1
Ny (T) =N(T) +Z N{l— o (4.26)

&(T)/ 27 e ) )’

where N; isthe deep level concentration and fcap is the capacitance meter frequency. The
concentration of a negative-U centre must be multiplied by a factor two in order to account for the
double electron emission, and similar care must be taken for multi-valent centres. The lorentzian
function by which the deep level density is multiplied in the second summand of eg. (4.26) is
somewhat arbitrarily chosen, but it has the property of being equal to one if e<<fcap, and zero if
e>>fcap. This occurs because when the emission rate is lower than the operating frequency, a net
contribution to the measured charge is given by the deep levels in the region where their energy
levels cross with the Fermi level [Miller77]. Equation (4.26) is a good enough estimate of ncy,
provided the reverse bias is high enough for the so-called A effect to be neglected [OrtonBlood)].



4.1.4. Capacitancetransients

Deep levels are characterized according to relations (4.6) and (4.7). By reducing the applied
reverse bias from V to V', the space charge region width diminishes fromwto w very fastly,
compared to the typical response times of the generation-recombination mechanisms related to deep
levels. Therefore, the concentration of free carriers can be regarded as stationary in the region
w <x<w . Asthe free carrier concentration is much higher than under equilibrium conditions (bias
V), the condition c,,ch>>€,,6, is valid. The time constant for the charging up of deep levelsisthen:

r.=1l/(c, +c,)

, (4.27)
while the steady state electronic occupation is
c, N, for eectron traps
N () = C. +cC :{ Ot for hole traps
n " p _ (4.28)

Upon rapidly changing the bias to the previous value V, the occupied traps in the depletion
region empty with the following time constant:

Td = 1/(en + ep)
(4.29)

Neglecting again the transition region, one can write the depletion region width as a function of
time

wit) = |25 BtV
e N (4.30)

and the high-frequency differential capacitance as

cit)y=—= |% N, (t)
w(t) 2 g +V _ (4.31)

Summarizing these results, it is to be noticed that the emission of a majority charge carrier from
atrap, either acceptor or donor type, corresponds always to a net increase of the space charge,
because in this case a shallow ionized centre is no longer compensated. On the contrary, the
emission of a minority charge carrier yields a net decrease of the space charge. Therefore, it may be
useful to categorize the deep centres as follows:

* maority carrier trapsif ém>> €nin

* minority carrier trapsif emi<< €min
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4.1.5. Transent spectroscopy. Majority and minority carrier trap parameters

In the case of a Schottky-n or ap-n junction the width of the space charge region can be
decreased by means of abias pulse in forward direction V'; after that, the bias can be set back to the
previous value V. The electron traps charge up during the pulse and discharge after the pulse, so that
the high-frequency capacitance has atrend like that illustrated in fig. [4.4], and is given by

C(t) = &s =\/% N, () —n(t)

wt) \ 2 @+V | 4.32)

where n(t) is the solution of eq. (4.9) with ny(0)=N;, i.e. n(t)=Nexp(-ent). Under the hypothesis
of uniform concentrations and with Ni<<Np, the relative variation of capacitance can be
approximated as follows:

ACH) _CMN-Cy_ [ n® - n® __Nepl-ef
Co Co N, () 2N, () 2N, () (4.33)
1 (2) 3) (4)

Steady state,

Forward pulse
V<

reverse hias vV

Steady state,

reverse bias discharge reverse bias
v Deep level transient v
charge up
& B B [ E KR R K ] & & ¥ & & ¥

AN AT . |51

_____ RIS

2)

(1)

(4)

(3)

L

t=0
Fig. [4.4] Effect of a forward bias pulse applied on a reversely biased junction in presence of a
majority carrier trap.

This quantity, calculated for t=0 yield, as afirst approximation, the concentration (which is
underestimated, if not all the traps are occupied at t=0) of the deep level:
4-9



N, = 2N, 260 (4.34)
C:O

In the case of ap’-n junction it is possible to generate transients due to minority carrier traps,
thisis not possible in a Schottky junction, which is unipolar. Minority trap-related capacitance
transients are generated by injecting minority carriers by means of a forward bias pulse, with V' >0,
asillustrated in fig. [4.5]. Inthis case, under the usual conditions of doping concentration and deep
level concentration uniformity, and with Ni<<Np, the relative variation of capacitance is

AC(t) _C(t) -G, _ /1+ n® _, o n® _ N, exp[-e,t]
Co Co N, () 2N, (o) 2N, (o) . (435

From this relation the concentration of minority carrier traps can be estimated as

N, = 2N, 200
Co (4.36)
(1) @) 3 )
Forward pulse reverse bias V
Steady state, V=0 . Steady state,
reverse bias discharge reverse bias
v Deep level transient v
charge up
LN X ] L EE N NN ] LN X ] LN X ]
_____ e oS00 ____ L ooo | ___ | _ _ _ S
s D
&
2)
C
3)
) (
4
t=0 -

Fig. [4.5] Effect of a forward bias pulse with V'>0 applied on areversely biased junction in
presence of a minority carrier trap.
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From (4.6) and (4.7) one can notice that e, are function of temperature. Being <vy,> ocTY?

n,p «T¥2, one can re-express the emission rates as:

and

AG
en,p = yn’pa'n’pTz e(p(_ﬁJ (437)
4m. k?
Voo = — NP Jo7r (4.38)

gh

where yis aconstant material parameter, AG=TAS+AH is the variation in the Gibbs free energy
accompanying the emission of an electron AH=Ec-E; for electron traps, AH=E;-Ey, for hole traps. In
any case it should be noted that E; is not the exact value of the energy level in the gap, but an
approximation, as the energy distance of the deep level from the conduction or valence band
corresponds to the variation of the free energy AG. Under the hypothesis that o, is independent of
temperature, one can re-write the previous equation as follows (here in the case of electron traps):

2
In%zln(ynan)—A—f+% : (4.39)

The experimental procedure is usually the following: one measures the time constants (or the
emission rates) of asingle trap at different temperatures, then plotsthe collected datain an
Arrhenius plot [In (T%e,); 1000/T] (seefig. [4.6]). Thus, astraight line should fit the data. The slope
of the line is proportional to the enthalpy associated to the emission of the carrier to the respective
band, and the intercept is related to the capture cross section.

4H Proton 6.5 MeV Ti contacts

500 400 300 200 K 100
10° 17— T T

[ % Z1/Z2
10° jé

— 10° &

» F

Né E

§ 107 3 AE=065

c,=1.8x10™

2 l 4 I 6 ’ 8 I 10
1000/T (K™)

Fig. [4.6] Example of Arrhenius plot for Z,/Z, centrein 4H-SIiC. In figure the parameters of the
trap arereported (the energy in [€V] units, the capture cross section in [cm™?] units).
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4.2.Deep level transient spectroscopy (DLTS)

The origins of DLTS technique go back to the 70's, when this experimental method was
developed [Miller77]. Thistechnique is still one of the most used and accurate methods for
characterizing electrically active deep levels and determining their parameters. DLTS is based on a
temperature scan of the capacitance transient of the analysed sample. The DLTS signal is
univocally related to e, by means of the rate window concept, which will be illustrated in the
following. The measurement procedure isillustrated in fig. [4.7].

5
L

Temperature

b
L

=)
Y
-

Bias
|

b
L

||

— s

Capacitance

¥

Fig. [4.7] Typical variation over time of significant quantities during a DL TS measurement.

A negative bias is applied to the sample, so that a certain region is depleted of free carriers. At
each period P a pulse of duration t, and amplitude V, is applied to the junction. The duration of the
pulse affects the filling level of the traps, while the amplitude can be related to the region probed by
the bias pulse:

* Vp<V:inthiscase an interval inside the space charge region is selected. This can be
useful if oneisinterested in concentration profiles of traps close to the surface or to the
junction region, although more sophisticated techniques, such as DoubleDLTS, should
be used for that.

*  VpaV +Vyi: the whole space charge region is repleted with free carriers.

* V>V + Vg Inp-njunctions, minority carriers are injected from the opposite side of the
junction, thus making possible the observation of minority carrier traps.

4.2.1. Ratewindow concept

One way to introduce the rate window concept is by considering the DLTS technique based on
the boxcar correlator. In this technique, the capacitance transient subsequent to each bias pulseis
sampled at two different timest; and t,, and the difference between the capacitance values at these
two instants is considered. Thisisthe DLTS signal, which we consider as a function of temperature
T:

4-12



S(T) =AC(T) =C(t,, T) -C(t,,T)
, (4.40)

which, under the hypothesis that transients are exponential with inverse time constant
en=an ) T°exp(AE/KT), is equivalent to the relation

S(T) =2 Nfexpl-e,(Mt] -epl-e, (M1} (4.41)

In order to calculate the emission rate as a function of the temperature, one has to consider the
point of maximum/minimum signal:

dS(T) _ dS(e,) de, _ (4.42)
aT de, dT

Thisis equivalent with finding

dase) _ (4.43)
de,

asit isalways verified that

% o ot (4.44)
dT

The temperature at which the signal has a maximum (minimum for minority carrier traps) is thus
correlated to the emission rate according to

6 =20 (4.45)
2

In-=
t

One seesthat e, is a quantity depending on the constants t; and t,, which are fixed at the

beginning of the measurement. The time interval t»-t; is also called rate window, and the procedure
Issummarized in fig. [4.8].
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Fig. [4.8]. @) Dischar ge capacitance transients at different temperatures, with the rate window t;-t; in
evidence; b) associated DLTS signal.

4.3.DL TS with non-exponential transients

So far DLTS has been considered under the hypothesis that the emission processes have
exponential transients. However, in many cases this hypothesis is insufficient. Many circumstances
may lead, in fact, to non-exponential capacitance transients. First of all, eg. (4.36) isan
approximation valid when ni<<Np. If the trap concentration is not much lower than the doping
concentration, the first part of the transient is no longer exponential. Secondly, there can be two
deep levelsin the gap with similar parameters; thus, their signal are superimposed to each other, and
sometimes one deep level can not be distinguished from the other. More complex cases can occur,
I.e. when a particular defect is associated with deep levels having a continuous spectrum of
activation energies: in this case the single, discrete level with activation energy Ec-E; is substituted
by a deep level band described by a density of states ni(E). This last cases can be divided into other
particular cases. the defect can distorce the bands if occupied by charge carriers, which also
modifies the capture and emission kinetics. Again, the electron states giving rise to the continuous
density of states can have alocalized behaviour, if every level emits independently of the others, or
a bandlike behaviour, if the captured carriers tend to rearrange very quickly in order to occupy the
lowest-energy states of the defect. Inthe following we will analyse some of these cases, which are
very important when considering electron emission from extended defects.

4.3.1. Superposition of several discrete deep levels

If two deep levels have similar parameters, the signal associated to their emission isthe
superposition of two different transients. The corresponding DLTS signal is the linear combination
of the theoretical DLTS signals associated to both levels. If the trap parameters are very similar, it
may not be possible to separate the contribution of either level. An example isreported in fig. [4.9],
illustrating a simulation of the DLTS given by two levels with similar parameters. For many values
of the rate window, the peaks can not be separated. However, one can notice that for the lowest
emission rate (most left peak) a shoulder, corresponding to the first trap, appearsin the spectrum. In
such cases the most convenient procedure is to estimate the trap parameters from Arrhenius analysis
(if the peaks are separable), then to double check the consistency of the results by fitting the DLTS
signal with a Levenberg-Marquardt algorithm reproducing the DLTS spectrum yielded by two
levels.
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Fig. [4.9] Simulation of DL TS signal from two neighbouring discrete levels. The deep level
parameters and the rate windows are given in figure.

4.3.2. Continuous density of states of deep levels

In some cases it may occur that defects of the same type have different energy levels and
therefore different energy distance from the conduction band. This occurs, for instance, in the case
of point defectsin the neighbourhood of a dislocation. A dislocation, in fact, distorcesthe
surrounding lattice, which has the effect that intrinsic defects, such as vacancies or intertitials, or
also impurity defects, “sense” a different environment according to their distance from the
dislocation. A different case is the Poole-Frenkel effect, where the energy level of defectsin
presence of different values of an external field (e.g. a different distance from the junction planein
the depletion region of a device) are modified by the external field. Another important case is that
of semiconductor alloys: in aternary semiconductor, such as AlxGayxAs, Al and Ga are usually
distributed quite uniformly in the volume; however, regions with higher Al concentrations can be
next to regions with lower Al concentration. As a consequence, the bandgap is no longer uniquely
defined for the whole semiconductor: domains with lower bandgap will neighbour domains with
higher bandgap. Similarly, the same defect will have lower or higher energy levels, according to the
Al concentration in the neighbourhood. The case of AlGaAs and InGaAs ternary alloys has been
studied in detail by Omling et al. [Omling85]. In order to account for alloy broadening, a Gaussian
density of states was introduced for a single defect type:

M= e -E 25| (4.46)

where Ny is the total concentration of the defect, Ey is the average defect energy level, and Z is
the standard deviation of the energy level. When each defect of this distribution of states emits
electrons after the DLTSfilling pulse, under the hypothesis that the capture cross-section is
independent of the energy, the collected signal is:

(o)
NtO

S(T)=Z\/§T

[ —

{expl-e,(E, T)t,] —expl -%(E,T)tzl}ap[-%}dE . (4.47)
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In the case of a Gaussian-like broadening, the best procedure is usually to estimate cross-section
o and average activation energy E;p from the spectra by Arrhenius analysis, then to extract Ny by
fitting the spectra with a Levenberg-Marquardt algorithm, keeping the o and E; values fixed and
having 2 and Ny as fit parameters.

4.3.3. Effect of junction field : Poole-Frenkel effect

Another case where the capacitance transient is non-exponential is when the emission rate e,
depends on the electric field in the space charge region. According to the Poole-Frenkel model
[ Ganichev00], the potential energy barrier associated to a deep level can decrease in presence of an
electric field. In this case the emission rate is enhanced by the presence of an electric field
according to the following expression:

3
&) =6,(0) exp[%\/;z} - (4.48)

Thus, the measurement becomes more complicated, as the dependence of the emission rate on
the field is also a dependence on the position of the deep level in the space charge region. For high
reverse biases, the same deep level emits in different positions with different emission rates, as n(t)
isgiven by:

n( = [ 0D e (0opan, (4.49)
W

where w; and w, are the edges of the space charge region before and during the filling pulse,
respectively. The Poole-Frenkel effect is important in the characterization of deep levels because it
is usually associated with donor-like deep levels in the upper bandgap of n-type semiconductors,
whereas acceptor-like levels do not exhibit similar field-induced emission enhancement.

4.3.4. Extended defect with associated potential barrier

The distortion of the bands is a phenomenon occurring very often when an extended defect is
present in a semiconducting material. First, an extended defect like a dislocation may produce both
compressional and dilatational strain, thus inducing local variations in the energy gap [ Pankove].
Secondly, when an extended defect charges up capturing electrons, the charge associated to the
electrons is concentrated locally on the defect, so that variations in the potential energy can occur
near the extended defect. When electrons are captured on a dislocation line, a depleted region builds
up around the defect line, along with an electric field and a potential barrier [Read]. If the trapping
of electrons is not too large, i.e. only afraction f << 1 of the defect Satesis occupied by electrons
one can consider the potential difference as proportional to the occupation level:

e =af | (4.50)

This has an influence on the capture and emission kinetics of free charge carriers. In the portion
of crystal close to the defect avariation of the potential causes a variation of the local density of
free charge carriers. If we consider e® asthe rise of the valence and conduction bands (the Fermi
level keeping at a constant value), here the free carrier densities are modified as follows:
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n=n,exp[—ed/KT] (4.51)
p = p,expled/KT] (4.52)

where n and p are the electron and hole densities, respectively (the O subscript refersto
equilibrium conditions) [Figielski64]. If, for instance, one considers a discrete level E;, the equation
describing the kinetics of thetrap is:

df_ 20 _ -af _ 2 _Et_EC
E—UVT @ f)exp[ﬁ} oyt e>(p|: KT :| (4.53)

The solution of this equation has alogarithmic behaviour f~Int for f(t=0) = 0. For larger t, the
behaviour becomes exponential. Generally speaking, the states associated to an extended defect
should not be described by a discrete level E;, but by a continuous distribution (density of states)
n(E). Figure [4.10] illustrates schematically the band distortion associated with an extended defect
neutrally charged if empty, and negatively charged if occupied by electrons.

Fig. [4.10]. Band distortion induced by an extended defect

Bandgap electron states can have different behaviours according to the relaxation times of the
captured carriers to the minimum energy configuration. If the trap is such that the captured carriers
reach the minimum-energy configuration with a speed I'; much smaller than the typical emission or
capture rates e, Cy, the deep states are called “ localized” . Otherwise, if I'; >> e, ¢, islarge, so that
the captures carriers acquire very quickly the minimum-energy configuration, the deep states are
called “ bandlike” [Schroeter95], [Hedemann95].

Localized states

In these states single deep levels give a contribution to the formation of an energy barrier
associated to the defect, but do not communicate with each other. An example for such states could
be the point defects gathered around a dislocation where a strain field is present. In this case the
distance from the dislocation line influences the energy level of the point defect, so that the
distribution of the point defects according to the distance has a counterpart in the distribution of
their energy levels ni(E). Indicating with f the occupation of asingle level at energy E, the filling
Kinetics is described by [Hedemann97]:

df (E, 1)
dt

—ak(t)

=oyT°[1- f(E,1)] exp[T

}-en(E)f(E,t) (4.54)
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with

F(t) =Z F(E.t)n (E') exp-e,(E")] (4.55)

where gis considered as a constant and t, is the filling pulse width. The system of differential
equations can be dealt with numerically in the filling phase of the DLTS period, while the emission
Kinetics is described by the analytical expression

Ct) 0D, f(Et)n(E)exp[-&,(EN] . (4.56)

Among the parameters appearing in the above equation, f(E,tp) is very sensible to the variation
of the duration of the filling pulse over various orders of magnitude. The results of a simulation of
DLTS signal from localized statesis reported in fig. [4.11]. One can notice that in this interval of
pulse widths the peak height grows almost linearly with respect to In t,,
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Fig. [4.11]. Simulation of DL TS signal from localized states associated to extended defects. In the
inset, the density of states used in the ssimulation isreported.

Bandlike states
Dislocation cores or metal inclusions may give rise to electron states whose energy levels

behave like a band, where the trapped charges tend to quickly occupy the levels with the lowest
energy available. For such trapsit is convenient to consider the total occupation level

F(t) =Z f(E't,)n(E") (4.57)

Moreover, it is convenient to introduce a quasi-Fermi level Eq describing the trap occupation
state in non-equilibrium conditions. The equation for trap kinetics is [Hedemann97]

FO - oyrta-Fen] D |-R(Ey), (458)
with
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-1
= E+aF(t)-E
R(Eq) =] ru(E)en(E){u exp[T‘”ﬂ dE . (4.59)
0
With some approximation it is possible to obtain equations that can be solved numerically. A
first approximation is the substitution of the occupation function of the deep levels with a step
function. A second approximation is making the hypothesis of a uniform density of states n(E) in
the interval AE=Emax-Enin. The equivalent emission rate is therefore given by

AEF (t)-Epin

R(F)=,c  Jel(E)E. (4.60)

E,

min

Finally, the differential equation for trap kineticsis

oF(t) _ 2ra —aF(t) | _ 5 KT _Ec —Euin AEF(t) |
5 - IL-F()] ap[ T } = ap[ T }[exp[ T } 1} (4.61)

which is more easily solvable numerically. Also in this case the DLTS signal, as shown in the
simulation of fig. [4.12], has a strong dependence on the duration of the filling pulse. The
peculiarity of bandlike levels isthat the peak temperature shifts towards lower temperature with
increasing pulse width t,. This is due to the fact that when the filling pulse gets longer, levels closer
and closer to the conduction band are filled and can emit.
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Fig. [4.12]. Simulation of DL TS signal from bandlike states associated to extended defects. In the
inset, the density of states used in the ssmulation isreported.

4.3.5. Characterization of barrier height of the extended defect

When localized electron states associated with an electrically active extended defect are present,
one can characterize the barrier height as follows. One needs first to know at which temperature the
DLTS signal associated to the analysed deep level is maximum for a particular emission rate. After
that, one can stabilize the sample at that temperature and start to collect the DLTS signal no longer
as afunction of T, but as a function of t,. This procedure yields characteristics like that illustrated in

4-19



fig. [4.13].a). Fromthisplot it is possible to see that the DLTS pesk signal is almost proportional to
the logarithm of the filling pulse width for awide time interval (4 decades). After that, the signal
tends to saturate. The logarithmic part of the characteristics is well described by the following
formula [Omling85], [Wosinski89]:

t
Ny (t,) =nvy,o,IN; In{1+ 7"} (4.62)
with
KT -
7= (@][E—:J(n\&h%) L (4.63)

A deeper insight into the microscopic nature of the defect is given by the calculation of the
barrier height ed, another quantity dependent on the filling pulse width t,. This quantity is given by

= L SN L &
ed(t,) = kT[In(nvthantp) +In[tp(6nT latp)] In NT] (4.64)

where vy, isthe thermal velocity of carriers gy is the capture-cross section for electrons, n; isthe
apparent trap density given by the DLTS signal, and N; is the total trap density at saturation
[Cavalcoli 97]. The behaviour of the barrier height as a function of t,, is shown in fig. [4.13].b).
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Fig. [4.13]. @) DL TS peak signal at stabilized temper ature due to the emission from localized states
at extended defect as a function of filling pulse width. b) Barrier height associated with the defect asa
function of the filling pulse width.

The characterization of barrier height for bandlike states is somewhat more difficult because the
peak temperature shifts with varying filling pulse width.
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4.4. DLTSIn heterostructur e junctions and quantum wells

With extreme care, DLTS can be performed also in heterostructure junctions. In this case, many
factorsintroduce new effects that must be taken into account when interpreting the results of the
measurement. An obviously desirable feature of the junction isthat it isone-sided. Thisallows a
first determination of the region which is actually probed during the DLTS measurement. The C-V
profiling of the junction should always be performed before analyzing a sample by DLTS, in both
cases of homo- and heterojunctions. In the latter case the ncy(X) or the nc(V) profile are even more
important, as they give information about the band discontinuities that are present in the junction:
thus, the experimentalist can choose appropriate settings of DLTS parameters Vs, Vrey, in Order to
probe the region of interest or to make aDLTS profile along the junction.

The technique of the DLTS profiling, i.e. making successive runs i, i+1,i+2, etc. varying V,,,
and setting v/t = V!, allows one to probe the trap behaviour in the different regions of the

heterojunction, and investigate if there are particular effects in correspondence of interfaces
between different materials and quantum wells. The choice of the bias parametersis up to the
experimentalists, and must keep into account that the probed region must be sufficiently wide to
collect agood signal, and sufficiently narrow so that the information collected is localized enough.
The example of the quantum well, described in the next section, is interesting from this point of
view. Under certain hypotheses, a QW can be regarded as a giant trap localized at a certain junction
depth x. If we suppose that the QW is sufficiently near the junction, a Vs;=0 is sufficient to fill it
with electrons, that will give rise to a capacitance transient when the reverse bias V;e, is restored. If
afilling pulse with lower amplitude is applied, the QW is not filled and thus does not contribute to
the DLTS signal. This is an example meaning to show how, under certain circumstances, it is
possible to discriminate between emission from a QW and from other deep levels. In the following,
the cases of QW emission and of the interaction of the deep level emission with permanent
polarization fields will be analysed more in-depth.

4.4.1. DLTScharacterization of a quantum well

Under favourable conditions, DLTS can be used to study the emission of electrons from a
guantum well, which also means the possibility to characterize the quantum well itself. The QW
acts similarly to a*“giant trap”, an extended defect which can capture and emit electrons. Thus,
DLTS can be employed to measure the energy separation between the confined state and the top of
the barrier, asillustrated in fig. [4.14].
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Fig. [4.14]. Conduction band diagramsillustrating filling and ther mal emission from a QW: a)
immediately after the beginning of the filling pulse; b) at the end of the filling pulse; c) in reverse bias,
showing ther mal emission.

Provided the quantum well is in an appropriate position, which depends on the doping and on the
junction type, DLTS reverse bias and filling pulse can be adjusted so that the QW liesin the
depletion region with the reverse bias applied, and can be filled by a forward pulse. In the part a) of
the figure, the situation at the beginning of the filling pulse is depicted: electrons from the n-side
flow towards the junction. In b) the QW has captured a certain amount of carriers, which also yields
adepletion of two regions immediately left and right of the well. Thisis a strong analogy with the
case of the extended defect with a potential barrier associated treated in section (4.3.4). The
captured electrons tend to acquire very quickly the minimum energy configuration, filling the
lowest subbands first, then the higher ones, which is an analogy with the case of the band-like states
at extended defects of section (4.3.4). When the reverse bias is applied, shown in ¢), the carriers
trapped in the QW are emitted thermally and collected by the field, which yields a capacitance
transient. Detailed calculations [OrtonBlood] show that, if Ln.<<Xx, the capacitance transient is
given by

AC() _ Xy LuMwo
=W —e,t
C w W, expl—e,t]

Where n,o isthe initial carrier density in the well, and e, is the emission rate given by

_ 2m,7KT B’Z(Eb—aj [_Eb—a}
ew—aw<vn>2( o2 j T exp) T

Thus, assuming that oy, is constant and considering that <v,> acT*?, an Arrhenius Plot of In(e,/T)
versus 1/T should have slope (Ep-Eaz)/k.
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4.4.2. Effect of polarization fieldsin nitride-based MQW heterostructures

When quantum wells are present in the junction, they can influence the emission from deep levels.
Thisis possible, for instance, in nitride-based LEDs, where a polarization field is present in the QW
region due to piezoelectric and spontaneous polarization at the interfaces between different
materials. According to the crystal polarity, a net polarization electric field builds up pointing
towards the bulk n-side or towards the junction. For crystals grown with Ga-polarity, as most LEDs,
the field points towards the junction, as shown in fig. [4.15]. This can introduce new effects during
aDLTS measurement. Consider the diagramsin fig. [4.15], which show the sequence of a) the
junction at the end of the filling pulse with Vfill=-2V and b) the junction under reverse bias Vrev=-
3V. During thefilling pulse there isa significant carrier density in the well region, which can
suffice to fill the deep traps present. Other traps are filled by the free electrons at the edge of the
space charge region on the bulk side, at a distance x~110 nm.
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Fig. [4.15]. Effect of per manent polarization fieldsin a nitride-based M QW heterostructure: a) during

thefilling pulse, carriersfrom the conduction band ar e captured by deep levels; b) when the junction

isagain reverse-biased, carriers are emitted by the deep levels, but those emitted in the MQW region
ar e collected towards the junction, instead of being collected towar ds the bulk.

When the reverse bias is re-established, the traps at the boundary of the space charge region emit
electrons which are normally collected by the junction field to the n-side bulk region; at the same
time a different behaviour characterizes the electrons captured by deep levelsin the MQW region.
The carriers emitted from these latter traps, once emitted in the conduction band, experience a net
average field pointing towards the junction, which has the consequence to leave them confined in
the MQW region. Asthey are not collected to the n-region, they do not contribute to the capacitance
transient. Moreover, they possibly give rise to an inversion of the transient from negative to
positive, asthey are collected towards the junction.

4.5.Experimental setup

The DLTS measurement is performed as follows: the sample temperature varies slowly, while
the sample bias varies in a fashion like that described in fig. [4.7], with a fixed period P. Moreover,
the capacitance of the sample at reverse bias V;e,, and the capacitances during the transient at t; and
t, must be measured. In order to achieve this, we make use of the following experimental
equipment, which is depicted in fig. [4.16].

4.5.1. Temperature controller and cryogenic apparatus.
Thisinstrument, a Lake Shore DRC91C, allows one to set and control the temperature of the
sample. It isinterfaced to a computer by means of a NI board and aVisual Basic software. The user
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determines the temperature interval and heating rate through the software. For our setup, the heating
rate must be lower than 0.083K/s. The temperature interval can vary from 77K, i.e. the liquid
nitrogen temperature, to about 700K for SiC devices. Lower maximum temperatures are employed
for more delicate materials and devices, such as GaN-based LEDs. The sample is left in a cryogenic
apparatus, consisting of adewar containing liquid nitrogen, and a sample holder. A thermocouple
measures the temperature, while the sample holder can be heated by a Thermocoax cable with
resistivity 12.5 Q/cm.

4.5.2. Impulse generator and capacitance meter.

The impulse generator and the capacitance meter are, together with the exponential correlators,
building blocks of the Sula Technologies Deep Level Spectrometer. The impulse parameters that
are set on the impulse generator are:

» theperiod P

* thereversebias Ve

» thefilling pulse bias Vs

 the pulse duration (pulse width) t,.

The capacitance meter works at a frequency of 1 MHz, thus being able to reproduce accurately
capacitance transients with time constants of the order of some tens of ps. The output of this
instrument yield the reverse-bias capacitance Cop, and the capacitance transient, which is further
processed by the correlators and boxcar averagers of the instrument.

4.5.3. Exponential correlators and double boxcar averagers.

The deep level spectrometer incorporates four correlators, which play the role of reducing the
noise affecting the capacitance transient. The output of each correlator is then processed by a double
boxcar averager, which, in turn, yield as output the signal AC=C(t;)-C(t2). To each boxcar averager
correspond four different values of the couple (t1,t2), S0 that in a single measurement it is possible to
collect four spectra speeding up the experimental procedure. The ratio ti/t; is fixed and equal to 2.5.
The values of the emission rate en corresponding to the different values of the rate windows range
from 1.16 x 10* s* t0 2.33 s™.

The correlator performs the following operations:. the periodic signal consists of the sum of
noise N(t) and ideal signal, described by an unknown amplitude A multiplying the function
s(t)=exp[-ent]. The signal is filtered by means of a weighting function W(t)=exp[-t/7], produced by
an exponential function generator with variable time constant. The best measure S of the unknown
amplitude A

S= j [Aexp(—e.t) + N(O)W(t)dt (4.65)
0

occurs just when s(t)=W(t). This provides the best SNR.

The signal is the processed by the double boxcar averager. Here two input channels correspond
to two linear gates which sample the signal at instantst; and t,, while adifferential block yields at
the output the difference of the signals measured by the two gates. The measurement setup is
illustrated in fig. [4.16].
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5 Optical Spectroscopy

The term “Optical Spectroscopy” is very generic, meaning avast category of experimental
techniques. These techniques have in common that they deal with the interactions of photons with a
sufficiently narrow wavelength interval AA with the electrons in the semiconductor. These
interactions may be very diversified: absorption, emission, transformation, modulation of light by a
semiconducting material or by a semiconductor device are all examples of interactions between
electrons and photons. The diversity of interaction mechanisms is mirrored by the diversity of
processes that can take place: formation of excitons, promotion of electrons from valence to
conduction band, photon-assisted transitions from defect statesto the bands, are some of the
processes analyzed in optical spectroscopy. The fundamental issue is having photons of a narrow
energy interval interact with the material. Thisisthe key to most of the information about the
physical processes, as the energy position of spectral features indicate the energy needed for a
certain process to occur. Further, from the shape of the spectral peaks or variations, one can infer
information about transition probabilities or energy broadening; from the relative intensities of
spectral features one can obtain information about the amount of a physical process in the analyzed
part of the material. Moreover, optical spectroscopy results are highly significant when
optoelectronic devices are analyzed, as their operation is based on electron-photon interaction.

5.1.Photocurrent spectr oscopy in layered structures

Comparison of photocurrent spectra (PCS) of LEDs, which are heterostructure diodes, i.e.
devices with a certain degree of complexity in their structure, and of bulk GaN or other
semiconductors samples yields striking differences between these two cases. | limit here myself to
the description of photocurrent measured while lighting the junction of a diode, i.e. photocurrent as
a photovoltaic phenomenon. The case of photocurrent as an increase of photoconductivity of biased
homogeneous slices of semiconductor is not taken in consideration here.

Photocurrent spectra of bulk samples tend to be rather simple, showing a single peak in
proximity of the wavelength corresponding to the semiconductor bandgap, according to the relation
Ey=h/A, and other minor peaks possibly related to deep levels and other intragap photo-induced
transitions. The complexity of a heterostructure with respect to the bulk material is mirrored by the
complexity of its photocurrent spectrum. The presence of semiconductors of different bandgap
spatially distributed along the growth direction and the appearance of quantum phenomena, such as
the carrier confinement in quantum wells (QWSs) introduces in the PCS many new features, due to
the presence of regions having different absorption coefficients for light of a certain wavelength. It
Is possible, for instance, that light penetrates a first layer with arelatively high bandgap, being then
absorbed by a second layer with a relatively low bandgap. In other cases, light can be completely
absorbed by a first layer, thus not being able to reach the further layers, or, on the opposite, it can
pass through every layer of the heterostructure, not being absorbed anywhere. Moreover, a
heterostructure is made by layers of different index of refraction. As light can be transmitted or
reflected at each interface, interference between forward and backward propagating waves can
occur, leading to formation of maxima and minima in the field intensity along the structure. This
can happen provided the light source is coherent.

In order to generate photocurrent, it is necessary first that light is absorbed by the material. Only
if light is absorbed it can generate charge carrier pairs. The generated pairs must then fulfil some
conditions to be transformed into photocurrent, i.e., they have to be collected by the electric field
present in the junction region before they recombine. Charge carriers can thus be collected either if
they are generated in a space charge region, where the electric field is present, or they can diffuse to
the space charge region from adjacent regions. As arule of thumb, it is clear that the further the pair
is generated from the junction region, the lower is the probability that it diffusesto the space charge
region and is collected by the electric field.
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Thus, basically one needs three elements in order to generate a photocurrent: a non-zero light
intensity, a non-zero absorption coefficient, and a non-zero electric field in the neighbourhood of
the point where the photon is absorbed and an electron-hole pair is created. These are the basic
ideas of the model, which will be discussed more in detail in the following.

5.2. Study of thelight intensity profilein a semiconductor heter ostructure

The problem of the propagation of light in a semiconductor heterostructure, that in first
approximation may be regarded as a more or less absorbing isotropic medium, can be quite simply
solved in the framework of classical optics with the approximation of the incident light beam as a
monochromatic plane wave. This is a good approximation for our experimental set up, in which a
guasi-monochromeatic beam exiting the slot of a monochromator is directed on the sample by means
of an off-axis mirror. A very detailed description of the problem and of its solution is given in the
book by Born and Wolf [BornWolf]. The method illustrated is known under the name of “transfer
meatrix algorithm”.

5.2.1. Transfer matrix method for the solution of the problem of light propagation in an
absorbing isotropic medium

An electromagnetic monochromatic plane wave of angular frequency w can be described
through the electric field amplitude and direction Fo and &, respectively, as well as through the wave
vector Ko. In complex form the electric field is written as

e

=o(7 1) = & F, expli(k [F - )], Ko =K, (5.1)

C

whereby it is valid that &-ko =0 in order to fulfil the homogeneous Maxwell equations.

ifT™M

6, { 6, EifTE
)

Fig. [5.1] Reflection and refraction at an interface. The plane of incidenceisin the plane of the sheet.
Theelectric field components of a TM wave arein the plane of incidence, those of a TE wave are
perpendicular to the plane of incidence. Waves propagating backwar ds from the j-th medium are

omitted.

From Maxwell’ s equations one can also deduce that both the reflected and refracted waves at an
interface (Fig. [5.1]) are equally plane waves propagating in the plane of incidence. For isotropic
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materials, the angle of reflection is the opposite of the angle of incidence, and Snell’s law of
refraction is valid (no sin(&) = n; sin(@)), whereby ni= n(1+ix™) denotes the complex index of
refraction of | material. n/® is the real index of refraction and s is the attenuation coefficient.
Indicating with y=f,b the field propagating forward or backward, the electric field in the | material
Is therefore written as

— N — - — a) ~
F,, (F.t) =F,, expli(k;, 0 —at)], ki, =n —k (5.2
which, once rewritten, yields

- o at G - ok G
ij(r,t)=e><p(—nef;/(jttzkjyﬁf’)ije(p[l(nefjzkijf’—cut)],
(5.3)

abs
= a;” - - e W
F,(F.t) =e><p(—'Tkjy [F)F,, expli(n™ Ekjy [ - at)],

thus identifying the absorption coefficient of the | material o =2n"x™"aJc.

Rigorously, one has to be very careful in defining an absorption coefficient o™ for very thin
semiconductor layers, such as quantum wells in a heterostructure device. In QWs, in fact, the
guantum confinement of the electrons makes it impossible to consider the absorption of carriers as
something scaling with well width L. In this case, the only physically meaningful way to describe
the absorption of photons is through the definition of a coefficient =A@/ @, where @ is the
incident flux and A @ is the flux variation across the well [Blood00]. Keeping this in mind, we will
define here the absorption coefficient for a QW as &= k, / Lw in order to maintain a notation
consistent with the present method.

For the reflection/refraction at an interface placed a z=z (z is taken as the direction
perpendicular to the interface), one has to solve the problem according to the Maxwell equations,
taking into account the polarizations of the electric field perpendicular (TE wave) or parallel (TM
wave) to the plane of incidence. This leads to the linear system, which can be written as follows in
matrix form:

Formv (7)) +dm 1= 0 0 Fimm (Z;)

Foorm (Z)) _1 1-dimm 1+ 0 0 Fiomv (2;) (5.4)
Fore(Z) | 2 0 0 I+{we 1-{e | Fime(z)) , .
Foore (Z;) 0 0 1-{ie 1+ \ Fire (7))

where {irw=(n; cos(&) / no cos(8)) and Jre=(n; cos(g) / no cos(&)). From the formula it is
apparent that the TE and TM components of the field are independent and can be treated separately.

After entering the film at its interface, the field propagates through the homogeneous film to the
next interface. The field at the next interface at z=z+1 is given through the propagation matrix:

ijp(Z]-) _ e’ 0 ijp(zj+1) w _
(Fjbp(zj)]_(o e_iaj](':;bp(z,-ﬂ)]' 51‘”;3(2,41 z,)cos(d,) (5.5)

where p = TE, TM respectively.
For the fields emerging from the second interface, after some rearranging of the vector
components, one has

5-3



(FOfp(Zj) + Fopp (Zj)] _ Cos(a-j) _iZj_lsin(Jj) (FOfp(Zjﬂ) + FObp(Zj+1) (5.6)
Foo(Z;) = Fowp (2;) —id; sin(9;) cos(9;) Fotp(Zj+1) = Fopp (Zj41) , .

where the matrix can be indicated with T; and called the transfer matrix of the film j. If we
consider a model of a multilayer, whereby an infinitely thin film of the incident medium lies
between each two consecutive films, it is possible to define the transfer matrix of the stack of layers
as product of the transfer matrices of each film.

t, t
T= Ttotal = |_| T]_ - [tll t12 j . (57)
J 21

22

Once the problem has been set with proper boundary conditions (e.g. no wave propagating
backwards in the space after all the layers), one then defines reflectance R, and transmittance T, for
both polarizations as follows:

* 2
_ FoppF oo _|t11 i, —ty _t22|
P - * - ]
FOpr 0fp |t11 i, +iy +t22|

* ) (5.8)
_ FprF Nfp | 2 |

p - * 1]
FOpr 0fp |t11+t12 +t21+t22|

where Forp, Fobp and Fnip are the incident field, the reflected field and the field transmitted at the
last interface, respectively, for the polarization p. It is clear that reflectance and transmittance
depend on many factors, such as angle of incidence and wavelength, as well as on structura
parameters, such as thickness, refraction index and absorption coefficient of the stack of layers
considered.

The transfer matrix algorithm can also be used in order to track the amplitude of the electric
field inside each layer, which is very important if one has to know the intensity of the field point by
point, asit isthe case in simulations of carrier generation profiles.

5.2.2. Effect of interface roughness

The effect of surface roughness is a scattering of a certain fraction of light in random directions.
The losses from the light beam by scattering at a rough interface between media 1 and media 2 are
described by the scattering factors. Thus, in comparison with a smooth interface, the Fresnel
coefficient r1,=F1/F1 for the amplitude of the beam reflected from the rough surface back to the
medium 1 is reduced by a factor:

S =e<p[—%(4’jl—ajz} , (5.9)

and the Fresnel coefficient tio=F/F1¢ for the amplitude of the beam transmitted through the
rough interface to medium 2 is reduced by a factor

s, = ap[—%(zn("l/]—_nz)aj } , (5.10)
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where oisthe rms surface roughness of the boundary interface. Both formulas assume (i) o>>4,
(i) small correlation length of surface roughness and (iii) normal incidence of light. In the case of
oblique incidence the surface roughness o has to be reduced by the factor cos(4) [Poruba00].

5.2.3. Some calculation of reflectance, transmittance and field intensity profile of an
absorbing isotropic single layer

Asafirst set of examples, | start with some simple cases, i.e. a single non-absorbing layer. For a
single layer the expressions for transmittance and reflectance take on an analytic form:

t2
(1-r?)+4r sinzg, (5.11)

T=

R=1-T

where t and r are transmittance and reflectance of the single interface, respectively, and Jis the
phase change upon propagation through the layer. The result is valid also for absorbing media,
provided the complex index of refraction and complex phase change are taken into account.

As displayed in fig. [5.2].a. and b., transmittance and reflectance are not periodic functions of
the film thickness, but become damped oscillating functions. In figures [5.2].a. and [5.2].b. two
media with different absorption coefficient are compared. One can see that for the more efficiently
absorbing medium of fig. b. the transmittance assumes an exponential decay behaviour tending to
zero with increasing layer thickness, whereas the reflectance tends to a constant value. The relation
T+R=1isno longer valid, as energy is absorbed by the medium.
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The field profile in an absorbing medium is depicted in the plot in fig. [5.3]. One can notice a
region next to the first interface, where only an exponential decay isto be seen, and a region next to
the second interface, where many oscillations are present. Thisisto be explained as follows:. the
oscillations due to the interference of forward and backward propagating waves can build up only
where these two components have similar amplitude. This happens only in the region next to the
neighbourhood of the second interface, as thisisthe only region where both amplitudes (forward
and backward propagating) are comparable.
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Fig. [5.3] Field profile in an absorbing GaN single layer (TE component)
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5.2.4. Some calculation of reflectance, transmittance and field intensity profile of a
stack of isotropic layers

In this case the structure we deal with has a higher degree of complexity. Close analytical forms
for transmittance and reflectance are no longer possible, although expressions can simplify in some
particular cases. As the processes of reflection, transmission, absorption and interference between
backward and forward propagating waves were exposed in detail in the previous section, | limit the
exposition to some examples of calculations in some particular structures, which can be interesting
for clarity purposes. For smplicity’ s sake, the dependence on the incidence angles will here be
dropped too, and we will consider only normal incidence (6= 0).

After the field profile has been calculated, it is straightforward to calculate the field intensity
profile:

[(z,1) =§4—HQFTE(Z,A)|2 +|Fou (z,/l)|2), (5.12)

where £2) is the position-dependent dielectric permittivity of the material.

In Fig. [5.4] we report the field intensity profile for normal incidence on the following structure:
GaN — 600 nm; InGaN —400 nm; GaN — 600 nm. GaN |s assumed to have arefraction index n=2.3
(asitisthereal case), InGaN is assumed to have a refraction index n=2.6. The incident light has as
wavelength in vacuum A = 600 nm. The periodicity of the optical field intensity inside each layer is
d=2 A/n, whereby the factor 2 is due to the fact that the intensity is the square modulus of the field
amplitude, which has periodicity d’ = A/n.
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Fig. [5.4] Electric field profile for normal incidence on a GaN/ InGaN/ GaN layer, with no
absor ption.
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5.3. Photocurrent model

5.3.1. Samplestructure

The structure of atypical device used in the photocurrent smulations and experimentsis
depicted in fig. [5.5]. It is a heterostructure-based LED, though the model is also applicable to other
device types. The light falls upon the diode from the top, usually normally, although photocurrent
runs at different angles of incidence can be performed, in order to check the validity of the model
which considers all the effects of internal interference of the optical field. The sample has atotal
thicknesst, excluding the top and bottom ohmic contacts. The top surface is set at the coordinate O
onthe z axis. The edges of the depletion region, which can be calculated with a Schrédinger-
Poisson solver, are set at X, and x,. Thisis the structure to which the procedure illustrated in the
previous section is applied in order to calculate the optical field intensity profile and, subsequently,
the profile of photo-generated carriers and the photocurrent. Having already illustrated how to
calculate the field intensity profile, we describe now the model according to which carriers are
generated and can be collected by the junction, thus yielding the photocurrent signal.

B

» Z

t
t

0 X,

A A A A AAA Iy
p+-doped | p-doped || i-doped 4 InGaN n doped ilizztrzt:
GaN | AlGaN || GaN QWs GaN S g

Figure[5.5]. Scheme of the typical LED used for the PC experiments. Therelative thicknesses of
the different regions are not in scale.

5.3.2. Absorption coefficient dispersion relations

The problem of finding a suitable absorption dispersion relation, i.e., the relation between
absorption coefficient and light frequency, is not particularly simple if one is trying to simulate a
real device. Absorption dispersion relations are easily found for bulk material as GaN
[Ambacher96], [Muth97], athough one should keep in mind that even bulk materials can show
different absorption properties due to doping, extended defects, and other properties which can
vary. An even more difficult issue is to find the proper absorption dispersion for ternary InGaN
alloys, where the absorption edge is strongly dependent on the x fraction of In, especially when thin
InGaN layers are present in the heterostructure as Quantum Wells (QWSs). The absorption edge of a
QW is namely dependent not only on the x In fraction, but also on the electric field due to
piezoelectric polarization in strained pseudomorphic layers and to the bias applied to the device.
The behaviour of the absorption edge of InGaN QWSs can be modelled through Franz-Keldysh
absorption mechanisms and through electric field-dependent Quantum Confined Stark Effect
(QCSE) [Franssen04], for which knowledge of the structural parameters of the QW region, such as
the In fraction and the well thickness, is required.
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The dispersion relation for the absorption coefficient in bulk GaN was modelled as follows. as
for most common direct bandgap semiconductors, the absorption takes place for energies higher
than E4 and has the typical square root law [Bube]:

o (E) = AJE-E, . (5.13)

However, it is attested that in GaN there are significant band tailing effects, which make
absorption possible also for photons with energy lower then bandgap. This behaviour was modelled
by convolving a normal distribution with the absorption coefficient of eg. (5.13); this yielded the
absorption coefficient used for the calculation of photocurrent:

E

@i (E) = @'y (E) U ﬁapl‘(zj } , (5.14)

where A is a measure of the energy broadening of the absorption edge due to band tailing
effects.

As far as the absorption from the QWSs concerns, one can define an effective absorption
coefficient which is proportional to the joint density of states (JDOS) of the QW system, and to a
contribution by excitonic absorption (as excitons have higher binding energy in QWSs). The joint
density of states in a QW has a step-like behaviour [Davies|, with a certain amount of broadening,
caused either by thermal factors or by composition fluctuations. The step-like density of states can
be well reproduced by a set of Fermi functions, whose number has been limited to 2. The exciton
contribution is described through a Lorentzian function with a thermal broadening parameter
[Bulutay99]:

2B r C
aQW(E)z 2 2+ Cl + 2 )

T AE-E, ) +T E-E E-E,-E,

& 1+exp| - 5 91 1+exp —73

1 2

(5.15)

where B and C, » are normalization constants, Ee=E4-R and Eg are the exciton energy and the
effective bandgap energy (which, for QWSs, corresponds to the energy separation between the hole
and electron subbands). R is the exciton binding energy, while Eys is the energy describing the onset
of the second step in the JIDOS. I and D1 » are broadening parameters. The first summand in eqg.
(5.15) corresponds to the excitonic transitions. The Lorentzian function describing the excitonic
transition has a maximum for a photon energy equal to the exciton energy and a broadening
parameter I which should be roughly equal to kT (homogeneous broadening). Other distribution
functions could be used for the exciton transition, such as the Gaussian function. In this case,
however, other broadening mechanisms are supposed (i.e. interface roughness, disorder, €tc.). The
second summand describes approximately the interband transitions of free carriersin bulk material
or of electrons and holes in quantum wells.
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Fig. [5.6]. Example of dispersion relation for the absor ption coefficient a) in bulk GaN, b) in a QW
system, modelled according to egs. (5.14-5.15).

The sigmoidal function used is not rigorously physical, but it is mathematically convenient in
fitting procedures. for QW transitions, in fact, it reproduces efficiently the Urbach band talil
[Martin99], and it mimics the step in the absorption due to the step-like joint density of states. This
dispersion relation for the absorption coefficient is then easy to employ in fitting procedures. An
example of dispersion relation for both bulk GaN and a QW isgiveninfig. [5.6].

5.3.3. Refractive index dispersion relations
Refractive index n® (term by which we intend the real part of the complex refractive index
introduced in sec. (5.2), i.e. n= n"¥(1+i ™)) and absorption coefficient are connected by a

particular relationship. The complex refractive index, in fact, is connected to the complex dielectric
function & by the simple relationship

n=&= & +i & (5.16)

The real and complex parts of the dielectric function, which is the response function of a system
under the sollicitation of an incoming electromagnetic wave, are linked together by the so-called

Kramers-Kronig relations [ Davies):
1_F&,(Q)
== %2 qo 517
alw =2 _J;Q—a) (179

7 A7
Q-w ' (5.171b)
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where a=217UA and c is the speed of light in vacuum.

As a consequence, changes in the dispersion relation of one of these two quantities imply
changes in the dispersion relation of the other quantity, in the same spectra interval. In the case of
semiconductors, changes in the refractive index have to be expected in the spectral region close to
the bandgap of the material.

In the present calculation on optical field intensity along the heterostructure, the important effect
of the refractive index isthe role it plays in the phase shift of a wave over the thickness of a given
layer of material. This phase shift dependsis also proportional to the thickness of the material. For
thin layers as QWs, there are two facts to consider: one isthat, smilarly to the case of absorption
coefficient, it is not possible to define arefractive index of the layer properly, as the phase shift of a
wave across a QW does not scale with the well thickness [Blood00]; secondly, asthe QW layer is
very thin, the optical path length across the well is very small compared to the optical path length
travelled by the wave in the other layers of the heterostructure. Therefore, the following
approximation was adopted: the refractive index was kept constant for the QW InGaN layers, and
varied according to the dispersion relations found in the literature [Djurisic99], [|OFFENK] in
thicker GaN and SiC layers; The refractive index in the AlGaN layer was assumed equal to that of
GaN.

5.3.4. Carrier generation model

Oncethe optical field profile along the structure is known, one can calculate the generation rate
of free electron-hole pairs along the structure. Considering the mean intensity — i.e. energy per unit
volume - of thefield

[(zE) =%2(—IZT)0FTE(Z, E) +|F (2 E)|2), (5.18)

the number of electron-hole pairs generated per unit areais
M(z,E) =1 (zE)a(z, E)”Ei, (5.19)

where 7; isthe intrinsic quantum efficiency. This quantity correspond to the number of electron-
hole pairs created by one absorbed photon. If, for bulk transition, one can reasonably assume that
the intrinsic quantum efficiency is very close to unity, the same is not true for exciton and quantum
well transitions. Excitons created by photons must dissociate in order to form an electron-hole pair
able to be collected by the junction field. Similarly, electron-hole pairs created inside a QW must
overcome the confining potential of the QW in order to be collected. Presently, we will approximate
the internal quantum efficiency approximately equal to one for exciton and QW transitions as well.

5.3.5. Carrier collection

Once the electron-hole pair is created, it must be collected by the junction field. Electrons
generated on the p-side of the diode and holes generated on the n-side must diffuse towards the
junction, while electron-hole pairs generated inside the space charge region will be immediately
collected by the junction field, unless they recombine in the space charge region. The photocurrent
can be described, according to a model by Bube [Bube] modified for the present device structure, as
afunction of the incident photon energy E and of the applied bias V as.
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J(V,E)=g(V.E)h(v), (5.20)

where

(x,—2)
Ln

9(EV) = [a(z E)exp[—
0

}dz + j M(z, E)dz+ j M(z,E) ap{— (Z;—Xn)}dz (5.21)
Xp Xn p

is a function describing how many carriers reach the junction for a certain photon energy E and
the applied bias V. The dependence on the energy is given by the term Jn, while the dependence on
the applied bias is given by the fact that x, and X,, the depletion region edges, are bias-dependent.
The function h(V) is aloss factor which takes into account possible recombination mechanisms at
the heterojunctions. If there are N; interface states per unit area at the junction with capture
coefficients equal to 4, then there is an interface recombination velocity s=/N;. The form of h is
then

h(V) =1/(1+5 / LEWY)) (5.22)

where £isthe electric field at the junction, &2(Vii-V)/w(V). We see that both g and h increase
when the reverse bias -V increases, though the physical reasons are different: the increase of g is
due to a higher probability that the generated carrier reach or find themselves in the junction region,
whereas the increase of h is due to the higher charge carrier velocity, which diminishes the
recombination probability for the carrier collected by the junction.

5.3.6. Example of simulated and experimental photocurrent spectra

Figure [5.7] illustrates the comparison between an experimental photocurrent normalized with
respect to the photon flux and a simulation performed with the present model. Together with the
total photocurrent simulated spectrum, the contributions to the photocurrent from each single layer
are reported. The sample structure is described by the parameters reported in table 5.1. Each
material employed has an own dispersion relation for the absorption coefficient, which, in the
present case, makes use of the sigmoidal function for the bulk and free-carrier transitions. The
bandgap energies are 3.45 eV for GaN and 2.9 eV for the InGaN QWs, both with a broadening
parameter equal to 50 meV. The simulated spectrum is not intended as a guide for the
understanding of the mechanisms leading to the total photocurrent signal observed, rather than a fit
to the experimental spectrum.

5-12



500 450 400 350 2 (nm)

.y
o
! |

o Experimental data

o
o

Total photocurrent
— — -GaN p cap layer
---- InGaN QW 1
—-—-GaN barrier
--—-InGaN QW 2
----- GaN bulk n

Responsivity (a.u.)
L
o [4)] o (6)] o
| L | A 1 | L 1 "

]

=
n
L

e

o
o

== T Y T T
3.0 32 3.4 3.6 3.8
Photon Energy (eV)

N
N
i
o)
N
[

Fig. [5.7]. Experimental and simulated photocurrent of ablue LED.

Table5.1. Device structurefor the simulated photocurrent spectrum reported in fig. [5.7]. The
absor ption model does not consider her e excitonic effects.

Layer |Material Layer Thickness | Energy gap Broadening
(nm) Eq (eV) D (meV)

1 GaN 200 3.45 50

2 AlGaN 100 4 50

3 GaN 10 3.45 50

4 InGaN 10 2.9 50

5 GaN 10 3.45 50

6 InGaN 10 2.9 50

7 GaN 2900 3.45 50

8 SiIC substrate 311 50
Depletion region edges Xp=200 nm Xn=385 Nm

The spectrum can be described starting from the high-energy side.

a) At high photon energy, photons are absorbed mostly by the GaN p-type cap layer. This
yields a significant contribution to the total photocurrent by this first layer, but prevents the
light from reaching the QW region in significant amount, which is mirrored by the almost
vanishing contribution from the QW layers for energy higher than 3.5 eV.

b) At energy lower than 3.5 eV the absorption of GaN decreases. This allows more light to
reach the space charge region. Thus, more photons are absorbed by GaN in the space
charge region, yielding a higher photocurrent signal (the maximum is at E~Eg). At the
same time, the QWSs, placed in the space charge region, begin to be reached by a higher
amount of photons, which yields an increasing contribution by the QWs to the total
photocurrent.

c¢) For photon energies between 3.3 eV and 3.1 eV the absorption by GaN, and thus its
contribution to the photocurrent, goesto zero. A higher amount of photons reaches the
QWs, whose contribution to the total photocurrent increases.

d) For photon energies between 3.1 eV and 2.8 €V the photocurrent is given exclusively by
absorption in the QWSs. Due to effects of interference of the optical field in the layered
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structure, maxima and minima of field intensity are present in correspondence of the QW
region, thus yielding the oscillating pattern of the photocurrent in this energy region.

€) For photon energies lower than 2.8 eV, no photons are absorbed and the photocurrent
signal goesto zero.

5.4. Electroluminescence spectr oscopy

Luminescence is aterm generically identifying a process which has as a final result the emission
of photons from a material. The spectral analysis of luminescence consists in the collection of a
narrow spectral interval of the light emitted by the analysed sample and in the detection of its
intensity by means of aradiation detector. It is awidely used technique in semiconductor physics
and technology, asit gives important information on the radiative transition which take place in the
materials and devices. It is therefore apparent that this technique is of particular interest in
optoelectronic devices like LEDs, where the principles of operation themselves are based on
luminescence. In order to excite luminescence in semiconductors, a relatively high concentration of
electron-hole pairs must be generated. This can be done most commonly by electrical injection asin
Electroluminescence (EL), by optical excitation as in Photoluminescence (PL) or with an electron
beam as in Cathodoluminescence (CL). In the present work, electroluminescence was employed in
the analysis of the degradation of nitride-based LEDs.

5.2.1. Radiative electron-hole recombination

Excess carriers in semiconductors can be generated in different ways. 1n the electroluminescence
technique, they are injected in the material electrically. The rate a which the carrier concentration
in valence and conduction band decreases is denoted by R. The probability for an electron in the
conduction band to recombine with a hole in the valence band is proportional to the hole
concentration, therefore Rap. The number of recombination eventsis also proportional to the
electron concentration n. Thus one has

dn dp
R=-—=-"F =ppp, 5.23
o (5.23)

which is called the bimolecular rate equation, with the proportionality constant B roughly equal
to 10*%-10° cm¥s for 111-V semiconductors,

A forward biased p-n junction isasystem in which it is possible to achieve a high concentration
of electron-hole pairs. This high concentration is reached in most cases in correspondence of the p-
n junction. If a steady state is reached, the excess electrons and holes concentrations are equal, as
these particles recombine in pairs:

An(t) = Ap(t) . (5.24)

The bimolecular rate equation can thus be written as

R=B[n, +An(t)][ p, + Ap(t)] - (5.25)

In the case of low level excitation, one has

R =Bn? + B(ny + Po)An(t) = Ry + Reycess (5.26)
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If we suppose that the carrier generation rate by injection is switched off at t=0, one obtains the
rate equation:

%An(t) = =B(n, + po)AN(t) (5.27)

for which the solution is
An(t) = Any exp[~B(n, + po)t] , (5.28)

i.e. an exponential decay with time constant 7=[B(no+po)]™. If the excitation level is high, the
excess carrier concentration is larger than the equilibrium carrier concentration, An >> ng+po. The
bimolecular rate equation is then given by:

T = _BAr]2 . (529)

The solution for this differential equation is

_ 1
An(t) = B A0 A0 (5.30)

For this non-exponential decay, one can operatively define a “time constant” as

_ An(t) _ 1
"O="@np =" BAN(0) ’ (5:31)
dt

which shows that under high excitation conditions the carrier lifetime increases with time.
Eventually, low level excitation conditions will be reached and the lifetime will become constant.

5.2.2. EL in quantum wells

Quantum wells provide confinement of carriersto a narrow region of thickness L. If the
conduction and valence bands in the wells have 2-dimensional concentration of carriers of n?® and
p?°, respectively, the effective 3-dimensional concentration will be given approximately by n° =
n”® /Ly and p*°= p®° /L.

The recombination rate becomes then

This result explains that much higher recombination rates can be found in QWs, as much higher
3D concentrations of carriers can be achieved, so long the envelope wave function scales with the
QW thickness.
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5.2.3. Deep levels and non-radiative recombination

During non-radiative recombination, the electron energy is converted to vibrational energy of
lattice atoms. The reasons why non-radiative recombination occurs are to be found in the presence
of certain defects in the material, especially those giving rise to deep levels in the gap. The non-
radiative recombination concurs with the radiative recombination, so non-radiative recombination
carriers are also called “luminescence killers’ [ Schubert]. In extrinsic semiconductors and under
small deviations from equilibrium, the recombination rate is limited by the rate of capture of
minority carriers by deep levelsin concentration N;. In a p-type semiconductor, for instance, the
electron lifetime is:

11, \AVAS 8 (5.33)
r Ty

and in an n-type semiconductor, the hole lifetime is:

1_1

s=—= NV, (5.34)

where vip and dnp are the thermal velocities of electrons and holes and the capture cross section
of the deep level for electrons and holes, respectively. However, it is important to notice that in
some cases deep levels do assist radiative recombination. Thus, the minority carrier lifetime
calculated by SRH statistics is indeed connected to the radiative recombination rate.

Another important mechanism of non-radiative recombination is Auger recombination. In this
process the energy becoming available through electron-hole recombination is dissipated in the
excitation of (i) afree electroninto higher regions of the conduction band , or of (ii) a hole into
deeper regions of the valence band. The recombination rates due to Auger processes are:

F'2Auger = Cpnp2 (535)
and
Rauger = Cal°P . (5.36)

In the high excitation limit, the recombination rates becomes proportional to n®. Auger
recombination is effective in reducing the radiative recombination only in the limit of high
excitation, as typical Auger coefficients arein the range 102 — 10 cm®/s for most 111-V
semiconductors [ Schubert].

For the purposes of thisthesis, it is sufficient to consider the non-radiative recombination due to
the deep levels. In the study of the degradation of efficiency of LEDs, in fact, a correlation can be
established between a decrease of the optical efficiency of the device, which is observed by
comparing EL spectra after successive stress stages, and the increase in concentration of certain
deep levels. In other cases, for instance when a radiative recombination centre is introduced, one
can notice the increase of both EL and DLTS signals, which must be energetically correlated.
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5.5. Experimental setup

5.5.1. Light sources

Light sources are one of the basic building blocks of many optical spectroscopy experiments.
There is a huge variety of light sources, according to the type of spectrum, spectral interval of
emission, directionality, etc. The spectrum can be discrete, asin Hg lamps, continuous, asin Quartz
Tungsten Halogen (QTH) lamps, or a superposition of continuous and discrete spectrum, asin
Xenon Arc lamps. For the present photocurrent experiments a continuous, black-body-like spectrum
is preferred, and alamp with emission in the near UV (A >200 nm) and in the visible part of the
spectrum is needed, because the bandgap of GaN is 3.45 eV, corresponding to a wavelength roughly
equal to 360 nm. The spectrum of atypical QTH lamp isreported in fig. [5.8].
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Fig. [5.8]. Irradiance spectrum of QTH lamps with different power

5.5.2. Monochromator

The monochromator is the element which allows the selection of a narrow band AA of
wavelengths from a source of radiation. The selected wavelengths can be directed to the sample to
analyse, as in absorption or photocurrent spectroscopy, or can be extracted from the emission of the
sample, as in luminescence experiments. In the latter case, the monochromator is also called a
spectrometer. The monochromator consists typically of a box with an entrance and an exit glit for
the light and mirrors and a diffraction grating inside. The principle of operation of the
monochromator grating isillustrated in fig. [5.9].

5-17



grating

a

Fig. [5.9]. Scheme illustrating the difference of optical path length between two neighbouring light
rays reflected by the grating of a monochromator.

As one can see from the scheme, the condition for constructive interference of neighbouring rays
IS
a(snD+sinl) =mi, (5.37)
with minteger. Thus, the angle of incidence | of the light on the grating can be varied in order to
obtain the desired wavelength directed on the exit slit. One must consider the fact that, for a certain
A satisfying the grating equation, A/2, A/3,..., AIm satisfy it aswell. Extreme care is necessary to
avoid confusion between harmonics, which in certain circumstances requires the use of filtersin
order to stop the higher diffraction orders. The efficiency of the grating, i.e. the portion of reflected
light, is not equal at all wavelengths. There is a particular wavelength for which the efficiency is
maximum, which is called the blaze wavelength of the grating. An important parameter of the
grating is the dispersive power. Thisis given by
dD/dA =(sinl +sinD) / A cosD (5.38)
For the monochromator employed in the present experiments the average dispersive power is D
= 1.96 nm/ymm.
The resolution of the monochromator is calculated starting from the following spectra:
»  B(A) spectrum of the light source
* P(A) line profile of the monochromator
* F(A) exit spectrum of the system monochromator + source
Thetotal spectrum F(A) of the system is given by
F(1) =B(1) ® P(A), (5.39)

I.e. the convolution of the source spectrum and the monochromator line profile. The line profile
itself isthe result of the convolution of different factors:
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P(A)=P1(A) ® P2 (1) ® P35 (A)....® Pn (1) (5.40)

Where the various factors correspond to different monochromator elements: the entrance and
exit dlits (1 and 2), the grating profile (3), and other minor effects (n). In our case the resolving
power is approximately of 1 nm, which corresponds, for a wavelength of 400 nm, to aresolution of
the photon energy approximately equal to 10 meV. The total spectraof the system Quartz Tungsten
Halogen Lamp + monochromator are shown in fig. [5.10].
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Fig. [5.10]. Spectrum of the system QTH lamp + monochromator with different exit and entrance dlit
width.

5.5.3. Thermopile detector

The radiation detectors used in the electroluminescence experiments were thermal detectors.
This class of detectors works by converting the incident radiation into atemperature rise: this latter
change is measured in several ways. In our case, we made use of athermopile, which is a series
connection of a certain number of thermocouple junction. A thermocouple junction consists of two
dissimilar metals connected in series. To detect the radiation, one junction is blackened to absorb
the radiation. The temperature rise of the junction generates a voltage. An increase in the output
voltage is obtained by increasing the number of thermocouple junctions. All “hot” junctions are
placed close together and darkened for an efficient collection of the radiation intensity. This
congtitutes the thermopile (fig. [5.11]). Typical parameters of thermopiles are the time constant of
50-100 ms and DC responsivities of the order of 100-200 pA/W, with a collection area of some
squared millimetres. The spectral response of thermal detectorsis usually broadband and
wavelength-neutral. Should the detector have a more complex spectral response, its spectrum D(A)
must be convolved with the spectrometer profile P(A) in order to obtain the total response spectrum.
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Fig. [5.11]. Schematic drawing of a ther mopile detector.

5.5.4. Lock-in amplifier

The lock-in technique is used to measure very small AC signals, even when they are buried in
noise. A lock-inisafilter with avery narrow bandwidth, tuned to the frequency of the signal. The
filter rejects most of the noise, having Q factors as high as 10°. In addition to filtering, the lock-in
also provides gain, up to 10°. The basic principle of the lock-in is that the experiment is performed
at afixed frequency, possibly far from the frequency regions where significant noise source can be
present. In the present experiments a reference signal is fed to the lock-in by means of a photodiode
sensing the on- and off-states of the chopper. The reference signal, asillustrated in fig. [5.12] has
the frequency fre= we/ 2Tt This signal enters a Phase-Lock Loop (PLL) circuit which tracks the
input signal frequency. The lock-in isthen capable to extract the first harmonic of this square wave,
in form of asinusoidal function V&=V, cos( wet+ Ge) by means of a precision sine converter. The
other signal may be either the photocurrent signal from the sample or the signal from the light
detector. This latter is the signal to be measured, and will consist of harmonic components of the
form Vs=Vggcos(at+ &). The signal Vsgcos(at+ &) is amplified by a high gain AC coupled
differential amplifier. The output of this amplifier isthen multiplied by the reference output in a
phase-sensitive detector. This multiplication shifts each frequency component of the input signal by
the reference frequency, so the output is given by:

Vosd = VsigCOS( Weit+ Ber) COS( i+ 6) =
= Y2 VgCO (Wet- a)t+ 6 —Bef] + V2 VegCOH (Wert Q)M+ & +8e]  (5.41)
The sum frequency component is attenuated by a low-pass filter, and only the difference
frequency components within the low-pass bandwidth will pass to the DC amplifier. Asthe low-

pass filter has time constants up to 100 seconds, the lock-in can reject noise which is more than
0.0025 Hz away from the reference input frequency [SR530Man).
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Fig. [5.12]. Block diagram of the lock-in measurement technique

5.5.5. Photocurrent setup

The photocurrent setup isillustrated in the block diagram of fig. [5.13]. The light of a QTH
lamp is modulated by a chopper rotating with a particular frequency f.e. A photodiode mounted on
the chopper monitorsthe dark-light period, sending a square-wave voltage signal to the reference
input of the lock-in amplifier. The white light enters the monochromator through the S1 dlit, is
diffracted on the grating and it exits the monochromator through the slit S2 as monochromatic light.
The monochromatic light falls then onto the sample giving rise, according to the sample features
and the wavelength, to the photocurrent signal, which is modulated with the same frequency f of
the chopper. The lock-in amplifier, which must be set with atime constant sufficiently higher than
the chopper period, analyses the signal yielding a final photocurrent DC signal, which is recorded
on the computer together with the wavelength value. The wavelength scan of the monochromator
must be sufficiently slow, in order to allow an accurate response of the lock-in (which mostly
depends on the low-pass filter time constant). So, if 44 is the spectrometer resolution, and risthe
lock in time constant, the scanning rate of the monochromator must be set lower than or
approximately equal to AA/T.
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Fig. [5.13]. The block diagram for the photocurrent experiments.

5.5.6. Electroluminescence setup

The electroluminescence setup for the experiments on the LED performed at the University of
Bolognais shown in fig. [5.14]. Basically, it is the same setup for the photocurrent, but with the role
of the analysed diode changed from detector to light source. The monochromator is here used as a
spectrometer. The light emitted by the sample enters the monochromator from glit 2, is diffracted by
the grating and the light of determined spectral interval DI exits the monochromator through slit 1.
The light is then chopped with 50% duty cycle and reaches the thermopile detector. The
photodiodes provides the reference signal for the lock-in, where the detector modulated signal is
elaborated and amplified, in exactly the same way as for PC. This setup is good for samples like
LEDs, which have a high enough brightness: much of the emitted light is dispersed in other
direction and not collected on the detector: therefore, a minute fraction of the emitted light is
detected. Other very efficient EL setups have been used for measurements at the universities of
Padova and Parma on the same samples; these setups are designed for an efficient collection of the
emitted radiation and for a wide interval of measurement temperatures.
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Fig. [5.14]. The block diagram for the electroluminescence experiments.

5-23



REFERENCES

[Ambacher96]

[Blood00]
[BornWolf]

[Bubg]

[Bulutay99]

[Davies]

[Djurisic99]
[Franssen04]

[Friel04]

[Guo94]

[HaugKoch]

[IOFFENK]

[Martin9g]

[Muth97]

[Poruba00]

[Schubert]

[SR530Mari]

Ambacher, O., W. Rieger, P. Ansmann, H. Angerer, T.D. Moustakas, M. Stutzman, Sol.
Sate Commun. 97(5), 365-370 (1996).

P. Blood, IEEE J. Quantum Electron. 36, 354 (2000)
M. Born, E. Wolf: Principles of Optics, Pergamon Press.

R.H. Bube, Photoel ectronic properties of Semiconductors (Cambridge University Press,
1992)

C. Bulutay, N. Dagli, A. Imamoglu, |[EEE J. Quanutm Electron. 35, 590 (1999)

J. H. Davies, The physics of low-dimensional semiconductors, (Cambridge University
Press, Cambridge, 2000).

Djurisic, A.B., Li E.H., J. Appl. Phys. 85, 2848-2853 (1999).
G. Franssen et al., Phys. Rev. B 69, 045310 (2004)

I. Friel, C. Thomidis, Y. Fedyunin and T.D. Moustakas, J. Appl. Phys 95 p. 3495
(2004).

Guo, Q, Yashida A., Jpn. J. Appl. Phys. 33 (1994), 2453-2456.

H. Haug and S.W. Koch, Quantum theory of the optical and electronic properties of
semiconductors (World Scientific, Singapore, 1990).

http: //mww.ioffe.r u/ SYA/INSM/nk/index.html dispersion relations various materials

R.W. Martin, P.G: Middleton, K.P. O’'Donnell and W. Van der Stricht, Appl. Phys. Lett.
74, 263 (1999)

Muth, J.F, JH. Leg, I.K. Shmagin, R.M. Kalbas, H.C. Casey, Jr., B.P. Kdler, UK.
Mishra, S.P. DenBaars, Appl. Phys. Lett. 71(18), 2572-2574 (1997).

A. Porubaet al., J. Appl. Phys 88, p.148 (2000).
E.F. Schubert, Light-Emitting Diodes (Cambridge University Press, 2003)

Model SR530 Lock-in amplifier, Instruction manual

5-24



6 Evolution of defect statesin nitride-based Light-Emitting
Diodes

The long term behaviour of commercial LEDs is quite good as verified by long term tests of
OSRAM products for modifications of designs and processes. The following investigation deals
with special test structures with worse degradation behaviour in order to get information about
microscopic and macroscopic degradation mechanisms associated with carrier transport. The
literature about this topic describes many effects, produced by both charge flux and thermal heating
processes, as responsible of LEDs degradation: modifications of the electrical contacts [Barton99],
changes in the local In concentration in the QW [Y ouna03], [ Chuo01], formation of radiative and
non-radiative centres [Egawad7], [ Cao03], changes in the charge-injection mechanisms across the
cladding and barrier layers (pure tunnelling, trap/phonon assisted tunnelling, thermal emission etc.)
[Polyakov02], aggregation or breaking of complexes mainly involving hydrogen impurities and
magnesium p-dopant [PavesiO4]. In the last years, the failure modes responsible for the output
optical power reduction have been intensively investigated, mainly by injecting electrical currents
in order to simulate the working applicative conditions. However, in most of the cases high values
of the drive current have been used in order to perform the so called “accelerated tests’. Many
experimental data are therefore masked by contributions of thermal effects, arising from Joule
dissipation of the current itself. In this situation the understanding of the degradation mechanisms
results to be difficult due to the overlapping of two different aging inputs. The purpose of the
present work is the aging of test structures under current values (20 mA, corresponding to a current
density of 32 A/cm?) comparable or lower than those employed in the operation modes, in order to
exclude any thermally-induced degradation (thermal maps have shown that the junction temperature
never exceeds 60°C during stress test).

6.1. Samples, treatment and experimental method

Test structures, similar to those illustrated in section (2.1.1), grown by metal-organic vapour
phase epitaxy on silicon carbide substrates have been investigated. The device vertical structure
consists of a buffer layer, a2mm thick Si-doped GaN layer, an active region with an InGaN/GaN
multiple quantum well system, a 100 nm thick heavily Mg-doped AlGaN cladding layer and a 200
nm Mg-doped GaN contact layer. The chips were covered with a SIN passivation layer. Squared
chips with 250 um sides, bonded on metallic packages TO18 with a bi-component epoxy resin
acting as ohmic cathode contact, have been studied at an initial unstressed stage and at different
steps of 220 mA (32 A/cm?) DC-aging treatment. This was performed by biasing the samples with
Keithley 220 current source, at room temperature in air, up to atotal time of 100 hours. The number
of steps and the total stress time was not the same for all analyzed LEDs. The sample name, the
stress steps and the experimental techniques employed for the analysis of each individual sample at
every stage are summarized in table 6.1.

Tab. 6.1 stress steps and the experimental technique employed
for the analysis of each individual sample at every stress stage.

Sample name Stress stages Experimental techniques
HP 15 min, 30 min, 60 min -V, C-V,DLTS
HG 2h,5h,10h, 20 h, 50 h, 100 h -V, C-V,DLTS

15 min, 30 min, 60 min, 2 h, 5 h,

HJ 10h, 25 h, 50 h, 100 h

PC, EL
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The analysis was performed in the following way: InGaN-based test structures for blue LEDs
have been electrically and optically characterized before any aging treatments (untreated samples)
and then submitted to low-value DC current aging and examined at different aging steps. Results
concerning: electrical current-voltage (1-V) characteristics and capacitance-voltage (C-V)
measurements, Deep Level Transient Spectroscopy (DLTS) analyses, monitoring the traps present
in the devices, the changes of their concentration and the eventual growing up of new centres during
the aging treatments, optical device emission and absorption, studied by complementary techniques
of ElectroLuminescence (EL) and PhotoCurrent (PC) spectroscopy are discussed.

6.2. |-V characterization

The current vs. voltage (I-V) measurements were carried out at room temperature. Measurements
at higher temperature would have yielded further elements about the transport mechanisms, but
were accurately avoided in order to introduce no thermally activated degradation factors. Before
stress, the individual devices (coming from the same wafer) showed identical forward 1-V curves,
while the reverse current was slightly different from sample to sample, possibly due to different
dislocations densities [ Cao04] [ Fang00] [ Li04]. Generally speaking, the stress did not modify the
forward region of the |-V curves, inducing however an increase in reverse current. The magnitude
of thisreverse current increase was different for each LED, as it was more pronounced in sample
HJ, stressed with steps 2h, 5h, 10 h, 20 h, 50 h, 100h, than in sample HP, stressed with steps 15
min, 30 min, 60 min. This suggeststhat the current increase is due to mechanisms depending on
sample quality, such as generation/propagation of threading dislocations in the active region
[Fang00] and/or modifications of the surface states at the mesa sidewalls.

6.2.1. LED HP

Figure [6.1] reportsthe |-V characteristics of sample HP, stressed with steps 15 min, 30 min, 60
min. The forward characteristics, which remained unaltered over the stress stages, show a complex
behaviour: there isan initial plateau from 0V to 1V, where the current grows extremely slowly,
remaining to levels of few picoamperes. Then, one can identify three regions of exponential growth,
well described by the expression

I=1sexp [qV/NKT] (6.1)

with different ideality factors for each region (table 6.2). The reverse current is best fitted
assuming the soft-breakdown characteristics:

|=B V" (6.2)

where the exponent m grows slowly from 6.7 to 7.2 during the stress. However, the reverse
characteristics do not appear to change significantly.
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Fig. [6.1]. The |-V characteristics of sample HG at progressive stress stages. Thereverse and the
forward characteristics are plotted on different scales for both x and y coordinates.

6.2.2. LED HG

Figure [6.2] reportsthe I-V characteristics of sample HG, stressed with steps 2h, 5h, 10h, 20h,
50h. Asin the case of LED HP, the forward characteristics remained unaltered over the stress
stages, and can be described according to the exponential expression used in the previous case with
different ideality factors for each region (table 6.2). The reverse characteristics follow the soft-
breakdown model, but the evolution is different than in HP. The exponent m remains confined
between 5 and 6, with no trend over the stress steps, showing that the transport mechanism remains
unchanged over time. The reverse current intensity, which is about one order of magnitude lower
than in HP, grows over the stress steps. We will return on this hypothesis later, when dealing with
further observations. Fig. [6.3] shows the increase of the reverse current level as a function of stress
time, calculated as the average value of the reverse current in the interval [-11, -6] V and
normalized to the value in the untreated sample. The trend reminds of alogarithmic evolution in
time.
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Fig. [6.2] Thel-V characteristics of sample HG at progressive stress stages. Thereverse and the
forward characteristics are plotted on different scales for both x and y coordinates.
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Fig. [6.3] Therelative variation of thereverse current (calculated as an average on theinterval [-11,-6]
V and then nor malized) in sample HG as a function of stresstime.

6.2.3. Transport mechanisms

Table 6.2 reports the ideality factors and extrapolated zero-bias currents calculated for both HP
and HG LEDs. Both samples, in fact, have identical forward characteristics, which do not change
with stress. The very high values of the ideality factor in all three considered bias regions can be
explained either with the tunnelling model [ Sze] or with the heterojunction multi-barrier model
[Shah03], section (3.1.6).

Table 6.2 Ideality factors and extrapolated zero-bias currentsfor the analyzed LEDs

Forward biasregion I deality factor Extrapolated zero-

(V) n biascurrent Is (A)
08-17 4.1+0.1 (2.6+£0.2) x 10
1.8-2.4 5.4+0.2 (1.7+0.4) x 1073
2.6-3.0 3.9+0.2 (1.7+0.4) x 10™°

6.3. C-V characterization

Capacitive measurements were carried out by means of a Keithley 3300 LCR Meter; The
apparent charge profile of the devices can be extracted from capacitance vs. voltage (C-V)
measurements, as described in chapter 3. The model used for these LEDs assumes the junction to be
unilateral, with the p-side more heavily doped (p>>n) with respect to the n-side: for this reason the
profile extracted from the C-V measurements is referred to the n-side. It is worth noticing that this
assumption introduces a dight approximation in the determination of the apparent depths and levels,
since the charge concentration at the p-side is not infinite, and the SCR extends both at the p and at
the n side. However, it is a good approximation for this kind of devices, where usually the p region
is much more doped than the n region. The C-V measurements were carried out a 100 kHz or 1
MHz. Here we show the data obtained with a1 MHz frequency, which allowed us to obtain a good
signal to noise ratio and to reduce the contribution of the diffusion capacitance on the measured
capacitance for forward bias values, providing reliable junction capacitance measurements also for
low positive voltages [L ucia93].
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6.3.1. LED HP

In Fig. [6.4] are shown the results of the C-V measurements carried out before and during the
ageing test at 1 MHz on sample HP. The solid curve corresponds to the untrested sample. As can be
noticed, the junction capacitance shows a step-like behaviour. With the decrease of the reverse bias
the boundary of the space charge region is swept through the barriers and the wells: as it moves
inside the wells, the capacitance changes very slowly with voltage, due to the large amount of
carriers [Ershov01] [Moon98]. This behaviour is characteristic of quantum-well structures.
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Fig. [6.4] Capacitance-Voltage char acteristics of sample HP.

The results of the C-V measurements were processed in order to obtain the ncy(x) and ncv(V)
profiles, which are shown in Fig. [6.5]. The solid curve and the squares are referred to the untreated
samples. The junction is considered to be in x=0. The spatial dependence of this charge profile
suggests that during voltage sweep the SCR boundary is moved through the active region (the peaks
at 80 and 100 nm, corresponding to +1V and -0.5V, respectively) and the n-side (for greater depths)

[Polyakov02], [Schroder], [Fang00], [Ershov01], [Moon98]. Changes in the apparent charge density
occur.

o After the first stress step (15 min) the apparent charge density decreases both in the

active region and in the bulk. The peak on the right side of the QW region is aimost no
longer resolvable.

» After the stress stages of 30 min and 60 min, the apparent charge density tends to
increase, both on the right side of the QW region and in the bulk. The increase in the QW
region is more visible, as the peak at 100 nm becomes visible again and its height grows.

These changes are also visible in the bias-profile of the apparent charge. The bias profiles have
been reported because of their connection with the DLTS measurements. DLTS measurements, in
fact, have been performed in the following way, with a determined set of reverse bias— filling pulse
values for all stress stages. Due to the modifications in the charge profile, the depletion region edge
corresponding to one reverse hias at a certain stress stage is not the same depletion region edge at
the same reverse bias at the successive stress stage. Thus, the region probed by DLTS after
successive stress stages is not exactly the same.

The observed variations of the charge profile may be related to the generation or modification of
levels or interfacial states near the border of the active region, which could locally change the
charge profile, modify the capture efficiency of the quantum-wells, and/or contribute to the
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generation of non-radiative paths in the bandgap. Also the slight and uniform ncy increase detected
for depths greater than 150 nm after the second stress stage possibly reflects a generation and
propagation of defects.
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Fig. [6.5]. The profile of apparent charge distribution ncy as a function of a) junction depth and b)
reverse bias at different stress stagesin sample HP, measured at IMHz frequency.

6.3.2. LED HG

The features of the C-V characteristics of sample HG, shown in fig. [6.6], are very similar to
those of sample HP. The same step-like behaviour, typical of quantum well structures, can be
noticed in these curves, measured at 1IMHz.
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Fig. [6.6] Capacitance-Voltage char acteristics of sample HG.

The depth- and bias-profiles of the apparent carrier density ncy are reported in fig. [6.7]. The
peaks of the QW active region are visible at depth 75 nm and 90 nm, corresponding to +1.5V and
0.5V, respectively. A region slightly depleted of carriersis then found between 100 and 130 nm. At
higher depth is the bulk n-region, showing a concentration gradient most likely due to a doping
gradient.

The evolution of the charge profile is the following: stress produces an overall increase in the
apparent charge concentration, mostly localized at the interface between the QW region and the
depleted region between QWs and bulk. The peak on the right side of the QW region becomes
higher. The variation of the charge concentration occurs mainly in the first stress stage (2h), then
the increase becomes slower. The charge concentration in the bulk remains constant over all stress
stages. The bias profiles indicate that, after the first stage of stress, the same reverse bias
corresponds to the same depletion region edge. Thiswill have the consequence that DLTS
measurements made with the same parameters (reverse bias — filling pulse) after the first stress
stage will probe the same region of the device.

There are some differences and similarities between HP and HG, both as the structural
parameters and the degradation behaviour concerns. We can already list some similarities and
differences with sample HP, starting from the structure. The similarities are:

* Thereisaquantum well region, which is about 40 nm thick.

» Thereisadepleted region between the QW region and the bulk, due to the presence of
the QWs that bend the conduction band upward when filled with electrons.

» Thereisabulk n-region

The most important of these similarities is surely that regarding the QW region: this is the device
active region, which determines the light emission properties of the LED. However, the differences
are also relevant:

» Sample HG isoverall more doped: the doping density on the n bulk side is about 4 x
10"ecm® in HP, and 5-6 x 10" cm® in HG.

» Thereisahigher doping gradient on the bulk side of HG than in HP.

* InHG the active region is closer to the junction region

This set of observation is consistent with the fact that both samples come from the same wafer,
asthe arrangement of the layers and of the functional regions is the same. However, asit often
occurs, different parts of the same wafer can be affected by doping non-uniformity. The doping
variations are minimal, and do not yield significant modifications in the device operation. However,
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they can yield some differences in the study of complex mechanisms as those involved in the
degradation.

The evolution of the charge concentration profilesis similar in both cases. with exception of the
first stress stage of HP, the charge tends to increase. This increase is much more localized in sample
HG, where it isthe only QW-related peak a x=90 nm to be involved, while in HP the charge
increases both in the QW region and in the bulk.
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Fig. [6.7]. The profile of apparent charge distribution ncy as a function of a) junction depth and b)
reverse bias at different stress stagesin sample HG.

6.3.3. Fit of the apparent charge profiles

In the following table 6.3 and figure [6.8] the results of the fit of the experimental ncy profiles
are reported. The fitting procedure was performed by means of freely downloadable Schrodinger-
Poisson solvers like 1DPoisson [ 1DPoisson| or Band Engineering [BandEng]. The present results
were obtained with Band Engineering. This latter software is designed for simulation of 1-
dimensional nitride-based devices, and provides the possibility of calculating band diagrams, charge
densities, and C-V characteristics. In case of heterostructures, there is the possibility of keeping into
account the electric fields arising at the interfaces between different materials due to piezoelectric
and spontaneous polarizations. The calculation of the charge density in the quantum wells can be
performed either classically or solving the Schrodinger equation for the electron envelope function.
The C-V characteristics can be calculated by approximating the p-n junction with a Schottky
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junction with appropriately high potential barrier (roughly equal to the diode built-in potential).
This procedure is questionable when calculating current densities and recombination dynamics, as
the bipolar junction is approximated with a unipolar one, but it is acceptable in the case of a C-V
characteristics of areverse-biased junction, where the only important role is played by the electrons
in the conduction band at the edge of the depletion region.

As ispossible to deduce from the large amount of different parameters listed in the table, it
would be nonsense to extract the exact structural parameters of the device from such afitting
procedure: it can be shown, for instance, that the same charge profile can be generated with a
similar structure having only two quantum wells. However, the procedure can be useful in the
interpretation of the trends which emerge during the stress treatment.

The parameters related to layer thickness and In fraction in the wells has been kept constant, and
the only parameters to be varied were the doping levels in the layers. It turned out that the
modifications occurring to the C-V characteristics of HG were well explained by the increase in the
doping density in the right side of the QW region (Barrier 3, Well 3, Barrier 4, Well 4). This doping
increase, which could be related to accumulation of shallow Si donorsin the QW region as well as
to the generation of donor-like deep levels, is consistent with other observations which will be
described in the following. An equally good description could not be obtained by varying the In
fraction or the QW thickness, which would correspond to a mechanism of In diffusion from the
QWsto In-poorer regions.

Another interesting result of the C-V simulation is the need of postulating an active region less
doped than the bulk region: this is common practice in LED technology, because it prevents the
active region from being too close to the p-n junctions, which would yield unwanted carrier spill-
over to the confinement regions [ Schubert].

Table 6.3. Parameters used for thefit of the apparent
charge profile of LED HG before and after the stresstreatment.

Heterostructure Thicknessd  Infraction  Doping before Doping after

region (n-side) (hm) X sress (cm®)  stress (cm®)

Barrier 1 70 0 5el7 5el7
Well 1 3 0.09 2el7 2el7
Barrier 2 5 0 2el7 2el7
Well 2 3 0.09 2el7 2el7
Barrier 3 5 0 0 2el7
Well 3 3 0.09 0 2el7
Barrier 4 5 0 0 2el7
Well 4 3 0.09 0 2el7
Substrate 1 10 0 0 0

Substrate 2 10 0 2el7 2el7
Substrate 3 140 0 5el7 5el7
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Fig. [6.8]. Fit of the depth profiles of appar ent charge density in sample HG with the software Band
Engineering; a) untreated diode; b) diode after 50 h stress at 20 mA.

6.4. DLTScharacterization

Deep Level Transient Spectroscopy was employed in the study of degradation mechanisms of
LEDs under DC current operation as atool for determining whether certain deep levels play arole
in this process. The capabilities of this technique in studying this problem were limited by some
factors. First, DLTS has the intrinsic limitation that it can probe only the upper part of the bandgap
in one-sided p*-n junctions. Secondly, the investigated bandgap region is even narrower, as it was
not possible to reach temperatures higher than 300 K, in order to avoid thermally activated
degradation mechanisms. This prevented us from detecting levels with activation energy higher
than 0.4 eV. Third, the device studied is a QW device with very large charge variations along the
conduction band, which makes an accurate determination of concentration of deep levels impossible
in the active device region. Thus, the concentration of deep levels can be calculated just when the
polarization values used probe only a portion of the bulk region with nearly constant doping
concentration. Another problem is connected, as already mentioned, with the variations of the
apparent charge concentration during the stress stages. DLTS was always performed with a
determined set of parameters (reverse bias-filling pulse, [Vre, Viin]) which were the same for all
stress stages. In sample HP, where strong variations in the charge profile occurred, this means that
the regions probed with the same [Vrey, Viin] after successive stress stages were dightly different,
possibly giving different information not because of transformation of the defect state, but because
the response of the defect was different due to the different position along the junction.

It has been pointed out in chapter 4 that DLTS could be applied to the investigation of carrier
emission from a QW. This would make it possible to measure the activation energy of the QW,
which is closely related to the energy level of the confined carriers — an important parameter for the
device. However, this measurement is not straightforward, being possible only under very particluar
conditions. Schmalz et al., for instance [ Schmalz96], argue that the studid sample could evidence
QW emision provided it has an adequate structure (such as a mesa structure or island QW layers)
preventing lateral carrier lekage during bias pulses. This is not the case in the present type of
device. Nevertheless, DLTS proves to be a powerful technique even in this case. Heterostructure
junctions are often used in the research, as they provide a source of misfit dislocations with
controlled density [ Chretien96], [Y astrubchak04]. The emission of carriers from dislocations can
well be characterized by DLTS. In our case the heterostructure junction is due to the design of the
device, which exploits the QW confinement for amore efficient light generation, and the
dislocations found eare mostly threading dislocations, a common defect in nitride materials. The
situation is favourable for the investigation of possible electron states related to this line defect. The
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determination of the defect activation energy is still accurate, as well as the determination of the
order of magnitude of the apparent capture cross section. The concentration of the main deep levels
in the bulk region has been calculated as well. Moreover, the dependence of the featuresof DLTS
spectraon the filling pulse amplitude does not change in a QW structure, so that one ill has the
chance of discriminating between point defects and extended defects.

6.4.1. LED HP

For the analysis of LED HP, which was stressed over only 4 stages (O min, 15 min, 30 min, 60
min) alarge amount of DLTS runs was performed at each stage. With constant filling pulse
duration, the following polarizations [V;e,, Viin] were used, in order to probe different regions of the
device:

* [-1V,+1V] probing the whole QW region

* [-0.5V,+0.5V] [-1V, OV], [-1.25V, -0.25V] probing the right side of the QW region
* [-2V,-1V], [-3V, -2V] probing the depleted region between bulk and QWs

* [-4V, -3V] probing the bulk region.
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These polarizations were initially chosen from the analysis of the bias profile of ncy in the
untreated diode. Some of the results are shown in fig. [6.9].
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Fig. [6.9]. DLTS spectra of LED HP after progressive stress stages: @) Vie,,=-1V, V5 =0V; b) V/a,=-
1.25V, V5=-0.25V; C) Vie\,=-2V, Vii=-1V; d) V,e,,=-4V, V5i=-3V. Thefilling pulse duration is t,=1ms
and the emission rateis e,=46.5 s™.

The[-1V, +1V] polarization yielded very broad spectra, are not shown here, integrating all the
information coming from the QW region. Figures [6.9] @ and b), reporting spectra from the right
side of the QW region, are somewhat similar, as it is expected due to the relatively small difference
in the polarization parameters. Three different peaks were detected in these conditions: a positive
peak A at temperature lower than 100 K, a positive peak C+ a T=220 K and a negative peak C— at
the same temperature. After Arrhenius analysis, peaks C+ and C- turned out to have the same deep
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level parameters, asit isvisible in fig. [6.10] and listed in table 6.4. In these runs, peak A is
stationary over all stress stages, while peak C evolves: it isinitially positive, and its amplitude
decreases after the first stress stage, becoming even negative in a). After the second stress stage, C
grows, and its amplitude gets larger than in the untreated sample. Another increase occurs after the
third stress stage.

Figure [6.9] c) reports spectra from the depleted intermediate region. Peak A remains stationary,
while the other feature at T =200-220K evolves. Initially there is the negative peak C—, which
decreases in amplitude after the first stress step, then becomes the positive peak B+. The parameters
of peak B are listed in table 6.4. Its activation energy E.-E:=0.35¢eV is very closeto that of peak C—.
Peak B+ also slightly grows after the third stress stage (60 min).

Finally, fig. [6.9] d) reports the spectra from the bulk region. In the bulk region the
concentration of peak C— is rather stable during stress, and is calculated as Ni= 9 x 10 cm®, which
is significantly high if compared with the donor doping concentration, Ng = 3.5 x 10" cm’>.

The Arrhenius Plot and the table report another deep level, labelled AB-: this level was detected
at apolarization not shown in figure, and is reported here for completeness.

The deep levels detected in this sample at different stress stages do not have an evolution in only
one sense: they tend to evolve in one direction after 15 min, and in the other direction after the
successive stress stages. Thisis not straightforward to explain, but it is consistent with the
observations made in the C-V characterization of the diode, which showed an overall charge
decrease after 15 min, and an increase later. This could be explained by two different mechanisms
for the re-distribution of the charge in the device: afirst one at very short stresstimes, and a second
one at longer times. The relationship between C-V and DLTS and the interpretation of the defect
nature of the detected deep levels will be addressed to in a later section.
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Fig. [6.10]. Arrhenius Plot reporting the signatures of the deep levels detected in LED HP. Full
symbolsrefer to negative peaks (majority carriers), empty symbolsto positive peaks.
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Table 6.4 Parameters of the deep levels detected in LED HP

Deep Leve Enthalpy (eV) Ointer (CM?) N; (bulk) (cm™)
A 0.18 + 0.03 3x10™ -
B+ 0.35 + 0.02 3x10% -
AB-— 0.15 + 0.02 9 x10% -
C+ 0.27 + 0.08 6 x10'° -
C- 0.29 + 0.02 2 x1018 9 x10'°
6.4.2. LED HG

LED HG was stressed over 6 stages (Oh, 2h, 5h, 10h, 20h, 50h). With constant filling pulse

duration, the following polarizations [V;e,, Viin] were used, in order to probe different regions of the
device:

* [-0.5V, +0.5V], probing the right side of the QW region
* [-1V, OV], probing the depleted region between bulk and QWs
* [-2V, -1V], probing the edge of the bulk region

The evolution of the spectraover timeisillustrated in fig. [6.11].
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Fig. [6.11]. DLTS spectra of LED HG after progressive stress stages. a) Vie,,=-0.5V, V§;=+0.5V; b)
Vien=-1V, V=0V C) Vie,,=-2V, V5i=-1V. Thefilling pulse duration is t,=1ms and the emission rate is
€=46.5s",

Figure [6.11] a) reports the spectra collected with polarizations [-0.5V, +0.5V], which
corresponds to probing the right side of the QW region. Two peaks are detected. Peak A is positive
and does not show any evolution with stress. The feature at T=200K changes significantly with
stresstime. In the untreated sample, the DLTS signal appear to be the superposition of a positive
and a negative signal, yielding a not well resolved spectrum. The spectrum becomes more definite
after the first stress step, with a broadened positive peak, labelled C+. This peak increasesin
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amplitude and broadens over stress time. There is much difference between the spectrum of the
untreated sample and those of the stressed sample: this difference is present also in the C-V
characterization, and can be due more to the shift of the region explored with the same bias than to
the evolution of the deep level itself.

Infig. [6.11] b) the spectra collected with polarization [-1V, OV] are shown. In the unstressed
sample, a positive A and a broad negative peak C— are detected, the parameters of which are the
same as in peaks A and C+ shown infig. [6.11] &) and are listed in table 6.5. After the first stress
steps, the amplitude of peak C— decreases and a shoulder on its low-temperature side becomes
visible. After 50 hours stress, the initial peak C— clearly splits in two, the aforementioned shoulder
becoming the peak here labelled B (Table 6.5). Meanwhile, peak A does not undergo any
modification. Peak C— undergoes a significant amplitude reduction, about 40% after 50 h stress,
while the amplitude of peak B remains almost constant after the first stress steps, and then slightly
decreases after 10 h stress. The amplitude reduction of peak B does not exceed 12% with respect to
itsinitial value even if it is difficult to state how this change is connected to the modifications
occurring to peak C—, whose low-temperaturetail partially overlaps peak B.

Finally, fig. [6.11] c) reports the spectra collected at the edge of the bulk region. The positive
peak A and the broad peak C- are present, but there is no evolution over stresstime. An interesting
correlation can here be established with the C-V characterization, which indicates that there is no
change of the charge concentration in this region.

From the Arrhenius plot (Fig. [6.12]) it results that the activation energies of all these levels are
in the range 170+180 meV, whilst the capture cross sections significantly differ from each other. It
isworth noting that the negative peaks B and C— are expectedly associated with majority carrier
traps, while the positive sign of peak A does not mean that this peak is related to minority carrier
traps. In fact, it was detected in atemperature interval where the high value of the series resistance
can significantly affect the capacitance. The parameters of peaks C+ and C— are the same, and
extreme care must be taken in the interpretation of this result. The positive peak C+ is detected with
a positive bias pulse, which makes possible the emission from minority carrier traps. However, the
example of sample HP shows that positive peaks are found also when the filling pulse is negative,
and the emission from minority carrier trapsis suppressed. Therefore, it is possible that in these
diodes there is some mechanism which causes the inversion of the capacitance transient, and that
peaks C+ and C— are related to the same deep level. This hypothesis will be analyzed more in detail
in the next section, where the sign of the emission of peak C will be correlated with the C-V
characteristics. The concentration of peak C— is calculated in the bulk region as Ny = 10" cm®,
which is about one fifth of the donor doping concentration.

These DLTS results could give rise to three different interpretations: i) the decrease of peak C—,
aswell asthe increase of peak C+ is ascribed to amodification of the concentration of the related
deep level, possibly due to the dissolution of the relevant defect; ii) the decrease of peak C—and the
increase of C+ is due to the stress-induced introduction/generation of other deep levelsyielding a
positive DLTS signal as from minority carrier traps; iii) the modifications of the shape of peak C
are induced by the introduction/generationof other deep levels undetected by DLTS lying eihter
higher than 0.15 eV or deeper then 0.4 eV in the gap, which modify the ncy concentration profile.

Comparing the results of DLTS with the ncy profile, we can establish a connection between the
net increase in the apparent charge density in the bulk side of the active region and the amplitude
changes of peaks C+/—. Infact, DLTS spectra evolve over time only in those device regions where
the apparent charge profile evolves. Unfortunately, due to the device configuration (a
heterostructure with Quantum Wells, having a strong non-uniformity of charge distribution) and to
the polarizations used (aimed to exactly probe the bulk side of the active QW region), it is not
possible to compare quantitatively the variations detected by C-V and DLTS. However, the
dynamics appears to be quite similar for both ACD profile and trap C amplitude.
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Fig. [6.12]. Arrhenius Plot reporting the signatures of the deep levels detected in LED HG. Full
symbolsrefer to negative peaks (majority carriers), empty symbolsto positive peaks.

Table 6.5 Parameter s of the deep levels found by DL TS in the active region of LED HG

Deep Level Enthalpy (meV) Ointer (CM?) N: (bulk) (cm™)
A 180 9x 10" -
B 180 5x 10%° -
C 170 10%° 1.0 x10"
6.4.3. Corrdation between DLTS and CV

As already mentioned in the previous sections, strong correlations emerge between the
observations made by DLTS and by C-V. First, we noticed that the DLTS spectra change with
stresstime only in the regions where also the apparent charge profile changes. Secondly, a
connection between the amplitude of peak C, assuming that peaks C+ and C- arerelated to the same
deep level, and the apparent charge profile is evident. This connection has been established as
follows in sample HP, and similar correlations could be observed in other samples. During the
DLTS runs, the sample was stabilized at the temperature T=217 K where peak C has its maximum
for the emission rate €,=46.5s™; the reverse bias V,e, Was varied, keeping the filling pulse
Vin=Vres+1V. For each V,¢, value, the DLTS signal was recorded. In thisway, for each stress stage,
abias profile of the amplitude of peak C was obtained. This was compared with the bias profile of
the apparent charge density ncy, and the results are shown in fig. [6.13]. It was observed that:

* Inthebulk region, the DLTS signal from C is negative and roughly constant

* Inthe depleted region between bulk and QWSs, the DLTS signal from C becomes rapidly
positive, reaching a maximum in correspondence of the minimum of the apparent charge
Ncv.

* Approaching the QW region, the DLTS signal from C becomes negative again, reaching
aminimum in correspondence of the rightmost QW peak.

» The amplitude profile of peak C follows the ncy profile in its evolution at successive
stress stages.
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These observations support the hypothesis explaining the occurrence of a positive DLTS peak
with negative filling pulse as an inversion of the capacitance transient due to factors which are still
unknown, but which might be related to the complexity of the heterostructure diode, and/or to the
presence of an electric field directed towards the junction in the QW region, arising because of
strain-induced polarization. Further investigation is needed to clarify this phenomenon.
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rateis e,=46.5 s* and the sample was stabilized at T=217 K.

6.4.4.

Deep Level A

Another positive DLTS peak isthat related to deep level A. This peak isfound in all samples,
with an activation energy equal to 0.18 €V, and it is positive for all polarizations used, even when
probing the bulk region. The positivity of this peak is an artefact, and it isin no way related to
emission from minority carrier traps. The signal is positive, which iswell explained if one considers
the temperature value at which the peak appears. In GaN, charge carrier freeze-out begins at
relatively high temperatures, around 100 K. When this phenomenon occurs, the series resistance of
the diode increases dramatically, thus strongly affecting the measurement of the capacitance: the
measured capacitance becomes a decreasing function of the real capacitance. WWhen measuring a
capacitance transient, this is equivalent with transient inversion. So, the real capacitance transient
associated with A is negative. Thisis still not enough to conclude that peak A isrelated with a
shallow trap, asthetransient, occurring during the freeze-out, could also be related to emission from
shallow donor levels. Finally and most importantly, it must be excluded that this peak isrelated to
QW emission, because it is also found when the polaization is such that only a portion of the bulk
region is probed.

6-17



6.4.5. Deep Level C: potential barrier and density of states

Level Cisthe broad peak appearing in sample HG with an activation energy E.-E=0.18 eV and
in sample HP with an activation energy E.-E=0.30 eV with an emission rate €,=46.5 s* at T~220
K. Despite the significant difference in activation energy, the peak exhibits similar behaviour in
both samples. The inversion of the peak when approaching the QW region from the bulk is found in
both samples. Moreover, level C shows in both samples a peculiar capture kinetics, which is typical
for adeep level associated with extended defects. This observations are consistent with previously
reported analyses of emission by dislocation-related deep levels in this temperature interval
[Soh04], [Y astrubchak04]. An in-depth analysis on the properties of level C was then carried out.
The results presented here refer to sample HP. Figure [6.14] reports the absolute value of the
amplitude of DLTS peak C as afunction of the filling pulse for different biases and stress stages. As
it isvisible from the figure, in all sets of datathe amplitude behaves like a linear function of the
logarithm of the filling pulse for at least 3-4 decades, though with different slopes. For t,>0.01s, the
amplitude startsto saturate.
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Fig. [6.14]. Dependence of the amplitude of DL TS peak C on thefilling pulse width, at the
polarizations [V ey, Vsin] reported in the legend. Full symbols refer to polarizations at which the C peak
was negative, empty symbolsto polarizations at which the C peak was positive. Different symbol
shapesrefer to different stress stages.

From the above curves it was possible to calculate the barrier height, as described in section
(4.3.5) by means of the following formula:

= " o™
ed(t,) = kT[In(nvthantp) +In[tp(6nT latp)] In NT} (4.64)

The filled trap concentration nr was calculated from the AC/C signal, and the total
concentration of the deep level Nt was calculated from the DLTS signal obtained for t,=1s,
although this can be an approximated quantity because in the case of defects associated with
potential barrier saturation can occur before all defect sates are filled. The capture cross section of
the defect g, was calculated from the Arrhenius Plot: this is an approximation too, because this
capture cross section incorporates an entropic pre-factor (section (4.1.5)), but it represents only a
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minor uncertainty contribution to the total calculation. The electron concentration in the conduction
band n was calculated as the average ncy concentration in the bias range [Vier, Viin] used. The results
for the potential barrier associated to deep level C are reported in fig. [6.15], for several biases and
stress stages.
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Fig. [6.15]. Barrier height of deep level C asa function of thefilling pulse width, for different biases
and stress stages.

The result show that the barrier height is approximately the same for different polarizations and
stress stages, supporting the hypothesisthat level C isthe same in the different regions probed by
DLTS, that its capture kinetics does not change with the sign of the peak, and that the defect does
not change with stress time. The capture kinetics of the defect is different in different device regions
because the free carrier concentration, and thus the doping concentration, is not uniform. The
maximum barrier height is lower than 0.1 eV.

Once assessed that the deep level has a potential barrier associated, the next step is the analysis
of the shape of the DLTS peaks at increasing filling pulse widths, in order to distinguish between
localized and bandlike states. For bandlike states, a shift of the peak maximum towards lower
temperature is expected with increasing pulse width, while for localized states, the peak should
remain a the same temperature. The results shown in fig. [6.16] indicate that the deep level C hasa
localized nature.
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Fig. [6.16]. DLTS spectra of peak C recorded at different pulse widths in sample HP. The parameters
used are V,o=-3V and Vy=-2V, corresponding to the bulk region of the device.

After assessing the localized nature of deep level C the DLTS peak was fitted with several
models. The procedure was as follows. From Arrhenius plot, we calculated the enthalpy and the
capture cross section. Then, we postulated a density of states Ny(E) for the defect equal to:

N(E)=A (E"-E) , (6.3)

where the exponent a was kept constant in order to keep the number of fit parameters as low as
possible in the Levenberg-Marquardt fitting procedure. The only fitting parameters that were
allowed to vary were E{" and the proportionality constant A. This particular form of the density of
states is used after the example of Hedemann [Hedemann95], who used a similar density of states
with a=1/2 for fitting DLTS emission from dislocation statesin Si. In his case the choice of the
exponent was justified by the argument that in 1-D systems such as states on dislocation lines, the
density of states should be similar to that of 1-D free electrons. Here we have tried asimilar
expression, because it is likely that our defect isrelated to dislocations, but we used different values
for a (namely, 0, 0.5, 1, 1.5, 2) for the achievement of the best fit. The DLTS signal was then
calculated as

% = £(1) [ N, (B)(expl-&,(E,T)t,] - expl- &, (E, T)t, ) (6.4)
0

Where the constants t; and t; are the sampling times defining the rate window of the
measurement system, f(A) is a scaling factor depending on the bias values used, and e,(E, T) has the
following form:

en(T,E)= yoT?exp[-(E-Ec)/KT], (6.5)

for which the capture cross section was assumed as constant and set equal to that measured from
the Arrhenius plot. In fig. [6.17] the normalized density of states yielding the best fit of the DLTS
signal is plotted. The best fit was achieved by setting the exponent a equal to 2. For this value of a,
the E{" value was E"=E.-0.315 V.
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Fig. [6.17]. The normalized density of states yielding the best fit for the DL TS signal of deep level C.

Figure [6.18] reports four examples of fitting of C level, with four different emission rates (i.e.,
with four different [ty,t;] pairs). The emission rates vary from 232.5 s to 23.25 s*. The
experimental data are compared with the fit using the density of states with exponent a=2 and with
the fit using the model of the single level. It isinteresting to notice that in all four cases the best fit
parameter E;" assumed the same value, which is a strong hint about the goodness of the fitting
procedure.
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Fig. [6.18]. Best fits of the experimental DL TS spectra at four different emission rates: a) €,=232.5 s,
b) e,=116.2 s, ¢) ,=46.5 s*, d) €,=23.25 s™. Squares correspond to experimental data, dotted lines to
the fit from the single level model, solid linesto the fit with the density of states (eq. 6.3) with the
exponent a=2.

The set of observations made on this peak can be summarized as follows:
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» The amplitude of peak C changes with stress time only in the regions where also the C-V
characteristics change.

* Withrelatively low filling pulse amplitude (1V) the sign of peak C changes depending
on the reverse bias, and its amplitude is strongly correlated with the ncy profile.

» Thefilling kinetics of deep level C has a logarithmic dependence on the filling pulse
width, and it has a potential barrier of about 0.1 eV.

» Theshape of DLTS peak C is best fitted with a continuous density of states. The
temperature position of the peak does not vary with the filling pulse (only the amplitude
does).

The first two observations are linked with the evolution of peak C and with the DLTS analysis
performed on a portion of semiconducting material which has a strongly non-uniform conduction
band charge density. In sample HP it was impossible to determine whether the changes of C were
intrinsic changes or apparent changes, due to the rearrangement of the charge concentration in the
conduction band or of the dopant atoms. In sample HG, however, the variations affecting peak C
were significant even when the charge concentration from the C-V profile was ailmost constant, thus
suggesting that this deep level has a participation in the degradation process. The third and fourth
items of the conclusions give us information about the microscopic nature of the defect related to
deep level C. The information is obviously incomplete, asit was not possible to determine, e.g.,
whether the level was related to an impurity rather than to an intrinsic defect, but they represent a
strong hint about arole played by extended defects in the electronic activity of the level. The barrier
height isrelatively low, about 0.1 eV, and the width of the distribution of electron states used for
the fit of the DLTS shape is narrow: this suggests that we are dealing with a distribution of point
defects in the neighbourhood of dislocation lines. These defects may be preferably positioned near a
dislocation, acquiring slightly different activation energies. This explains the formation of a
potential barrier upon charging up, and also their nature of localized levels.

6.4.6. Summary of DLTS characterization

DLTS characterization of the anlyzed LEDs led to some interesting results, despite the
limitations that affected this technique applied to heterostructure junctions. The main feature of
DLTS spectra collected with temperature varying from 80 K to 400 K is the peak labelled C, which
is found in both samples, though with slightly different enthalpy. Peak C was found to vary in
amplitude in the device regions where C-V characterizatin evidenced a variation of apparent charge
concentration; moreover, the sign of the peak is strongly correlated with the ncy profile, because C,
otherwise a negative peak (i.e. related to alevel emitting majority carriers), becomes positive when
the DLTS reverse bias probes the region depleted of free carriers between the QW region and the
bulk. The mechanism governing this anomalous behaviour has not been clarified yet, but it is
possibly connected with the complex structure of the device and/or with the piezoelectric fields
which are expected to build up in the active region of the device.

The filling kinetics and the shape of this peak have been interpreted according to the theory of
emission from extended defects, showing that C isrelated with localized states, possibly point
defects gathering in the neighbourhood of threading dislocation lines. The presence of a significant
amount of electron states related to dislocations was already evidenced in the |-V characterization,
with a soft-breakdown reverse characteristics. However, the evolution of level C seemsto be an
effect, rather than the reason, of the degradation process.
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6.5. Optical spectroscopic characterization

6.5.1. Electroluminescence characterization: device aging

Spectroscopic measurements of emission spectrum and emission power of the analyzed LEDs
were carried out both at the Physics Department of the University of Bologna and at the Department
of Electrical and Information Engineering of the University of Padova. In this latter laboratory,
dedicated tools for the characterization of emission power of the LEDs were employed, and the
results illustrated in this section refer to those measurements, carried out by the group of Padova
using an Emission Microscope (PHEMOS 1000). Changes in emission intensity as a function of time
during the 20 mA aging test, measured at two different current levels (1 mA and 20 mA), are shown
in Fig. [6.19]. The intensity loss with respect to the unstressed value strongly depends on the drive
current. A similar behavior is observed at all the investigated temperatures. The low-current regime
Is clearly more sensitive to the aging effects: e.g. a RT the output optical power reduction is limited
to 7+10% for drive currents of 10+20 mA wheress it rises to about 20% for I1=1 mA. This is
consistent with the attribution of the intensity loss to an aging-induced generation of non-radiative
defects, creating a recombination channel which is saturated and becomes therefore less and less
effective when the drive current increases [Pursiainen01]. The decrease took place in the initial 50
hours. In the successive 100 hours a dight recovery of the emission curves was observed.

The emission intensity vs. forward current curves (L-1 curves) can be divided in three zones
[Cao03]: for current I< 2mA the L-I characteristic is non linear, as aresult of the non-radiative
component. For intermediate current values (2 < 1 < 10 mA) the curve is aimost linear, as aresult of
the radiative recombination dominating in the active layer. For high current levels (I> 10 mA) a
sub-linear zone can be identified, which could be due to heating effects that worsen the quantum
well efficiency.
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Fig. [6.19]. Optical emission char acterization of DC degradation: a) emission spectra of the untr eated
(solid line) and of the 100 h stressed sample (dashed ling); b) relative intensity of emission power asa
function of stresstime for 1 mA (full squares) and 20 mA (empty squares) drive current.

6.5.2. Photocurrent characterization: device aging
As photocurrent (PC) spectroscopy measurements are, in our setup, very sensitive to even

minimal shifts of the sample fromits original position, we analyzed the sample (labelled asHJ) in
6-23



thisway: the sample was put in the sample holder, the PC measurements performed at different
applied biases, then the sample was stressed at 20 mA DC without taking it off. After that, the new
set of measurements was performed, and so on. The stress steps were the following: 15 min, 30
min, 60 min, 2 h, 5 h, 10 h, 25 h, 50 h, 100 h. This ensured a constant alignment of the sample with
the spectroscopic system, and that the observed changes in the PC intensity were actual changes due
to internal modifications in the sample, and not to other factors. Other samples have been analyzed
only before and after the whole stress treatment: HG and HP, for instance, showed the same spectral
features of HJ, asis expected from samples from the same wafer. PC spectroscopy has been
performed in the spectral interval from 330 nm to 600 nm. In fig. [6.20] a) the spectraof an LED at
different stress stages are reported; the sample was here left unbiased. Only some of the spectraare
shown, for clarity. The spectra show a broad band for wavelengths lower than 450 nm. This band
corresponds to the absorption by the multi-quantum-well structure, in the interval from 450 to 370
nm, and by the GaN layers in the space charge region, corresponding to the peak at about 360 nm.
Moreover, the broad band has a complex structure with more quasi-periodically spaced peaks. This
quasi-periodic series can be shown to derive from interference effects due to the multi-layer
structure of the device: at certain wavelengths, the optical field interferes constructively in the space
charge region, thus yielding a higher PC signal. On the contrary, when the optical field interferes
destructively, local PC minima are observed. More information about the absorption mechanism
will be extracted from the normalized spectra, which have been fitted with the procedure illustrated
in chapter 5.

The shape of the spectrakeeps similar at al stress stages, but there is a slight decrease of the signal
with increasing stress time. This suggests that the mechanism of absorption of light is not affected
by stress, but that the photo-generated carrier are less efficiently collected. Thisis possibly dueto a
decrease of the mobility related to the generation of deep levels or to the migration of doping
impurities, which can be responsible for the modifications of the ncy profile observed by C-V
characterization and of the DLTS signal from peak C. The relative variation of photocurrent at
wavelength A=417 nmis shown in fig. [6.20] b), and it shows that the major variation takes place
during the first stress stages. The behaviour of PC is thus similar to that of the EL, but in the device
analyzed by EL aslight recovery was observed after 50 h, which was not observed here. This
possibly depends on specific features of the individual sample.
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Fig. [6.20] Evolution of photocurrent with stresstime at 20 mA: a) photocurrent spectra of the
analyzed LED at successive stress stages; b) relative variation of the photocurrent peak at 417 nm. The
sampleis here left unbiased.
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6.5.3. Fitting of responsivity spectra: device structure and absorption mechanisms

Employing the model illustrated in section 5.3 we will be able to explain many details of the
photocurrent spectra of the analyzed LEDs. A cautionary note is here needed. The model is based
on two main categories of parameters:. there are physical parameters, such as those describing the
dispersion relations for the various materials, and there are structural parameters, which pertain the
particular structure under investigation. Moreover, the boundary between these two categories is not
sharp, as structural parameters, such as the width and composition of a quantum well, influence the
dispersion relations in the quantum well.

Preliminarily to the comparison of the experimental and simulated spectra, it is convenient to
normalize the photocurrent spectrum by the incident light flux, thus obtaining a responsivity
spectrum. We will refer from now on to responsivity spectra.

The main issue in the analysis of the responsivity spectra by means of this model, as it was for
the fitting of the C-V characteristics, isthe insufficient degree of knowledge of the structural
parameters of the device. Some of these parameters could be assessed from the results of C-V
characterization, but some others (e.g. the width and composition of the QWs, aswell asthe
thickness of the GaN cap and bulk layers) remained unknown. Thisis not an ideal situation for
attempting a quantitative simulation of the photocurrent spectrum as a fit of the experimental data,
because the number of unknown fitting parameters is high, affecting thus the validity of the fitting
procedure.

However, the model can be applied to the experimental data, in order to extract some of the
structural parameters with a certain degree of likeliness. This isthe way one can proceed:

» Thedispersion relation for the absorption coefficient of GaN was modelled as
proportional to the bulk joint density of states of the material, which is close to some
dispersion relations found in the literature [ Dingle71][ Ambacher96]. This dispersion
relation was convolved with a gaussian distribution, in order to account for band tailing
effects. According to the previous references and to measurements of photocurrent
spectrain GaN epitaxial layers [Polenta04], the band tailing A for bulk GaN was
estimated to be around 0.1 €V. No exciton effects were considered, as these are not
observable at room temperature in bulk GaN [Binet96].

» Thedispersion relation for the QWs was proportional to the joint density of states for a
QW, thus having atypical step-like behaviour. The steps were described through a Fermi
distribution, which accounts for both thermal broadening and band-tailing effects. The
effect of excitons was here considered, as these are more effective in QWSs than in bulk,
and they are often visible even at RT in absorption spectra. However, the best fits were
obtained by neglecting the exciton absorption peak. The effective energy gap of the QW
system was then determined as a fitting parameter.

»  Once established the dispersion relations, the structural parameters were chosen partly
from the C-V characterization, partly from the most common design parameters for high
internal efficiency LEDs [ Schubert]. These have typically aMQW system as an active
region (here we chose the number of 4 QWSs), consistently with our C-V
characterization. On the p-side, there isan AlGaN electron blocking layer preceded by a
GaN cap layer. Typical thicknesses of these layers are of the order of 100-50 nm and
200-100 nm, respectively. The thickness of the GaN bulk layer on the n-side remains
unknown, but its approximated value can be determined from the period of the
interference fringes on the photocurrent spectrum generated by absorption in the QWs.

In fig. [6.21] the results of a simulation of photocurrent spectrum are showed and compared with
the experimental data normalized by the spectral light intensity of the system source +
monochromator, the absolute value of the simulated photocurrent being normalized to the
photocurrent peak related to bulk GaN absorption. The contributions from the different layersto the
photocurrent are also shown. Most of the photocurrent signal comes from the bulk GaN and from
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the QWs. The cap layer does not contribute for two reasons. first, the depletion region does not
extend to the GaN cap layer because of higher doping on the p-side; secondly, diffusion of electrons
(minority carriers) from this layer to the active region is prevented by the interposed AlGaN
blocking layer (which during LED operation blocks the transport of electrons in the opposite sense).
Minor contributions come from the GaN barrier layers in the active region.
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Fig. [6.21]. Comparison between experimental responsivity spectrum and simulated spectrum. The
contributions of different layers are distinguished by different line styles.

The structural parameters used for this simulation are listed in table 6.6. They are fairly
consistent with those used for the simulation of the C-V characteristics. The x fraction for InGaN
QW layersis not given here, because it is calculated from the fitting value of E4 of the dispersion
relation for the absorption in the QW. AlGaN is considered as a non-absorbing material in the
analyzed energy range. There is no warranty that the given parameters are the actual ones, but they

give us confidence that the procedure is based on sound hypotheses.

Table 6.6 Structural parameters for the simulation
of the responsivity spectrum shown in fig. [6.21].

Layer M aterial Description Thickness
(nm)
1 GaN p’-type cap 200
2 AlGaN e-blocking layer 70
3 InGaN Qw1 5
4 GaN barrier 1 5
5 InGaN QW2 5
6 GaN barrier 2 5
7 InGaN QW3 5
8 GaN barrier 3 5
9 InGaN Qw4 5
10 GaN n-type bulk 2200
11 SiC n'-type substrate 2000
Depletion region edges: %=200 nm Xn=345 nm
Hole diffusion length: L,=70 nm
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The dispersion relations are plotted in fig. [6.22], and the parameters used (as described in eqg.
5.13) arelisted intable 6.7. It is interesting to notice that the best fit of the responsivity spectrumis
obtained by neglecting any exciton effect. Due to rather high binding energy, exciton absorption
peaks are in many cases visible in nitride-based QW systems even at room temperature
[Bulutay99][Friel04]. The reason why this does not happen in our LEDs could be due to different
factors, such as a high piezoelectric field in a sufficiently wide QW, which would prevent the
formation of excitons and thus their participation to the absorption process. It would be interesting
to perform photocurrent measurements at lower temperatures, as thiswould clarify whether and
under which conditions excitons are observable.
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Fig. [6.22]. Thedispersion relations for the absor ption coefficients of bulk GaN and of InGaN QW
used in the simulation of the experimental responsivity spectrum.

Table 6.7. Parameter s describing the disper sion relation for
the absor ption coefficient in both GaN bulk and InGaN QW layers

Simulation parametersasfrom eqgs. (5.14, 5.15)
A = 70x10°cmtev?® [C, = 3.25x10°cm*
A = 27 meV D, = 27meV
Eg,bulk = 3.52 eV Eos = 0.28 eV
C: =  20x10%cm? B = 0
D, = 25 meV r = -
Eqjow = 285eV Eex = -

The simulation reproduces well the experimental photocurrent as far as the following elements
concerns:

» theindividual contribution of the different materials and layers
» the step-like absorption spectrum of the QW system
» theinterference pattern of the photocurrent from QW absorption

Some features, however, are not as well reproduced:
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» theinterference pattern is more definite in the simulation than in the experiments: several
factors, as spectral resolution (which is, however, quite high, about 1 nm, corresponding
to about 0.01 eV) and afinite (non-zero) surface and interface roughness can explain this
discrepancy

» the high-energy part of QW absorption; this can be due to more pronounced band-tailing
effects in GaN which are not taken into account in the present dispersion relations,

» the high-energy part of GaN absorption; this part of the spectrum was normalized by the
emission spectrum of the system lamp + dits + monochromator; in this part of the
spectrum the light intensity is very low, and can be more affected by experimental error,
so that this part of the normalized spectrum is affected with a significant uncertainty; this
does not clear all doubts, but could be areason for the discrepancy. Alternatively, the
spectrum could be better fitted by inserting in the absorption coefficient an excitonic
contribution, and by diminishing the constant A describing the bulk absorption strength.
In order to distinguish between these two hypotheses, photocurrent measurements at low
temperature would be useful, as in this case the excitonic contribution would increase.

6.5.4. Photocurrent dependence on applied bias

The variations in the PC spectra collected at different bias values can be well explained in the
framework of model introduced for the simulation. Fig. [6.23] reports three spectra collected at
Vie=0V, Vie=-1V and V,,=-5V, respectively. The most visible change in the spectrais the increase
in the GaN-related pesk at E~3.45 €V. Thisis due to two main factors: the first factor is the increase
in the depletion region width, which increases the amount of charge carriers generated within or in
the vicinity of the depletion region; the second factor isthe higher carrier velocity during collection,
which lowers the probability of recombination at the junction. Provided the diffusion length is small
in comparison with the depletion region width, the increase of the peak could be explained only
through the widening of the depletion region: comparing these PC results, with the C-V
characterization of HJ, one finds that the GaN-related peak height scales well with the measured
depletion region width xq.

Changes affect also the part of the spectra due to QW absorption. Starting from the lowest
energies, we analyze first the QW-related absorption edge. Asit is highlighted in the inset of fig.
[6.23], there is a slight blue shift of the absorption edge with increasing reverse bias. This is due to
the Quantum-Confined Stark Effect (QCSE) [Miller84], combined with the presence of strain-
induced electric fields opposed to the built-in field [Chichibu], [Perlin], [Franssen04], [Renner02],
[ZhangO4]: at 0V, the separation in energy between the electron subband in the conduction band
and the hole subband in the valence band of the QW have a certain energy separation, which is
lower of that one would see in the case of avanishing field inside the QW. When the reverse bias
increases, it compensates the strain-induced field, yielding a higher energy separation of the two
subbands. The same is true for transitions between higher subbands, although the shift is lower than
for the ground-state subbands.
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Fig. [6.23]. Photocurrent spectra at different applies bias: solid line, V,e,=0V; dotted ling, Ve, =-1V,
dotted line: V,e, =-5V. In theinset, the quantum well absor ption edge and its variations with applied
bias are highlighted.

Another consequence of the QCSE could be the increase in the PC signal due to the QW
absorption: when the application of the reverse bias compensates the strain-induced electric field,
the overlap of the subband envelope functions increases, yielding a higher transition probability.
However, the increase of photocurrent could also be due to the improved collection efficiency due
to the higher carrier velocity in the depletion region, which in turn lowers the recombination
probability. The higher part of the absorption spectrum of the QWSs, starting at E~3.1 eV shows a
step in the spectrum, due to the step in the joint density of states of the QW system. Here one can
notice another increase in the photocurrent with increasing reverse bias. This increase could be
partly due to the superposition of the GaN-related peak, but this can not explain also the increase
present for energy E~3.25 eV, which is clearly due to the QW absorption only. The most likely way
to explain the PC increase at this energy value israther by the improvement in collection efficiency
due to alower recombination probability than to the QCSE. Further and more in-depth calculations
should be performed, in order to achieve a quantitative assessment of the role played by these
different factors.

6.5.5. Comparison between EL and PC: Stokes shift, emission mechanism and In
fraction in the quantum wells

The comparison between the responsivity and the electroluminescence spectra of sample HJ is
reported in fig. [6.24]. What is apparent in the plot, is that the maximum of the emission takes place
at an energy which is significantly lower than the bandgap energy extracted from the responsivity
curve, which isrelated to absorption. In our case the absorption related bandgap energy has the
value Egow=2.85 eV, while the maximum of emission occurs for an energy Eei=2.75 €V. This
difference, in our case S=0.1eV, iswell known in the literature under the name of Stokes shift, and
has been studied in detail for nitride-based alloys both in the case of epitaxial layers
[O' Donnell99al,[ O’ Donnel 199b],[ O’ Donnel 101],[ Wu02a] and quantum well systems
[Berkowicz99], [Chichibu99]. The Stokes shift is zero for GaN [O’ Donnell99b] and InN [Wu02b],
and tends to reach a maximum value for equal fractions of In and Gain the InGaN alloys. In the
QWs, thereis a further dependence on the well width [Berkowicz99]: the larger the well, the larger
the shift. These observations have been explained either in terms of composition fluctuations in the
alloy, or of a consegquence of the piezoelectric field leading to the QCSE in the case of QW systems.
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Composition fluctuations can induce band-tailing effects, as we too observed, and to the
localization of carriersin potential minima. Localized carriers can give rise to the formation of
excitons, which recombine emitting a photon of energy lower then bandgap. The states responsible
for the emission are not equally visible by absorption spectroscopy, because they are steadily
occupied and thus not available for the absorption process, asin the Burstein-Moss shift of the
optical bandgap energy in degenerate semiconductors [\Wu02a).

In the analysis of emission and absorption from epitaxial layers, O’ Donnell found a value for S
which isabout 0.2 eV for aPL emission peak at 2.75 eV [O’ Donnell99b]. The shift we observe is
about the half. Care must be taken when comparing the result of a QW, like in our case, with an
epitaxial layer, as differences between the two cases can arise because of the quantum size effect.
The difference could also be explained by improved material quality, leading to areduced role of
composition fluctuations.

From the bandgap value extracted from the absorption spectrum we can estimate the x fraction
of Ininthe QWSs. In the works by Pereiraet al. [Pereira01] and Shan et al. [ Shan98] an absorption
edge of 2.85 eV corresponds to an In fraction of about 0.15. These observations were performed on
epitaxial layers, but the value x=0.15 can represent a good estimate also for our QW system, as the
guantum size effect tends to raise the effective bandgap value, and the piezoelectric fields tend to
lower it, thus yielding two opposite contributions.
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Fig. [6.24]. Electroluminescence (squares) and responsivity (circles) spectra of one of the analyzed
L EDs, showing the Stokes shift between emission peak and absor ption edge.

6.5.6. Summary of optical characterization

The analysis of the aging effects in these nitride-based LEDs manufactured astest structures led
us to the following results. The first result is that there is a degradation of the external quantum
efficiency of the device during the first few hours of operation at 20 mA DC. This degradation is
stronger when the device isdriven at lower current levels: this suggests that the quantum efficiency
is lowered by the introduction of non-radiative recombination paths, most likely related to deep
levels, in the active region. This observation is consistent with the previous results from C-V and
DLTS characterization; it isalso indicated that it is the internal quantum efficiency to be affected
by DC current stress. A slight recovery was observed, however, after 50 h operations, which il
must be clarified.
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Secondly, photocurrent spectroscopy indicates that DC stress also affects the internal quantum
efficiency of the device as a light detector. This is due to the same phenomenon leading to the
degradation of the emission, i.e., the introduction of deep levels. Deep levels, in fact, may cause
recombination of charge carriers in the active region, thus preventing them from being collected:
this leads to a net diminution of the mobility and to alower photocurrent signal. This diminution
was proportional to the photocurrent signal in all spectral regions, thusindicating that it is rather
connected with carrier transport than with carrier generation.

Photocurrent was also employed to achieve a deeper insight in the device structure and
operation. The spectrawere simulated keeping into account all the internal reflections of the optical
field in the layered structure, thus explaining the modulated structure of the photocurrent spectrum
due to absorption by the QW system. The device structure used for fitting the photocurrent spectra
was consistent with that used for the fitting of C-V profiles. Due to the high number of fitting
parameters used in both fitting procedures, we do not consider them as the actual structural
parameters; however, we believe that they simulation parameters should not be very different from
the actual ones.

The dispersion relations for the absorption coefficient used in the simulation showed that the In
fraction used in the QW is around 0.15. The role of excitons was found to be negligible at room
temperature, possibly due to the strong piezoelectric field building up across the QWs. The effects
of this piezoelectric field were also visible in the blue shift of the QW absorption edge with
increasing reverse bias.

6.6. Discussion and conclusions

Fig. [6.25] summarizes all the relative variations of physical parameters observed during low
current aging with all experimentla techniques employed, with the exception of the reverse current.
It showsthat thereis a strong correlation between all the observed phenomena. This leads us to
hypotize that aging is driven mostly by the introduction in the active region of electrically active
defects. The increase of defect concentration in the active region explains the following
experimental observations:

» thedecrease of the internal quantum efficiency in emission, because they provide non-
radiative recombination paths;

» thedecrease of the internal quantum collection efficiency, asthey lower the lifetime fo
charge carriers and therefore their mobility

» theincrease of the reverse leakage current

» theincrease of apparent charge concentration in the active region, provided the
introduced/generated defects are associated with donor-like levels;

» the modifications of the DLTS spectra; these modifications could derive from the above
described increase inthe apparent charge profile, or could themselves represent the
introduction of the defect.
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Fig. [6.25]. Therelative veriation of different physical parameters observed with the employed
experimental techniques during the aging of the devices.

The increase in the reverse current during the DC stress has not been included in fig. [6.25], as
the relative variation of the reverse current amounts to about 300% after 50 h stress. Nevertheless,
the evolution of this parameter is similar to the evolution of the other parameters, with arapid
variation during thefirst 5 h, and then a slower increase. The increase of the reverse current can be
put in relationship with an increase of the electrical activity of defects associated to dislocations.
This could represent a connection between the characterization of electrical transport and the
capacitance spectroscopic observations, which evidence that the level changing in concentration is
associated to extended defects.

6.6.1. The problem of theidentification of the defect(s) responsible for the
degradation under DC current stress

The main feature detected by DLTS, which was the only technique employed capable to detect
the trace of single deep levelsis peak C. This peak has an enthalpy E.-E=0.28 eV, and shows a
behaviour typical of deep levels associated with extended defects. Furthermore, this peak changes
its shape in the device region where the apparent charge concetntration is strongly affected by
stress. However, this is not enough to conclude that it is the generation of defects associated to C to
worsen the emission characteristics of the device. The modifications occurring to C may well be
driven by the modifications of the apparent charge concentration, which, in turn, may be due to
other defect levels lying deeper in the gap. So far, we were not able to detect other deep levelsin
significant concentration for temperatures between 240 K and 400 K. Thus, if other defects are
introduced in the gap and provide non-radiative recombination paths, their activation energy can be
estimated as 1 eV from the conduction band or more. In this case, such deep levels would be
somewhat difficult to detect by DLTS; in any case, it would be impossible to monitor their
evolution during DC stress, asthe device heating could activate further generation/migration
mechanisms, which would lead to spurious effects.

6.6.2. Possible generation/migration mechanism

The mechanism governing the degradation of DC stressed LEDs is still under study and will be
investigated more in detail in the future work. However, we can distinguish between three main
categories of generation/migration mechanisms involving deep levels:
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Thermally activated mechanisms.

It is known that raising the temperature the diffusivity of all defects and impurities increases.
This category is excluded for the present analysis, because the low current levels used yielded a
very low device heating, such that the temperature in the active region of the device never exceeded
60 °C. However, the same analysis performed here on DC current stresse devices will be performed
on thermally stressed devices, so that the comparison between the two cases could yield significant
insight for the interpretation of the present and the future results.

Current-activated mechanisms.

In the past, the degradation of current-stressed GaN-based LEDs has been described to a model
of defect formation by hot electrons injected in the quantum wells [Craford94], [Manyakhin98].
According to this model, carriers being captured in the QW can lose a significant amount of kinetic
energy, exceeding the defect formation energy. Thus, they would be able to generate a high amount
of defects in the active region of the device. This sort of generation is localized, taking place in
proximity of the QWs.

Fermi level-activated mechanisms.

It is known that the concentration of intrinsic charged defects in a semiconductiong material is
strongly dependent on the Fermi level position, which in turn is dependent on the doping and on the
free carrier concentration [Longini56], [Walukiewicz89], [Walukiewicz94]. Generally speaking,
cherged intrinsic defects tend to increase with increasing free carrier concentration, tending to self-
compensate the material. Moreover, they can enhance the diffusivity of other defect species, such as
impurities, through a Frank-Turnbull mechanism involving vacancies [ Frank56] or a kick-out
mechanism involving interstitials [ Gosele81]. It could be possible that in a forward current-stressed
LEDs the high concentration of free carriers in the junction region (both electrons and holes) have
the net effect of raising the concentration of intrinsic charged defects, which then play arole
diffusing themselves or assisting other species in the diffusion process. This mechanism is of rather
localized nature, as high free carrier densities are reached only in the active region close to the
junction. In order to attempt a quantitative estimate of the relevance of this mechanism one should
have a good knowledge of the parameters governing the concentration of intrinsic charged defects
in GaN and AlGaN and of the device structure, as further, more complex phenomena occur in the
diffusion of defects in heterostructures [ Chen99].

6.6.3. Summary

The low current stress of the analyzed LEDs induced in them a decrease of the optical
efficiency, which was more prominent during the first 20 hours of stress, and enhanced for low
current values. The degradation affecting both EL and PC spectra proved to be connected with a
decrease of the internal quantum efficiency of the device'. The capacitive measurements showed
that stress induced an apparent charge increase in the whole investigated region, particularly
pronounced at the interface between the active region and the n-side, where during ageing a pesk in
the ncy profile grew (at 100 nm). The DLTS analysis, performed in the same region of this ncy peak
(~100 nm), showed, as a consegquence of stress, significant modifications in the properties of traps
at 0.18-0.28 eV (traps B and C). These localized modifications are supposed to be related to the
generation of non-radiative paths, which lower the efficiency of the devices, especially at low
current levels: at high current levels, the non-radiative paths could saturate, thus leading to the

! cathodoluminescence (CL) measurements, performed at the University of Parmain the framework of the present
project, confirmed thistrend: moreover, the CL characterization carried out at different temperature levelsindicated that
the QW loss measured a high temperatures was stronger than at low temperatures. The greater OP loss shown at high
temperatures by the CL measurements can therefore be attributed to the increase, asthe sample is heated, of the non-
radiative recombination rate.
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minor OP loss shown by the EL measurement. The most important modifications of the apparent
charge profile occur at the boundary between active and bulk regions, but we can not conlude that
the generation/modification of trap levels takes place only at the active region boundary: an
extended defect generation, in fact, has been observed in some of the analyzed samples, where the
nev changed in all the region analysed by the C-V measurements’. As previously described
[Craford94], [Manyakhin98], the generation/propagation of defects even at these low current
densities could be related to a process of defect generation by hot electrons, or, alternatively, to the
enhanced diffision of impurity atoms assisted by a Fermi-level driven increase of charged intrinsic
defects [Walukiewicz94]. The DLTS analysis doesn’t explain all the ncy, EL and PC modifications:
the generation of other defects with very deep nature can be supposed, so that they are not
detectable within the explored DLTS range, set by the need of avoiding exceeding device heating.
Finally, the modifications of the traps at the interface of the active layer (possibly contributing to
tunnel-injection of the carriers inside the QWSs) could also be related to changes in the capture
efficiency of the active region, and thus contribute in lowering the overall LEDs efficiency. This
hypothesis has to be confirmed by further measurements, with the aim of characterizing ageing-
induced variations of the transport mechanisms.

2 In this case, the CL decrease didn’t affect only the QW line, but also the GaN exciton and yellow bands.
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7 Evolution of irradiation-induced defect statesin low-
temperature annealed 4H-SIC

The study of defects introduced in a controlled way is a powerful tool to relate the properties of
the defects themselves to the device performance. Aswell known, particle irradiationis a
straightforward tool to generate smple defects in a controlled way. For thisreason it iswidely used
in silicon and recently also in silicon carbide [Lebedev99] in order to investigate the origin and,
whenever possible, the structure of the defects.

The present analysis deals with the deep energy levels associated with defects induced by
irradiation with protons and electrons in 4H SiC, the doping density of which isin the range of
n=2+6 x 10"°cm™. Deep level enthalpy, concentration and apparent capture cross-section have been
monitored for both irradiation types by changing the particle fluence, and put in relationship with
the observed compensation effects. Some conclusions about the nature of the defect introduced have
been drawn. The charge transport properties of the material, a key point for device performance,
have also been analyzed.

Another important tool in the study of defectsis the thermally induced modification of their
properties, i.e., the annealing. In the last few years, particular attention has arisen around defect
annealing phenomena taking place at low temperature (< 500 K) in SiC polytypes irradiated with
different kinds of particles. Early experimental evidence of annealing stages at T~325K is reported
for electron irradiated 3C-SiC [1toh89], followed then by studies on electron, neutron and heavy ion
irradiated 6H-SIC [Hemmingsson02], [Chen02] and 4H-SIC [David02], [Alfieri0O3], [Nielsen03],
[Zhang02] with different experimental techniques.

An intuitive and straightforward interpretation of annealing phenomena might be the occurrence
of the thermally induced annihilation of defects, in away similar to the recombination of Frenkel
pairs. According to theoretical works [Posselt0l1], [Gao02], [ Gao03], some defects created by ion
irradiation have migration energy pathways with energy barriers lower than 1 eV, accounting for the
activation of the phenomenon even at relatively low temperatures.

Another model, earlier used to explain thermally- and bias-induced modifications of deep level
transient spectrain silicon [Chantre87], takes into account a configurational metastability of the
defect associated with the deep level detected. This model has been developed for SIC by
Hemmingsson et a. [Hemmingsson02] studying deep level spectra of electron irradiated 6H-SiC.
The present analysis deals with the observation of a low temperature annealing in 8.6 MeV electron
irradiated 4H-SiC Schottky diodes, and interprets the results in the light of the above said models.

7.1. Samplesand treatment

7.1.1. Schottky diodes and irradiation conditions

Proton irradiation

The samples examined were 4H-SiC epilayers grown by Chemical Vapor Deposition (CVD)
and provided by CREE Inc. The doping concentration of the epitaxial layer in the proton irradiated
diodes was Ng= 5 x 10"°cm. This layer, 7 pm thick, was grown on a 400 pm thick 4H-SiC
substrate with doping density Ng= 10" cm®. The declared micropipe density was 16-30 cm™. The
Ti Schottky contact was 1000 A thick, annealed at 400 °C in N, atmosphere with an area of Imm”.
Metal oxide field plates were synthesized in order to prevent the electric field crowding at the
contact edges. The ohmic contacts were obtained by growing Ti/Ni/Ag multilayer (with thickness of
1000 A /2000 A/2 um respectively). The diodes were irradiated at room temperature with 6.5 MeV
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protons at fluences ranging from ®=10"cm? to ®=3.2x10"*cm™ (Table 7.1). From now on, we will
refer straightforwardly to the irradiation fluences, for the sake of clarity.

Electron irradiation

The electron irradiated samples consisted of CVD-grown 30 pm thick epitaxial layers with
doping density Ng= 2 x 10" cm™, a buffer layer with doping density Ng=10"® cm® and a substrate
with doping density Ng=10"%cm>. The substrate micropipe density was 10 cm™. The circular Au
Schottky contact was 1500 A thick with a diameter of 2mm and one guard ring. The ohmic contact
was obtained by deposition of a 1000 A thick multilayer of Ti/Pt/Au, followed by annealing at 500
oC for 30 sin Argon atmosphere. These samples were irradiated at 26 °C with electrons from a
LINAC with energy equal to 8.2 MeV at fluences ranging from 4.75 x 10" cm to 9.5 x 10* cm
(Table 7.1).

The transport properties and the electronic levels associated with the defects were analyzed by
current-voltage characteristics (1-V) and deep level transient spectroscopy measurements (DLTYS)
up to 550 K, respectively. The deep level enthalpy with respect to the conduction band, Er, the
capture cross-section ¢t and the deep level concentration Ny have been measured for each level. In
the same temperature range the free carrier concentration n was measured by capacitance-voltage
characteristics (C-V) in the as-prepared and irradiated samples in order to monitor the compensation
effects by intrinsic irradiation-induced defects. DLTS measurements were carried out by means of a
SULA double boxcar spectrometer with exponential correlator and I-V characteristics were
collected by aKeithley 6517 electrometer. The capacitance meter was a Keithley 3330, operating at
afrequency fcap =100 kHz.

Table 7.1 Irradiation conditions

Proton 6.5 M eV Electron 8.2 MeV
Sample F l[frrr]?% ® | sample  Fluence [cm?]

A4 - 14 -

A2 10t G7 4.75x 10%

Al 10* A4 2.38 x 10*

A3 3.2x10% G4 9.50 x 10*

7.1.2. Thermal treatments (annealing)

The annealing behaviour of the deep levels, was in afirst time observed during the Deep Level
Transient Spectroscopy (DLTS) characterization and monitored by running the DLTS up to
gradually increasing temperature, varying the temperature a arate of 0.07 K/s. Thus, we observed
two distinct annealing stages, one in the interval 360 — 400 K (87 — 127 °C), the other in the interval
400 - 470K (127 — 197 °C). Subsequently, we performed thermal treatments on another set of
samples (isochronal annealing) at the T=100 °C, T=200 °C, T=300 °C and T=450 °C, each 4 h
long, which brought further changesto the DLTS spectra. Capacitance-voltage (C-V)
characterization was carried out before irradiation and, after irradiation, before and after annealing,
in order to monitor the free charge carrier density. Using both techniques, DLTSand C-V, ina
complementary way, allowed us to interpret the annealing stages as a combination of defect
annihilation and defect configuration change.
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7.2. Effect of irradiation on the analyzed samples

7.2.1. DLTS of proton irradiated diodes

As far as samples irradiated with protons are concerned, a deep level SO, with enthalpy Ec-Er
=0.18 eV and concentration equal to ~10™ cm®, was detected in the as-prepared sample. Upon
proton irradiation further levels appeared, i.e. S1 with Ec- Er =0.20 eV, S2 with Ec-Er =0.40 eV,
S3 with Ec-Er =0.72 eV, $4 with Ec-Er =0.76 eV and S5 with Ec-Er =1.09 eV, the concentration
of which was found to increase linearly with the irradiation fluence ®@. The density of level SO
remained constant at N=~10" cm® whatever the fluence was. The parameters of the deep levels and
the comparison with data from literature are given in Table 7.2, while the evolution of the spectra
with respect to the irradiation dose is shown in Fig. [7.1]. In the diodes irradiated with the highest
fluence, 3.2 x 10" cm™, the total deep level density results comparable to the doping density,
though somewhat lower, so that compensation effects should be expected. These effects were
confirmed by subsequent C-V measurements, as reported below.

AC/C

100 200 300 400 500
Temperature (K)

Fig. [7.1]. Evolution of the DL TS spectra of Proton irradiated diodes. Continuous line: as-prepared
diode; dashed line: diode irradiated with ®=10"cm?; dotted line; diodeirradiated with ®=10%cm?;
dashed-dotted line: diodeirradiated with ®=3.2 x 10 cm™. Emission rateise,=232 s.
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Table 7.2. Enthalpy Ec-Et, concentration Ny, apparent capture cross-section e; and
introduction ratenr = Nt/@® of theelectronic levels observed in 4H-SiC irradiated with a
proton fluence of 3.2 x 10" cm™.

Trap i -3 2 1, Comparison with published data
labet ECETIEVI Nrlem] oifem] - mr[em] Deep Level Attribution
13 14 _ a2 b Ti impurity &°
SO 0.18 1.0x 10 2x10 0 Ti € PJ/P> orimary defect &
s1 0.20 6.3 x 10% 7x 1078 3.2 - -
Y 0.40 1.3 x 10 1x10%° 4.1 EH1¢ -
S3 0.72 3.5x 10" 2x 10 11.0  Z4/Z,**EH2¢ N+
4 0.76 1.1 x 10* 1x 10 35 EH3 ¢ -
S5 1.09 7.7 x 10" 5x 1013 24  RDU2* EH5¢ VctVgP

3ref. [Dalibor97], ° ref. [Lebedev00], © present work, ®ref. [Hemmingsson97], © ref. [Eberlein03].

7.2.2. DLTS of eectron irradiated diodes

In diodes irradiated by electrons, the deep level generation occurs with characteristics quite
similar to proton irradiation (Fig. [7.2]). Also in these epilayers, a shallower level SO (enthalpy Ec-
Er =0.15 eV) isfound in the as-prepared material. Slightly differently from the previous case, we
were able to detect also a deeper level, S5*, with Ec-Er =0.89 eV. Upon irradiation DLTS detected
the levels S1* with Ec-Er =0.23 eV, S2 with Ec-Er =0.39 eV, S3 with Ec-Er =0.5/0.65 eV, $4
with Ec-Er =0.76 €V. The parameters of the relevant deep levels arereported in Table 7.3. It is
worth noting that some of the deep levels increasing dramatically in concentration in the irradiated
diodes are present also before irradiation (continuous lines in Fig. [ 7.2]) even though with density
close to the resolution limit of the experimental setup. The concentration of levels S1* to S5* is
linearly dependent on the irradiation dose, whereas the concentration of SO is independent of it.

Regarding the electron irradiated diodes, alow temperature annealing was observed, the
interpretation of which is dealt with in the following sections. The annealing process consists of two
stages. Inthe first stage, from 360 to 400 K, the amplitude of a DL TS peak labelled S2A (Table 7.3)
decreased dramatically while that of peak S3 slightly increased. In the temperature interval where
S2A was detected, a minor peak, labelled S2, with equal enthalpy appeared. In the second stage,
from 400 to 470 K, the shape of peak S3 sharpened, its amplitude slightly decreased and its
enthalpy changed from 0.5 eV to 0.65 eV, taking on the parameters of the peak Z;/Z; known from
the literature [Dalibor97], [Eberlein03]. In Fig. [7.2] only the spectra recorded after annealing are
shown, since in the present work we consider important the deep level parameters found after both
annealing stages, just as the analyzed proton-irradiated diodes had been previously annealed before
the DLTS analysis.
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Fig. [7.2]. Evolution of the DL TS spectra of electron irradiated diodes. Continuous line: as-prepared
diode; dashed line: diode irradiated with ®=4.75 x 103 cm; dotted line: diode irradiated with ®=2.37
x 10" cm™; dashed- dotted line: diodeirradiated Wli'[h ®=9.50 x 10**cm™. The emission rate is e,=46.5

st

Table 7.3. Enthalpy Ec-E1, concentration N+, apparent capture cross-section e¢; and
introduction ratenr = Nt/® of the electronic levels observed in 4H-SIC irradiated with an
electron fluence of 9.5 x 10" cm™,

Trap i -3 2 -1, Comparison with published data
labe T ETIEV] Nrfem] oclem]  mr[em] Deep Level Attribution
13 16 _ 2 b Ti impurity &°
SO 0.15 1.4x 10 6x10 0 Ti ¢, Pi/P> orimary defect &
S1* 0.23 5.5x 10% 9x107° 0.06 - -
S2A 0.33 6.9 x 10* 7 x107° 0.73 - ~
Y 0.39 4.0x10% 2x10%° 0.42 EH1¢ -
S3 0.65/050 4.2/54x10%* 107/ 10 044  Z4/Z,2 EH2¢ N+
4 0.75 2.6 x 10" 6x10%° 0.27 EH3¢ -
S5+ 0.89 4.6 x 10" 7x 10" 0.09 RDV2% EH5¢ VctVgP

Aref. [Dalibor97], ° ref. [Lebedev00], © present work, ref. [Hemmingsson97], ®ref. [Eberlein03].

7.2.3. Analysis of introduction rates and deep levels

From the aforementioned results, we can assess that irradiation with either particle type
generates almost the same set of electron trapsin n-type epilayers, as is also stressed by the
Arrhenius plot (Fig. [7.3). The introduction rate #t = N/® is shown in Fig. [ 7.4] for levels with
similar signatures. It isto be noted that nr is about one order of magnitude higher in the case of
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proton irradiation, i.€. 77 proton/f T dectron~ 10 for levels S2, S3 and S4, whilst in the case of levels
SVST* and S5/S5* %7 proton/fTelectron=> 30. This strongly suggests that i) defect generation occurs
mostly according to the same mechanism in both cases since the same defects are generated and i)
most of the deep levels detected by DLTS should be either of intrinsic nature or very simple defect
complexes involving shallow donor impurities. The former result is not obvious, given the
significant difference in the impinging particle masses. The latter result comes from the observation
that the more complex the defect configuration is, the more different should be the introduction
Kinetics in either impinging particle type.

600 300 200 100 K

10°Fss

oL. . . . oo
05276 8 10 12
1000/T (K™

Fig. [7.3. Arrhenius plot of proton and electron irradiated samples, showing that similar sets of
trapsare present for irradiation with either particle type. Squaresrefer to proton irradiation, circles
to electron irradiation. Solid lines represent the fit for proton irradiation, dashed linesthe fit for
electron irradiation.

From Fig. [7.4] we also observe that the introduction rate is the smallest for both levels S1*/S1
and S5%/S5. Thisis also the case in which the ratio #7 proton/f17 dectron 1S the highest. Although the
identification of the defects giving rise to deep levelsis in many cases still dubious, some can be
advanced. Some levels have been extensively studied in the past few years due to their particular
annealing behaviour or to other characteristics, such as the negative-U behaviour
[Hemmingsson98], that made them particularly suitable to a more in-depth analysis. We list in the
following our findings on the detected levels (Figs. [7.1],[7.2], [7.3, [7.4]).

6.5 MeV protons

104 §8.2 MeV electrons

5§ 7 7 2w
ICHENE

©

nd

c

xe]

S 01

o]

o

£

S¥YS1* S2 S3 S4 S5/S5*
Deep Level

Fig. [7.4]. Introduction rate nrof deep levelsintroduced by proton (light columns) and electron (dark
columns) irradiation.
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Level SO. The behavior of SO (E; = 0.15/0.18 eV), which is the only level maintaining a constant
concentration throughout the whole range of fluences, suggests a relationship of this level with
impurity atoms, which are not affected at all by irradiation. Literature dataindicate that SO isto be
put in relationship with an acceptor level originated by the Ti impurity, for which two levels with
enthalpy Ec-Er=0.12 eV and Ec-Er= 0.16 eV areattested [Lebedev99], [Dalibor97],
[Achtziger97]. The capture cross-section measured in the proton irradiated diode (g=2x10"*cm?) is
significantly larger than that measured in the electron irradiated diode (g =6x10™*°cm?). Thisis
probably due to the large uncertainty associated with the determination of the capture cross-section
by extrapolation to T=co of the Arrhenius plot fit. This may also explain the difference between our
values and that found by Dalibor et al. (g =1x10™"°cn?) [Dalibor97]. Relying more on the enthalpy
values, we are therefore confident that SO has to be associated with the Ti impurity. Indeed, Ti may
unintentionally contaminate SiC during the growth due to the crucible graphite parts involved
[Kawasuso02].

Levels S1, S1*. In both cases of proton and electron irradiation a deep level is found in the
temperature region T ~ 150K. However, some facts suggest that this level is not to be identified
with the same defect in one or the other case. First, the deep level parameters are different enough
(Tables 7.2, 7.3) to yield two well distinguishable signatures on the Arrhenius plot. Second, the
ratio of the introduction rates for proton and electron irradiation here assumes the value of about 60,
thus deviating significantly from the value of about 10 found for al levels with the same deep level
parameters except for Sb. Thus, we conclude that S1 and S1* should not be identified with the same
level, i.e., electrons and protons introduce two distinguished complex defect configurations with
close enthalpy.

Level S2, S2A. The peculiarity of level S2A (Ec-Er = 0.33 eV) isits low-temperature annealing
out, which will be dealt with in the following sections. The amplitude of the peak related to this
level in fact decreases dramatically in the DLTS spectrum after the sample enters the temperature
interval 360 — 400 K. Annealing out of alevel lying close in enthalpy, labelled EH1 in literature,
was previously reported in 2.5 MeV electron irradiated samples, although at a higher temperature
(750 °C) [Hemmingsson97]. Level S2A may be related to the carbon interstitial 1 [Gao03],
[Zhang02]. After the annealing, level S2 is still present in the DLTS spectrum of electron-irradiated
diodes, presenting an enthalpy close to S2A and a higher capture cross-section (Fig. [7.3). This
level matches up very well with level S2 found in the proton-irradiated samples and with the EH1
level.

Level S3. It isknown that in the region of the DLTS spectrum around 300K a dominating peak
with activation energy Ec-Er = 0.6/0.7 eV appearson irradiation [Lebedev99], [Dalibor97],
although it is often found also in as-prepared samples [FangO1]. It is generally believed to be a set
of discrete levels with similar energy, some of which are unstable and change configuration after: i)
months at room temperature [Doyle98], ii) thermal treatments [Hemmingsson98], iii) combined
action of thermal annealing and reverse bias [Martin04]. The level Zi1/Z,, which is the most stable of
these levels, (called S3 in the present work) has been in the last few years the most investigated
electronic level both from the experimental and the theoretical point of view. According to recent
studies Z1/Z; is anegative-U center [Hemmingsson98| and isrelated to adi-carbon interstitial next
to a nitrogen atom [Eberlein03], [Pintilie02] or, aternatively, to an intrinsic defect complex
possibly involving hydrogen [Storasta04]. Our most recent results [SST06] confirm through
analysis of compensation in proton-irradiated 4H-SiC Schottky diodes that nitrogen is not involved
in the defect structure: the deep level istherefore related to intrinsic defects.

Level $4. From the analysis of the Arrhenius plot and of the introduction rates, it is apparent
that also level $4 is associated with the same defect in both cases of proton and electron irradiation.
This level peak, significantly overlapping part of the dominating peak associated with level S3,
should also be associated to an intrinsic defect or to a small complex.
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Level S5, S5*. These levels are part of agroup of levels denominated in literature as “radiation
damages’ (RD) [Dalibor97], [Lebedev00], so asto stress their irradiation-induced origin. Thiswas
confirmed by our observations, as we found the concentration of both levels S5 (Ec-Er =1.09eV)
and S5* (Ec-Er =0.89 eV) to grow linearly with the irradiation dose. However, we observed that
level S5* is sometimes present in significant amount also in as-prepared samples. The microscopic
structure of these defects has been studied in previous works [ Lebedev00]. According to those
authors, RD1/2 (Ec-Er =0.96 eV), quite close to the levels here denominated S5 and S5*, isrelated
to adefect complex involving a carbon and a silicon vacancy Vc+Vg. The attribution to a small
defect complex is in agreement with the fact that this level can be found also in non-irradiated
samples. The ratio of the introduction rates between proton and electron irradiated samples is about
30, much higher than the value 10 found for the pairs of levels matching up together in the
Arrhenius analysis. From this it turns out that S5 and S5* could be associated to different defects or
to the same complex defect presenting very different generation kinetics depending on the
impinging particle type.

7.2.4. Evolution of |-V characteristics

The defects expectedly introduced in the material by high-fluence irradiation affect the charge
transport properties. The high radiation hardness of 4H- SiC manifests itself as an inertness of the
charge transport characteristics of the material with respect to the irradiation dose. In Fig. [7.5] a)
the |-V characteristics of the proton irradiated diodes do not show any significant difference
between the as-grown diode and the diode irradiated with the highest dose. The Richardson’s plot of
the temperature-corrected diode saturation current Jo/T?vs. inverse temperature 1/T, shown in part
b) of the same figure, demonstrates that the activation energy for the charge transport keeps nearly
constant within the range 0.80 — 0.96 €V. The same inertness has been found in the electron
irradiated samples, whereby for fluences up to 9.5 x 10™ cm no increase of the leakage current
was found for reverse biasin therange 0 — 200 V.

1
10" 700 K
_31 == il ——
1074
A Proton 6.5 MeV
104
o
$ 3
=107
Fluence cm®
—_Ad -
10°4 - - A2 10"
] ----A33.210°
10" T IS S T S T ; 15 20 25 30 35
-16-14-12 - -8 -6 4 - 1,
bias (V) 1000 (K*)
a) b)

Fig. [7.5]. &) |-V characteristics of samples at different irradiation fluences and temperatures. The
lower set of curvesrefersto measurement performed at 300 K, the upper set at 700 K. b) Richardson’s
plot and itslinear fit for the proton irradiated diodes. Squar es and continuous line: diode A1, circles
and dashed line: diode A2; upwardstriangles and dotted line: diode A3; downwardstriangles and
dotted-dashed line: diode A4.

In Fig. [7.6] the CCE characteristics of electron-irradiated diodes, tested by irradiating the Schottky
contact with 4.14 MeV a-particles, are reported. Due to the introduction of defects, with bias Vg <
160 V the CCE decreases with increasing radiation dose, with data showing an initial fast decrease
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after irradiation at a fluence of 4.75x10" cm?, followed by a slower fall rate at higher fluences. In
the diode depletion region corresponding to this bias field the charge generated by the a-particlesis
collected by diffusion. Therefore, this result indicates that the radiation-induced defects have a
significant influence on the charge diffusion length. On the contrary, the CCE saturates at 100%
independently of the radiation dose at reverse bias > 160 V, i.e. above the reverse bias threshold
corresponding to a depleted region equal to the a-particle range, R ~ 12um. Trapping centres,
therefore, turn out to be much less effective when the charge collection occurs almost exclusively in
drift regime.

100 o YY;(%*%?%%X?**’
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~ 60 o o * 13 2 -
8 TR /107cm
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0 40 80 120 160 200 240 280
REVERSE BIAS (V)

Fig. [7.6] Evolution of CCE char acteristics of electron irradiated diodes (measur ement perfor med by
F. Nava, University of M odena).

7.2.5. Evolution of C-V characteristics

The compensation of free charge carriers due to the presence in the gap of defect-related deep
levels has been monitored in both cases of proton and electron irradiation by means of C-V
characteristics. Significant compensation effects were observed mainly in the samples irradiated
with the highest doses, i.e. 3.2 x 10" cm? for proton irradiation and 9.5x 10™ cm™ for electron
irradiation. In the proton irradiated diodes, C-V measurements were carried out in the temperature
interval 300 K — 700 K. Both in as-prepared samples and in samples irradiated with fluences up to
10" cm, the free charge carrier concentration remained constant at a value close to ncy=4.5 x 10%
cm throughout the whole temperature interval. On the contrary, in the sample irradiated with a 3.2
x 10 cm proton dose the free charge carrier concentration varied from ncy =3.3 x 10™° cm™® at
T=300 K to ncy =4.7 x 10™ cm™ at T=700 K. The original free charge density isrestored a T ~ 700
K even in highly compensated samples. This result disagrees with the compensation model
[Aberg01], according to which free charge compensation should be mainly due to nitrogen
passivation by defect complexes induced by irradiation. The N atoms are therefore subtracted from
their role of active shallow doping centres. If such defects were reasonably stable, they would not
dissociate for arelatively low temperature such as T=700K, and there should not be the possibility
of arecovery of free charge density to the same value observed before irradiation.
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Fig. [7.7]. C2-V plots of: a) as-prepared sample; b) diodeirradiated with 3.2 x 10 cm? 6.5 MeV
protons, showing free charge carrier compensation. The char acteristics measured from 300 K to 700 K
are shown, with 100 K step.

7.3. Low-temperature annealing of irradiation-induced deep levels

7.3.1. Annealing out of level S2 - DLTS analysis

The annealing out of level S2, together with other minor annealing phenomena, take place over
two annealing ranges, as shown in Fig. [7.8]. The first DLTS spectrum was obtained from 80 K up
to 360 K (not shown in the picture). Then, the diode was frozen again to 80 K. The second DLTS
spectrum (&) was obtained in the temperature range 80 K to 400 K . The first and the second
spectrum coincided in the overlapping temperature interval. Spectrum (b), obtained from 400 to 80
K, yields considerably different features: S2A, the dominant peak at T=180 K in spectrum (@), isno
longer evident, while the amplitude of S3 increased. Spectrum (c), obtained raising the temperature
from 80 K to 470 K, has expectedly the same features of spectrum (b) in the overlapping
temperature interval. Spectrum (d), taken from 470 K to 80 K, showsthat some further change
occurred: the maximum of peak S3 is shifted towards higher temperature, and its amplitude
decreased to values similar to those of (a).
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Figure[7.8] DLTS spectra of the 9.5x 10" cm™ irradiated sample. Spectrum (a) from 80 K to 400
K; Spectrum (b) from 400 K to 80 K; Spectrum (c) from 80 K to 470 K; Spectrum (d) from 470K to
80 K. Emission rate e,=116.3 s*. The spectra ar e shifted in order to display each of them clearly.

Thus, we can identify two separate annealing stages. the former, in which the temperature rises
from 360 to 400 K in about 20, is characterized by

a) the dramatic reduction of S2A amplitude.

b) theincrease of the amplitude of the peak S3, as well as its lower-temperature shift.

c) the appearance of peaks S1 and S2, which were likely to be previously embedded in
the dominant peak S2A.

The latter annealing stage takes place in the temperature interval 400 K — 470 K (in which the
sample was kept for about 30'), and is characterized by the amplitude decrease of peak S3, its shape
sharpening and its shift towards higher temperature. It is to be noted that after the latter annealing
the parameters of the DLTS peak S3 arethose of the level known from the literature as Zi1/Z,
[Dalibor97]. which has been already described in section (7.2.3).

The most remarkable features of the low-temperature annealing are the dramatic decrease of the
amplitude of level S2 after the first annealing stage at 360 K- 400 K and the rearrangement of
amplitude and enthalpy of peak S3 throughout the two annealing stages in the temperature interval
360 K — 470 K. Correspondingly, the net free carrier density, as shown in the next section, increases
after annealing.

A possible explanation of the above results is that the defects associated to level S2 annihilate
between 360 K and 400 K. Annealing in this temperature interval has been reported on electron
irradiated 3C-SiC investigated by electron spin resonance (stage at T=323 K) [1toh89] and on Al-
implanted 4H SiC by Rutherford backscattering spectroscopy (annealing interval from T=250 K to
T=420 K) [Zhang02]. Furthermore, recent theoretical models and numerical simulations [Gao03]
predict the recombination of carbon interstitials at T~400 K.

Annealing processes involving peak S3 (Z1/Z) similar to the one observed in this work have been
also reported in other works in slightly different experimental conditions. Doyle et al. [Doyle98]
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reported on the changes occurring in the DLTS spectra after a room temperature annealing nine
months long in electron irradiated 4H-SIC. The levels at activation energies Ec-Er equal to 0.32,
0.62 and 0.68 eV show atransition to the Z,/Z. Nielsen et a. [Nielsen03], [Nielsen05], reported on
a bi-stable defect. A correlation might exist between these results at T~400 K and our results. There
are, however, substantial differences regarding peak S2:

a) it presents amuch higher amplitude change;

b) the decrease of peak S2 and the increase of peak S3 are not related by a 1.1 ratio as according

to Nielsen;
C) S3decreases after raising the temperature up to 470K, significantly lower than 600 K.

7.3.2. Annealing out of level S2 — compensation analysis

The in-depth profile of the free carrier concentration from C-V measurementsisillustrated in
Fig. [7.9]. The information given by the C-V measurements accounts for the compensation effects
due to irradiation and the recovery of free charge carriers occurring upon annealing.

The free carrier concentration n decreases by almost a factor 10 after irradiation with ®=9.5x
10" cm?, from about 2 x 10 cm™ to 2.5 x 10 cm™, at the distance x=2 pm from the Schottky
junction. After both annealing stages the free carrier concentration increases to ~5 x 10* cm™ at the
same depth. Theinitial decrease of free carriers is a consequence of the introduction of acceptor
levels in the semiconductor gap, whereas the subsequent free carrier increase could be related with
the disappearance of peak S2A.
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Figure[7.9] Profiles of free carrier concentration versusjunction depth from CV characterization. Continuous

line refersto the as-prepared diode; dotted line to the diode irradiated with ©=9.5x 10* cm, beforethe DLTS
run up to 400K ; dashed lineto the same diode, after the DLTSrun up to 400K .

To relate C-V and DLTS results Shockley diagrams (Fig. [ 7.10]) were calculated. The doping
concentration Ng=2 x 10™ cm® is set from the free charge concentration measured in the as-
prepared diode. The deep level densities and enthal pies were deduced by the DLTS measurements
(Table 7.3).

Intheirradiated diode the concentration of free charge decreases to nye=(1.2+ 0.1) x 10™ cm®,
significantly higher than the value measured by C-V characterization ncv=2 x 10" cm™. Therefore,
one hasto infer that further levels than those detected by DLTS are introduced by irradiation in the
bandgap, accounting for the larger free carrier compensation.

Similarly, in the annealed diode, the free carrier concentration calculated from the Shockley
diagrams is nee=(1.5+0.15) x 10" cm®, while the value from the C-V measurement is ncy=5 x 10
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cm. However, the net free charge density increase upon annealing is well reproduced by the
Shockley diagram: the difference between the concentration in the irradiated diode and in the
annealed diode is roughly equal to 3 x 10* cm™, which is also equal to the difference measured by
C-V characterization.
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Fig. [7.10]. Shockley diagrams of the annealed diode at T=300 K based on the levels detected by DLTS:
a) before and b) after the annealing stage at [360 - 400 K].

7.3.3. Modifications of levels S1 and S5

InFig. [7.11], the DLTS spectra of samples after annealing at progressively higher temperature
are shown. Their features, together with those of the diffusion length, support the hypothesis of a
low temperature recovery of irradiation damage. As shown in the inset of Fig. [7.11],the DLTS
spectrum is almost flat before irradiation. Only levels SO (with enthalpy Ec-Er =0.15€V) and S5
(Ec-Er =0.89eV), related to a Ti impurity and to aV c+Vs complex, respectively [LeDonne04],
[Dalibor97], [Lebedev00], are here present. After the exposure to the electron beam we observed
additional levels, labelled from S1 to $4, with enthalpies Ec-Er =0.23 eV, Ec-Er =0.39 eV, Ec-Er
=0.51 eV and Ec-Er =0.75 eV, respectively, the concentration of which linearly increases with the
irradiation fluence. The spectrum of the as-irradiated sample coincides with that of the sample
annealed at T=100°C (solid line in fig. [7.11]). After annealing step a T=200°C due to the heating
during the DLTS run, the spectrum exhibits the significant variations already described in the
previous section.
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Figure[7.11] DLTSspectra of theirradiated samples after each annealing step, nor malized to the
height of peak S3. Solid line: annealing at T ,,,=100°C; dashed line: after annealing at T a,, =200°C

after DLTSrun; dotted line: annealing at T,y =300°C; dashed-dotted line: annealing at T 4y, =450°C.
In the inset, the spectrum of the virgin sample. The emission rate is e,=46.5 s*.

After the thermal treatment at T=300°C (dotted line), additional modifications to the spectra
occur. The amplitude of peaks S2 and $4 further decreases, whereas peak S3 (Z1/Z,) sharpens
because of the annealing of the close deep levels previously cited.

The spectrum changes again after the last annealing step, at T=450°C. Peaks S2 and $4 are no
longer detected whilst annealing effects are visible also at peaks S1 and S5. Two peaks, S1A (Ec-Er
=0.31eV) and S1B (Ec-Er =0.22eV) become visible instead of S1 (Ec-Er =0.27eV) (Fig. [7.12] &),
and S5A (Ec-Er =0.70eV) and S5B (Ec-Er =1.04€V) appear instead of the broad peak S5 (Ec-Er
=0.96eV) (Fig. [7.12] b). These changes could be justified as follows, dealing only with peaks S1A
and S1B asthe interpretation for levels S5A and S5B would be the same. Up to annealing
temperatures as high as 300°C, the deep level related to peak S1B has a concentration higher than
the deep level related to peak S1A. The broad peak S1 results from the emission by both levels.
Upon annealing at T=450°C, the concentration of the deep level related to S1B becomes
comparable to that related to peak S1A, thus allowing for the single detection of both levels.

Deep level signatures are reported in the Arrhenius plot (Fig. [7.13]). Figure [7.13] not only
evidences that levels SO and S3 maintain their signature after both annealing steps at T=300°C and
at T=450°C, but also that S1 coincides with S1B and S5 with S5B.
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Figure[7.12] Comparison of DL TS spectra after annealing at 300°C and at 450°C in the temper ature
regionswhere S1 and S5 are detected. Dotted line: sample annealed at T=300°C; dash-dotted line:
sample annealed at T=450°C. The emission rate is e,=46.5s™.
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Figure[7.13] Arrhenius plot of samples annealed at T=300°C (squares, solid lines for fits) and at
T=450°C (triangles, dashed lines for fits).

7.4. Conclusions

Irradiation with either protons or electrons, at the energies and fluences examined in this work,
introduces in the bandgap of 4H-SiC several deep levels, producing free charge carrier
compensation, which is dramatic for the highest fluences used. Nevertheless, the material confirms
to be highly radiation-hard, as its transport characteristics give evidence: irradiation-induced defects
tend indeed to limit the charge transport in diffusion regime, but do not have an equally significant
influence on the transport in drift regime. DLTS showsthat afew levels (SO and S5) are already
present in detectable concentrations (~10** cm®) in the as-prepared diodes. By irradiation another
set of levelsis either introduced or enhanced in concentration (S1 to S5), growing with the
irradiation dose. The only level maintaining a constant concentration is SO, likely related to
impurity Ti atoms rather than to primary defects. Most deep levels generated by both particles are
the same, as deduced by Arrhenius and introduction rate analysis. Generally speaking, protons tend
to introduce a density of defects about one order of magnitude (or more) higher than electrons of
similar energy, as in agreement with experimental and theoretical results comparing the non-
ionising energy loss (NIEL) of either particle type [Lee03] in SiC. On the one hand, one may expect
this change in the introduction rates, considering the different particle masses; on the other hand, it
is not obvious that such a mass and charge difference yields the same deep levels. Thus, the
introduced levels must be elementary intrinsic defects or complexes involving single N or H atoms.
Other levels measured for different particle irradiation such as S1 compared with S1* (Ec-Er ~0.2
eV) and S5 compared with S5* (Ec-Et ~0.9-1.1 €V) are unlikely ascribable to the same kind of
defects, unless to consider an alternative generation kinetics depending upon the irradiation source.

A low temperature annealing effect has been observed for defect-associated energy levelsin 8.6
MeV electron irradiated 4H-SiC Schottky diodes. This effect occurs by several annealing stages: in
the first annealing stage (360 K — 400 K) the dominant peak S2 dramatically decreases, whereas
peak S3, significantly broadened because of a superposition of neighboring levels, shows an
amplitude increase; in the second stage (400 K — 470 K) peak S3 exhibits an amplitude decrease, a
shape sharpening and a shift towards higher temperature.

The annealing has been interpreted according to the following model: it is known that a T~400
K carbon interstitials recombine [ Gao03]. Peak S2 might therefore be related to this defect. This
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transformation goes along with configurational rearrangements of other levelsrelated to DLTS
peaks overlapping to S3. In the second stage such levels, which are not stable, disappear from the
spectrum. Consequently, peak S3 acquires the parameterstypical of level Zi/Z5.

The annealing out of defect related deep levels expectedly affects also the C-V characteristics,
which, successively to a significant irradiation-induced compensation for fluences of ~10" cm?,
evidences a net free carrier increase which correlates well with the amplitude reduction of S2.
Despite the free compensation the material undergoes, the device performance as a particle detector
IS preserved.

The analysis of further annealing stages at dightly higher temperatures led us to the finding that
peaks S1 and S5 could be due to the emission of more single levels, which split after annealing at
T=450°C. We observed a coincidence between the amplitude reduction of peaks S1/S1B and
S5/S5B. However, this observation was up to now performed over a single annealing step, being

insufficient to sate whether S1 and S5 are related with each other in afashion similar to levels S2
and $4.
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