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1 Introduction

In this thesis, we investigate the smooth functional calculus for operators with spectrum in
R, more specifically spectral multiplier theorems.

Many differential operators of Laplacian type have such a functional calculus. The first corner-
stone are the works of Mihlin and Hormander around the year 1960, which give a sufficient
condition for a function f to be a Fourier multiplier, expressed in terms of bounds on deriva-
tives of f.

Since then, functional calculi modeled after Mihlin’s and Hormander’s theorem have been
established for a large variety of differential operators, and in the last thirty years, spectral
multiplier theorems have been intensely studied in a large variety of contexts, including el-
liptic operators on domains and manifolds, Schrodinger operators, and Sublaplacians on Lie
groups, mainly with methods from the theory of partial differential equations and harmonic
analysis.

An important consequence of such functional calculi is that they immediately give informa-
tion on bounds of operators associated with the differential operator, such as its resolvents,
imaginary powers, the generated semigroup and wave operators. This in turn has been very
successfully applied to solve associated problems such as wave and Schrédinger equations,
and to deduce regularity of the solutions.

This thesis adds a unifying theme to the large class of examples and their applications by
approaching them with a combination of methods from spectral theory and the geometry of
Banach spaces.

The starting point is the construction of a functional calculus for Mihlin- and Hormander type
functions and certain 0-sectorial operators defined on some Banach space. The quality of the
calculus (i.e. the order of the required smoothness) is then related to estimates of typical fami-
lies of operators generated by the calculus, such as the above mentioned resolvents, imaginary
powers, semigroup operators and wave operators. The dependency of the order of smoothness
on the geometry of the underlying Banach space can be expressed in terms of the type and
cotype of the space.

Furthermore, there are deep connections between the functional calculus and central results
of harmonic analysis, such as the Paley-Littlewood theory and quadratic estimates.

One advantage of the Banach space approach is that it is also applicable to non-commutative
LP-spaces and diffusion operators defined in this context.
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1 Introduction

The following concept related to unconditionality will play a central role.

Let (e,,)n>1 be a sequence of independent random variables on some probability space Q2 such
that Prob({¢,, = 1}) = Prob({¢,, = —1}) = 1.

A set of bounded linear operators 7 C B(X), where X is some Banach space, is called R-
bounded if for some C > 0,

N
/QH; en(w)Thay

2
dw (*)
X

9 N
dwgC’/H En(w)xy
. Q; (w)

for any finite families 77,...,Tx € 7 and z1,...,2x5 € X.

The notion of R-boundedness has been used implicitly in 1986 by Bourgain [13], and formalized
for the first time in 1994 by Berkson and Gillespie [7].

If X is a Hilbert space, then

9 N
dw = 212, 1.1
Kz ;Hm | (1.1)

/ Hi (e

due to the orthogonality of the ¢,’s in L?(Q), so that * is equivalent to the fact that 7 is
a bounded subset of B(X). Furthermore, if X is an LP-space, then R-boundedness can be
expressed in terms of quadratic estimates.

For a general Banach space X, the left-hand side of 1.1 has proved to be an adequate uncon-
ditional substitute to the orthogonality in Hilbert spaces.

Since the beginning of the 2000s, with the works of Clément, de Pagter, Sukochev and Witvliet
[22], and Weis [135], the concept of R-boundedness has become a highly powerful tool in
vector-valued harmonic analysis, for maximal regularity for parabolic problems, for Schauder
decompositions in Banach spaces, in spectral theory, and for functional calculi.

Let us now give a more detailed overview of our results chapter by chapter.

In chapter 3, we consider a certain class of abstract and optimal functional calculi, that is,
homomorphisms
u: C(K) — B(X)

where K is a compact set and C(K) the algebra of all continuous functions f : K — C. Such
homomorphisms appear naturally and play a major role in several fields of operator theory
such as the classification of C*-algebras, or spectral measures.

If X is a Hilbert space, then it is known that its tensor extension 4 with the commutant of the
range £,

N N
i:C(K)®Ey — B(X), Y fo@Tn =Y ulfa)Th
n=1 n=1
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is again a bounded homomorphism, where C(K)®E,, is normed as a subspace of C(K; B(X)).

If X is a general Banach space, this theorem is not true anymore. The main result of this
chapter gives an adequate Banach space analogue of the extension . A consequence of our
theorem is that u is R-bounded in a certain matricial sense.

A first application concerns unconditional bases (e,) in LP spaces. Our result complements
the work of Johnson and Jones [63] and Simard [119] and shows that under a suitable change
of density, (e,) becomes an unconditional basis in the Hilbert space L?.

A second application concerns McIntosh’s H*° functional calculus for sectorial operators A
[96, 24]. If A has an H* calculus to any positive angle which is uniformly bounded, in the
sense that the norm of this calculus is independent of the angle, then also the operator valued
H* calculus of A is uniformly bounded. This is an analogue of a celebrated result of Kalton
and Weis [73].

In chapter 4, we study a more common case of spectral multiplier theorems, and consider
homomorphisms u defined on a Banach algebra E of functions defined on R, above all the
algebras defined by the Mihlin and Hormander conditions

w: B — B(X), f = u(f) = f(A).

Here, u is associated with an operator A whose spectrum is contained in Ry . Of particular
interest are the Laplace type operators A mentioned earlier. To show the boundedness of u
for such A, one usually reconstructs the calculus from semigroup or wave operators. In the
known proofs, simple norm bounds are not enough, and a variety of stronger assumptions
are essential, such as Gaussian bounds, lattice positivity, contractivity on an LP scale together
with self-adjointness on L?, and also information on wave propagation speed.

In contrast, we use an operator theoretic approach for Mihlin’s and Hormander’s spectral mul-
tiplier theorems. We will show that to some extend, R-boundedness is an adequate unifying
substitute for the above mentioned assumptions.

There are two indications for this:

Firstly, Mihlin functional calculus is strongly connected with bounds on the holomorphic cal-
culus. This is already observed in the fundamental paper [24] on H*° calculus. Fortunately, by
Kalton’s and Weis” work [73], we already have a method at hand that allows us to characterize
the H*° calculus in terms of R-boundedness.

Secondly, a basic ingredient in proving Hérmander’s theorem is a decomposition of the func-
tion f into a series f = > _, fn, where f, has its support in a dyadic interval [2"~1, 27 +1].
This extends the well-known Paley-Littlewood decomposition for the Laplace operator on Eu-
clidean space. One usually proves first the boundedness of f,,(A) and then reassembles the
series and then recovers f(A) as a sum of multipliers. This last step requires the unconditional
strong convergence of the sum ) f,(A), and this is where R-boundedness comes in.

The following are our central results.

13



1 Introduction

Firstly, we are able to characterize the Hérmander functional calculus in terms of “averaged
R-boundedness” of the classical operator families associated with A, such as resolvents, imag-
inary powers, semigroup and wave operators. This averaged R-boundedness is a weakened
form of square function estimates.

The square function estimates themselves are characterized by the matricial R-boundedness
of the functional calculus, which we had introduced in chapter 3.

Next, we obtain a Mihlin functional calculus under norm bounds and R-bounds of the classical
operator families named above. Furthermore, we will see that information on the type and
cotype of the underlying Banach space X allows to improve the quality of that functional
calculus.

Finally, by the mentioned Paley-Littlewood decomposition, we obtain new characterizations
of fractional domain spaces of A which reduce to the classical Triebel-Lizorkin spaces if A is
Laplace, and also their real interpolation spaces, corresponding to Besov spaces in the classical
case.

In chapter 5, we consider the functional calculus for strongly continuous groups (U(t)):cr on
X. Boyadziev and deLaubenfels [15] have shown that if U(¢) has an exponential norm growth
and X is a Hilbert space, then its generator has a bounded holomorphic calculus.

We examine groups of polynomial growth [|U(¢)|| < C(1+¢|)* having a bounded holomorphic
calculus. By means of a transference principle, we show that the growth rate a can be equiv-
alently expressed in terms of a functional calculus. The function space of this calculus differs
from the classical ones, and thus its description demands particular attention. We show that it
admits a certain atomic decomposition related to a Fourier series. This is a decisive difference
to the spaces in chapter 4, which are closer related to bounds on smoothness.

If we choose U(t) as the imaginary powers A’ of some sectorial operator A, that difference
gives complementary information about the results of chapter 4 and it shows that the Mihlin
calculus result mentioned above is optimal.

Further, we obtain norm bounds and R-bounds of semigroup operators and resolvents of A
which are optimal within the class of polynomially bounded imaginary powers.

Finally, chapter 6 is devoted to diffusion semigroups 7; on non-commutative L”-spaces. These
are a generalization of the classical LP-spaces, which are associated to a von Neumann algebra;
as an example we mention the von Neumann Schatten classes S” of compact operators on a
Hilbert space with p-summable singular numbers. Here, the classes of operators with spectral
multiplier theorems are not identified yet. However our methods give information on the
optimal sector angle of sectorial diffusion semigroups.

In the case of classical LP-spaces, the following is known: If a semigroup is defined on a scale

of LP-spaces, is contractive for all 1 < p < oo, and is self-adjoint on L?, then the semigroup can
be analytically extended to a sector in the complex plane, whose opening angle depends on

14



p. This was proved via complex interpolation by Stein [121]. Later, Liskevich and Perelmuter
have improved Stein’s result by enlarging the sector angle to

wp = I_ arctan u
P9 2yp—1’
under the additional hypothesis that the operators T; are (lattice) positive [92]. This angle is

also optimal.

We extend Liskevich’s and Perelmuter’s result with methods of operator space theory to the
case of non-commutative LP-spaces. Surprisingly, the non-commutative theorem improves the
commutative one, and one application of our result is that we can omit the positivity assump-
tion in Liskevich’s and Perelmuter’s theorem.

For more detailed information, we refer to the first sections of chapters 3, 4, 5 and 6, which
can be read independently to a large extend.

Chapter 2 contains some notational conventions, and the common background for chapters 3,
4 and 5.

15






2 Notations and Preliminaries

2.1

Notations

Let us record some notations.

1 n=k

For the Kronecker symbol, we write 6=t = 0nr = .
0 n#k
Further, for the characteristic function on I, we reserve the notation 7.

We extensively use the notation a < b for two non-negative expressions a and b to state
that there is some constant C' > 0 independent of a and b such that a < Cb. If we want
to emphasise that C' may depend on a third expression d, we write a g b.

We also use a = b in short for a < b < a.
We denote R = (0, c0) the open half-line.

The Fourier transform is denoted by Ff or f, and we use the convention Ff(£) =
Jpa €7 f(x)da.

The inverse Fourier transform is then denoted by F~! or f.

We will also use the so-called Mellin transform A mapping a function f defined on R
to a function defined on R, given by the formula M f(t) = [, t* f (s)%.

We will use the Gamma-function ['(z) = [ t7e "4

The space of complex n x n matrices is denoted by M,,.

If X is a Banach space, then Idx denotes the identity mapping on X.

The dual space of X is denoted by X* in chapter 3, and by X’ in chapters 4, 5 and 6.

The notation (z, y) is used to denote an application of a distribution to some test function,
and also to denote an application of a linear form to a Banach space element, depending
on the context.

If A is an (unbounded) operator on X, then its domain is denoted by D(A), its range by
R(A) and its spectrum by o(A).

If X € C\o(A), we denote the resolvent by R(\, A) or (A — A)~L.

If —A generates a semigroup, we denote that semigroup by T'(¢) or T;.

17



2 Notations and Preliminaries

2.2 The holomorphic functional calculus

We now recall the basic notions on holomorphic functional calculus for sectorial and strip-type
operators. For more information, we refer e.g. to [24, 73, 81, 86], and [52] for the strip-type
case.

Definition 2.1 For w € (0, ), let
Yo ={2€C\{0}: |argz| < w} and Str, ={z € C: |Imz| < w}.

We consider the following spaces of holomorphic functions.

H>®(X,)={f:%,—C: f hol. and bounded}
H*®°(Str,) = {f : Stry, — C: f hol. and bounded}
Ho (B.) = {f € H®(S,): 3C,e > 0+ |f(2)] < Cla(+2)72F)
HS®(Str,) = {f € H>®(Str,): 3C,e > 0: |f(2)| < Cle*(1 +€*) 2]}
Hol( W) =1{f:2, —=C: meN: f(2)(z(1+2)"H" c HF(Z,)}
Hol(Str,,) = {f : Str, — C: In € N: f(2)(e*(1+€*)7%)" € H5®(Str,)}

For E € {H*>, H{°,Hol}, we have f € E(X,) <= f oexp € E(Str,).

The spaces H*(X,,) and H*°(Str,,) are equipped with the norm

[ flloo.w = sup [f ()l and [[fllocw = sup [f(2)],

tro,
for which they are a Banach algebra.

By the identity theorem for holomorphic functions, for w > 6, we can identify H>(%,,) with a
subspace of H>(3y) for and thus consider e.g. |J H>(X,). The same holds for the other
five spaces above in place of H>(%,,).

w>wo

Definition 2.2 Let w € (0, 7). Let X be a Banach space and let A be a densely defined operator on X
such that its spectrum o(A) is contained in 3,,. Assume that for any 0 > w, there exists C such that

IMA-A)<C
for any X € C\{0} such that |arg \| > 6
Then A is called a sectorial operator. We denote w(A) the infimum of all w such that the above holds.

Let B be a densely defined operator on X such that o(B) C Str,, for some w > 0. Assume that for any
0 > w, there exists C such that

IA-B)~<C
for any A € C\ Stry .

Then B is called strip-type operator. We denote w(B) the infimum over all such w.

18



2.2 The holomorphic functional calculus

The definition of sectorial operators varies in the literature. Sometimes A is not supposed to
be densely defined [24, 52] or is additionally supposed to be injective and to have dense range
[81]. Also, in [52, p. 91], the definition of strip-type operators does not include the dense
domain.

Assume that (U(t)):er is a cp-group and denote its generator by ¢B. Then B is a strip-type
operator [52, exa 4.1.1]. In the sequel, we will only consider strip-type operators of this type.

For a sectorial operator A and f € H§°(X,) with w € (w(A),7), one defines
1
£ = 5= [ FOORO. A)an 1)
T r,

where w(A) < v < w and I, is the boundary 0%, oriented counterclockwise. Similarly, for a
strip-type operator B and f € H§°(Str,) with w > w(B), one defines

1(B) = 5 [ SR B @2)

where w(B) < v < w and I'y is the boundary 0 Str, oriented counterclockwise.

The definitions do not depend on v and the resulting mappings H§°(2,) — B(X), f — f(4)
and H§®(Str,) — B(X), f +— f(B) are algebra homomorphisms.

We say that A has a (bounded) H*(X,,) calculus if this homomorphism is bounded, that is,
there exists a constant C' > 0 such that

IF (A< Cllflloow  (f € Hg(X0))- (2.3)

Similarly, we say that B has a (bounded) H(Str,,) calculus if H§(Str,,) — B(X), f — f(B)
is bounded.

The boundedness of the H*°(%,,) and H>(Str,,) calculus depends in general on the angle w.
We say that A has an H* calculus, if it has a bounded H*°(%,,) calculus for some w € (0, ).
We say that B has an H* calculus, if it has a bounded H*°(Str,,) calculus for some w > 0.

We now turn to sectorial operators with dense range. Note that such operators are auto-
matically injective. This follows e.g. from [24, thm 3.8]. We cite the following proposition of
holomorphic functional calculus, see e.g. [24], [81, sect 9,15B] or [52, sect 1,2].

Proposition 2.3 Let A be a sectorial operator with dense range. There exists a unique mapping

U Hol(X,,) — {closed and densely defined operators on X}, f — f(A)

w>w(A)
with the properties:
(1) If f € H®(Z,,) for some w > w(A), then f(A) is given by 2.1.

(2) For A € C\Xy(4), (A — -)~1 is mapped to the resolvent R(\, A), and the constant function 1 is
mapped to the identity Idx .
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2 Notations and Preliminaries

(8) Whenever f € Hol(X,) such that g(z) = f(z )(1+z s € HG(X,) for some n € N, then
f(A)z = g(A)(1+ A)?" A"z for z in D(A™) N R(A™), which moreover is a dense subset of X.

An analogous statement holds for a strip-type operator B and Str,, in place of A and ¥,,, with
a mapping

U Hol(Str,,) — {closed and densely defined operators on X}, f — f(B),

w>w(B)

where in particular f(B) is given by 2.2 for f € H°(Str,,). We refer to [52, p. 91-96] for the
details.

The mappings f — f(A) and f — f(B) are called extended holomorphic calculus (cf. [81, sect
15B]).

Remark 2.4
(1) Note that the logarithm belongs to Hol(%,,) for any w € (0, 7).

Let B be a strip-type operator and assume that there exists a sectorial operator A with dense
range such that B = log(A). This is the case, e.g., if B has a bounded H®°(Str,,) calculus for
some w < m [52, prop 5.3.3]. Then by [52, thm 4.3.1], w(A) = w(B) and by [52, thm 4.2.4], for
any w € (w(A), ), one has

f(B) = (felog)(A) (f € Hol(Str,)). (2:4)
(2) If A is a sectorial operator with dense range and has a bounded H*(X,,) calculus for some
w € (w(A), ), then 2.3 extends to all f € H>®(X,).

An important tool when dealing with the holomorphic functional calculus is the following
proposition, which is often called convergence lemma. For a proof, we refer e.g. to [24, lem
2.1] in the sectorial case and [52, prop 5.1.7] in the strip case.

Proposition 2.5

(1) Let A be a sectorial operator with dense range. Assume that A has a bounded H*(%,,) calculus
for some w € (w(A), ). Let f € H®(E,,) and (f,)n be a sequence in H*(%,,) such that

fu(z) = f(z) forall z € £, and sup || fnllcow < 0.

Then fn(A)x — f(A)z for any x € X.

(2) Let B be a strip-type operator. Assume that B has a bounded H®°(Str,) calculus for some
w > w(B). Let f € H*(Stry,) and (fn)n be a sequence in H* (Str,,) such that

fu(z) = f(2) for all z € Str,, and sup || frlloow < 0.

Then fn(B)x — f(B)x for any x € X.

20



2.3 R-boundedness and ~y-boundedness

2.3 R-boundedness and ~-boundedness

Let Q be a probability space and (ex)x>1 a sequence of independent Rademacher variables
on . That is, the ;s take values in {—1,1} and Prob({e; = 1}) = Prob({e;; = —1}) = 3. For
any Banach space X, we let Rad(X) C L?(; X) be the closure of Span{e;,®z : k> 1, z € X}
in L?(Q; X). Thus for any finite family 1, ...,z, in X, we have

[Seron, = (S 0n]2) = ([ [Saorm] o)’

In some cases, we shall also use Rademacher variables ¢;, indexed by k € Z or doubly indexed
by k € Z x Z.

Parallely to this, we consider the case that Rademacher distribution is replaced by standard
Gaussian distribution.

Namely, let (7)r>1 be a sequence of independent standard Gaussian variables on €. Then
we let Gauss(X) C L?(Qp; X) be the closure of Span{y, ®z : k> 1, z € X} in L?(Q; X). For
any finite family «1,...,z, in X, we have

H;%&Mk‘%wx - ( HZ”’“ o ) /szk :ckH d)\)%

It will be convenient to let Rad,,(X) denote the subspace of Rad(X) of all finite sums Y, _, £, ®
zi, and Gauss,, (X ) the subspace of Gauss(X) of all finite sums Y ,_, v @ .

Now let 7 C B(X). We say that 7 is R-bounded if there is a constant C' > 0 such that for any
finite families T4,...,T, in 7, and z1,...,z, in X, we have

Tt |y < | |
H;%@ ETk Red(X) ;Ek@)xk

In this case, we let R(7) denote the smallest possible C. It is called the R-bound of 7. By
convention, we write R(7) = oo if 7 is not R-bounded.

Rad(X)

For 0,7 C B(X) one checks easily that

R(ooT1) < R(o)R(7), (2.5)
where oo ={SoT: S€o,Ter}C B(X).
Let (7,,)n, be a sequence in B(X) such that 7,, C 7,41 for any n € N. Then

R (U Tn> = sup R(7y). (2.6)

n

Indeed, let Ti,...,T;, € |, 7. Then there exists ng such that T%,...,T;, € 7,,, so that
R({T1,...,Tr}) < R(mn,) < sup, R(7,). But clearly, R(l, 7») equals the supremum of all
such R({Th,...,TL}).
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2 Notations and Preliminaries

Similarly, replacing the Rademachers ¢, by Gaussian variables ~;, the terms v-bound(ed) and
~(7) are defined.

There are some folklore results about R-boundedness and y-boundedness which we shall recall
for future reference.

Proposition 2.6

(1) (Kahane’s inequality) If one replaces in the definition of Rad(X) and Gauss(X) the space
L*(Qo; X) by LP(Q0; X) for some 1 < p < oo, one gets the same spaces with an equivalent

norm:
1
bl »
[ I amalian) = ([ 15 a0k
Q G Q
and
} :
(/ ||ka(>\)zvk||§(dk> =p (/ |Zsk(k)wk|§dk>
Qo g Qo
ahane’s contraction principle) For any Banach space X, any x1, ..., x, € X and any oy, . .., ay,
(2) (Kahane’ jon principle) F y Banach space X, any X and any
e C,
<C-s H ‘ 27
sz:’}/k ®akxk‘ Gauss(X) bl}ip|04k| zk:’}/k © Tk Gauss(X) ( )
and
<C-s H H . 2.8
sz:gk ®akxk’ Rad(X) &;p‘a“ zk:(gk © T Rad(X) ( )

Here we can take C =1 in 2.7, C =1 in 2.8 if the oy,’s are in addition real, and C' = 2 in 2.8
for general ay’s.

(3) For any n € N and any scalar valued matrix a = [a;;| € M,,, we have

n n
o~ ) < . . 29
H Z G % ® T Gauss(X) = ”aHMn Z %O Gauss(X)7 ( )
4,7=1 j=1
where ||al|ar, = [lallBez2)-

This is false when Gauss(X) is replaced by Rad(X) (but see (7) below).

(4) Let (Q, ) be a measure space and let N : Q — B(X) be strongly measurable with values in
some subset T € B(X). For h € L'(Q), define Nj, € B(X) by

xH/{Zh(w)N(w)mdu(w), (2.10)

and set o = {Np, : ||h||1 < 1}. Then

v(o) < y(7) and R(o) < 2R(7).
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2.3 R-boundedness and ~y-boundedness

(5) Let (2, ) be a measure space and let I be an index set. Further, forany i € I,let N; : Q — B(X)
be strongly measurable such that

itelgR({Nl(w) ciel})=C<oo.

Let h € L'(2) and define N; € B(X) by N;z = [, h(w)N;(w)zdu(w). Then

R({N;: i € 1}) < C|hllx-

(6) Let (Q, 1) be a measure space and let N : Q — B(X) be strongly measurable. Assume that there
exists a constant C' > 0 such that

/QHN(w)xHXd,u(w) < Clz|| (z € X).
For h € L*>(Q), define Nj, € B(X) by 2.10, and set 0 = {Ny, : ||h]|co < 1}. Then

~(r) < C and R(r) < 2C.

(7) Assume that X is a Banach lattice with finite cotype (see 2.18 for the definition of cotype). Then
for any finite family x4, ..., x, in X,

1
2

= 2 . 2.11

Rad(X) H(zk:xk| ) HX ( )

in 2.11 does not depend on n, and that this is crucial for

[Seen
k

We remark once and for all that
estimates of such norms.

= Ve ® $k‘
Gauss(X) sz:

U1

For a general Banach space with finite cotype, the first equivalence is still true.

(8) Let x1,...,x, € X and select some xy,, ..., Ty (With N <nand 1 < k; # k; < n for i # j).

Then
N n
. . < 2.12
H,ngﬂ ® Tk, Rad(X) stk © xk’ Rad(X) ( )
j=1 k=1
and
N n
@ ay, <X wewn . 2.13
H;Wk] ks Gauss(X) ];’Vk g Gauss(X) ( )

Proof. (1) See e.g. [30, 11.1] for Rad(X) and [131, thm 3.12] or [83, cor 3.4.1] for Gauss(X).

(2) Forreal o, . . ., oy, @ proof is in [30, 12.2] with constant C = 1. Then for complex s, . .., ap,
2.7 with constant C' = 1 follows from the real case together with (3) applied to diagonal
matrices, and 2.8 with constant C' = 2 follows from the real case and the decomposition

Yop ke @z =y, Re(ow)er @ op, + 1y, Im(ag)er ® .

(3) See [30, cor 12.17].
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2 Notations and Preliminaries

(4) In [81, cor 2.14], it is shown that o C absco(r)s, where the latter is the strong closure of

absco(7) {Z)\ka' neN, T, €1, A\, € C with Z|)\k| —1}
k=1 k=1

in B(X). On the other hand, 'y(absco(r)s) < (1) and R(abSCO(T)S) < 2R(7). This can be de-
duced from (2), see e.g. [81, thm 2.13], where the Rad(X) case is considered. The Gauss(X)
case works with the same proof.

(5) Choose i1, ...i, € I and z1,...,z, € X. Then by (1),

DICEL T —Hsz i)
k
/h W)zpdp(w )de)\

Rad(X)

//Q |\ng :ckH dXdp(w)
= [ e [See v, <w>xk\ e W)
g/ﬂh(w)|Csz:sk®:UkHRad(X)d/~L(W)

= | ek @ ]y
k

(6) See [81, cor 2.17] for the Rad(X) case. Replacing 2.8 by 2.7 there, the same proof also works
for the Gauss(X) case.

(7) The inequality sz Vi ® a:k‘ Gass(X)
see [131, thm 3.2]. The converse inequality holds if X has finite cotype, see [131, thm 3.7] or
[30, thm 12.27]. The second equivalence is proved in [30, thm 16.18].

> holds i B h X,
HZkEk@kaRad(X) olds in any Banach space

(8) The random variables Z = E;Vﬂ ek, @), and Y = Z,ICVZI €x @ x — Z are independent and
symmetric (i.e. have the same distribution as their negative). Thus, (see e.g. [131, prop 2.16])

al 1 1 1
I Ze?k-j ® T, lRaax) = (BN Z]%) 2 = 3 Elz+Y+Z-Y|?)"
j=1

1 1 1
(lEIIZ +Y[)? + (EHZ —-Y|P?)?

= (EIIZ+Y|I )

n
=D ek ® zklraacx)-
k=1
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2.4 Gaussian function spaces

This shows 2.12. The same argument also applies to the Gaussian random variables, whence
2.13 follows. O

2.4 Gaussian function spaces

We recall the construction of Gaussian function spaces from [72], see also [71, sec 1.3]. Let H
be a Hilbert space and let X be a Banach space. Then we let v (H, X) be the Banach space of
all w € B(H, X) such that

s = S,
Here, the supremum is taken over all finite orthonormal systems (e;) in H. Further we denote
~v(H, X) the closure of the finite dimensional operators in v (H, X). We refer to y(H, X) as a
Gaussian function space. If X does not contain ¢¢ isomorphically, then v(H, X) = v+ (H, X)
[72, rem 4.2]. In the sequel, we will only make use of v(H,X) and not of v (H,X). If H is
separable, then |ul|,(m,x) = sz Vi ® u(ek)HGauss(X)’ where (ey) is an orthonormal basis of H
[72, rem 4.2].

Assume that (€, 1) is a o-finite measure space and H = L?*(Q, u1). Then there is a particular
subspace of v(H, X) which can be identified with a space of functions from  to X.

Namely, let P,(€2, X') denote the Bochner-measurable functions f : @ — X such that 2’ o f €
L*(Q) for all 2’ € X'. To f € P2(Q, X) we assign uy : H — X" by

(urhia') = [ (0.2 h(Odu(0) (2.14)

An application of the uniform boundedness principle shows that, in fact, vy belongs to B(H, X)
[72, sec 4], [43, sec 5.5]. Then we let

V(QvX):{fEPQ(QvX): uy GV(HvX)}

and set

1 llve.x) = llwgllymx)-
The space {uy : f € v(Q,X)} is a proper subspace of v(H, X) in general. It is dense in
~v(H, X) : Indeed, since the finite dimensional operators u are dense in y(H, X ), we only have
to check that such a u is of the form u = uy for an adequate f € (2, X). Since u is finite

dimensional, there exist hq,...,Axy € H and z1,...,zxy € X such that
N
u(h) =3 (hy hp)an.
n=1

Then clearly u = uy for f(-) = >, hn(-)zn € v(2, X).

In some cases, the spaces y(H, X) and (€2, X) can be identified with more classical spaces.
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2 Notations and Preliminaries

If X is a Banach function space with finite cotype, e.g. an L? space for some p € [1,0), then
for any step function f = Y}, 2xxa, : @ — X, where 2, € X and the A} s are measurable
and disjoint with p(Ax) € (0,00), we have (cf. [72, rem 3.6, exa 4.6])

H</ FOC)Pdu(t > H H(ZﬂAk xk|2> H (2.15)

—HZ%@M (Ag) ip ’

Gauss(X)
= [Ifllhe.x)-

The second line follows from 2.11, and for the third line, note that uy(e) = p(Ag)2xy, for
r = pu(Ar)"2xa,. The e, form an orthonormal system for k = 1,...,n in L?(Q) and we
complete it by an orthonormal basis in {ej,...,e,}* C L?(f2). The expression in 2.15 is a
(classical) square function (see e.g. [24, sec 6]), whence for an arbitrary space X, ||ul|yx, x) is
called generalized square function [72, sec 4].

In particular, if X is a Hilbert space, then (2, X) = L?(Q2, X) with equal norms.

We record some properties which will be useful in subsequent chapters.
Lemma 2.7 Let (2, 1) be a o-finite measure space.

(1) Suppose that fn.f € Po(Q,X) and f,(t) — f(t) for almost all t € Q. Then | f|lyo,x) <
lim inf,, [ fr |0, x)-

(2) Suppose that (f,)n is a sequence in L>°(Q) with sup,, || fnllco < 0o and f,(t) — 0 for almost
all t € Q.

Then || fnglly,x) — 0 for all g € v(2, X).
(8) For f € v(Q, X) and g € v(Q, X'), we have

/ (), 9Ndut) < 1l llglax.

(4) Ift — N(t) is strongly continuous @ — B(X) and {N(t) : t € Q} is y-bounded with constant
C, then for any g € v(Q,X), h € L*(Q), x € X, and 2/ € X', N(t)g(t) and h(t)N(t)z belong
to v(Q, X), h(t)N(t) 2z’ belongs to v(, X'), and

IN()g(®)llv.x) < Cllgllyv.x)
RN (t)z][y,x) < Cllhll2(|z]],
[R(E)N (1) 2|l (0.x7) < Cllh]l2]l2]].

(5) Let T € B(X) and K € B(Hy, Hy), where Hy, Hy are Hilbert spaces. Then for w € v(Hy, X),
we have TuK € ~(Hy, X) and

1Tk ||y (b2 < NN el ) [

In particular, to K we can assign the bounded operator K : v(Hy, X) — v(Hz, X ), u — uoK’.
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2.4 Gaussian function spaces

(6) Let (21, p1) and (Qs, o) be o-finite measure spaces. Let g : Oy X Qo — X be weakly measurable
and assume that for any x’ € X', we have

/</|(g(t,s),x'>|ds>2dt < .

/( §)ds € ~(Q, X) and | / $)ds o) < / 190+ 8) e x5

hold as soon as the right most expression is finite.

Then

Proof. For a proof of (1)-(5), we refer to [72, lem 4.10, cor 5.5, prop 4.11, exa 5.7, prop 4.3].

(6) We have [ g(-, s)ds € P»(Q1, X), since

/‘/@(t’s)’x' /</| (t5), Ids) dt,

where the right expression is finite due to the assumptions.

Further, for any 2/ € X’ and h € L?(2;), we have

[ [tote.9)armase = [ [tatt.s).a)nieydras.

Indeed, we can apply Fubini’s theorem, since

[ [1atesarmorasa = [ ( [1tates).a)ias ) ineyar

is finite due to the same assumption as above.

Then the claim follows from the following calculation:

DL / ()5t = 1 3 / / (£, 5) e ()t | Ganes( )

( /1 >0 ) [ [ate.s dtdsxdxl>

/(/'Z% ) [ st ome >dt|§<dx> ds
< [llgt. 9o,

where () are independent standard Gaussians and (hy), form any orthonormal system in
L2(€). O

1
2
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2 Notations and Preliminaries

2.5 Some geometric properties of Banach spaces

2.5.1 Property («)

Following [109], we say that X has property («) if there is a constant C' > 1 such that for any
finite family (z;;) in X and any finite family (¢;;) of complex numbers,

(2.16)

< C sup |t
Rad(Rad(X)) ”p| is|

HTZJ: €1 © &) Oty ‘Zz]: €1 0Ej © i Rad(Rad(X))

Equivalently, X has property («) if and only if we have a uniform equivalence

Hizj&‘@)&j@mij Rad(Rad(X)) = H;&‘j@mz‘j Rad(X)’

where (¢;;); j>1 be a doubly indexed family of independent Rademacher variables.

Property («) is inherited by closed subspaces and isomorphic spaces as one can see directly
from the definition 2.16.

Let (2, ;1) be a measure space and 1 < p < co. Using Kahane’s inequality from proposition 2.6,
one can show that the spaces L?(Q2) have property (a), and moreover, if X has property («a),
then also L?(2, X) has property («) [81, rem 4.10].

2.5.2 Type and cotype

A Banach space X is said to have type p € [1,2] if there exists C' > 0 such that for any finite
family z1,...,x, € X we have

1
<C r. 2.17
[y <€ (St ) o)

k

Further, X is said to have cotype ¢ € [2, 00] if there exists C' > 0 such that for any finite family
x1,...,T, € X, we have

1

(St < Ser o 21
k k

(left hand side replaced by the sup norm for g = o).

Any Banach space X always has type 1 and cotype oo, whence these are also called trivial
type and cotype. The notions become more restrictive for larger p and smaller g.

A space X has type 2 and cotype 2 if and only if it is isomorphic to a Hilbert space [30, cor
12.20].

It is clear that type and cotype are inherited by subspaces and isomorphic spaces.
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2.5 Some geometric properties of Banach spaces

Let (2, 1) be a measure space and 1 < p < co. Then LP(Q) has type min(p,2) and cotype
max(p, 2) [30, cor 11.7]. More generally, for a Banach space X, L”(2, X) has type min(p, type X)
and cotype max(p, cotype X) [30, thm 11.12]. This is false in general for p = oo, and the space
L>(Q) has trivial type 1 (and no better type), if it is infinite dimensional.

There is a relation between property («) and finite cotype. Namely, if X has property («),
then it has finite cotype, and the converse holds if X is a Banach function space [109].
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3 R-boundedness of C'(K)-representations

3.1 Introduction

Throughout this chapter, we let K be a nonempty compact set and we let C'(K) be the algebra
of all continuous functions f: K — C, equipped with the supremum norm. A representation of
C(K) on some Banach space X is a bounded unital homomorphism «: C(K) — B(X) into the
algebra B(X) of all bounded operators on X. Such representations appear naturally and play a
major role in several fields of Operator Theory, including functional calculi, spectral theory and
spectral measures, or classification of C*-algebras. Several recent papers, in particular [73, 81,
33, 29], have emphasized the rich and fruitful interplays between the notion of R-boundedness,
unconditionality and various functional calculi. The aim of this chapter is to establish new
properties of C'(K)-representations involving R-boundedness, and to give applications to H>
calculus (in the sense of [24, 73]) and to unconditionality in LP-spaces.

We recall the definition of R-boundedness from chapter 2 and the spaces Rad,)(X) and
Gauss(,,)(X). If X = H is a Hilbert space, then Rad,, (H) = ¢2(H ) isometrically and all bounded
subsets of B(H) are automatically R-bounded. Conversely if X is not isomorphic to a Hilbert
space, then B(X) contains bounded subsets which are not R-bounded [3, Prop. 1.13].

In order to motivate the results in this chapter, we recall two well-known properties of C(K)-
representations on Hilbert space H. First, any bounded homomorphism u: C(K) — B(H) is
completely bounded, with |lul < |Jul|?. This means that for any integer n > 1, the tensor
extension Idy;, ®u: M, (C(K)) — M,(B(H)) satisfies || Idys, ®ul| < ||Jul?, if M, (C(K)) and
M, (B(H)) are equipped with their natural C*-algebra norms. This implies that any bounded
homomorphism u: C(K) — B(H) is similar to a *-representation, a result going back at least
to [16]. We refer to [107, 112] and the references therein for some information on completely
bounded maps and similarity properties.

Second, let u: C(K) — B(H) be a bounded homomorphism. Then for any by, - - , b, lying in
the commutant of the range of v and for any fi,..., f, in C(K), we have

2 utsone]| < o supl[3 scome] 31

This property is essentially a rephrasing of the fact that C'(K) is a nuclear C*-algebra. More
precisely, nuclearity means that the above property holds true for *-representations (see e.g.
[68, Chap. 11] or [107, Chap. 12]), and its extension to arbitrary bounded homomorphisms
easily follows from the similarity property mentioned above (see [87] for more explanations
and developments).
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3 R-boundedness of C'(K)-representations

Now let X be a Banach space and let u: C(K) — B(X) be a bounded homomorphism. In
Section 2, we will show the following analog of (3.1):

| utrone| < lulPR({3 st t € K}). (32)
k k

provided that the b,’s commute with the range of w.

Section 3 is devoted to sectorial operators A which have a uniformly bounded H* calculus,
in the sense that they satisfy an estimate

1f(A)]| < Csup|f(t)] (3.3)
t>0

for any bounded analytic function on a sector ¥y surrounding (0, c0). Such operators turn
out to have a natural C(K)-functional calculus. Applying (3.2) to the resulting representation
u: C(K) — B(X), we show that (3.3) can be automatically extended to operator valued analytic
functions f taking their values in the commutant of A. This is an analog of a remarkable result
of Kalton-Weis [73, Thm. 4.4] saying that if an operator A has a bounded H* calculus and
f is an operator valued analytic function taking its values in an R-bounded subset of the
commutant of A, then the operator f(A) arising from ‘generalized H* calculus’, is bounded.

In Section 4, we introduce matricially R-bounded maps C(K) — B(X), a natural analog of
completely bounded maps in the Banach space setting. We show that if X has property (),
then any bounded homomorphism C(K) — B(X) is automatically matricially R-bounded.
This extends both the Hilbert space result mentioned above, and a result of De Pagter-Ricker
[29, Cor. 2.19] saying that any bounded homomorphism C(K) — B(X) maps the unit ball of
C(K) into an R-bounded set, provided that X has property (o).

In Section 5, we give an application of matricial R-boundedness to the case when X = LP.
A classical result of Johnson-Jones [63] asserts that any bounded operator T': LP — LP acts,
after an appropriate change of density, as a bounded operator on L?. We show versions of
this theorem for bases (more generally, for FDD’s). Indeed we show that any unconditional
basis (resp. any R-basis) on LP becomes an unconditional basis (resp. a Schauder basis) on
L? after an appropriate change of density. These results rely on Simard’s extensions of the
Johnson-Jones Theorem established in [119].

We end this introduction with a few preliminaries and notation. For any Banach space Z,
we let C(K;Z) denote the space of all continuous functions f: K — Z, equipped with the
supremum norm

[flloe = sup{llf(D)]lz : t € K}.

We may regard C'(K)®Z as a subspace of C'(K; Z), by identifying >, fr ® 2 with the function
t— >, fr(t)zy, for any finite families (fy)x in C(K) and (zx)r in Z. Moreover, C(K) ® Z is
dense in C'(K;Z). Note that for any integer n > 1, C'(K; M,,) coincides with the C*-algebra
M, (C(K)) mentioned above.

We recall that any unital commutative C*-algebra is a C'(K)-space (see e.g. [68, Chap. 4]). Thus
our results concerning C(K)-representations apply as well to all these algebras. For example
we will apply them to £°° in Section 5.
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3.2 The extension theorem

We let Idx denote the identity mapping on a Banach space X, and we let xp denote the
indicator function of a set B. If X is a dual Banach space, we let w*B(X) C B(X) be the
subspace of all w*-continuous operators on X.

3.2 The extension theorem

Let X be an arbitrary Banach space. For any compact set X and any bounded homomorphism
u: C(K) — B(X), we let

E, = {be B(X) : bu(f) =u(f)b for any f € C(K)}
denote the commutant of the range of .

Our main purpose in this section is to prove (3.1). We start with the case when C(K) is finite
dimensional.

Proposition 3.1 Let N > 1 and let u: £ — B(X) be a bounded homomorphism. Let (e1,...,en) be
the canonical basis of (3¢ and set p; = u(e;), i =1,...,N. Then for any by, ..., by € E,, we have

N
HZPibi
i=1

< [[ulPR({br.. ...bx}).

Proof. Since u is multiplicative, each p; is a projection and p;p; = 0 when i # j. Hence for any

choice of signs (a1, ...,ay) € {—1,1}, we have
N N
> pibi = Y ciapipsb;.
=1 i =1
Furthermore,

= [lulen, s an) I < flull I(ar, - an) ez = [lull-

[San

Therefore for any = € X, we have the following chain of inequalities which prove the desired
estimate:

HZPibimr = /Q HZEi(x\)piZej()\)pjbijzd)\
i 0" ;
< [ Iseom ]|
<ft® | OH;sjmbjpij%

<Hu||2R({b1,...,bN})2/Q |3 esmse | an
0

< [l *R({br, - - b} )? [l

2
> eipibia| ax
J
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3 R-boundedness of C'(K)-representations

The study of infinite dimensional C(K)-spaces requires the use of second duals and w*-
topologies. We recall a few well-known facts that will be used later on in this chapter. Ac-
cording to the Riesz representation Theorem, the dual space C'(K)* can be naturally identified
with the space M(K) of Radon measures on K. Next, the second dual space C(K)** is a
commutative C*-algebra for the so-called Arens product. This product extends the product on
C(K) and is separately w*-continuous, which means that for any ¢ € C(K)**, the two linear
maps
veCK)" —vée C(K)™ and veCK)™" —&veCK)™

are w*-continuous.

Let
B>*(K) = {f: K — C| f bounded, Borel measurable},

equipped with the sup norm. According to the duality pairing

(o) = /K f®)du(t),  peM(K), feB(K),

one can regard B> (K) as a closed subspace of C'(K)**. Moreover the restriction of the Arens
product to B*(K) coincides with the pointwise product. Thus we have natural C*-algebra
inclusions

C(K)CB®(K)cC C(K)*™. (3.4)
See e.g. [26, pp. 366-367] and [23, Sec. 9] for further details.

Let ® denote the projective tensor product on Banach spaces. We recall that for any two Banach
spaces Y1, Ys, we have a natural identification

(V1®Y2)" =~ B(Ya, Y1),

see e.g. [31, VIIL.2]. This implies that when X is a dual Banach space, X = (X,)"* say, then
B(X) = (X.®X)* is a dual space. The next two lemmas are elementary.

Lemma 3.2 Let X = (X.)* be a dual space, let S € B(X), and let Rs,Ls: B(X) — B(X) be
the right and left multiplication operators defined by Rg(T) = T'S and Lg(T) = ST. Then Rg is
w*-continuous whereas Lg is w*-continuous if (and only if) S is w*-continuous.

Proof. The tensor product mapping Idx, ®S on X, ® X uniquely extends to a bounded map
rg: X.®X — X.®X, and we have Rs = r§. Thus Rg is w*-continuous. Likewise, if S is
w*-continuous and if we let S, : X, — X, be its pre-adjoint map, the tensor product mapping
S, ®Idx on X, ® X extends to a bounded map Is: X,.80X — X,8X,and Lg = 5. Thus Lg
is w*-continuous. The ‘only if’ part (which we will not use) is left to the reader. O

Lemma 3.3 Let u: C(K) — B(X) be a bounded map. Suppose that X is a dual space. Then there
exists a (necessarily unique) w*-continuous linear mapping w: C(K)** — B(X) whose restriction to
C(K) coincides with u. Moreover ||u|| = |jull.

If further w is a homomorphism, and v is valued in w*B(X), then w is a homomorphism as well.
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3.2 The extension theorem

Proof. Let j: (X.®X) — (X.®X)"" be the canonical injection and consider its adjoint p =
§*: B(X)"™ — B(X). Then set

*

: O(K)" — B(X).

~ *
u=pou
By construction, u is w*-continuous and extends u. The equality ||@| = ||u| is clear.

Assume now that u is a homomorphism and that u is valued in w*B(X). Let v, € C(K)™
and let (fo)o and (gg)g be bounded nets in C(K) w*-converging to v and { respectively.
By both parts of Lemma 3.2, we have the following equalities, where limits are taken in the
w*-topology of either C'(K)** or B(X):

u(v€) = u(lim lign fags) = lim lizn u(fagp) = lim lign u(fa)ulgp) = limu(fo)u(€) = u(v)u(s).

O

We refer e.g. to [57, Lem. 2.4] for the following fact.

Lemma 3.4 Consider 1 C B(X) and set 7~ = {T"" : T € 7} C B(X""). Then 7 is R-bounded if
and only if T** is R-bounded, and in this case,

*

For any F' € C(K; B(X)), we set
R(F)=R({F(t) : t € K}).

Note that R(F) may be infinite. If F' = ", fi ® b, belongs to the algebraic tensor product
C(K)® B(X), we set

IX feen, = re) = R({S s : te K}).
k k

Note that by (2.8), we have
If ®bllr <2(fllllbll,  fe€C(K), be B(X). (3.5)
From this it is easy to check that || ||z is finite and is a norm on C'(K) ® B(X).

Whenever E C B(X) is a closed subspace, we let

R
CK)®»E
denote the completion of C'(K) ® E for the norm || | 5.

Remark 3.5 Since the R-bound of a set is greater than its uniform bound, we have || ||oco < || ||r on
C(K)® B(X). Hence the canonical embedding of C(K) @ B(X) into C(K; B(X)) uniquely extends
to a contraction

J: C(K) & B(X) — C(K; B(X)).

Moreover J is 1-1 and for any ¢ € C(K) g B(X), we have R(J(¢)) = ||¢||r. To see this, let (F),)n>1
be a sequence in C(K) ® B(X) such that |F,, — ¢|lg — 0 and let F = J(p). Then |F,||r — ll¢llr
and ||F,, — F|loc — 0. According to the definition of the R-bound, the latter property implies that
|Fnllr — ||F||r, which yields the result.
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3 R-boundedness of C'(K)-representations

Theorem 3.6 Let u: C(K) — B(X) be a bounded homomorphism.

(1) For any finite families (fy)r in C(K) and (by) in E,, we have

[ < w5 o,
k k

(2) There is a (necessarily unique) bounded linear map

i: O(K) & By — B(X)

such that U(f @ b) = u(f)b for any f € C(K) and any b € E,,. Moreover, ||u]| < |Jul/?.

Proof. Part (2) clearly follows from part (1). To prove (1) we introduce

ok

w: C(K) — B(X ), w(f) =u(f)

Then w is a bounded homomorphism and ||w| = ||ul|. We let w: C(K)** — B(X™**) be its
w*-continuous extension given by Lemma 3.3. Note that w is valued in w*B(X**), so w is a
homomorphism. We claim that

(™ :be E,} C Eg.

Indeed, let b € E,,. Then for all f € C(K), we have
w(f) = (bu(f)” = (u(f)D)

Next for any v € C(K)**, let (fo)o be a bounded net in C'(K) which converges to v in the
w*-topology. Then by Lemma 3.2, we have

*o%

b

b w(v) = liglb**w(fa) = li{gnw(fa)b** = w(v)b*™,

and the claim follows.

Now fix some fi,..., f, € C(K) and b1,...,b, € E,. For any m € N, there is a finite family
(t1,...,tn) of K and a measurable partition (Bj,...,Bx) of K such that

1
< —, k=1,...,n.
m

N
ka - Z fe(t)xs,
=1

.

We set £ = SN fi(t)xp,. Let ¢: £33 — B*(K) be defined by

N
(g, ...,an) = ZO‘ZXBL .
=1

Then % is a norm 1 homomorphism. According to (3.4), we can consider the bounded homo-
morphism
Wot: £ — B(X™).
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3.2 The extension theorem

Applying Proposition 3.1 to that homomorphism, together with the above claim and Lemma
3.4, we obtain that

S

() w o (er)by

< ||wo¢u R({Y ttyn™ s 1<1<N})
k
<JlPR({3 fulom™ : te K })
k
<l [ Y o] -
k

Since ||f,5m) — fxlloo — 0 for any k, we have
HZ 0| — |3 wsos
k

and the result follows at once. O

)bk )

The following notion is implicit in several recent papers on functional calculi (see in particular
[73, 29]).

Definition 3.7 Let Z be a Banach space and let v: Z — B(X) be a bounded map. We set
R(v) = R({v(z) : z € Z, ||z|| < 1}),
and we say that v is R-bounded if R(v) < oo.

Corollary 3.8 Let u: C(K) — B(X) be a bounded homomorphism and let v: Z — B(X) be an
R-bounded map. Assume further that u(f)v(z) = v(2)u(f) for any f € C(K) and any z € Z. Then
there exists a (necessarily unique) bounded linear map

wv: C(K;Z) — B(X)
such that u-v(f @ z) = u(f)v(z) for any f € C(K) and any z € Z. Moreover we have

ol < Jul2R(v).
Proof. Consider any finite families (f;), in C(K) and (z;)x in Z and observe that
[ seoen], - A (S 0) 1)) <m0
Then applying Theorem 3.6 and the assumption that v is valued in E,, we obtain that

> utv) | < IR |3 5o w)
k k

which proves the result. O
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3 R-boundedness of C'(K)-representations

Remark 3.9 As a special case of Corollary 3.8, we obtain the following result due to De Pagter and
Ricker ([29, Prop. 2.271): Let Ky, Ky be two compact sets, let

u: C(K;) — B(X) and v: C(K3) — B(X)

be two bounded homomorphisms which commute, ie. u(f)v(g) = v(g)u(f) for all f € C(K,) and
g € C(K2). Assume further that R(v) < oo. Then there exists a bounded homomorphism

w: C(Kl X Kg) — B(X)

such that wic(x,) = w and w|c(k,) = v, where C(Kj) is regarded as a subalgebra of C(K1 x Ks) in
the natural way.

3.3 Uniformly bounded H* calculus

Recall the notions of sectorial operators and the H*® calculus from section 2.2. We will focus
on sectorial operators A such that w(A) = 0.

Definition 3.10 We say that a sectorial operator A with w(A) = 0 has a uniformly bounded H>
calculus, if there exists a constant C' > 0 such that || f(A)|| < C||f|lcc,6 forall @ > 0 and f € H5(Xg).

The space
Ci([0,00)) = {f: [0,00) — C| f is continuous and lim f exists}.

is a unital commutative C*-algebra when equipped with the natural norm

[[flloc.0 = sup{[f(#)] : ¢ >0}

and involution. For any # > 0, we can regard H§°(Xy) as a subalgebra of C([0,0)), by
identifying any f € H§®(%y) with its restriction fjo,o0).-

For any X\ € C\ [0,00), we let Ry € Cy([0,00)) be defined by Ry(t) = (A —t)~!. Then we let
R be the unital algebra generated by the R,’s. Equivalently, R is the algebra of all rational
functions of nonpositive degree, whose poles lie outside the half line [0, 00). We recall that for
any f € H§°(Xp)NR, the definition of f(A) given by the Cauchy integral formula 2.1 coincides
with the usual rational functional calculus.

The following lemma is closely related to [72, Cor. 6.9].
Lemma 3.11 Let A be a sectorial operator on X with w(A) = 0. The following assertions are equivalent.
(a) A has a uniformly bounded H> calculus.

(b) There exists a (necessarily unique) bounded unital homomorphism
u: C¢([0,00)) — B(X)

such that uw(Ry) = (A — A)~! for any X € C\ [0, 0).

38



3.3 Uniformly bounded H* calculus

Proof. Assume (a). We claim that for any 6 > 0 and any f € H3°(3g), we have

[F (I < Cllflloo.0-

Indeed, if 0 # f € H$?(Zy,) for some 6y > 0, then there exists some ¢y > 0 such that f(tg) # 0.
Now let » < R such that |f(z)| < |f(to)] for |z| < r and |z| > R. Choose for every n € N a
tn € Xg,/n such that [f(t,)| = || f|ls,60/n- Necessarily [t,,| € [r, R], and there exists a convergent
subsequence t,,, , whose limit ¢, is real. Then

7100 2 1 (to)| > lin inf [ fllo0 > C (A

This readily implies that the rational functional calculus (R, | |lec,0) — B(X) is bounded. By
Stone-Weierstrass, this extends continuously to Cy(]0, o)), which yields (b). The uniqueness
property is clear.

Assume (b). Then for any 6 € (0, 7) and for any f € H§*(Xy) N'R, we have

1A (A< Nl Flloo.0-

By [86, Prop. 2.10] and its proof, this implies that A has a bounded H*°(Xy) calculus, with a
boundedness constant uniform in 6. O

Remark 3.12  An operator A which admits a bounded H>(Xg) calculus for all & > 0 does not
necessarily have a uniformly bounded H*° calculus. To get a simple example, consider

A:(é 1):63—%%.

Then o(A) = {1} and for any 6 > 0 and any f € HZ°(3g), we have
_ () @
=1 5 )

Assume that 6 < 5. Using Cauchy’s Formula, it is easy to see that |f'(1)] < (sin(6)) ™| f|lcc,6 for
any f € H§(Xp). Thus A admits a bounded H>°(%y) calculus.

Now let h be a fixed function in H§®(X =) such that h(1) = 1, set gs(\) = \* for any s > 0, and let

3 /
fs = hgs. Then ||gs|lco0 = 1, hence || fs||oo,0 < [|h]|loc,0 for any s > 0. Further g (\) = isA*~! and
fl="MWgs+ hgl. Hence fi(1) = h'(1) + is. Thus

£ (s %00 =

when s — co. Hence A does not have a uniformly bounded H> calculus.

FEOlIAslI — o0

The above result can also be deduced from Proposition 3.16 below. In fact we will show in that proposition
and in Corollary 3.20 that operators with a uniformly bounded H calculus are ‘rare’.

We now turn to the so-called generalized (or operator valued) H* calculus. Throughout we
let A be a sectorial operator. We let E4 C B(X) denote the commutant of A, defined as the
subalgebra of all bounded operators 7: X — X such that T(A — A)~! = (A — A)~!T for any A
belonging to the resolvent set of A. We let H3°(Xg; B(X)) be the algebra of all bounded analytic
functions F': ¥y — B(X) for which there exist e, C' > 0 such that [|[F()\)|| < Cmin(|A|%,|A]7)
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3 R-boundedness of C'(K)-representations

for any A € Xy. Also, we let Hj°(Xg; E 4) denote the space of all E4-valued functions belonging
to H§°(Xy; B(X)). The generalized H* calculus of A is an extension of 2.1 to this class of
functions. Namely for any F' € H§®(Xg; E4), we set

=5 / FON(A— A)~ (3.6)

where v € (w(A), 7). Again, this definition does not depend on « and the mapping F +— F'(A)
is an algebra homomorphism. The following fundamental result is due to Kalton and Weis.

Theorem 3.13 ([73, Thm. 4.4],[81, Thm. 12.7].) Let wy > w(A) and assume that A has a bounded
H>(3g) calculus for any 6 > wy. Then for any 6 > wy, there exists a constant Cyp > 0 such that for
any F e H(())O(EQ;EA),

IF(A)] < CoR({F(2) : = € To}). (3.7)

Our aim is to prove a version of this result in the case when A has a uniformly bounded H>
calculus. We will obtain in Theorem 3.15 that in this case, the constant Cy in (3.7) can be taken
independent of 6.

The algebra Cy([0,00)) is a C(K)-space and we will apply the results of Section 2 to the
bounded homomophism u appearing in Lemma 3.11. We recall Remark 3.5.

Lemma 3.14 Let J: Cy([0,00)) (gB(X) — Cy([0,00); B(X)) be the canonical embedding. Let 6 €
(0,7), let F € HZ®(Xg; B(X)) and let v € (0,6).

(1) The integral

1
pr = 5= [ RA®@F(\)dA (3.8)
2mi Jr,

R
is absolutely convergent in Cy([0,00)) ® B(X), and J(pr) is equal to the restriction of F to
[0, 00).

(2) The set {F(t) : t > 0} is R-bounded.

Proof. Part (2) readily follows from part (1) and Remark 3.5. To prove (1), observe that for any
A € 0¥, we have

2

F(A <2 FO| < ————

EI
by (3.5). Thus for appropriate constants ¢, C' > 0, we have

||R/\®F()\)||R < min(|A|E—l7‘A|_5_1).

2C
sin()
This shows that the integral defining ¢ is absolutely convergent. Next, for any ¢ > 0, we

have
7 (er))(t) = (Ry@ FOO) () dA = o 5 N0

2mi

by Cauchy’s Theorem. O
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3.3 Uniformly bounded H* calculus

Theorem 3.15 Let A be a sectorial operator with w(A) = 0 and assume that A has a uniformly bounded
H® calculus. Then there exists a constant C' > 0 such that for any 6 > 0 and any F € H5®(X9; E4),

IF(A)] < CR{F(t) : t>0}).

Proof. Let u: Cy([0,00)) — B(X) be the representation given by Lemma 3.11. It is plain that
E, = E4. Then we let

@: Cu([0,00)) & Ea — B(X)

be the associated bounded map provided by Theorem 3.6.

R
Let F € H{°(Xg; E4) for some 8 > 0, and let o € Cy([0,00)) ® E4 be defined by (3.8). We
claim that

F(A) = uler).

Indeed for any A € 0%,, we have u(R)) = (A — A)~!, hence @(R) ® F(\)) = (A — A)7'F(A).
Thus according to the definition of ¢ and the continuity of %, we have

U(Ry® F(\)d\ = ! A= A)TIFE\) d)N = F(A).

u(prp) = = o .

o Jr
Consequently,
IFA)] < lalllerllz < lull*llerlz.

It follows from Lemma 3.14 and Remark 3.5 that |[¢p|r = R({F(t) : t > 0}), and the result
follows at once. O

In the rest of this section we will further investigate operators with a uniformly bounded H*
calculus. We start with the case when X is a Hilbert space.

Proposition 3.16 Let H be a Hilbert space and let A be a sectorial operator on H, with w(A) = 0. Then
A admits a uniformly bounded H calculus if and only if there exists an isomorphism S: H — H
such that S~YAS is selfadjoint.

Proof. Assume that A admits a uniformly bounded H> calculus and let u: Cy([0,0)) — B(H)
be the associated representation. According to [107, Thm. 9.1 and Thm. 9.7], there exists an
isomorphism S: H — H such that the unital homomorphism ug: C¢([0,0)) — B(H) defined
by us(f) = S7lu(f)S satisfies |jus|| < 1. We let B = S7'AS. For any s € R*, we have
|Rislloo.0 = |8| and ug(R;s) = S~1(is — A)~1S = (is — B)~!. Hence

|(is — B) ™| < s, s € R".

By the Hille-Yosida Theorem, this implies that iB and —iB both generate contractive cy-
semigroups on H. Thus iB generates a unitary co-group. By Stone’s Theorem, this implies
that B is selfadjoint.

The converse implication is clear. O
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3 R-boundedness of C'(K)-representations

In the non Hilbertian setting, we will first show that operators with a uniformly bounded H>
calculus satisfy a spectral mapping theorem with respect to continuous functions defined on
the one-point compactification of o(A). Then we will discuss the connections with spectral
measures and scalar-type operators. We mainly refer to [34, Chap. 5-7] for this topic.

For any compact set K and any closed subset F' C K, we let
Ir ={f € C(K) : fir = 0}.

We recall that the restriction map f +— f|r induces a x-isomorphism C(K)/Ir — C(F).

Lemma 3.17 Let K C C be a compact set and let w: C(K) — B(X) be a representation. Let k € C(K)
be the function defined by k(z) = z and put T = u(k).

(1) Then o(T) C K and v vanishes on I,(r).
Let v: C(o(T)) ~ C(K)/Idyry — B(X) be the representation induced by w.
(2) Forany f € C(a(T)), we have o(v(f)) = f(o(T)).

(3) v is an isomorphism onto its range.

Proof. The inclusion ¢(T') C K is clear. Indeed, for any A ¢ K, (A—T)"! is equal to u((A—-)~1).
We will now show that v vanishes on I,(r).

Let w: C(K) — B(X*) be defined by w(f) = [u(f)]*, and let w: C(K)™ — B(X*) be its
w*-extension. Since w is valued in w*B(X*) ~ B(X), this is a representation (see Lemma 3.3).
Let Ag be the set of all Borel subsets of K. It is easy to check that the mapping

P: Ag — B(X™), P(B) = w(xn),

is a spectral measure of class (Ag, X) in the sense of [34, p. 119]. According to [34, Prop. 5.8],
the operator T™* is prespectral of class X (in the sense of [34, Def. 5.5]) and the above mapping
P is its resolution of the identity. Applying [34, Lem. 5.6] and the equality o(T%) = o(T'), we
obtain that w(x,(r)) = P(o(T)) = Idx~ . Therefore for any f € Id, (), we have

w(f)* = w(f(1 = Xo(r))) = D)ol = Xo(r)) = 0.
Hence u vanishes on I, (7.

The proofs of (2) and (3) now follow from [34, Prop. 5.9] and the above proof. O

In the sequel we consider a sectorial operator A with w(A) = 0. This assumption implies that
o(A) C [0,00). By Ci(0(A)), we denote either the space C(c(A)) if A is bounded, or the space
{f:0(A) — C| f is continuous and lim., f exists } if A is unbounded. In this case, Cy(c(A))
coincides with the space of continuous functions on the one-point compactification of o(A).
The following strengthens Lemma 3.11.

Proposition 3.18 Let A be a sectorial operator on X with w(A) = 0. The following assertions are
equivalent.

(1) A has a uniformly bounded H> calculus.
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3.3 Uniformly bounded H* calculus

(2) There exists a (necessarily unique) bounded unital homomorphism
W: Cy(o(A) — B(X)
such that ((A—-)"1) = (A= A)~! forany A € C\ o(A).
In this case, U is an isomorphism onto its range and for any f € Cy(o(A)), we have
a(¥(f)) = fle(A) U foo, 39
where fo = @ if A is bounded and fo = {lim, f} if A is unbounded.

Proof. Assume (1) and let u: Cy([0,00)) — B(X) be given by Lemma 3.11. We introduce the
particular function ¢ € Cy([0, 00)) defined by ¢(¢) = (1 + ¢)~!. Consider the *-isomorphism

7: O([0,1]) — Ce([0,00)),  7(9) =go¢,

and set T = (1 + A)~!. If we let k(z) = z as in Lemma 3.17, we have (uo7)(k) = T. Let
v: C(o(T)) — B(X) be the resulting factorisation of u o 7. The spectral mapping theorem
gives o(A) = ¢~ (o(T) \ {0}) and 0 € o(T) if and only if A4 is unbounded. Thus the mapping

Ta: C(o(T)) — Ci(0(A))
defined by 74(g) = g o ¢ also is a *-isomorphism. Put ¥ = vo7;': Cy(0(A)) — B(X). This is

a unital bounded homommorphism. Note that ¢~*(z) = == for any z € (0,1]. Then for any
AeC\o(4),

U(A= ) =v((A—-)"tog™) :v(z . ()\_ 1 —Z)1>

2
z
_U(ZH ()\—i—l)z—l)
—T(A+DT-1)"" =(A—A4)""
Hence V satisfies (2). Its uniqueness follows from Lemma 3.11. The fact that ¥ is an isomor-

phism onto its range, and the spectral property (3.9) follow from the above construction and
Lemma 3.17. Finally the implication ‘(2) = (1)" also follows from Lemma 3.11. O

Remark 3.19 Let A be a sectorial operator with a uniformly bounded H> calculus, and let T =
(1+A)~L. It follows from Lemma 3.17 and the proof of Proposition 3.18 that there exists a representation

v: C(o(T)) — B(X)

satisfying v(k) = T (where k(z) = z), such that o(v(f)) = f(o(T)) for any f € C(co(T)) and v is
an isomorphism onto its range. Also, it follows from the proof of Lemma 3.17 that T* is a scalar-type
operator of class X, in the sense of [34, Def. 5.14].

Next according to [34, Thm. 6.24], the operator T (and hence A) is a scalar-type spectral operator if
and only if for any x € X, the mapping C(o(T)) — X taking f to v(f)x for any f € C(o(T)) is
weakly compact.
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3 R-boundedness of C'(K)-representations

Corollary 3.20 Let A be a sectorial operator on X, with w(A) = 0, and assume that X does not
contain a copy of co. Then A admits a uniformly bounded H calculus if and only if it is a scalar-type
spectral operator.

Proof. The ‘only if’ part follows from the previous remark. Indeed if X does not contain a copy
of ¢y, then any bounded map C(K) — X is weakly compact [31, VI, Thm. 15]. (See also [115]
and [29] for related approaches.) The ‘if” part follows from [44, Prop. 2.7] and its proof. [

Remark 3.21

(1) The hypothesis on X in Corollary 3.20 is necessary. Namely it follows from [32, Thm. 3.2] and its
proof that if co C X, then there is a sectorial operator A with a uniformly bounded H>° calculus on
X which is not scalar-type spectral.

(2) Scalar-type spectral operators on Hilbert space coincide with operators similar to a normal one (see
[34, Chap. 71). Thus when X = H is a Hilbert space, the above corollary reduces to Proposition 3.16.

3.4 Matricial R-boundedness

For any integer n > 1 and any vector space F, we will denote by M, (E) the space of all n x n
matrices with entries in E. We will be mostly concerned with the cases £ = C'(K) or E = B(X).
As mentioned in the introduction, we identify M,,(C'(K)) with the space C'(K; M,,) in the usual
way. We now introduce a specific norm on M, (B(X)). Namely for any [T;;] € M, (B(X)), we
set

H[Tij]HR = sup{H‘Z Ei@ﬂj(xj)’Rad(X) DX, ..., 2, € X, ‘Zsj ®x]-‘

i,7=1 j=1

<1 }
Rad(X)

Clearly || ||r is @ norm on M, (B(X)). Moreover if we consider any element of M, (B(X)) as
an operator on /2 ® X in the natural way, and if we equip the latter tensor product with the
norm of Rad,,(X), we obtain an isometric identification

(M (BX)), | 15) = B(Rad, (X)) (3.10)

Definition 3.22 Let u: C(K) — B(X) be a bounded linear mapping. We say that w is matricially
R-bounded if there is a constant C' > 0 such that for any n > 1, and for any [f;;] € M, (C(K)), we
have

H[U(fij)mR < Clllfisllew;nt,)- (3.11)

Remark 3.23 The above definition obviously extends to any bounded map E — B(X) defined on
an operator space E, or more generally on any matricially normed space (see [39, 40]). The basic
observations below apply to this general case as well.

(1) In the case that X = H is a Hilbert space, we have

n n
4 , _ 12
HZE] © ] Rad(H) (ZH%H )
Jj=1 j=1

D=
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3.4 Matricial R-boundedness

for any x1,...,x, € H. Consequently, writing that a mapping u: C(K) — B(H) is matricially
R-bounded is equivalent to writing that w is completely bounded (see e.g. [107]). See Section 5 for the
case when X is an LP-space.

(2) The notation || || g introduced above is consistent with the one considered so far in Section 2. Indeed
let by,...,b, in B(X). Then the diagonal matrix Diag{bi,...,b,} € M,(B(X)) and the tensor
element > _, ex @ b, € £5° @ B(X) satisfy

[Diag{br, .., ba} ||, = R({br- .- ba}) = Hzek@@kaR.
k=1

(3) If u: C(K) — B(X) is matricially R-bounded (with the estimate (3.11)), then u is R-bounded and
R(u) < C. Indeed, consider f1, ..., f, in the unit ball of C(K). Then we have ||Diag{ f1, ..., fn}llc(x;m.)
< 1. Hence for any x1,...,x, in X,

[k @utrinn] ) < IPietul) o ulhHle [Sew 0

< CHZ&@@M‘
3

Rad(X Rad(X)

Rad(X)

For any n > 1, introduce o, x : M,, — B(Rad,, (X)) by letting
on,x ([aij]) = [ai; 1dx].

Recall the notion of property («) from 2.16 in chapter 2, section 2.5. The following is a char-
acterization of property («) in terms of the R-boundedness of o,, x.

Lemma 3.24 A Banach space X has property (o) if and only if

sup R(op,x) < oc.
n>1

Proof. Assume that X has property (o). As mentioned in chapter 2, section 2.5, this implies
that X has finite cotype. Hence X satisfies the equivalence property

[Sevon
k

from 2.11. Let a(1),...,a(NN) be in M,, and let 21, ..., zy be in Rad,,(X). Let z; in X such that
zp = )€ ®xj); for any k. We consider a doubly indexed family (eix)i,k>1 of independent
Rademacher variables as well as a doubly indexed family (v;x); r>1 of independent standard
Gaussian variables. Then

Rad(X) - H;Vk ® l'k’ Gauss(X)

Zek ®0’n7x(a(k))zk = ng(@gi@a(k)ijxjk- (3.12)
k ki
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3 R-boundedness of C'(K)-representations

Hence using proposition 2.6, we have

ek ® on, x (a(k z‘ = &; ®aki-x-H
sz: k x (a(k) 2 Rad(Rad (X)) kz” b ® alk)isn Rad(X)
= 1Y @ a(k)ijxjk’
i Gauss(X)
a(l) 0... 0
5 0 0 HZV]k ®Ijk’ Gauss(X)
0 ...0 a(N) /I, ki

A

mz?X”a( Mia,, ;jgﬁk@x]k Rad(X)

A

: .
max [|a(k)] ar, ka@eﬂ O ik || g aa(Raa(x))

Rad(Rad (X))

A

k.j
max [a(k) |, |3 ex @ 2
k

This shows that the ¢, x’s are uniformly R-bounded.

Conversely, assume that for some constant C' > 1, we have R(o, x) < C for all n > 1. Let
(tik)jk € C"* with [tjx] <1 and for any k = 1,...,n, let a(k) € M, be the diagonal matrix
with entries 1, ..., ¢, on the diagonal. Then |ja(k)|| < 1 for any k. Hence applying (3.12),
we obtain that for any (u;;);5 in X™,

Hzé‘k ®e;Q tjkxjk‘
Jik

R({a(1),...,a(n)}) HZE’“ ®e; @ xjk’
ik

<
Rad(Rad (X)) Rad(Rad (X))

< CHZEk X ey ®xjk’
3k

Rad(Rad(X))

This means that X has property («). O

Proposition 325 Assume that X has property («). Then any bounded homomorphism u: C(K) —
B(X) is matricially R-bounded.

Proof. Let u: C(K) — B(X) be a bounded homomorphism and let w: C(K) — B(Rad, (X))
be defined by

w(f) = ldraq, ®u(f).

Clearly w is also a bounded homomorphism, with ||w|| = ||u||. Recall the identification (3.10)
and note that w(f) = Diag{u(f),...,u(f)} for any f € C(K). Then for any a = [a;;] € M, we
have

w(f)on,x(a) = [au(f)] = onx(a)w(f).
By Corollary 3.8 and Lemma 3.24, the resulting mapping w- o, x satisfies

|w- on,x : C(K; My,) — B(Rad,(X))|| < C|lul]?
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3.4 Matricial R-boundedness

where C' does not depend on n. Let E;; denote the canonical matrix units of M, for i,j =
1,...,n. Consider [f;;] € C(K; M) ~ M, (C(K)) and write this matrix as >_, ; E;; ® fi; . Then
w-on x ([fi5]) = Y w(fi)onx(Eij) = > ulfiy) @ By = [ulfi;)]-

i,j=1 i,j=1

Hence ||[u(fi;)]]| , < Cllul®lI[fi;)llc(x:m,), which proves that u is matricially R-bounded. [

In the case that X = H is a Hibert space, it follows from Remark 3.23 (1) that the above
proposition reduces to the fact that any bounded homomorphism C(K) — B(H) is completely
bounded.

We also observe that applying the above proposition together with Remark 3.23 (3), we ob-
tain the following corollary originally due to De Pagter and Ricker [29, Cor. 2.19]. Indeed,
Proposition 3.25 should be regarded as a strengthening of their result.

Corollary 3.26 ~ Assume that X has property («). Then any bounded homomorphism w: C(K) —
B(X) is R-bounded.

Remark 3.27 The above corollary is nearly optimal. Indeed we claim that if X does not have property
(o) and if K is any infinite compact set, then there exists a unital bounded homomorphism

u: C(K) — B(Rad(X))
which is not R-bounded.

To prove this, let (zy,)n>1 be an infinite sequence of distinct points in K and let u be defined by

U(f)(sz@)xk) = Zf(zk)ek@)xk.

k>1 k>1

According to (2.8), this is a bounded unital homomorphism satisfying ||u|| < 2. Assume now that w is
R-bounded. Let n > 1 be an integer and consider families (t;;); ; in c"* and (wij)i5 in X" For any
i=1,...,n, there exists f; € C(K) such that || f;|| = sup; |t;;| and fi(z;) = ti; forany j=1,...,n.

Then
251' ® U(fi)(z €5 ® Iij) = Ztij €i @ €j X Tyj,
i j i

hence

‘Zéi ®E&j QT

HZtij i ®e; ® Ty < R(u) sup | fi]|

> Rad(Rad(X)) > Rad(Rad (X))
< R(u)sup |t;; H €, RE; DXy .
( ) i,]p | ”| ; AN Rad(Rad (X))

This shows (2.16).

47



3 R-boundedness of C'(K)-representations

3.5 Application to L”-spaces and unconditional bases

Let X be a Banach lattice with finite cotype. By proposition 2.6, we have

1
= 2)®
Sk om] i, = | (S,

for finite families (z); of X. Thus a bounded linear mapping u: C(K) — B(X) is matricially
R-bounded if there is a constant C' > 0 such that for any n > 1, for any matrix [f;;] € M, (C(K))
and for any z,...,2, € X, we have

H(;(;uwmf)é

<C || [fij]HC(K;Mn) ‘ (Z |5fj|2)
J
Mappings satisfying this property were introduced by Simard in [119] under the name of ¢?-cb

maps. In this section we will apply a factorization property of £2-cb maps established in [119],
in the case when X is merely an LP-space.

Throughout this section, we let (€2, ) be a o-finite measure space. By definition, a density on
that space is a measurable function g: @ — (0, 00) such that ||g||; = 1. For any such function
and any 1 < p < oo, we consider the linear mapping

Pp.gt LP(Q ) — LP(Q, gdp), Pp,g(h) = g~ '/"h,

which is an isometric isomorphism. Note that (€2, gdut) is a probability space. Passing from
(€2, ) to (2, gdp) by means of the maps ¢, 4 is usually called a change of density. A classical
theorem of Johnson-Jones [63] asserts that for any bounded operator T': LP(p) — LP(u), there
exists a density g on Q such that ¢, joT o, é : LP(gdp) — LP(gdp) extends to a bounded opera-
tor L?(gdu) — L?(gdu). The next statement is an analog of that result for C'(K )-representations.

Proposition 3.28 Let 1 < p < oo and let u: C(K) — B(LP(u)) be a bounded homomorphism. Then
there exists a density g: Q — (0,00) and a bounded homomorphism w: C(K) — B(L*(gdu)) such
that

bp.gou(f)o I;_}]:w(f), [ eC(K),
where equality holds on L*(gdu) N LP (gdu).

Proof. Since X = LP(u) has property (a), the mapping w is matricially R-bounded by Propo-
sition 3.25. According to the above discussion, this means that u is 02-cb in the sense of [119,
Def. 2]. The result therefore follows from [119, Thms. 3.4 and 3.6]. O

We will now focus on Schauder bases on separable LP-spaces. We refer to [91, Chap. 1] for
general information on this topic. We simply recall that a sequence (ex)r>1 in a Banach space
X is a basis if for every = € X, there exists a unique scalar sequence (aj)x>1 such that >, arey
converges to z. A basis (ex)r>1 is called unconditional if this convergence is unconditional for
all x € X. We record the following standard characterization.
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3.5 Application to LP-spaces and unconditional bases

Lemma 329 A sequence (ex)r>1 C X of non-zero vectors is an unconditional basis of X if and only if
X = Span{ey, : k > 1} and there exists a constant C' > 1 such that for any bounded scalar sequence
(Ak)k>1 and for any finite scalar sequence (ay)k>1,

HZ )\kakekH < C'sup |Ag] HZ akekH. (3.13)
k k k

We will need the following elementary lemma.

Lemma 3.30 Let (2, v) be a o-finite measure space, let 1 < p < oo and let Q: LP(v) — LP(v) be a
finite rank bounded operator such that Q|r2(,)nrr(v) extends to a bounded operator L?(v) — L3(v).
Then Q(LP(v)) C L*(v).

Proof. Let E = Q(LP(v)N L%(v)). By assumption, E is a finite dimensional subspace of LP(v)N
L?(v). Since F is automatically closed under the LP-norm and () is continuous, we obtain that
Q(LF(v)) = E. m

Theorem 3.31 Let 1 < p < oo and assume that (ex)r>1 is an unconditional basis of LP(Q, p).
Then there exists a density g on 2 such that ¢, 4(ex) € L*(gdu) for any k > 1, and the sequence
(bp.g(ex))k>1 is an unconditional basis of L*(gdp).

Proof. Property (3.13) implies that for any A = (Ag)r>1 € £°°, there exists a (necessarily unique)
bounded operator Ty: L?(n) — LP(u) such that Th(ey) = Arex for any k£ > 1. Moreover
ITA]l < Cl|A|loo- We can therefore consider the mapping

w0 — B(LP(w),  u(h) =T,

and u is a bounded homomorphism. By Proposition 3.28, there is a constant C; > 0, and a
density g on ) such that with ¢ = ¢, 4, the mapping

OTro™": LP(gdp) — LP(gdp)
extends to a bounded operator
Sx: L*(gdp) — L*(gdp)
for any A € £, with ||Sy]| < C1|| M| co-

Assume first that p > 2, so that LP(gdu) C L?(gdu). Let A = (Ax)k>1 in £%° and let (ag)r>1 be
a finite scalar sequence. Then Sy (¢(ex)) = dTro Hd(er)) = M\po(ex) for any k > 1, hence

[t = 5 (S v

Moreover the linear span of the ¢(ex)’s is dense in LP(gdp), hence in L?(gdu). By Lemma 3.29,
this shows that (¢(ex))r>1 is an unconditional basis of L?(gdpu).

L2(gdp L2(gdp)

: < C1l[M oo HZW(%)‘
k

Assume now that 1 < p < 2. For any n > 1, let f,, € £*° be defined by (f,)x = 6, for any
k>1, and let Q,,: LP(gdu) — LP(gdp) be the projection defined by

Qu (D arden)) = andlen).
k
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3 R-boundedness of C'(K)-representations

Then Q,, = ¢T, ' hence Q,, extends to an L? operator. Therefore, ¢(e,,) belongs to L?(gdu)
by Lemma 3.30.

Let p’ = p/(p — 1) be the conjugate number of p, let (e} )r>1 be the biorthogonal system of
(ex)k>1, and let ¢’ = ¢*~1. (It is easy to check that ¢’ = ¢, 4, but we will not use this point.)
The linear span of the e}’s is w*-dense in L? (). Equivalently, the linear span of the ¢/(e})’s
is w*-dense in L? (gdu), hence it is dense in L2(gdu). Moreover for any A € (> and for any
k > 1, we have T3 (e}.) = Axej. Thus for any finite scalar sequence (ax)r>1, we have

> nard'(e) = (610~ (3w () = Si (D and(eh)).
k k k

Hence

L2(gdp)

L2(gdp

[ rensn
k

According to Lemma 3.29, this shows that (¢'(e}))x>1 is an unconditional basis of L?(gdu). It
is plain that (¢(ex))r>1 C L?(gdp) is the biorthogonal system of (¢'(e}))r>1 C L*(gdp). This
shows that in turn, (¢(ex))r>1 is an unconditional basis of L?(gdp). O

< G mde)|
k

We will now establish a variant of Theorem 3.31 for conditional bases. Recall that if (ej),>1
is a basis on some Banach space X, the projections Py: X — X defined by

N
PN (Z akek) = Zakek
k k=1

are uniformly bounded. We will say that (ex)r>1 is an R-basis if the set {Py : N > 1} is
actually R-bounded. It follows from [22, Cor. 3.15] that any unconditional basis on L” is an
R-basis. See Remark 3.33 (2) for more on this.

Proposition 3.32 Let 1 < p < oo and let (ex)r>1 be an R-basis of LP (), ). Then there exists a
density g on Q such that ¢, 4(ey) € L?(gdp) for any k > 1, and the sequence (¢, 4(ex))k>1 is a basis

of L*(gdp).

Proof. According to [89, Thm. 2.1], there exists a constant C' > 1 and a density g on 2 such
that with ¢ = ¢, 4, we have

[¢6Pno ™ hll2 < C|hll2, N =1, h € L*(gdu) N LP(gdp).

Then the proof is similar to the one of Theorem 3.31, using [91, Prop. 1.a.3] instead of Lemma
3.29. We skip the details. O

Remark 3.33

(1) Theorem 3.31 and Proposition 3.32 can be easily extended to finite dimensional Schauder decom-
positions. We refer to [91, Sect. 1.g] for general information on this notion. Given a Schauder decom-
position (Xy)x>1 of a Banach space X, let Py be the associated projections, namely for any N > 1,
Pyn: X — X is the bounded projection onto X| @ --- @ Xy vanishing on Xy, for any k > N + 1.
We say that (Xy)r>1 is an R-Schauder decomposition if the set {Py : N > 1} is R-bounded. Then
we obtain that for any 1 < p < oo and for any finite dimensional R-Schauder (resp. unconditional)
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3.5 Application to LP-spaces and unconditional bases

decomposition (Xg)k>1 of LP (1), there exists a density g on 2 such that ¢, ,(X) C L*(gdp) for any
k> 1, and (¢p g(Xk))k>1 is a Schauder (resp. unconditional) decomposition of L*(gdy).

(2) The concept of R-Schauder decompositions can be tracked down to [7], and played a key role in [22]
and then in various works on LP-maximal reqularity and H> calculus, see in particular [70, 73]. Let
C,, denote the Schatten spaces. For 1 < p # 2 < oo, an explicit example of a Schauder decomposition
on L?([0,1];C,) which is not R-Schauder is given in [22, Sect. 5]. More generally, it follows from
[70] that whenever a reflexive Banach space X has an unconditional basis and is not isomorphic to (2,
then X admits a finite dimensional Schauder decomposition which is not R-Schauder. This applies in
particular to X = LP([0, 1]), for any 1 < p # 2 < co. However the question whether L ([0, 1]) admits
a Schauder basis which is not R-Schauder, is apparently an open question.

We finally mention that according to [73, Thm. 3.3], any unconditional decomposition on a Banach
space X with property (A) is an R-Schauder decomposition.
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4 The Mihlin and Hormander functional calculus

4.1 Introduction

Consider the Laplace operator A on R¢ and a bounded function f : Ry — C. By the spectral
theory for self-adjoint operators, f(—A) is a bounded operator on L?(R%).

Let ¢ € (1,00). A famous result of Mihlin is that f(—A) extends to a bounded operator on
L9(R?) provided that for an integer m strictly larger than £, f is m-times continuously differ-
entiable and satisfies

dk
sup [tF—f(t)] <00 (k=0,...,m). 4.1)
t>0  dtk

Later on, this condition was relaxed by Hormander [58],[59, equ (7.9.8)]. Namely, f(—A)
extends still to a bounded operator on L?(R?) provided that for an integer m > ¢,

R
sup/
R>0JR/2

Condition 4.1 is known as the Mihlin condition, and 4.2 is known as the Hérmander condition.
Clearly, 4.2 is weaker than 4.1.

2
dt
Z<oo (k=0,...,m). 4.2)

= f O] 5

dtk

In fact, there are several variants of 4.1 and 4.2, we refer to [60, sec 1] for an overview. The
original ones in [97, 98] and [58, thm 2.5] consider functions f : R? — C and the above versions
then correspond to radial functions.

The Mihlin and Hérmander condition have a remarkable applicability to partial differential
equations.

Many other authors have extended Mihlin’s and Hérmander’s theorem to other (differential)
operators A instead of —A and spaces different from the Euclidean space R¢, for example
(Sub)laplacian operators on Lie groups of polynomial growth, Schrédinger operators, or op-
erators satisfying Gaussian estimates [82, 95, 55, 21, 100, 1, 35, 99, 17, 37, 9, 104, 117, 106].

To obtain a Mihlin or Hérmander theorem for an operator A, one often uses estimates on
(I) the semigroup T(z) = e~** generated by —A, and related operators like Az7T'(z),

(I) boundary values of the semigroup on the imaginary axis, often regularized by powers
of resolvents, e.g. (1+ A)~%ei4,

(IIl) or imaginary powers A™.
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4 The Mihlin and Hormander functional calculus

(IV) Partially, also resolvents R(\, A) = (A — A)~!, and related operators like A% R()\, A) are
useful.

Estimates on (I) have been decisively used to show a Mihlin theorem in [35], on (II) to show
a Hormander theorem in [100, 101] and estimates on (III) are considered in [118, 37].
Assign to 4.1 the following Banach algebra of functions.

M™ ={f:(0,00) — C, fis m — times continuously differentiable, (4.3)

k

d
k

Mm = sup t"—-f(t)| < oof.
Hf” t>0,k:0,...,m| dtk f( )| }

Then the question whether Mihlin’s theorem holds for an operator A on a space X = L%(Q)
can be restated as a functional calculus problem. Namely, suppose that A is a self-adjoint
operator on some space L?((2), then Mihlin’s theorem states that

M™ — B(X), f — f(A) is a bounded homomorphism M)

form > 4, X = L9(Q2) and any q € (1,0).

Similarly, to 4.2 we assign a Banach algebra. For our considerations, it will be convenient to

allow an additional exponent p € (1, c0).
R AN
/ t dt <00 ). (4.4)
R/2 t

H," — B(X), f — f(A) is a bounded homomorphism (H)

p

H = {f :(0,00) = C, |fllnm = Sup ( dtk ®)

R>0, k=0,...,

Then Hormander’s theorem states that

form > %, p=2and X = L) for any q € (1,0).

In this chapter, we consider a sectorial operator A with dense range on some Banach space X.
The central purpose is to study the connections of M and H with boundedness conditions for
the operators in (I)-(IV). (We will see in section 4.2 how to reasonably define in this setting the

operator f(A).)

In fact, we modify the spaces 4.3 and 4.4 slightly by letting

M* ={f:(0,00) = C, [ fllme = [[f oexp sy ,®) < oo} (4.5)

where BS, | (R) is a Besov space, and

Hy ={f:(0,00) = C, [[fllrg = If o exp lwg = sup [lp(+ = n)(f © exp)lws ) < oo} (46)
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4.1 Introduction

where ¢ € C5°(R) shall satisfy > ., »(t—n) =1 for any ¢ € R, and W*(R) is a Sobolev space.
The space W, is sometimes called a uniform Sobolev space [130, def 2.19].

The spaces M® and H;) are defined also for non-integer a > 0. We refer to remark 4.10 and
proposition 4.11 in section 4.2 for the connection between 4.3 and 4.5 (4.4 and 4.6 resp).

Many of the theorems in the literature leading to M and H do not just use operator norm es-
timates for (I)-(IV), but also additional properties of the operators. Often, they are self-adjoint
on L?, and positive and contractive on the whole LP-scale. Also kernel bounds, or estimates
on L! play an important role. Since a variety of assumptions on A apparently lead to the
same result, one might ask for a common denominator of the assumptions. Our intuition is
that the notion of R-boundedness, which has turned out to be very fruitful in connection with
functional calculus in the last several years, is the underlying reason.

Let us concretise the last sentence.

A first approach to M is the following theorem from [24, thm 4.10]. Recall the notion of a
sectorial operator, the spaces H*(3y) of bounded holomorphic functions on a sector ¥y, and
the bounded H>(Xy) calculus from chapter 2.

Theorem 4.1 ([24]) Let A be an injective sectorial operator on some Banach space X. Let oo > 0. Then
the following conditions are equivalent.

(1) The sectorial angle w(A) equals 0, A has a bounded H*(Xg) calculus for any 6 > 0, and there
exists a constant C' > 0 such that for any 6 > 0 and any f € H*>®(3y), || f(A)]] < CO™ fllc.0-

(2) There exists a constant C > 0 such that for any 0 > 0 and f € H>®(Zy), | f(A)| < C| fl|me-

Fortunately, to characterize the bounded H> (%) calculus, we have an already widely devel-
oped theory at hand, for which the above mentioned R-boundedness plays a key role [73, 81].

The boundedness of the calculus in H consists, loosely speaking, of two parts.

Firstly, observe that VI//E ={f:(0,00) = C, [If]| = |[f o exp|lwe < oo} embeds continuously
into H;. Thus, if H holds, then necessarily the homomorphism

Wy — B(X), f — f(4) (W)

is bounded.

Secondly, if ¢ € C°(R) is as in 4.6, it is easy to check that there exists a C' > 0 such that for
any choice of signs a,, = +1, one has || > ., anp(- — n)|= () < C. Thus, if M holds, then

: n(A
HZ”GZ €n @ Pn( )xHRad(X)
that M (or the stronger H) implies

< C||z||, where ¢, (t) = p(e'~™). A duality reasoning shows then

HZ€ ® %(A)IH = ||z (PL)

d(X
ne”Z Rad(X)
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4 The Mihlin and Hormander functional calculus

If A is the Laplace operator on X = LP(R), 1 < p < oo, then condition PL is known as the
Paley-Littlewood theorem [123, V1.7.14].

Thus it seems natural to first establish W and PL in terms of (I)-(IV). It is easy to see that if X is
a Hilbert space, then these two conditions will already imply H. However, to obtain a similar
conclusion for more general spaces X, we will be lead to strengthen the mere boundedness in
W to R-boundedness, a notion we already have seen in definition 3.7 of chapter 3.

The following are the central results.

We obtain a Mihlin calculus under the assumption of norm bounds on imaginary powers, or
R-bounds on semigroup and wave operators (see proposition 4.65 and lemma 4.72). Here the
bounds on the operators are motivated by the Mihlin norms of the corresponding functions.
The order « of these Mihlin norms is however smaller than the order 3 of the obtained Mihlin
calculus. The gap is essentially 1, and within the class of all Banach spaces X, we will show
in chapter 5 that this is optimal when comparing the imaginary powers and the functional
calculus.

A second result is that additional information on the type and cotype of the underlying Banach
space X narrows the gap. We will show in proposition 4.79 that the just mentioned bounds
on imaginary powers, the semigroup and wave operators imply a H? calculus with differen-

iati ~ 1 1 1 1.9
tiation order  — o & max( X — olype X’ 5) and exponent - ~ ( — a.

Replacing uniform norm and R-boundedness by averaged R-boundedness, a notion we will
develop in this chapter, allows to characterize the Hérmander functional calculus. In theo-
rem 4.73, we will show that R-bounded Hoérmander functional calculus has an equivalent
formulation in terms of any of the operator families in (I) - (IV) above.

This averaged R-boundedness is a weakened form of square function estimates. The square
function estimates themselves are characterized by the matricial R-boundedness of the func-
tional calculus, see proposition 4.50.

Let us give an overview of the organization of this chapter.

In section 4.2, we fix notations and settings. We introduce the needed function spaces, in
particular M and Hj, and discuss some of their properties.

In a second step, we define the operator A which will be the subject of our study. We also
introduce an operator B corresponding to the logarithm of A. In the sequel we will study A and
B parallely. The reason for the introduction of a second operator is that for some assertions,
the formulation for B is simpler and more natural. In fact, we have already seen an example,
in the use of the exponential map in the definitions of M® and H;.

In the rest of section 4.2, we develop several functional calculi associated with A and B. Hereby,
the holomorphic functional calculus from chapter 2 will serve as the fundament. The results
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obtained here should be seen as technical devices for the rest of the chapter.

Section 4.3 is concerned with the non-localized part W of the Héormander calculus. We intro-
duce the notion of operator families which are R-bounded in a certain averaged sense. This
notion appeared implicitly in some recent work; we draw particular attention to [61, prop 4.1,
rem 4.2] and [51, cor 3.19].

In our context, averaged R-boundedness turns out to be the adequate tool to handle the cal-
culus WE — B(X) from W. In the simplest case p = 2, we obtain equivalent characterizations
of the R-boundedness of this calculus in terms of the operators from (I) - (IV) (see theorem
4.46).

Due to [51, cor 3.19] there is a relationship between estimates of the generalized square func-
tions from chapter 2 section 2.4 and averaged R-boundedness, which we investigate in sub-
section 4.3.2.

Section 4.4 is then devoted to the study of PL. Apart from the passage from W to H, we also
apply PL to obtain new characterizations of fractional domain spaces of A. These reduce to
the classical Triebel-Lizorkin spaces if A is the Laplace operator. We also describe their real
interpolation spaces, which correspond to Besov spaces in the classical case, in our abstract
framework.

In subsection 4.5.1, we compare the Mihlin calculus with bounds on the distinguished operator
families (I) - (IV).

In subsection 4.5.2, we then apply the results of the sections 4.3, 4.4 and 4.5.1 to the Hérmander
calculus. In the main theorem 4.73, we set up conditions for the operators in (I) - (IV). These
conditions contain (R)-bounds and also averaged R-bounds from section 4.3 and square func-
tion estimates. We put these conditions into a context with the Hormander functional calculus
and study their relations.

In section 4.6, we finally compare the results of our operator theoretic approach with Hérman-
der multiplier theorems from the literature.

We start in subsection 4.6.1 by an interpolation procedure of the Hérmander calculus, where
the differentiation order m in H is lowered. This procedure applies to operators A which are
defined on an LP-scale and are self-adjoint on L?, a situation which appears in many examples,
and it actually yields the optimal differentiation order for the Hormander calculus in the initial
example A = —A, for the spaces X = LI(R%), 1 < ¢ < <.

In subsection 4.6.2, we show that for the latter example, Hérmander’s classical theorem extends
to an R-bounded version (theorem 4.90).

Finally, in subsection 4.6.3, we consider operators A satisfying so-called (generalized) Gaussian
estimates, which is a typical assumption for Héormander calculus theorems in the literature,
and compare our theory with Blunck’s result [9].
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4 The Mihlin and Hormander functional calculus

4.2 Function spaces and functional calculus

This section has a twofold purpose. At first, we introduce function spaces over R and R, and
resume some simple properties that we will need in subsequent sections.

These include the classical Sobolev and Besov spaces, the Hérmander spaces Wy and ‘Hj), and
the Mihlin spaces B* and M, which are of central interest for our functional calculus. We
also calculate the Mihlin norms of some functions which are important for later considerations.

Secondly, we define 0-strip-type operators and 0-sectorial operators having their spectrum in R
and R, , and construct functional calculi for them, i.e. we insert these operators into functions
of the Sobolev, Besov, Mihlin and Hormander spaces mentioned above.

These calculi are based on the holomorphic functional calculus (see chapter 2, section 2.2). We
give some sufficient/necessary criteria for the boundedness of these calculi (see propositions
4.18, 4.22 and remark 4.23), which will be pursued and developed much deeper in subsequent
sections.

We also introduce an unbounded version of the Besov and Sobolev calculus to include e.g.
fractional powers of sectorial operators.

4.2.1 Function spaces

Let us start with some manipulations of functions which we will use frequently in this chapter.

Definition 4.2 Let f : R — C be a function and h € R. We define (A f) : R — C by (Apf)(x) =
f(x+h) — f(z). For N € N, we define the iterated difference recursively by

(AY () = (A(ATT ))(@).

Definition 4.3 Let I C C\(—o00,0]and J ={z € C: |Imz| < m, e* € I}. For a function f : I — C,
we define fo = foexp:J — C,z— f(e?).

Notation 4.4 Fort € R and o > 0, we write

(t) = (1+ )2

For most of our function spaces, partitions of unity play a key role. In some cases, the function
itself is partitioned, in other cases, its Fourier transform is partitioned. It will be convenient
to distinguish the two cases, and we reserve the letter ¢ for the first and the letter ¢ for the
second case.

Definition 4.5

(1) Let ¢ € C°(R). Assume that suppe C [-1,1] and Y07 @(t —n) =1 for all t € R. For
n € Z, we put @, = o(- —n) and call (pr,), an equidistant partition of unity.

(2) Similarly, if suppy C [$,2] and 307 p(27"t) =1 for all t > 0, we put ¢, = (27 ") and
call (¢n)n a dyadic partition of unity.
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4.2 Function spaces and functional calculus

(3) Finally, we will make use of a third partition of unity. Let ¢o,$1 € CZ(R) be such that
supp ¢1 C [3,2] and supp ¢ C [—1,1]. For n > 2, put ¢, = ¢1(2'="), so that supp ¢, C
[2772,2"]. For n < —1, put ¢,, = ¢_,,(—). We assume that > - ¢,(t) =1 forall t € R.
Then we call (¢,,)n, a dyadic Fourier partition of unity, since we will use such a partition only
for the Fourier image of a function.

For the existence of such smooth partitions, we refer to the idea in [6, lem 6.1.7]. Whenever (py,)n is
a partition of unity of one of these three types, we put

1
()571 - Z Pn+k-

k=-1

It will be very often useful to note that

PmPn = @n for m =n and P, =0 for [n —m| > 2. 4.7)

We recall the following classical function spaces:
Definition 4.6 Let m € Ng and o > 0.
(1) C* = {f : R — C: fm-times diff. and f, ', ..., f") uniformly cont. and bounded}.
(2) C* ={f:R— C: foo-times differentiable with compact support}.
@) Wy ={f e LP(R): | fllwe = H(f(t)(t)o‘)vﬂp < oo}, for 1 < p < oo. We will always restrict
to a > %, so that W — Cp [116, p. 222] and WS is closed under pointwise multiplication.

(4) B, o and B, 1, the Besov spaces defined for example in [128, p. 45]: Let (¢n), be a dyadic

00,00 00,17

Fourier partition of unity. Then
B = {f €Oy IIf e ., = sup2™*f 5 6nloe < 00}
ne

and
B* =By, ={feC): Ifls, = 22‘"'“||f % P [loe < 00} (4.8)

ne”Z

The space W is a Banach algebra with respect to pointwise multiplication if o > %, and all the other
spaces from definition 4.6 are Banach algebras for any o > 0 (see [116, p. 222] for the Sobolev and
Besov spaces).

Further we also consider the local spaces

(5) Woe ={f:R—C: foe W forall p € C*} for 1 <p < ooand a > 7.

(6) B*oc ={f:R—=C: foeB*foral ¢ € C®} for a > 0.

These spaces are closed under pointwise multiplication. Indeed, if ¢ € C° is given, choose ¢ € Cg°
such that Y¢ = ¢. For f,g € W, (B%oc), we have (fg)¢ = (f¢)(g¥) € Wihoe (B%10c)-

Aside from these classical spaces we introduce the following Mihlin class and Hormander
class.

Definition 4.7
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4 The Mihlin and Hormander functional calculus

(1) Let o > 0. We define the Mihlin class
M*={f:Ry —-C: f.€B%},
equipped with the norm ||f||pme = || fell B
(2) Let (¢n)n be an equidistant partition of unity, p € (1,00) and o > %.

We define the Hormander class

Wy ={f € L (R) = [ fllwg = Sup [[on fllwy < oo}
and equip it with the norm || f|lws . Further, we set

Hy ={f € Lipc(Ry) : [[fllng = [If o exp[lyg < oo}
with the norm || f{l3s.

The parameter o will sometimes be referred to as the differentiation order of the Mihlin (Hormander)
class.

We have the following elementary properties of Mihlin and Hérmander spaces.
Proposition 4.8
(1) The spaces M*, Wy, H;} are Banach algebras.
(2) Different partitions of unity (¢n), give the same spaces Wy' and 'Hy with equivalent norms.

(3) For any a € R, the mapping f +— f(- — a) is an isomorphism B — B* and Wy — Wy
Similarly, for any b > 0, the mapping f +— f(b(-)) is an isomorphism M — M®* and Hj —
Hy.

The isomorphism constants are independent of a and b.

(4) For any a > 0, the mapping f — f(a-) is an isomorphism B* — B~ and Wy — Wy, and also
the mapping f — f((-)) is an isomorphism M — M and 'Hy — H.

The space M® coincides with the space AS, ;(R) in [24, p. 73].

Proof. (1) The Mihlin class M® is a Banach algebra, since B¢ is a Banach algebra.

Let us show the completeness of W,'. Consider a sequence (f,)n>1 in Wy such that

> I fallwg < 0. (4.9)
n=1

We have to show that ) f, converges in W, From 4.9, we immediately deduce that the
sum >_, || fn¢k|lwe is finite for any k € Z, so that by the completeness of W, there exists a
gr € Wy such that the identity }_, fnpr = gx holds in W' Also 3°, supy, || fagr|lwe < oo, so
that the convergence of ) fn¢k in Wy is uniformly in & € Z.

60



4.2 Function spaces and functional calculus

Set f(t) = > ez 9x(t). This sum converges at least pointwise, since the support condition on
(pn)n implies that for fixed ¢ € R, at most 3 summands do not vanish. Note that we have

For=>"0_ fapr)or =2 O faprer) = Y fnr = g1
k n k n n

Then
N N N
1f =" fallwg = sup I =D f)eillwg = sup lge = faprllwe — 0
€ ot €

n=1 n=1

by the mentioned uniform convergence. We have shown the completeness of Wy'.

Let us show its multiplicativity. Pick f,g € W'. As W' is a Banach algebra,

1
lenfalwe = 1Bnf)(end)llws S 1Bnflwellengllws < D lentrflwellenglwe.
k=—1

Consequently,

1

I£9llwy = sup lenfollwy S sup g:l lentrflwellengllws

< 3sup [l@n fllwe sup [[ongllwe = (1 fllws llgllws-
n n

Thus, W, is a Banach algebra.

We immediately deduce that also ;) is a Banach algebra.

(2) Consider two equidistant partitions of unity (¢, ), and (¢,,),. Then 4.7 still holds for zzn
and Pns ie. wn(pn = Pn for any n € 7. Thus,

sup [ 0n fllwe = sup [Funflws < sup [0 fllwe loallwe < sup 6 fllws < 3sup 6o fllws.
n n n n n

Interchanging the roles of (y,,), and (¢,,), shows the claim.

(3) and (4) The statements for M* and H}; follow directly from the statements for B* and W'
The latter in turn follow easily from the definition of B* and Wj'. O

We will often compare the spaces from definitions 4.6 and 4.7. The following (continuous)
embeddings will be useful.

Proposition 4.9

(1) Let m,n € Ny and «, 3 > 0 such that m > 8 > a > n. Then

Ot B — B — B — C.

00,00 00,00

(2) Let 6>a>0and E € {W, B, Boo 0o, W}. Then

EP — E“.
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4 The Mihlin and Hormander functional calculus

(3) Let p € (1,00) and a > -. Then
We s We,

4) Leta,ﬁ,7,5>0and1<p<q<oosuchthata>ﬁ+%—%andﬁ>7+%. Then
Bt s W s W s WP — BP
Proof. (1) The first embedding follows from [128, 2.3.5 (1), 2.2.2. (6)]. The second and third
embedding are shown in [128, 2.3.2 prop 2], and the last one follows from [128, 2.5.12 thm].
(2) This follows from [128, 2.3.2 prop 2].
(3) Let f € Wy* and (¢n)nez be an equidistant partition of unity. As W;* is a Banach algebra
and [l¢nllwe = [lvo(- —n)|lwe = [[¢ol[we does not depend on n € Z, we have
[fllwg = sup llon fllwe < sup lenllwelfllwg < fllwg-
newL nez

(4) For a function g with compact support, one has ||glwe < C||g| ga+e , where C depends on

the width of the support. This follows from the local representation of the B35, norm [128,
thm 2.5.12]. Further, for f € BY'S,, by [129, p. 124], one has || f|| ga+e = sup,, [|on f||gate - Then

00,007

Hf”w; = sup ||<Pnf”Wqﬂ < sup ||<Pnf||3§jgo = ”f”BSJ,; S 1 fllsa+e,
n n

and thus, B*** — W¢.

1111
For f € W, we have w1tha+;—5,

[ fllwe = sup || fen@nllwe < sup ([ fenllwel@nllwe < 1 lwe,
n n
which yields Wi — Wy

The embedding Wy — W/ follows from the Sobolev embedding theorem W < W/ [6, thm
6.5.1].

Finally, for 4" > v such that § > v + %, by (1) and the fact that Wf — Bg;m [6, chap 6],
£l S 11y _ 2 sup lon sy _ S supligals = 17w

Hence, Wf — B7. O
Remark 4.10 The names “Mihlin and Hormander class” are justified by the following facts.

A classical form of the Mihlin condition for a (-times differentiable function f : Ry — Cis (cf. [35,
(DD
sup  [t*|F P (1)] < oo (4.10)
t>0,k=0,...,0
If f satisfies 4.10, then f € M for a < (3 [24, p. 73]. Conversely, if f € M, then f satisfies 4.10
for o > B. The proof of this can be found in [46, thm 3.1], where also the case 3 ¢ N is considered.
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4.2 Function spaces and functional calculus

Let 1 < p < oo. The classical Hormander condition (see [59, equ (7.9.8)] for p = 2) with a parameter
o € N reads as follows:

ai 2R
S sup / R* £ ()Pt /R < oo (411)
Furthermore, consider the following condition for some 1 < p < oo and o > %

sup [l (t)llwg < oo, (4.12)
t>0

where 1 is a fixed function in C2°(R4)\{0}.

This condition appears in [21, (1)],[55], [95, (1.1)], [100, 99, 9] with p = 2, and [37], [104, (7.66) and
(7.68)] with different values of p.

With a reasoning as in proposition 4.8, one can check that 4.12 does not depend on the particular choice
of ¢ (see also [37, p. 445]).

By the following proposition, the norm || - |3 expresses condition 4.12 and generalizes the
classical Hérmander condition 4.11.

Proposition 411 Let f € L} .(R.). Consider the conditions
(1) f satisfies 4.11,
(2) f satisfies 4.12,
(3) |l < oo
Then (1) = (2) if a1 > aand (2) = (1) if @ > ;. Further, (2) < (3).

Proof. The proof of the statement concerning (1) and (2) is simple and is omitted.

2) = )
Let (¢n,), be an equidistant partition of unity and ¢ = ¢g. Then

[ fllrg = sup [l@n fellwe = sup (- = ) fellwe
n se
= sup ||@fe(- +logt)lwe = sup [lpf (te")[lwp.
t>0 t>0
So we have to show that
sup o f (teO)lws 2 sup £ (t) |- (4.13)
>0 t>0

where ¢ € C°(R4)\{0}. We distinguish the cases o € Ny and o ¢ Ny.

1st case: o = m € Np.
We start with “<” in 4.13.
Fixing some ¢ > 0, we have

ity = le[wfte()] "I
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4 The Mihlin and Hormander functional calculus

Fixing some k € {0,...,m}, we have in turn

(k)
I [er ] 1 < S It (e,

7=0

Fix some j € {0,...,k}, and write § = ¢(*~7). Then

J
18£ (e D, S N5 O (te)tet O,

=0

Fix some [ € {0,...,j} and write K = supp p o log C R;. Then
13FO (2O = / BP0 (te”) (te”)! Pda
o d

- / Fog )7 11O (ts) P fesf?t L
0 S

~ / 1Bog )P [ £ (ts) P |eP'ds
K

o / |t F O (ts)|Pds.
K

Putting things together yields

i (20 WMZ / £ es)Pds < 1650y (@14)

if y =1 on K. Thus, “<” in 4.13 follows for such a v, and hence for any ¢ € C°(R;)\{0}.

~

For the estimate “2” in 4.13, we first proceed similarly: For fixed ¢ > 0, we have

m

k
[ (¢ ||Wm<ZH7//f Yy <303 10 f O
k=0 1=0

For fixed k and [, put ¢ = »*~) and K = supp ¢ o exp C R. Then

[0 F O ) | = / T 1) O st pas = / () f O (te” )P da
R

0
& / [(e") fO (te”) (te”) [P da S / |f O (te®) (te”)! [Pda.
K K
We want to replace g;(z) = f(te®)(te*)! by hi(z) = f(te))D(z). We develop the I-th deriva-

tive:

l
= Big;(a). (4.15)
j=0
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4.2 Function spaces and functional calculus

with coefficients §; € N and §; = 1. Thus, g; = h; — Z;;B B;g; and

-1
/K (@) Pdz < /K |hl<a:>|pda:+; /K 195 () P

Now proceed inductively and estimate with the same argument the last sum by

- — =2 -1
;/ij(x)lpdz,S;)/K|hj(x)|pdx+Z/K|gj(x)|pdx5 SZ/KIhj(:r)V’dx.

Jj=0 7=0
This gives =0 FO (), S g 1/ (te)D || 1o, and finally
1o f () lwe S 135 e (4.16)

for any ¢ € C°(R) such that ¢ = 1 on K. There exists an N € N such that ¢ = ZQL_N vk has
this property. But

sup [|ox f (te"))|lwy = sup [lof(te"e")|lwp = sup [lof(te) |wn.
t>0 t>0 t>0

Therefore,

N
sup [ f () lwy Ssup D lorf (e lwy S sup [of (te)|wm,
>0 >0, Ty >0

which shows 4.13 in the 1st case.

2nd case o = m + 0 with m € Ng and 6 € (0,1).
Fix ¢t > 0. For any function f: R — C, denote f : Ry — C the function given by

F(t) = f(teD).

In 4.14, we have shown that

lefllwy S I fllwe ) (4.17)
||<P?HW;”+1 S Hf”WI';"H(K)a (4.18)

where K = supp(¢ olog) C Ry and W™ (K), W™ (K) are Sobolev spaces with domain K.

By the complex interpolation result [W,"(K), W)™ (K)]g = W (K), we deduce from 4.17 and
4.18 that

||<P?HW; S HfH[WIgn(K),W;”“(K)]G S ||7/’fHWI§x
for any v with ¢ = 1 on K. This gives “<” in 4.13.
For ”>” in 4.13, interchange the roles of f and f, use 4.16 instead of 4.14 and argue similarly.
O
At the end of this subsection, we estimate the Mihlin norms of some typical functions.

Proposition 4.12
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4 The Mihlin and Hormander functional calculus

(1) Let @ > 0 and 3 > 0. Then for any € > 0, there exists a C' > 0 such that for any 60 € (=%, %),

[t — t7 exp(—et)|| pe < C(cos §)~(@+FF2), (4.19)
(2) Let o,e > 0. Then there exists C' > 0 such that for any a € R,

< Ola)>te.

Ht —s 1 eit(l
Mo

(14t)ote

t<t
(3) Let e > 0 and 1 € C(R.,) such that for some 0 < tq < 1 < o0, v(t) = 4 1 <10
1 fort>t;

Then
ta+6 _ (1 + t)aJrE

tote(1+ t)ote (t)e"

< 0.

o~
Ma

(4) For any a > 0, ‘
[t = ][ pme = C(s).

”

Proof. (1) For m € Ny, we denote by | f|| ;7= the expression of the “classical Mihlin condition
in 4.10, i.e.

£ 1| g = max(sup | £(£)], sup [t f ) (2)]).
t>0 t>0

At first, assume that a + ¢ € N and set m = « + e. We show 4.19 with M™ in place of M«
and with e =0, i.e. ||t — t# exp(—et)|| i < (cos§)~(mF0).

On the one hand, we have
sup |t? exp(—e™t)| = sup t? exp(—cos @ - t)
>0 >0
= sup [(cos @ - t)? exp(— cos @ - t)] (cos )~
>0

< (cosf)~P. (4.20)
On the other hand,

m

d , _ , ,
sup t7”| — (¢ t7 exp(—e™t)) | < SupZtm\tﬁ_k(—ew)m_k exp(—e't)|
>0 >0 7o

m
Z cos @)~ (m+5—Fk)
k=0

< (cos )~ (A,

The second inequality follows from 4.20 with m 4 8 — k in place of .

By || fllme S ||f||MQ+£ from remark 4.10, we deduce that 4.19 holds for o + ¢ € N.
To extend this to arbitrary o > 0, we use complex interpolation.

Consider the function

f(z:t) = (cos ) TPtP exp(—e't) (2 € C, t>0).
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4.2 Function spaces and functional calculus

Clearly, f is analytic in z. Since |(cos §)™ 78| = (cos§)™*#, we have shown above that

sup sup || f(m +i7; )| pgm-- <00 (m € N). (4.21)
[0]< % TER

We want to include the case m = 0. Extend definition 4.7 of the Mihlin class to negative
exponents, and set M~° = {foexp: f € B} The space C; embeds continuously into the
Besov space with negative exponent B, (combine e.g. [128, 2.3.2] and [116, 2.2.2 thm (iv)]).
We have f(it;e()) € C) and

£ (im; )|, = sup |(cos 8)Pt? exp(—ei®t)| < 1,
t>0

so 4.21 also holds for m = 0.

According to [127, 2.4.1 thm], we have the complex interpolation identity
[Mm—s MWL+1—E]5 — Mm+5—s.

Thus it follows from 4.21 that

sup ||f(m+ ;) ||pmrs-- < oo (m € Ngp,d €10,1]),
0|<z

or

m+6+848

sup ||t — (cosb) exp(—e™t)|| pymrs-c < 00,

lol<%
Choosing § such that m + 6§ = o + ¢, 4.19 follows.

(2) We argue similarly as in (1). More precisely, let « € R and

1 1
1) = ——— ——¢'le,
e = e
By an elementary calculation, for any m € Ny and any 7 € R, sup,cg || f(m +iT; )| g S (7)™,
whence by the same argument as in (1),

sug Ilf(m +i7; ) || apgm—e SATY™ (M € Np).
ac

By Stein’s complex interpolation [122, thm 1], we deduce that

sup [ foat &-)[me S 1 (2> 0),
ac

or equivalently, ||t — W@”“HMUK < {(a)e.

(L) . -
(3) We let f(z;t) = EFE ¢ (t)e”. Then by an elementary calculation, || f(m+i7;-)|| o,
< (7)™ Now argue as in (1) and (2).
(4) We have ||t — t¥||pa = ||t — €% go. Take a dyadic Fourier partition of unity (¢, )nez-
Then €)% ¢,,(t) = ¢n(s)e*t. Thus, by the dyadic supports of ¢,,,
[t — eiSt”B” _ Z 2|n\ocHeis(-) " énHoo ~ (5),
nez
O
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4 The Mihlin and Hormander functional calculus

4.2.2 0-sectorial and O-strip-type operators

Recall the notions of sectorial operators A, strip-type operators B and holomorphic functional
calculus from chapter 2. We will now focus on the case w(A) = w(B) = 0 and define the
operators which are subject for our functional calculi.

Definition 413 Let A be a sectorial operator with w(A) = 0. Assume in addition that A has dense
range. Then we call A a 0-sectorial operator.

Let B be a strip-type operator with w(B) = 0. Then we call B a 0-strip-type operator.

In the next proposition, we show the correspondence between 0-sectorial operators and 0-
strip-type operators.

Proposition 4.14
(1) Let A be a O-sectorial operator. Then B = log(A) is a 0-strip-type operator.

(2) Conversely, if B is a 0-strip-type operator which has a bounded H®(Str,,) calculus for some
w € (0,m), then there exists a O-sectorial operator A such that B = log(A).

(3) Let A be a 0-sectorial operator and B = log(A). Let w € (0, 7). Then A has a bounded H>(X,,)
calculus iff B has a bounded H> (Str,,) calculus. In that case, i B generates the group U (t) = A™.

Proof. (1) We have log(z) - e € H°(%,) for w € (w(A),7), so that by proposition 2.3,
D(A)N R(A) C D(log(A)) and log(A) is densely defined. Then by [52, exa 4.1.1], B = log(A)
is a strip-type operator.

(2) This follows from [52, prop 5.3.3].

(3) The first statement follows again from [52, prop 5.3.3]. Then iB generates the cy-group At
by [52, cor 3.5.7]. O

4.2.3 Functional calculus on the line and half-line

Let E be a Sobolev space or Besov space as in definition 4.6. We want to define an £ functional
calculus for A and B from subsection 4.2.2 by tracing it back to the holomorphic functional
calculus from chapter 2. The following observation on density of holomorphic functions will
be useful.

Lemma 4.15

(1) Let E € {W*,B*}, where a > 0 and p € (1, 00) such that o > %. Then (o H>(Str,) N E
is dense in E. More precisely, if 1p € C° such that ¢(t) = 1 for |t| < 1 and ¢, = P(277(")),
then

faihn € () H®(Str,) N E and f+ 4y, — f in E. (4.22)
w>0
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4.2 Function spaces and functional calculus

Thus if f happens to belong to several spaces E as above, then it can be simultaneously approx-
imated by a holomorphic sequence in any of these spaces.

(2) Let f € B* and (¢)n a dyadic Fourier partition of unity. Then f =", ., f * ¢, converges in
B>

Proof. (1) Let f € E and 1), 9, as in the lemma. As f* U = ( fl/)n)v is the Fourier transform of
a distribution with compact support, the Paley-Wiener theorem yields that f * ¢),, is an entire
function, given by

f*1[;n(t+is):/Rf(r—t)[e’s(')wn]v(r)dr.

If £ = B%, we have in particular f € L*(R), and if ' = W}¥, then f € LP(R). Putting ¢ = oo
or p, we get for |s| <w

1F ¢+ i)l L) < 1F Lo e vn) Il o ) < C(f,w,n).

Therefore, f * v, € H>(Str,) for any w > 0.

For the convergence f * ¥, — f, we first consider the case F = B“. Note that for n € N
and k € Z, ¥, (t) = 1 for t € [27",2"] and supp ¢y, C [—2¥1*2 2Ik1+2] Thus, 1), * ¢, = ¢y for
n > k| +2 and

Hf_f*f&nHBa :ZQ‘kla”(f—f*f&n)*(iﬁkHw

kEZ

= > 2 F G — f o Drlloo

|k|>n—2

< D 2MO f o Gl (14 [Pnllh)- (4.23)
|k|>n—2

Now the convergence follows, since ||¢,, |1 = ||<||; is constant. The case E = By, is shown in
precisely the same manner.

For the case £ = W}, note first that

1f * Gullwe = 116)* F@D O] e < NS 2o 19nll e = [1F lwg 11

so f 1, is a bounded sequence in W' Therefore, we can assume that f is in the dense subset
ng of Wy [128,2.3.1 def 2], where 3 > a. By the same calculation as above, || f—f 1)

Thus, ||f = f * dallwg S |1f = f# Gallgy — 0.

Hggm — 0.

(2) Note that sup,,c; ||¢§,L||L1(R) < oo for any n € Z. Thus,

n+1
D 2N xuxbilloo = D, 2T % G x Do SISl
keZ k=n—1
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4 The Mihlin and Hormander functional calculus

so that f * ¢, € B*. Now using the disjointness of the supports of ¢,, and ¢, for |n —m| > 2
we get

If - Z o bnllpe =Y 2| (f Z F# 6n) * billoo

n=—~N keZ
LS el s 2 U= D Sedn)onle
_N-2, |k—(—M)|<1, In—k|<1
k M+2 \k N|<1

As f € B“, the first sum goes to 0 as N, M — oo. The second sum can be estimated by

ddllee D 2%UF * Gkllees

Ik—(—M)|<1,
Ik—N|<1

which converges to 0 as N, M — oo by the same reason. O
Remark 4.16 In the case E = B, we have even H>(Str,,) — B* for any w > 0.

Indeed, let f € H>(Str,,). Then for any n € N and t € R, f™(t) = 2 fB(t w/2) (z t)n dz, and
consequently, f € C{*(R). So the remark follows from proposition 4.9 by the embedding C{*(R) — B
for m > a.

Similarly, we have H>(%,,) — M® for any w € (0,7) and a > 0.
By lemma 4.15, it is clear how the E functional calculus should be defined.

Definition 4.17 Let B be a O-strip-type operator and E € {B*, W'}, where a > 0 and 1 < p < o0
such that a > +.

We say that B has a (bounded) E calculus if there exists a constant C > 0 such that
IFBI<CIfle (f€ () HX(Str,) N E). (4.24)
w>0

In this case, by the just proved density of (,,H>(Str,) N E in E, the algebra homomorphism
u: (Nyso H®(Str,) N E — B(X) given by u(f) = f(B) can be continuously extended in a unique
way to a bounded algebra homomorphism

u: E— B(X), f—u(f).

We write again f(B) = u(f) forany f € E.

Assume that By, Ey € {BQ,W;} and that B has an E; calculus and an E5 calculus. Then for
f € E1N E,, f(B) is defined twice by the above. However, the second part of lemma 4.15 shows that
these definitions coincide.

If A is a O-sectorial operator, we say that A has a (bounded) M calculus if B = log(A) has a bounded
B calculus, and put

f(A) = (foexp)(B), (fe M),

in accordance with 2.4.

Let us now have a closer look on the functional calculi in the above definition.
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4.2 Function spaces and functional calculus

4.2.4 The M*/B* calculus

We have the following characterization of the M® calculus, which is essentially from [24, thm
4.10].

Proposition 4.18 Let A be a 0-sectorial operator and o > 0. The following are equivalent.

(1) There exists C > 0 such that for all w € (0, %) and f € H5(X,)

IF (A < Cw™ [ flloow-

(2) The above estimate || f(A)|| < Cw™f|co.w holds for all f €] ,.oH> ().
(3) A has a bounded M® calculus.

Similarly, if B is a 0-strip-type operator, then B has a bounded B* calculus if and only if || f(B)| <
Cw™(|flloo,w for any w > 0 and f € H™(Stry), if and only if || f(B)|| < Cw™ || f|loo,w for any
w>0and f € H§(Stry,).

Proof. The equivalence of (2) and (3) is proved in [24, thm 4.10], and (2) = (1) is clear, so that

(1) = (2) remains. Let 7(z) = (EmE and f € H*(%,). Then 7/*(z) — 1 for any z € %, and

sup,, 7"l sow < 0. Thus, by proposition 2.5, f(A)z = lim, (7'/" f)(A)x for all € X. Since
T/ f € Hg*(Sw), by (1),

IF (A < limsup ||/ £)(A)]]| S @™ 7" flloo.w
ST oo < @™ max(I7lloom/2, DIl flloow-

The strip-type case follows then from proposition 4.14 and 2.4. O

As for the H*® calculus, there is a convergence lemma for the Mihlin calculus.

Note that the space B (and thus also M®) is not stable with respect to pointwise and norm-
bounded convergence, i.e. for any o > 0, there is (f,), C B* such that ||f,|z~ < 1 and
fu(t) — f(t) for all t € R, but f ¢ B“. Therefore, in the next proposition, we replace the class
B~ by BE ., in which the described defect does not occur.

00,00

Proposition 4.19 (Convergence Lemma) Let B be a O-strip-type operator with bounded B calculus
for some o > 0. Then the following convergence property holds. Let 8 > o and (fy,),, be a sequence in
Bgoyoo C B such that

@) sup, || full s _ < oo,
(b) fn(t) — f(t) pointwise on R for some function f.

Then
(W) feBl ..
(2) fn(B)x — f(B)x forall x € X.

The corresponding statement holds for a 0-sectorial operator A in place of B and M in place of B*.
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4 The Mihlin and Hormander functional calculus

Proof. We give the proof for the strip-type case. By [128, thm 2.5.12], the norm on Bf,  is
equivalent to the following norm:

11l oo () + Sup¢0|t\_B|Aivf($)|

x,tER,t

for a fixed N € N such that N > (. Here, Aﬁv is the iterated difference from definition 4.2.
More precisely, by [128, rem 3], if f € L>°(R) such that the above expression is finite, then
f € B, .. We have

[ flloc = suplim £, (2)| < supsup | fn(z)| = sup || fulloo < o0
zeR T z€ER n n

and

sup [t P[AY f(z)] = sup [¢] 77 lim |AY fo(2)] < sup [¢]T7AY fu(@)| < sup || fallgs < oo
z,tER,tF0 z,t n z,t,n n ’

Therefore, assertion (1) of the proposition follows.

Let (¢n)n be a dyadic Fourier partition of unity. Note that by the boundedness of the B
calculus and lemma 4.15, f,(B) = 3, fn * 6x(B). We first show the stated convergence for
each summand and claim that for any € X and fixed k € Z,

fn* ¢p(B)x — f * ¢p(B)a. (4.25)
Indeed, this follows from proposition 2.5. Fix some strip height w > 0. Firstly,

1 * Brlloo o < [l full e ey Sup 165160 = $)ll 212y < C.
<w
Secondly, for any z € Str,,,

fn * qgk(z) = /an(s)qgk(z — s)ds — /Rf(s)qgk(z —s)ds = f qgk(z)

by dominated convergence, and 4.25 follows.

Forne Nand k € Z, put x, , = fp * qbvk(B)x, where x € X is fixed. For any N € N,

fa(B)a = f(B)z]| <Y |lfa* ox(B)x — f * $r(B)z|

keZ
<Y Nang = FrdeB)zl+ D (lensll + I1f * d(B)zl]) .
|[kI<N |k|>N

By 4.25, we only have to show that

limsup } Jlzns] = 0. (4.26)
|k|>N
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4.2 Function spaces and functional calculus

Fix some v € (a, ).

|z gell S I fr* bkllse Il S 1o * Srllsz, ]

= sup 21| fr % Gk * Gillool|zll = sup 27| £ % G il ool
1€Z [l—k[<1

S 2|k"y||fn * dk“oo”xH

By assumption of the proposition, sup,, ||fullze = sup, x 217/ f, * ¢pllee < o00. Therefore,
2k < 22~ 1FI8||2]|, and 4.26 follows. O

We spell out a particular case of the Convergence Lemma 4.19 which will be frequently used
in the sequel.

Corollary 420 Let (¢,,)n be an equidistant partition of unity and B a 0-strip-type operator. Assume
that B has a B calculus for some o > 0. Then

x = Z on(B)z  (convergence in X).
nez

Proof. For k € N, set f, = Zik ¢n. Then the sequence (fx)r>1 satisfies the assumptions of
the preceding proposition with limit f = 1. Indeed, the poinwise convergence is clear. For the
uniform boundedness supy; || fx|lse < 0o, see e.g. lemma 4.52 in section 4.4.

Then the corollary follows from the Convergence Lemma 4.19 by the fact that 1(B) = Idx
(proposition 2.3 (2)). O

Another application of the Convergence Lemma is the following.

Corollary 421 Let 8 > o > 0 and B be a O-strip-type operator with bounded B* calculus. Further
let A be a 0-sectorial operator with bounded M® calculus.

(1) Let f € B, . Then for any x € X, the mapping t — f(t+(-))(B)z = f(t+ B)x is continuous.
Similarly, if g : (0,00) — C is such that g. € BY, ., then for any x € X, t — g(tA)x is
continuous.

Q) Let f € BA+!

00,00"

Then for any x € X, the mapping t — f(t + B)x is differentiable and

d /
7 ¢+ B)z] = (f)(t+ B)z.

Similarly, if g : (0,00) — C is such that g. € BEFL, then for any x € X and t > 0

00,00

% lg(tA)z] = [()g'(t())] (A)z.

73



4 The Mihlin and Hormander functional calculus

Proof. Note first that the sectorial claims follow easily from the strip-type claims by setting
f =ge and B = log(A).

(1) Since 5 > 0, f is a continuous function and thus, for any ¢t € R, f(t +h) — f(t) as h — 0.
Also supy, o | f(- + M)z, = Ifllgz, . < o0, so that we can appeal to proposition 4.19 with
fo=f(+hy,) and h, a null sequence.

(2) Let us check the claimed differentiability of f(t + B)z, and fix some = € X and ¢, € R. As
BSFL — C} by proposition 4.9, f is continuously differentiable. Hence for any ¢ € R,

Tim = (f(to + ¢+ h) — (1o + 1)) = /'(to + 1)

Further, +(f(to + -+ h) — f(to + -)) is uniformly bounded in BY, . [116, sec 2.3 prop]. Then

the claim follows at once from proposition 4.19. O

4.2.5 The W;‘ calculus

The W, calculus for B can best be characterized in terms of the co-group generated by iB,
see 4.27 below. Here, we have to restrict to the case p < 2. For these p, condition 4.27 below
is sufficient for the W calculus, and if p = 2, it is also necessary (see remark 4.23).

Proposition 4.22 Let X be a Banach space with dual X', and let p € (1,2]. Let o > %, so that W' is
a Banach algebra. We assume that B is a O-strip-type operator with cy-group U(t) = exp(itB) such
that for some C > 0 and all x € X, 2’ € X’

1/p
1)~ (U )z, 2") | Lo r) = (/I )z x'>”dt> < Oz [|l="]l (4.27)

Then B has a bounded W' calculus. Moreover, f(B) is given by
1 R
(UB)ea) = 5 [ FOw@na (7 ewp). (4.28)
Proof. For f € W,z € X, and 2’ € X', set

(@(f)z,2") = ! /f(t)(U(t):c,x')dt.

27 Je

Denote p’ = - the conjugated exponent. We have

mmumséwx e,y dt = /| U (b ot

6 f Ol I~ U @), $>||p < e FOlpll] 12']
Fliwg ] 12l (4.29)
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4.2 Function spaces and functional calculus

so that ¢ defines a bounded operator W' — B(X, X"). Let

K = ﬂ{f € H®(Str,): 3C >0: |f(2)] < C(1+|Rez|)~2? and f has comp. supp.}

w>0
We have that K is a dense subset of Wyt

Indeed, by the Cauchy integral formula, K C W,'. We now approximate a given f € W3 by
elements of K. Since C°(R) is dense in W, we can assume f € C°(R). Let ¢ and ¢, be as
in the density lemma 4.15 and put f,, = f * ¥n. Then f,, = fi, has compact support. Further,
the estimate |f,,(z)| < C(1+|Rez|)~2 for z in a given strip Str,, follows from the Paley-Wiener
theorem and the fact that f,, = fu, € C>(R). Thus, f 1, € K, and K is dense in Wyt

Assume for a moment that

o(f) = f(B) (f€K). (4.30)

Then by 4.29, there exists C' > 0 such that for any f € K, || f(B)| < | f[lwg. By the density of
K in W, B has a Wy calculus. Then for any f € W' and (f,.). a sequence in K such that

f = lim,, fna
F(B) = lim fu(B) = lm &(f,) = (/).

where limits are in B(X, X"). Thus, f(B) = ®(f) for arbitrary f, and 4.28 follows.

We show 4.30. Let f € K. We argue as in [53, lem 2.2]. Choose some w > 0. According to the
representation formula

R(\, B)z = —sgn(Im \)i / et senImNATT( gon (Tm \)t)zdt, (4.31)
0
we have
(f(B)x,2') = 37 / f(s —iw){(R(s —iw, B)x, ' Yds — — / f(s+iw){(R(s +iw, B)x, x')ds
7
= o L —i(s—iw)t /
i {/ f(s—iw) 2/0 e (Ut)z,2")dtds
/ f(s+iw) / i(S“‘”)t(U(t)x,x’>dtds]
@ 1 / /f s —iw)e Tt s ) (U (t)x, 2')dt
27 ’
0
+/ ( / fls+ z‘w)e“s”“’”d8> (U(t), x’>dt]
**) ]. |:/ /f 7zstds (E {E dt-l—/ /f 7zstds () ,:L'/>dt
/ o
< (fz,"). (4.32)
As f € K, we could apply Fubini’s theorem in (x) and shift the contour of the integral in ().
Hence 4.30 follows. O
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4 The Mihlin and Hormander functional calculus

Remark 4.23
(1) For the case p = 2, there is a converse of proposition 4.22.

Namely, assume that B is a O-strip-type operator having a bounded W§* calculus. Then 4.27
holds necessarily.
Indeed, the calculation 4.32 in the proof of proposition 4.22 still holds, and thus

UB)ea) = 5o [ FOweaa (1<),
Therefore, by the density of K in W,
1)~ (U (B, ")}z = 2msup{|{f(B),2')| : f € K, |{t)*f(D)]l2 <1}

S Ml 12l

(2) Assume that the assumptions of proposition 4.22 hold, and in addition, for some x € X,
18y~

(
Then for f € W, [, |FO U @)z|dt < (| F ) 1(8) U ()|, < 0o, so that the integral
Iz F(OU(t)xdt exists in X and

)z e ry < 00.

fBy = 5 [ FUad (7€),

4.2.6 The extended calculus and the Wy and Hy calculus

Let @ > 0 and p € (1,00) such that % < a. Throughout this section, we let B be a 0-strip-type
operator which shall have either a B* calculus, or both a W calculus and a B? calculus for
some (large) 5 > 0.

As for the H* calculus in proposition 2.3, there exists an “extended version” of the B* calculus
(W' calculus), which is defined for f € B*oc (f € Wy',0)-

Let (¢,,)n be an equidistant partition of unity and
D=Dp={xe€X:3INeN: p,(B)xr=0 (|n| > N)}. (4.33)

Then Dp is a dense subset of X. Indeed, for any z € X let xny = ZkN:_N vr(B)z. Then for

[n| > N+1, p,(B)zy = Zgz_N(cpncpk)(B)x = 0, so that z belongs to D. On the other hand,
by corollary 4.20, xn converges to = for N — oo. Clearly, D is independent of the choice
of (¢n)n. If A is a O-sectorial operator such that B = log(A), we shall also use the notation
D4 = Dp in subsequent sections. We call Dp the calculus core of B.

Definition 424 Assume that B has a B* calculus or a Wy calculus and that f belongs to the
corresponding local space B*1oc or Wy, We define the operator ®(f) to be the closure of

Joc*
{DB cX —X | @34)
z > ez(fon)(B)x

Since for x € Dp and large |n|, (pnf)(B)z = (Gnonf)(B)x = (&nf)(B)pn(B)x = 0, the above
sum is finite. The fact that the operator in 4.34 is indeed closable will be proved in a moment.
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4.2 Function spaces and functional calculus

Proposition 4.25
(a) The operator ®(f) is closed and densely defined with domain

D(®(f)) ={reX: z": (fer)(B)x converges in X as n — oo},

k=—n
and it is independent of the choice of the partition of unity (pn)n.
The sets D and {g(B)x : g € C>(R), x € X} are both cores for ®(f).

(b) If further f € B or f € W, then ®(f) coincides with the B calculus or W' calculus of B. If
f € Hol(Str,,) for some w > 0, then ®(f) coincides with the (unbounded) holomorphic calculus
of B.

(c) Let g be a further function in B*1oc or Wy, Then ®(f)®(g) C ®(fg), where ®(f)®(g) is
equipped with the natural domain {z € D(<I>( )+ @(g)x € D(®(f))}. If D(g) is a bounded
operator, then even ®(f)®(g) = ®(fyg).

Proof. 1t is clear from 4.34 that Dp is a core. We divide the proof into the following parts.

(1) ®(f)|p is closable, and D(®(f)) = D' :={z: Y." (fer)(B)z converges}.

(2) The definition of ®(f) is independent of the choice of (¢ )n.

() If f € B* or f € Wy, then ®(f) = f(B).

(4) If f € Hol(Str,), then ®(f) = f(B).

(5) The multiplicativity statement (c)

6) {9(B)x: g€ C*(R), x € X} is a core for O(f).

(1) Let () C D a sequence converging to 0 such that ®(f)z, converges to y for some y € X.
We have to show that y = 0. We claim that for any z € D and | € Z,

(L) (B)z = @u(B)®(f)z. (4.35)

Indeed, by corollary 4.20 and the multiplicativity of the B calculus or W' calculus,

(ef)(B)z = ou(B)(@1f)(B)x

kez
=Y (erp/)(B)z =Y ¢u(B)(erf)(B)x
kez Kez
= @u(B)®(f)z.

Thus, 0 = lim, (¢ f)(B)xn, = wi(B)lim, ®(f)z, = ¢;(B)y. Again by corollary 4.20, y =
Yaei(B)y=73,0=0,so that ®(f)|p is closable.

Note that 4.35 extends to x € D(®(f)), since D is a core for ®(f). Then for x € D(®(f)),

Zf@k CU—Z% flz — &(f)z.

—n
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4 The Mihlin and Hormander functional calculus

Thus, D(®(f)) Cc D'.

On the other hand, if z € D', then z,, = >.", ¢i(B)z is a sequence in D C D(®(f)) which
converges to z in the graph norm of ®(f). Indeed, by corollary 4.20, z,, — z. Further, as
ze D, O(f)z, =>",(fer)(B)z is a Cauchy sequence. Thus, z € D(®(f)).

(2) Let (¢,,),, be another partition of unity. For z € D, we have

Y WaH)(B)r =Y orn(B) W f)(B)z =D (prthnf)(B)x =Y (pxf)(B)a.

n n,k n,k k

Since D is a core for ®(f), the claim follows.

() If f € B* or f € W, then for x € D,
(fe=> (enf)(B)x= Zgon — f(B)x.

Since f(B) € B(X), also ®(f) € B(X) by the closed graph theorem and ®(f) = f(B).

(4) Let f € Hol(Str,,) for some w > 0. We show firstly that f(B) and ®(f) coincide on D and
secondly, that D is a core for f(B). Let 7(z) = ¢*/(1 + ¢*)? and n € N be sufficiently large so
that f7™ € H3°(Str,,). 77(B) maps D — D bijectively. Indeed, if « € D, then for k sufficiently
large, ¢ (B)T"(B)x = 7"(B)¢r(B)xr = 0, so 7"(B)(D) C D. On the other hand, for a given
x € D, there is ¢ = ZTN vn, € C°(R) such that ¢(B)x = . Then with y = (¢77")(B)z €
D, 7 (B)y = ¢¥(B)x = z, so that 7"(B)(D) = D. For z € D, we have

O(f)r" (B)e =Y _(fer)(B)r"(B)e =Y _(fr"or)(B)x = ®(fr")a.

k k
Further,

o(fr)(B)e Y (fr)(B)x = f(B) (B,
so we have shown that ®(f)|p = f(B)|p.

It is clear from the definition of ®(f) that D is a core for ®(f). Thus it remains to approximate
a given z € D(f(B)) by (zn)n C D such that ||z —zn]| — 0 and ||f(B)z — f(B)zn| — 0. By
[81, thm 15.8], R(7"(B)) is a core for f(B), so that we can assume z = 7"(B)y € R(7"(B)).
Put 2y = Z;Ij:_zv i (B)T"(B)y. By corollary 4.20, ||z — zn|| — 0 and also

N

N
Blay = Y f(B)er(B)T"(Bly= Y (fT")(B)er(B)y — (f7")(B)y = f(B)w.
k=—N

k=—N

(5) Let z € D(®(f)®(g)). Let us show that x € D(®(fg)). For any K > M € N,

M M K M K

> (foem)Blz= > Z (fgpmen) Bz = > (fem)(B) Y (9¢n)(B)a.

m=—M m=—M n=—K m=—M n=—K
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4.2 Function spaces and functional calculus

The assumption = € D(®(g)) implies that the inner sum converges for K — oo. Thus,

M M

Y. (fgem)Blr= " (fem)(B)2(9)z,

m=—M m=—M

which converges for M — oo by the assumption ®(g)x € D(®(f)). This shows that =z €
D(®(fg)) and also @(fg)z = ®(f)®(g)-

Assume now in addition that ®(g) is a bounded operator. Let z € D(®(fg)). We have to show
that ®(g)z € D(®(f)).

M M 00
Y Fem)B)B(@z = > (fem)(B) Y (9¢n)(B)x
m=—M m=—M n=—oo
oo M
- Z Z f‘pm g<p7z)(3)x
T
= Z Z (femgon)(B)z
M o
= > (femg)(B)z.
m=—M

The last sum converges for M — oo by the assumption = € D(®(fg)), and so the first sum
also converges, which means by (1) that ®(g)x € D(®(f)). Further, the calculation also shows

(f)2(9)x = (fg).

(6) We have D C {g(B)x g € C°(R), x € X} C D(®(f)). The first inclusion is trivial and the
second follows from (5). Then (6) follows immediately. O

Henceforth we write f(B) instead of ®(f), since possible ambiguity with the other calculi has
been ruled out.

Note that the Hormander class W, is contained in W, .. Thus the W, . calculus in propo-
sition 4.25 enables us to define the W' calculus, whose boundedness is a main object of
investigation in this chapter.

Definition 4.26 Let p € (1,00), a > zl)’ let B be a O-strip type operator and let A be a 0-sectorial
operator.

(1) We say that B has a (bounded) Wy calculus if there exists a constant C' > 0 such that

IFB) < Cllflwe  (f € [) H*(Stru) NWS). (4.36)

w>0
(2) We say that A has a (bounded) HS) calculus if there exists a constant C' > 0 such that

IF(AN<Clfllrg  (F € [) H®(Sw) NHS). (4.37)

w>0
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4 The Mihlin and Hormander functional calculus

Remark 4.27 Let p € (1,00) and a > -.

(1) Let B be a 0-strip-type operator having a W, calculus in the sense of definition 4.26. Then B has
a Wy calculus and a BP calculus for any 3 > «. Thus, we can apply proposition 4.25 and consider
the unbounded W, calculus of B, and in particular f(B) is defined for f € Wy C W'

p,loc Jdoc*

Then condition 4.36 extends automatically to all f € Wy'.

(2) Let A be a O-sectorial operator having a 'Hj calculus in the sense of definition 4.26. Then
B = log(A) has a bounded Wy calculus. For f: Ry — C such that f oexp € Wy, we put
f(A) = (f oexp)(B), thus extending 2.4.

Then by (1), 4.37 extends to all f € H.

Proof of (1). According to proposition 4.9, B has a W calculus and a B” calculus for any
8> a.

We show the claimed estimate first for f € W;* with compact support. In this case, f € W, and
thus, according to lemma 4.15, f can be approximated by a sequence (fi)x in [, H(Stry,).
This approximation holds first in W;*, and by the embedding W* — Wy, also in W,. Then

1B = tim [ f(B)| S it [ fellwg = 11l

where the first identity follows from the bounded W calculus, and the second estimate follows
from 4.36. For a general f € W', by definition 4.24, f(B)z = (3_,, fen)(B)z. If z belongs to the
calculus core Dp, the latter sum can be taken finite, and thus, } fy, has compact support.

It follows || f(B)z[| < |32, fenllwellzll < Il ll2]]- O

4.2.7 Duality

Throughout this subsection, let A be a 0-sectorial operator and B a 0-strip-type operator on
some Banach space X which are linked by the equation B = log(A). In the subsequent sections,
we will need the functional calculus of the dual operators of A and B. Since A’ and B’ need
not to be densely defined, one has to restrict them to a subspace X# of X’. This subspace is
still large enough to norm X.

Definition 4.28 [81, def 15.3] Let X# = D(A’) N R(A’), which is a closed subspace of X'. Define the
moon dual operator A% on X# by A%z’ = A'z’, D(A#) = {2/ € D(A)NR(A’): A'z’ € D(A")}.

Proposition 4.29
(1) X# norms X, i.e. ||z|| = sup{|(z,z)| : =’ € X#, || < 1}.
(2) A# is a O-sectorial operator.
() f(A#) C f(A)|x# for f € UyooHol(Ey,), and equality holds if f(A) € B(X).

In particular, by proposition 4.14, we can define B# = log(A#), which is a O-strip-type operator. We
have f(B#) C f(B)|x# for f € U,~q Hol(Str,).
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4.2 Function spaces and functional calculus

Proof. (1) is shown in [43, Satz 6.2.3], see also [81, prop 15.4].

(2) follows from [43, Satz 6.2.4], see also [81, prop 15.2].

(3) Let f € U, Hol(Z.,). By [52, prop 2.6.5], f(A#) is the restriction of f(A’) to {2’ € X# :
f(A)'z’ € X#}, where the definition of f(A’) is covered by [52, sect 2.3.4], since R(A) = X
and hence A’ is injective. Then by [52, prop 2.6.3], f(A#) C f(A")|x# = f(A)|x#. If f(A) €
B(X), then f(A)|x# € B(X#,X') and equality must hold, since f(A#) is closed and densely
defined. O

The functional calculi for B# are covered by the next proposition.
Proposition 4.30 Let p € (1,00), a0 > % and 3 > 0.
(1) Assume that B has a bounded B® calculus. Then B¥ has a bounded B® calculus and f(B#) =
F(B)|x# for f € B°.
(2) Assume that o > % and that B has a bounded W' calculus. Then B has a Wt calculus such
that f(B#) = f(B)'|x# for all f € WS

(3) Assume that B has a B” calculus, or a BP calculus and a Wt calculus. Then by (1) and (2),

also B* has such a calculus, and for the (unbounded) B _ ( Wo‘loc) calculi, we have

loc

F(B¥) € f(B)]x#.

Proof. (1) For w > 0 and f € H®(Str,), we have by the preceding proposition f(B#) =
f(B)|x#. Thus, | f(B#)|| < If(B)| < |Ifllge and B# has a B? calculus. Further, for f € B°
and f,, € H*(Str,,) an approximating sequence,

F(B#) =lim f,(B¥) = (£ (BY | x#) = (i f2(B))|x» = F(BY |x+.
(2) Copy of the proof of (1).

(3) Let f € By, (f € W) Put

loc loc

D# =Dps = {2/ € X#: INN: ¢,(B?)z’ =0 (|n| > N)}.

Note that D# C D(f(B)’), since for 2’ € D# and any x € D

(@', f(B)z)| = [(2', > (fen)(B)2)] = (D (fion)(B) < Z (fen)(B) || [|]].

n n

This also shows that for z’ € D#,

FBF)' = (fen)(BF)a' = (fon)(B)a' = f(B)'z'.

n n

As D# is by definition a core for f(B#), the claim follows. O
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4 The Mihlin and Hormander functional calculus

4.3 Averaged and matricial R-boundedness and the W3
calculus

Recall the notions of the Rademacher and Gaussian spaces Rad(X) and Gauss(X ), R-bounded-
ness as well as the generalized square functions v(€2, X') from chapter 2.

In subsection 4.3.1, we will develop these notions more deeply. We consider R-bounded fam-
ilies of operators which are averaged by integrating them against elements of some function
space E. This averaged R-boundedness, or R[E]-boundedness, is implicitly contained already
in some previous work [81, sec 2], [61], see proposition 4.32 below.

In subsection 4.3.2, we show how the averaged R-boundedness compares to typical gener-
alized square function estimates which appear e.g. in characterizations of the bounded H>
calculus as in [24, sec 6], [72, thms 2.1, 2.2, 6.2, 7.2]. Moreover, we reveal how these notions are
related to the matricial R-boundedness which we met in section 3.4 of chapter 3, and extend
a result of Le Merdy [88, prop 3.3], and Haak and Kunstmann [51, cor 3.19].

Averaged R-boundedness will play a key role in the characterization of the functional calculus.
We focus in subsection 4.3.3 on the W3 calculus for a 0-strip-type operator B. To be able to pass
from the W3' calculus to the W¢' calculus, we introduce two new boundedness notions of a
functional calculus related to R-boundedness. Subsequently, we characterize the W3' calculus
in terms of operator families associated with B, using thereby the results of subsections 4.3.1
and 4.3.2.

The main results are theorem 4.46 and proposition 4.50.

4.3.1 Averaged R-boundedness

Let (Q, 1) be a o-finite measure space. Throughout the section, we consider spaces E which
are subspaces of the space L of equivalence classes of measurable functions on (£, it). Here,
equivalence classes refer to identity modulo p-null sets. We require that the dual £’ of E can
be realized as the completion of

By ={f€£:3C>0: |{f.g)l = | [ FOa(0)du(t)] < Cllgle) 4.39)
with respect to the norm |[|f|| = supyg,<1[(f;9)|- This is clearly the case in the following

examples:
E = LP(Q,wdp) for 1 < p < oo and a weight w,
1
E =W =W>R) for1<p<ooandoz>2;, (4.39)

E={f:Ry -C: foe W}

The definition of averaged R-boundedness now reads as follows. For applications in subsection
4.3.3, it is reasonable also to include unbounded operators.
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4.3 Averaged and matricial R-boundedness and the W§* calculus

Definition 4.31 Let (2, p1) be a o-finite measure space. Let E be a function space on (2, ) as in 4.39.
Let (N(t) : t € Q) be a family of closed operators on a Banach space X such that

(1) There exists a dense subspace D C X which is contained in the domain of N(t) for any t € Q.
(2) For any = € Dy, the mapping Q — X, t — N(t)x is measurable.
(3) Forany x € Dy, 2’ € X' and f € E, t — f(t)(N(t)z,2’) belongs to L'(Q).
Then (N(t) : t € Q) is called R-bounded on the E-average or R[E]-bounded, if for any f € E, there
exists Ny € B(X) such that
(Nyz, 2" / F(N(t)z,2")du(t) (z € Dy, 2’ € X') (4.40)

and further
RIE|(N(t): t € Q) = R({Ny = |[flle <1}) < o0.
In the following proposition, we illustrate the R[E]-boundedness for several spaces FE.

Proposition 4.32  Let (QQ, 1) be a o-finite measure space and let (N(t) : ¢t € Q) be a family of closed
operators on X satisfying (1) and (2) of definition 4.31.

L) If N(t) is a bounded operator for all t € Q, and (N(t) : t € Q) is R-bounded, then it is also
R[LY(2)]-bounded, and
RIL*Q))(N(t): t € Q) <2R({N(t): t € Q}).
Conwversely, assume in addition that ) is a metric space, y is a o-finite strictly positive Borel

measure and t — N (t) is strongly continuous. If (N(t) : t € Q) is R[L'(Q)]-bounded, then it
is also R-bounded.

L°°) Assume that there exists C > 0 such that
[ IN@sldu) < Clall - (= € D).

Then (N (t) : t € Q) is R[L>(2)]-bounded with constant at most 2C.

L?) Assume that X has property («). If N(t)x belongs to v(Q, X) for all x € Dy and if there exists
C > 0 such that

IN®)zly@e.x) < Clzl (z € Dy),
then (N(t) : t € Q) is R[L?(2)]-bounded and there exists a constant Co = Co(X) such that

RIL*(Q)](N(t): t € Q) < CoC.

L) Assume that X has type p € [1,2] and cotype q € [2,00]. Let 1 < 7,7/ < oo with + =1— % >
1

p q’
Assume that N(t) € B(X) for all t € Q, that t — N(t) is strongly measurable, and that

IN® | Bx) € BIL™(2)).

Then (N(t) : t € Q) is R[L" (2)]-bounded and there exists a constant Co = Co(r, p, q, X) such
that
RIL™ (Q)(N(t) : t € Q) < CoC.
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4 The Mihlin and Hormander functional calculus

(general E) If E is a space as in 4.39 and R[E|(N(t): t € Q) = C < oo, then
KNGz, )l < Cllz] 2] (v € Dy, 2" € X'). (4.41)
In particular, if 1 < p,p’ < oo are conjugated exponents and
R[LP ()](N(t): t € Q) = C < o0,
then
1/p
([ 1) Paun) < Clalll'l (@€ Dy, o' € X
Q

If X is a Hilbert space, then also the converse holds: Condition 4.41 implies that (N(t) : t € Q)
is R[E]-bounded.

Proof. (E = L') Assume that (N(t) : t € Q) is R-bounded. Then it follows from proposition
2.6 (4) that RIL'(Q)(N(t) : t € Q) <2R{N(t): t € Q}).

Let us show the converse under the mentioned additional hypotheses. Suppose that R({N(t) :
t € Q}) = co. We will deduce that also R[L'(Q)](N(¢) : ¢ € Q) = co. Choose for a given N € N
some x1,...,2, € X\{0} and ¢1,..., 2, € Q such that

Nt N |
H;Ek@ (tx)zk Red() > zk:Ek®$k

Rad(X)

It suffices to show that

[Seve [ sonwmane

> NH H 442
Rad(X) Zk: €k O T Rad(X) (442)

for appropriate f1,..., f,. It is easy to see that by the strong continuity of N, 4.42 holds with
fr = m XB(ty,e) for € small enough. Here the fact that 4 is strictly positive and o-finite
guarantees that p(B(tg,€)) € (0,00) for small e.

(E = L) By the proof of proposition 2.6 (6),

n n
15 N x ’ <2CH 15 T H
HI; b ® NfTh Rad(X) 1; kO Tk Rad(X)

for any finite family Ny, ,..., Ny, from 4.40 such that || f;||; < 1, and any finite family z1,...,z, €
Dy. Since Dy is a dense subspace of X, the set of >_}'_, e, ® x), with such z} s is dense in
Rad,, (X). This clearly implies that {Ny : || f||; <1} is R-bounded.

(F = L?) For =z € Dy, set p(z) = N(-)z € v(Q, X). By assumption, ¢ extends to a bounded
operator X — (€, X). Then the assertion follows at once from [51, cor 3.19].

(E = L) This is a result of Hytonen and Veraar, see [61, prop 4.1, rem 4.2].

84



4.3 Averaged and matricial R-boundedness and the W§* calculus

(general E) We have

RIE|(N(t): t € Q)
> sup{ N/l px) ¢ I1flle <1} (4.43)

), 2")du(t)| : Iflle <1, 2 € Dy, [z <1, 2" € X', [Ja']| < 1}

= sup {[[{ ()96 e w€Dy,llzl <1, 2" € X'\ ||| < 1}

If X is a Hilbert space, then bounded subsets of B(X) are R-bounded, and thus, “>" in 4.43
is in fact “=". O

An R[E]-bounded family yields a new averaged R-bounded family under a linear transfor-
mation in the function space variable. This simple observation, resumed in the following
proposition, will be extremely useful.

Proposition 4.33 For i = 1,2, let (S;, j1;) be a o-finite measure space and E; a function space on ;
as in 4.39, and K € B(E}, EY) such that its adjoint K' maps E, to E;.

Let further (N(t) : t € Q1) be an R[E]-bounded family of closed operators with common dense subset
Dy . Assume that there exists a family (M(t) : t € Q) of closed operators with the same common
dense subset Dy; = Dy such that t — M (t)x is measurable for all x € Dy and

(M()z,2"y = K(N(-)z,2')) (v € Dy,2’ € X').
Then (M(t) : t € ) is R[Es]-bounded and
R[ES)(M(t) : t € Qo) < ||K||R[EL](N(t) : t € 8y).

Proof. Let © € Dy and 2/ € X'. By 4.41 in proposition 4.32, we have (N(-)z,z’) € Ef, and
thus, (M(-)z,2’) € Ej. For any f € Ej,

[ )2, 1Odiate) = [ (N @) (DO (®) = (Vg ).

By assumption, the operator Nk ; belongs to B(X), and therefore also My belongs to B(X).
Furthermore,

R[ERJ(M(t) : t € Q) = R{My : [[fllm, <1})
= R({Nxs: |[flle, <1})
SIKNRENw ¢ = 1K flle < 13)
SIKNREN : llglle, <1})
= [|[K||R[E1](N(t) : t € Q).

O

In the following lemma, we collect some further simple manipulations of R[E]-boundedness.

Lemma 4.34 Let (2, 11) be a o-finite measure space, let E be as in 4.39 and let (N (t) : t € Q) satisfy
(1) and (2) of definition 4.31.
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4 The Mihlin and Hormander functional calculus

(1) Let f e L*>®(Q) and (N(t) : t € Q) be R[LP(2)]-bounded for some 1 < p < oo. Then

RILPON(FEN(E) : £ € Q) < || flloo RILP(NN(F) = t € Q).

In particular, R[LP(21)|(N(t) : t € Q1) < R[LP(Q)](N(t) : t € Q) for any measurable subset
Q; C Q.

(2) Forn e N, let ¢, : Q — Ry with Y2 @n(t) =1 for all t € Q. Then

RIE|(N(t): t€Q) < i RIE|(gn(t)N (1) : t € Q).

(3) Let w: Q — (0,00) be measurable. Then for 1 < p < oo and p’ the conjugate exponent,
JUg P

1
7

RILP(Q, w(t)du()](N (1) : t € Q) = RILP (S, dpn)](w(t) ¥ N(t) : ¢ € Q).

(4) For n € N, let ¢, : Q — [0, 1] with ¢, (t) — 1 monotonically as n — oo for all t € Q2. Then for
1<p<oo,

RILP@)(N(1) : t € ) = sup RILP@)](6n ()N (1) : £ € Q).

Proof. Parts (1)-(3) can easily be checked using definition 4.31. For part (4), we show first that
if one of the sides of the equation is finite, then Ny = lim,, (¢, V) in the norm topology. If the
left hand side is finite, then by proposition 4.32 (5), (N (t)z, "), S ||lz| ||#'|| for z € Dy and
z' € X'. If the right hand side is finite, this is also the case: By dominated convergence,

N (), ')l = sup / FO(N(Dz, oY dt = sup / F(0)6n(0) (N (1), ") dt

I Fllp<1 Ifllp<1,neENJQ

< sup RILP (D)@ (ON(1) - ¢ € D)llz]| 2]

Then for f € LP(Q),

INy = (@nN)sll = sup /Q [F(B)(1 = Gn ()N (), ) |dpu(t)

zeD N,
[EIRERES

<sup ()1 - Gn(O)Ipl[(N (), ") |1
SO =én@)llp — 0

as n — 0o, by dominated convergence. Now the claim follows from 2.6, since ¢,,(t) is mono-
tone, and therefore, the sets {(¢,N)s : || f|l, < 1} are directed by inclusion. O

4.3.2 Matricial R-boundedness and square functions

Let E = L?(Q2) be a Hilbert space. Consider a family (N(t) : t € Q) of closed operators on
X satisfying (1) and (2) of definition 4.31 such that for some C > 0 and some dense subset
DcX

Nz, 2')|2 = (/ (N (t)z, z")|Pdpu(t ))2 <Clz|||'|| (z € D, 2’ € X"). (4.44)
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4.3 Averaged and matricial R-boundedness and the W§* calculus

To (N(t) : t € ), we associate the operator

Wi I2(Q) — B(X), f /Qf(t)N(t)du(t) - Ny, (4.45)

where the integral has to be understood in the strong sense. Clearly, condition 4.44 implies
that u is bounded. If X is a Banach space with property («), then by proposition 4.32 (E = L?),
the following chain of implications holds.

IN®z|ly@.x) Szl (z€ D)= (N(t): t € Q) is RIL*(Q)]-bounded = u is bounded.
(4.46)
Further, if X is a Hilbert space, then by proposition 4.32 (general E), the last two conditions
in 4.46 are equivalent.

We now have a closer look at 4.46.

Recall definition 3.7 of R-bounded maps. Namely, we say that « is R-bounded if

R({u(f) : Ifllz2@ < 1}) < oo.

Further recall definition 3.22 of matricially R-bounded maps. There, a mapping v : C(K) —
B(X) was considered, and both Z = C'(K) and Z = B(X) were equipped with certain matricial
norms, i.e. for any n € N, M,,(Z) = {[zi;]ij=1,...n : 2i; € Z} is normed in a specific way.

Now we replace C(K) by the Hilbert space H = L*({2). We equip H with the so-called row
norm (cf. [113])

1
2

H [25]

(4.47)

‘Mn(H) - H [;<Zikvzjk>]

This norm is induced by first embedding H — B(H), h — e ® h, where e is an arbitrary
element of H of unit length, and then considering the natural C*-algebra norm of M,,(B(H)) =
B(¢%(H)). If H is finite dimensional, say H = (%, then the embedding corresponds to the
identification of /% with a row of My, which explains the name row norm. Following the

usual notation, we also write M,,(H) = M, (H,) for the space normed by 4.47.

M,

j

Definition 4.35 Recall that B(X) is equipped with the matricial norm from 3.10, i.e. M,(B(X)) =
B(Rad,, (X)) isometrically. Consistently with 3.11, we call u : L*(Q), — B(X) matricially R-
bounded, if there exists C' > 0 such that for any n € N and [z;;] € M, (L*(Q)), we have

[ [u(zip))l BRad, (x)) < Clllziz]lla, (£2(02),) - (4.48)

The following theorem is a strengthening of [88, prop 3.3] and [51, cor 3.19].

Theorem 4.36 Consider the above family (N(t) : t € Q) of operators on a Banach space X satisfying
4.44, and the associated mapping u : L*(Q) — B(X) from 4.45.

(1) w: L3(Y) — B(X) is R-bounded if and only if (N (t) : t € Q) is R[L?(2)]-bounded.
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4 The Mihlin and Hormander functional calculus

(2) Assume that X has property (o). Then
w: L*(Q), — B(X) is matricially R-bounded (4.49)
if and only if there exists C' > 0 such that

IN(@®)zly@,x) < Cllzl| (z € D). (4.50)

Proof. (1) The map u is R-bounded iff {u(f) : ||f|l2 < 1} is R-bounded. By 4.45, the latter
set equals {Ny : ||f|l2 < 1}, which by definition is R-bounded iff (N(¢) : t € Q) is R[L?*(Q)]-
bounded.

(2) Let (ex)r>1 be an orthonormal basis of L?(Q). Set
Ny = / er(t)N(t)du(t) € B(X).
Q

For f € L*(Q), set f*) = (f,ex). Then u(f) = > ;o , f* Ni. Let n € N and [f;;] € M, (L*(2)).
Then

|,

AN
l; & k] I B(Rad,, (X))

]

=I5 Lm0
B(Rad, (X)) Pt _IIB(Rad, (X)) m

j

and

|fil

=i | a0 | =] [(#),] ’
M@ m [;f“ *| Masyzann = WIS )l e,

J
where M, (¢2, ) is the space M, (¢?,) again equipped with the row norm 4.47. Consequently,
condition 4.49 reads

tnm + Ma(£2,,) = B(Rad, (X)), [(£7) }J - [Z fi(f)Nk] | <00 @5
k=1 ’

k
)

sup
n,meN

On the other hand,

n n
INWlyo,x) = sup|| > v @ Nia| = sup|[ 3" ex @ Nia

Gaussy, (X) Radn(X)7

where the last equivalence follows from the fact that X has property (a) (and thus finite
cotype), see proposition 2.6 (7). Hence we see that 4.50 is equivalent to

supH er @ N xH <Clzl| (zeX) (4.52)
S ocvo Nl <Clel wex)

We thus have to show 4.51 < 4.52.
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4.3 Averaged and matricial R-boundedness and the W§* calculus

452 = 4.51:
Define the operators

V:X — Rad,,(X), z — Z&:k ® Nyx, W :Rad,(X)— X, Zsk ® xp — X1.
k=1 k=1

By assumption 4.52, the operator V' is bounded with a constant C' independent of m. Recall
the mapping o, x : M, — B(Rad,(X)), om, x([ai;]) = [ai; Idx] from chapter 3, section 3.4.
Denote

fO
. , ) 0 ... 0
zm:fm‘—>Mma(f()7--~7f(m))'_’ : :

0 ... 0

and T, = Om,x ©im : {3, — B(Rad,,(X)). By definition of M, ({7, ), im : {3, , — My, is a
completely isometric embedding, i.e. for any n € N,

im @ Iday, + Myp(6, ) = Mu(My), [filij = [im(fi)]i)

is isometric. For f = [fi;]i; € M, (¢2,,), we have

W0 0 Tm(fi1) oo T(fin) V o o0
unm(f) =10 . 0 : SR 0 .0
0 0 W | mm(fa) oo 7mlfon) JLO 0 Vv

— W, IIV,.

We estimate ||V, : Rad,,(X) — Rad,(Rad,,(X))||, |II : Rad,(Rad,,(X)) — Rad,(Rad,,(X))||
and |W,, : Rad, (Rad,,(X)) — Rad,(X)]|.

For ), er ® x;, € Rad,, (X), by assumption 4.52

Rad,, (Rad, (X))

_ ( [[aem (;g,c(ax,c);

1

([, eI aonfo)
~cfyeon|
k

V. € ‘ = H e ®e N ‘
(Xk: E® k) Rad, (Rad, (X)) %: 1 ® el Q@ Nz,

1

2 2
d\
Rad,, (X)

Rad,(X)

Thus, ||[V,.]] < C.
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4 The Mihlin and Hormander functional calculus

By lemma 3.24, the fact that X has property («) implies that o,,,, x is R-bounded with a constant
Cy independent of m. Therefore,

im(fll) s Zm(fln)

| |
” HB(R d,, (Rad,, (X))) 0 : My (M)

im(fn1) o im(fan
= COH[fij]ij Mo, )
Finally, for >, ;e ® & ® z1 € Rad, (Radn, (X)),
PSSR g SO
S HZSk vae xkl’ Rad,, (Radm (X))

k,l

This shows that ||V, || < 1.
Altogether, we have ||y, o ()| < |Wal |1 [|[Ve]] < CoC|l f||- This shows 4.51.

451 = 4.52:
Choose n = m € N and f = [fi;]i; € Mn(éfw) with f;; = d;1¢;, where (e;); is the standard
basis of /2. By definition of the row norm 4.47,

[f ez ) = [Zﬁm fjk>] 12\4
k ij "
= [Z 5k1<€i7€j>] ;4
k ij n
%
= ||l
=1.
Then by assumption 4.51, there is C' < oo such that
N 0 ... 0

C> ||un,n

| 2 [[tnn ()l BRad, (x) = H :

: HB(Radn(X))
N, 0 0

([T, [Raon
- sup{sz:sk ®kaHRadn(X) lzllx < 1}.

Letting n — oo shows that 4.52 holds. O

< 1}
Rad,, (X)
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4.3 Averaged and matricial R-boundedness and the W§* calculus

Remark 4.37 If X is a Hilbert space in the above theorem, then the conditions in (1) are also equivalent
to the weak estimate

N (), 2') |20 < Cllll |2]],

whereas the conditions in (2) are equivalent to the strong estimate
IN(H)z]L2@.x) < Clla].-

Clearly, (2) implies (1), but the converse does not hold, as the following simple example shows.

Let Q = N and X = (?(N). Denote (ey). the canonical orthonormal basis of X. For any n € €, let
N(n) € B(X) be defined by
N(n)((xg)k) = z1€n.
Then for z,y € X,
KN ()2, )2y = [zl [yl < [zl lyll,

but )
IN(n)zllemx) = (Z ||N(n)x|§<) = <Z x12> =00
n=1 n=1

as soon as x1 # 0.

4.3.3 Application to operator families associated with 0O-sectorial and
O-strip-type operators

Let A be a 0-sectorial operator with bounded imaginary powers and B be the 0-strip-type
operator B = log(A). We consider the following distinguished families of operators associated
with A and B.

e imaginary powers {A" = ¢*B : t € R},

resolvents {R(\, A) : A € C\[0,00)} and {R(\,B) : A € C\R},

e semigroup operators {¢~*4 : Rez > 0}, and

their boundary values {4 : s € R}.

Pick the first operator family and fix some a > 3. We have seen in proposition 4.22 and remark
4.23 that B has a W5 calculus if and only if there exists C' > 0 such that

|t — <<t>_aeith,x'>HLz(R) <Clz|| |7 (z e X, 2’ € X'). (4.53)

However, as we will see in sections 4.4 and 4.5, if we want to pass from the W3* calculus to
the W$' calculus, mere boundedness of the calculus is not sufficient, but R-boundedness is
needed.

This motivates the following definition.
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4 The Mihlin and Hormander functional calculus

Definition 4.38 Let E € {Wy, B, W} (resp. E € {Hy, M*}). We say that B (resp. A) has an
R-bounded E calculus if B (resp. A) has an E calculus, which is an R-bounded mapping in the sense
of definition 3.7, i.e.

R({S(B): [Iflle <1}) < oo
(resp. R({f(A) : [[flle <1}) < 00)).
Assume in addition that E is a Hilbert space. Then we say that B (resp. A) has a matricially R-bounded
E calculus if B (resp. A) has an E calculus, which is a matricially R-bounded mapping in the sense
of 4.48, i.e. there is C > 0 such that for any n € N and [f;;] € M, (E),

I1£i; (Bl B(Rad. (x)) < Clfiillln, 0

(resp. [|1fi (D]l B(rad, (x)) < Clfislllar, )

Let us see how both the R-bounded W§' calculus and the matricially R-bounded W' calculus
of B can be equivalently expressed in terms of e!'® by strengthenings of the weak L?(R)
estimate 4.53.

Consider the family (N (t) = (t)~“¢'*B : t € R). Then the associated mapping u : L*(R) — B(X)
in the sense of 4.45 is

ulh = [ fo@ e rar

By proposition 4.22, u(f) = 27g(B) with g = [f(-)™] € Wg. Using the isometry L%(R) —
Ws, frg=[f{)"°], we immediately deduce from theorem 4.36 the following corollary.

Corollary 439 Let o >  and B be a O-strip type operator on a Banach space X generating the

co-group B,
Then B has an R-bounded W§' calculus if and only if
({t)~e"B . t € R) is R[L*(R)]-bounded. (4.54)
Assume in addition that X has property ().
Then B has a matricially R-bounded W' calculus if and only if there exists C > 0 such that

1)~ e Pz|ly@x) < Cllzl| (2 € X). (4.55)

The rest of this section is devoted to extend corollary 4.39 by finding conditions similar to
4.54 and 4.55, but containing the other operator families mentioned at the beginning of this
subsection instead of e"5.

Let us start with 4.54. The idea is to transfer that condition by means of suitable mappings.
To this end, we recall proposition 4.33, which transforms R[E;]-bounded families to R[FE5]-
bounded families by means of an operator K € B(E], E5). The counterpart when dealing
with the functional calculus is proposition 4.40 below.

The families (N(t) : ¢ € ) that are subject to averaged R-boundedness in the sequel are of
the form N(t) = g;(B), where B has a W3, . calculus and g; € W3 .. When dealing with the
operators e/, it may occur that N(¢) is unbounded. However, any such family does have a
dense subspace Dy contained in the domain of N(¢) for any t € 2 as required in the defintion
4.31 of averaged R-boundedness. We remark once and for all that in view of proposition 4.25,
we may and do always take Dy = Dp, the calculus core from 4.33.

loc loc
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4.3 Averaged and matricial R-boundedness and the W§* calculus

Proposition 4.40 Let B be a 0-strip-type operator having a bounded BP calculus and a W$ calculus
for some o > %, B> 0. Fori=1,2, let (Q;, u;) be a o-finite measure space and E; a space as in 4.39.
Let K € B(E{,E}) and g : Q1 x R — C a measurable function such that

(1) g(t,-) € W3, for almost all t € Q.
(2) g(-,s) € Ef for almost all s € R.
(3) (Kg): Q2 x R — C is measurable.
@ (Kg)(t,-) € W
(5) There exists a weakly dense subset D of Ey with
@) Jo, llgCt, )ellwg K" f(t)|dpi(t) < oo for all f € D, ¢ € CZ(R).
b) Jo, 1Kg(t, )ellwg|f(t)|duz(t) < oo forall f € D, ¢ € CE(R).

(6) For any ¢ € C*(R), we have FK|[g(t,s)p(s)] = KF[g(t,s)p(s)], where F is the Fourier
transform applied in the variable s, and K is applied in the variable t.

for almost all t € Q5.

loc

Then the following holds.
(i) If for all x € Dp and =’ € X', (g(-, B)z,z') € EY, then ((Kg)(-,B)z,z') € E} and

(Kg)(-, B)z,2') = K((g(, B)z,2)).

(i) If (g(t, B) : t € Q1) is R[E1]-bounded and t — Kg(t, B)x is measurable for all x € Dp, then
((Kg)(t,B) : t € Qy) is R[Es]-bounded.

Remark 4.41 We give two situations where the above proposition applies.
(1) Consider Q1 = Qo = R with the usual Lebesque measure, £y = L*(R, (t)?7dt), By = W, for
some v > 0and K : L*(R, (t)~2Ydt) — (W) the Fourier transform or its inverse. We choose

D= span{t"e*ﬁ/2 :n € Ng},

so that D = K(D) is dense in L2(R, ()27dt) and Wy . In view of the estimate |t|"e~""/2 <, y
e NI for any n, N € N, it is easy to see that the assumptions of proposition 4.40 are satisfied,
if for some | > «, g and K g are l-times continuously differentiable in the second variable and for
k=0,...,l,any C C R compact and some N € N

/ sup [0Fg(t, s)|e ™ NHdt < oo and [ sup |0FKg(t, s)|e " VHdt < .
R seC R seC

(2) Consider Q1 = Ry with uy = %7 and Qy = R with usual Lebesgue measure py. We take the
Mellin transform isometry

K : LQ(R+,§) — L*(R, dt), fH/ s“f(s)ﬁ = F(f) ().
S 0 S

Consider the O-sectorial operator A = eB. Suppose that the functions g : Ry x Ry — C and its
Mellin transform in the first variable Kg : R x Ry — C both satisfy the following conditions:
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4 The Mihlin and Hormander functional calculus

For some | > «, g and K g are l-times continuously differentiable in p, and for k =0,...,1, for
any compact C C (0, 00) and some N € N, we have

/ sup |8Zg(s,,u)| min(s™, s V)ds < oo, (4.56)
0 peC
/ sup |3ﬁKg(t,,u)| e NV dt < . (4.57)
—oo nel

Then with the same D as in the first part of the remark, proposition 4.40 implies that
K((g(, Az, 1'/>) = (Kg(-, Az, :L'/>,

provided that one side of the equation belongs to L*(R).

Proof of proposition 4.40. Let x € Dp and 2’ € X'. Write U(t) = ¢"P. There exists p € C°(R)
with ¢(B)z = z. We put §(t, s) = g(t, s)¢(s).

For the first statement, it suffices to show that for any f € D

K[{g(-, B)a, a")](t) f(t)dpa(t) = / (Kg)(t, B)x, x') f(t)dpa(t).

Qg QQ

We have

K[<g(-,B)x’x’ﬂ(t)f(t)duz(t)=/ (g(t, B)z, a') K’ f(t)dp (1)

Qz Q1

1 ~ , )
=5 /Ql/ng(t,s)<U(s)x,a:>dsK f(t)du(t)
- 21 / Fg(t, s)(U(s)z, a')K' f(t)du (t)ds  (4.58)
T JrJoy

! q !
T /R o, Tt U (), ) (B)dpa(t)ds

! q /
%/R QQFKg(t78)<U(s)x’x>f(t)d/12(t)d8

1 a /
2 /Q /Rf Kg(t,s)(U(s)a, @) f(t)dsdpa(t)  (4.59)

/Q (Kg(t, B)z, ') f(£)dpua(t).

For the change of order of integration in 4.58, we use assumption (5)(a), and in 4.59, we use
assumption (5)(b). Namely, since B has a W$* calculus, (s)~*(U(s)z,z’) belongs to L*(R), and
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<
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4.3 Averaged and matricial R-boundedness and the W§* calculus

Furthermore,

/ / (FEG(t, ) (U(s)z, 2') F (1) dsdps(t) < / 1Kt s | £ ()l dpa(t) < oo.
Qs JR

Qo

Thus, the first statement is shown. Then the second statement follows at once from proposition
4.33. O

We now turn to the characterization of the R-bounded W calculus of B = log(A) in terms of
the operators
{e*4: s e R},

which are sometimes called wave operators. Let us give some background information.

The wave operators are unbounded in general. It is for example a classical result of Hérmander
[58], that if A = —A is the Laplace operator on LP(R9), then e’ is bounded if and only if
s=0orp=2.

One method to obtain a uniformly bounded operator family is to regularize by multiplica-
tion with powers of resolvents of A. More precisely, for the case of the Laplace operator on

LP(R%), 1 < p < oo, we have for a > d|% —
sup[[(1+s)"*(1+ A) "] < 00 (4.60)
seR

(see [14, prop 1.1] and also [56, 120]).

Similar results for different A can be found in [104, thm 7.20] for A = v/—A on R, in [101]
and [99, (3.1)] for A = v/—A on Heisenberg and related groups, and in [17] for A such that
e~ !4 satisfies Gaussian estimates.

Condition 4.60 can be used to obtain solutions of the Cauchy problem of the associated
Schrodinger equation
0w+ Au =0, u(t=0)=ug

(see [56, cor 4.3 and exa 4.4]), or to derive a Hormander functional calculus [99, thm 3, Subor-
dination principle and thm 2], and is linked to the growth rate of the analytic semigroup e~*4
when z approaches the imaginary axis (see [14, thm 2.2 and 2.3] and lemma 4.72 in section
4.5).

We consider a related expression in proposition 4.42 (2) below. We will discuss in section 4.5,
remark 4.76, the link between 4.60 and the condition (2) in proposition 4.42.

The reformulation of condition 4.54 in terms of e**4 now reads as follows.

Proposition 442 Let A be a O-sectorial operator having a MP calculus for some 3 > 0. Let o > %
and m some integer, m > o — 5. Then the following are equivalent:

(1) ((t)=*A%: t € R) is R[L*(R)]-bounded.
) (|s|" Aotz (eisA —1)m: s € R) is R[L2(R)]-bounded.

We will need the following three lemmas for the proof.
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4 The Mihlin and Hormander functional calculus

Lemma 443 Let m € N and Rez € (—m,0). Then

| s = 0m S = v

with the entire function

Fl(2) = i (7:) (—1)mkg==, (4.61)

k=1
Note that T'(z) f(2) is a holomorphic function for Re z € (—m,0).

Proof. We proceed by induction over m. In the case m = 1, we obtain by integration by parts

/0“ sl —1) % = {182(6_3 - 1)]00 + /OOO %sze_sds =0+ %F(z +1) =T(2) =T(z) /i(2)-

S z 0
Next we claim that for Rez > —m,
> z(_ —S8 m_—s ds m m—k —z
s*(e™" = 1)"e ;ZF(Z)Z p | DR D)
0 k=0

Note that the left hand side is well-defined and holomorphic for Re z > —m and the right hand
side is meromorphic on C. By the identity theorem for meromorphic functions, it suffices to
show the claim for e.g. Rez > 0. For these z in turn, we can develop

o ds <~ (m b ds
Sz(efs o 1)mefsi ( >(_1)mk/ Szefksefsi,
/0 s kZ:O k 0 s

which gives the claim.

Assume now that the lemma holds for some m. Let first Rez € (—m,0). In the following
calculation, we use both the claim and the induction hypothesis in the second equality, and
the convention (, ) = 0 in the third.

+1
[ sty e e [T

=1 3 () 0+ ) T
k=0

=T(z) ::1 <k”_1 1)( ™R £ T(2) 7:2;11 <’Z> (—1)mH=kp==
m+1

B[

= D) e (2)

Thus, the lemma holds for m + 1 and Rez € (—m, 0). For Rez € (—(m + 1), —m], we appeal
again to the identity theorem. O
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4.3 Averaged and matricial R-boundedness and the W§* calculus

Lemma 444 Let Rez € (—m,0) and Re X\ > 0. Then

/ SZ(e—As_l)m@ :)\—z/ Sz(e—s_lyn@.
0 s 0

S

Proof. This is an easy consequence of the Cauchy integral theorem. O

Lemma 445 Let B € Rand f(t) = fu (8 + it) with f,, as in 4.61. Then there exist C,e,0 > 0 such
that for any interval I C R with |I| > C there is a subinterval J C I with |J| > ¢ so that |f(t)] > ¢
for t € J. Consequently, for N > C'/9,

N
S fE+ES) 21
k=—N
Proof. Suppose for a moment that
3C, e >0VI interval with |I| > C3teI: |f(t)] > e. (4.62)

It is easy to see that sup,cp | f'(t)] < oo, so that for such a ¢t and [s —¢| < § = (|| f'[|c,€),
|f(s)| = /2. Thus the lemma follows from 4.62 with J = B(t,§/2).

It remains to show 4.62. Suppose that this is false. Then

VC,e>03I interval with [I| > C: Vte I: |f(t)| <e. (4.63)

Since f” is bounded and | f'|p(ry < /8l fllLe(n)[lf”Le (1), We deduce that 4.63 holds for
f" in place of f, and successively also for f(™ for any n. But there is some n € N such that
infieg [ £ (¢)] > 0. Indeed,

FO() =) ax(—ilogh)re ek,

k=1
with oy, = () (=1)™~Fk=P # 0, whence
m—1
[F @) 2 o] [logm|™ =) | [log k[" > 0
k=1
for n large enough. This contradicts 4.63, so that the lemma is proved. O

Proof of proposition 4.42. First of all, note that by lemma 4.34 (3), condition (2) of the proposition
is equivalent to

((sA)Z = (XA —1)™ . 5> 0) is R[L*(R., ds)]—bounded. (4.64)

s
Let 41 > 0 be fixed. Combining lemmas 4.43 and 4.44 with A\ = £iu, we get

/0°° s2 (e 1)L = (5 1) (2) o (2).

S
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4 The Mihlin and Hormander functional calculus

Put now z = § —a+it for t € R, so that Re z € (—m, 0) by the assumptions of the proposition.
Then -
/ G R e N OO
O S
so that

M [(()mh (¥ — 1) ] (8) = ha (B, (4.65)

Here, M : L*(Ry, %) — L2(R,dt), f — [, f(s)s"*%, is the Mellin transform isometry and we
have written

1 ™ 1 1
he(t) = e%<a-a>eiftr(§ —atit) (5 — o +it) (4.66)
in short.

Our next goal is to insert u = A in 4.65, and thus we check that proposition 4.40 in the form
of remark 4.41 (2) applies whenever condition (1) or (2) of the proposition holds.

Put g(s, ) = (sp)2 ~*(e¥#5 —1)™ and Mg(t, ) = h+(t)u~". Clearly, g and Mg are arbitrarily
many times differentiable in 1. Let us check that g and Mg satisfy 4.56 and 4.57 respectively.

For any C C (0,00) compact and any a, b, c,d € R there exists N € N such that

oo
/ sup |p?s?(eT# — 1)¢ exp(Fips)?| min(s™, sV )ds < oc.
0 pel
()

Note that for any k € Ny, 85 g(s, ) is a linear combination of expressions of the form (x), so
that g satisfies the assumption 4.56.

On the other hand, the I'-function admits the following estimate [90, p. 15]:
PG —atin]=e = (] > 1) (467)

Since sup;eg | fm(3 — a + it)| < co and T'(2) f,n(2) is locally bounded, we get
[l — ki3 ED (0= < e () £ (7 (e ). (4:68)

Hence [0fMg(t, )| S (£)~*tFu~" and Mg satisfies 4.57. Thus, whenever condition (1) or (2)
holds, proposition 4.40 applies to g and Mg, and consequently, 4.65 yields

((sA)Z=2(eFis4 — 1)™ . s> 0) is R[L*(R,, %)]-bounded (4.69)

< (hx(t)A™" : t € R) is R[L*(R, dt)]-bounded.

Suppose now that (1) holds, i.e. ((t)=*A™ : t € R) is R[L?(R)]-bounded. By the upper estimate
in 4.68 and lemma 4.34 (1), the right hand side of 4.69 is R[L*(R)]-bounded, and thus, 4.64,
i.e. (2), holds.
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Conversely, suppose that (2) holds. By 4.64 and 4.69, (hx(t)A~" : t € R) is R[L*(R)]-bounded.
Thus by the lower estimate in 4.68 and 4.34 (1),

(B fm(% “a+it) At ¢ € R) is R[L2(R)]-bounded. (4.70)

To get rid of f,, in this expression, we apply lemma 4.45. Write f(t) = fm, (3 —a-+it). According
to lemma 4.45, for suitable N € Nand § > 0, ZQ;?N |f(t+kd)| = 1. In view of lemma 4.34 (1),
it now suffices to show that (Zg:—zv ft+ ko) {t)" @A™ . t € R) is R[L*(R)]-bounded. Write

N N o
Z f(tJr k5)<t>faAfit — Z |:<t+k5>Alk6] |:f(t+ k§)<t+k’5>7o¢Ai(t+k5)] )

k=—N k=—N <t>0¢

By 4.70, the term in the second brackets is R[L?(R)]-bounded. The term in the first brackets is
a bounded function times a bounded operator, due to the assumption that A has a bounded
M?P calculus. Thus, the right hand side is R[L?(R)]-bounded, and condition (1) follows. [

In the following theorem, we summarize further averaged R-boundedness conditions for the
remaining operator families.

Theorem 4.46 Let B be a 0-strip-type operator on a Banach space X generating the co-group U(t) =
e*B. Assume that B has a bounded BP calculus for some (large) 8 > 0. Let A = eB be the corre-
sponding 0-sectorial operator and T'(z) the analytic semigroup generated by A. Let o > 5. Consider
the following conditions.

Sobolev Calculus
(1) B has an R-bounded W' calculus.
Imaginary powers
2 (()=2U(t): teR) = ((t)"*A% : t € R) is R[L?(R)]-bounded.
Resolvents
(3) (R(t +ia,B) : t € R) is uniformly R[W§]-bounded for all a € R\{0}.
@) (Ja|* 2e 19 R(t +ia,B) : t € R, a # 0) is R[L2(R x R\{0})]-bounded.

(5) For some b > 0, (la|* 2R(t +ia,B) : t € R, a € [—b,b]\{0}) is R[L2(R x [—b,b]\{0})]-
bounded.

(6) There exists C' > 0 such that for all a # 0: R[L*(R)](R(t +ia, B) : t € R) < Cla|™°.

(7) There exists C > 0 such that for all 6 € (—m,7)\{0} : R[L*(R.)](AY2R(e?t, A) : t > 0) <
o).

(8) For some 6y € (0,7], (|6|*"2A2R(¢t,A) : 0 < |8] < 6o, ¢t > 0) is R[L2((0,00) x
[—60, 00]\{0}, dtdf)]-bounded.

Analytic Semigroup
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(9) There exists C' > 0 such that for all € (—%,%) : R[L*(Ry)|(AY2T(et) : ¢t > 0) <
cz—1on—
(10) ({£)fa|~ TAV2T(x +iy) : 2 >0, y € R) is R[L2(R x R)]-bounded.
Wave Operators
(11) For some m > a — &, (|s|7*A=oF3 (™4 —1)™ : s € R) is R[L*(R)]-bounded.

Then the following conditions are equivalent:

(1),(2),(3),(4), (5), (8), (10), (11).

These conditions imply the remaining ones (6), (7) and (9). If X has property («) then, conversely,
these three conditions imply that B has an R-bounded W3¢ calculus for any e > 0.

Remark 4.47 If one omits the conditions (5) and (11), then the theorem could also be stated under the
weaker assumption that B has an H* calculus instead of a B® calculus. In that case, we cannot appeal
to proposition 4.40 in the proof, which justifies that the Fourier, Mellin and Laplace transformations
behave well with respect to the functional calculus, and we have to replace that proposition in each use
by an alternative argument.

Proof of theorem 4.46.
(1) & (2): This has been proved already in corollary 4.39.

(2) & (3): For a # 0, let g4(t,s) = —isgn(a)x(—co,0)(at)e e’ Let
K : L*(R, (t)~*dt) — (W)’

be the Fourier transform isometry. Then g, (t, B) = —isgn(a)X(—oo,0)(at)eU(t) and (Kg,)(t, B) =
R(t +ia, B). By lemma 4.34 and proposition 4.40,

RILAR)((1)"*U(¢) : t € R) = RIL*(R, {t)"**dt)}(U(t)) = sup RIL*({t) **)](e~ MU (1))

a>0
= sup R[L*({t)~**)](ga(t, B)) = sup RIW,'|((Kga)(t, B))
a#0 a#0
= sup RIW|(R(t +ia,B) : t € R).

a#0

(2) < (4): Consider the Laplace transform isometry
K : L (R+7 ( )dS) — Lz(R+ x R U)( )dadt f }_,/ —(a+it) Sf( )

with w(a) = a?*7te™2® and v(s) = [, w(a)e ?**da = (2s + 2)72°T(2a) = (s)~2*. Then
(U(£s)x,2’) and —i(R(ia — t, iB)J; x') are mapped to each other by K and K—! whenever
one of them is in L?, and by proposition 4.33

L2R)]((s)""U(s) = s € R) = R[L*(R, {s)"**)}(U(s))
R[L?(R V(U(s) : s> 0) + RILARy, v(s)(U(—s) : 5> 0)
R[L*(R; x R,w(a)dadt)](—iR(ia —t, B)) + R[L*(Ry x R,w(a)dadt)|(—iR(ia —t,—B))
R[L*(R x R\{0})](la|*"ze 1" R(t +ia, B) : t € R, a # 0).

IR ﬁ

1%
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(4) < (5): Let b > 0 be fixed. Since 1 < e~lel for a € [~b,b]\{0}, “=" follows. Conversely,
assume that (5) holds. We only need to show that {|a|*~ze~ I R(t +ia, B) : t € R, |a| > b} is
R[L?*(RxR\[~b, b])]-bounded. Since B has a B° calculus, by proposition 4.9 (4), it has a W, cal-
culus for v > 3+ 3. By “(1) = (4)” for v in place of «, the result follows from |a\°‘_% <y |72
for v > a.

(2) & (8): Consider

1

K : L*(R,ds) — L*(R x (—m,7),dsdf), f(s) — (7 — |9|)a—%m

% (5)2 f(s). (4.71)

K is an isomorphic embedding. Indeed,

1 £115 = /R/_’; ((w - |9|)a—%e98)2 40— (s)2°|f(s) ds

cosh?(ms)

and
/ (71' — |9‘)2a_16298d9 o~ / 920(—162(77_9”8‘(19
o |
%Coshz(ﬂ-s)/ g20—1,201s| 79,
0

The last integral is bounded from below uniformly in s € R, and for |s| > 1,

T 2|s|m
/ 92@—1629|s\d9 — (2|8|)—2a/ 92a_1€0d9§ ‘S‘—Qa.
0 0

This clearly implies that || K f||2 = || f||2- Applying proposition 4.33, we get

1

R[L*(R,ds)] ((s)™*U(s)) = R[L*(R x (—,),dsd0)] ((w —lope= cosh(rs)

eesU(s)> .

In [81, p. 228 and thm 15.18], the following formula is derived for z € A(D(A?)) and |0 < 7 :

n dt

eesU(s)m:/ i {eigt%A%(ewt—l—A)_lx} . (4.72)
0

cosh(ms)

(One could also use proposition 4.40 to deduce 4.72 for x € Dioz 4 from the identity of the
corresponding functions [81, (15.5)].) Note that A(D(A?)) is a dense subset of X. As the Mellin-
transform f(s) — [;° ¢ f(s)% is an isometry L*(R,, %) — L2(R, t), we get

RIZ(R))({3) U (s)) = RIL(Ry x (~,7), T b)) (i — |o)*~+ed A} (e 4 4)~)
~ R[L2(Ry x (0,2n), dtd6)](16]* 2 A2 R(e“t, A)),

so that (2) < (8) for 6y = .

For a general 6, € (0, ], consider K from 4.71 with restricted image, i.e.

K : L*(R,ds) — L*(R x (=, —(7 — )] U [r — 0, ), dsdf).
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4 The Mihlin and Hormander functional calculus

Then argue as in the case 6y = .

(8) < (10): The proof of (2) < (8) above shows that condition (8) is independent of 6, € (0, 7].
Put 6y = m. The equivalence follows again from proposition 4.40, using the fact that for
0c(—%,%5)and u >0,

(en+it) ™" = Klexp(—se’ 1) x(0,00)(5)] (1),

where K : L?(R,ds) — L*(R,dt) is the Fourier transform.
(7) & (9): We use the same argument as right above.

(2) = (7): We use a similar Ky as in the proof of (2) < (8), fixing 6 € (-, 7) :

1

Ky : L*(R,ds) — L*(R,ds), f(s) — (7 — IGI)”M

e’*(s)* f(s).

We have Sup\9|<7r HK9|| = Sup\9|<ﬂ',56R< > ( ‘9|) m Sup9 S< _|€|)>a6_|8‘(ﬂ—_|9‘) < 0.
Thus, by 4.72,

m$g|W%w%&¢mmﬁRw%A»g?www*w%RH“mwA<l%+m 1
= sup (7 — “ 2 — % U(s .
= sup (0" BB (s U () 479

< RIL*(R)]((s) U (s)).
(7), @ = (2), a + ¢ : First we consider ({s)~(*T)U(s) : 5> 1).
RIL2(R)]((s)" @)U (s) : s = 1) ZT”ER [L2)((s)™“U(s) : s € [2",2"H1)). (4.74)

For s € [27,2" 1] we have

(7]
—a < 9g—na £ g—na,—2""s < o a_©
()77 52 ~2 e S (m=6n) cosh(ms)
where 0,, = 7 — 27 ". Therefore
2 —a . n gn+l1y < _ «@ 2 7T 0,8
RIZ((s) V() 5 € [2027)) % (1= 0,)° Rl —e*U(o)
4.73 . ,
S sup |0°R[L*(Ry)](AZ R(te', A)) < oo.
0<|0|<m

Thus, the sum in 4.74 is finite.

The part ({(s)~(@*9)U(s) : s < —1) is treated similarly, whereas R[L?]((s)"*U(s) : |s| < 1) =
R[L*|(U(s) : |s| < 1). It remains to show that the last expression is finite. We have assumed
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4.3 Averaged and matricial R-boundedness and the W§* calculus

that X has property («). Then the fact that B has an H* calculus implies that {U(s) : |s| < 1}
is R-bounded [72, cor 6.6]. For f € L?*([-1,1]), we have | f|l1 < C|/f||2, and consequently,

{ / U <1} € / U ] < 1)

In other words, (U(s) : |s| < 1) is R[L?]-bounded.

(2) = (6): Let R, = |a|*R[L*|(R(t+1a, B) : t € R). We have to show sup,_; Ra < co. Applying
proposition 4.40 with K the Fourier transform and its inverse, we get

| R[L*)(a%e™U(t) : t <0), a>0,
“ | RIL2|(Ja|*e®U(t) : t>0), a<D0.

For ¢ < 0, sup,~o a®e™ = sup,- () ~*(t)*a%e~ 19 < (1)~ Thus, sup,. o R[L?](a®e™U(t) : t <
0) S RIL2)((H)=U(t) : t < 0) < co. The part a < 0 is estimated similarly.

(6), « = (2), a +¢ : Let R, be as before. Split (t)~(“*)U/(¢) as in “(7) = (2)” into the parts
t > 1,t < —1,|t| < 1, and further ¢t > 1 into ¢t € [2",2""!],;n € Ny. Then (¢)=@ < 27"« <
92— nae=2""t and

RILZ)((H)~ U : t 2 1) < i 2 e R[L2)(27 e 2 U (1)« t € [27,27FY)

n=0

oo
< Z 27" sup R, < oo.

=0 a<0

The estimates for ¢ < —1 and [¢| < 1 can be handled similarly, c.f. “(7) = (2)".

(2) © (11): see proposition 4.42. O

Let us turn to the characterization of the matricially R-bounded W calculus of B in terms of
generalized square functions. We have the following analogue of the transformation property
for averaged R-boundedness from proposition 4.33.

Proposition 4.48 For i = 1,2, let (Qy, j1;) be o-finite measure spaces and K € B(L%*(Q4), L?(£22)).
Assume that f € v(Q4,X), and that there exists a Bochner-measurable g : Qo — X such that
(9(-),2") = K((f(),2) (¢ € X).

Then g € v(Q, X) and
l9llv(@z,) < IEIS ll(212)-

Proof. By assumption, (g(-),z’) = K({f(:),2')) € L*(Q2) for any 2’ € X’, and we can con-
sider the associated operator u, : H — X as in 2.14. We have uy, = uy o K', where K’ :
B(L*(Q), L*(21)) is the Banach space adjoint of K. Thus, by lemma 2.7, ||ug]ly(r2(0,),x) <
K[ g llyz2(0,),x), and the claim follows. O
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4 The Mihlin and Hormander functional calculus

Furthermore, in theorem 4.46 we have made repeated use of lemma 4.34. The square function
version of this lemma reads as follows.

Lemma 4.49 Let (2, 1) be a o-finite measure space and g : Q — X measurable.
(1) Let f € L>®(Q) and g € v(Q, X). Then f - g € v(Q, X) and
I1F - gllve.x) < Iflloollgllvie.x)-

In particular, if Q1 C Qq, with [ = xq, € L>(Q2), we get ||glly@,,x) < [19lly@a,x)-
(2) For n € N, let ¢, : Q — Ry measurable with Y " | ¢, (t) =1 for all t € Q. Then

o0
l9ll~c2.x) < Y llenglly@.x)-
n=1

(3) Let w: Q — (0,00) measurable. Then
1
1911y (2,w@)du),x) = w2 - glly@,du)-
(4) For n € N, let ¢y, : Q2 — [0, 1] with ¢,,(t) — 1 monotonically for all t € Q. Then

l9lly,x) = sup |¢n - glly@.x)-
Proof. (1) This follows from lemma 2.7 (5) with T'=Idx and K : L*(Q) — L*(Q), h — fh.

(2) For n € N, put ¢,, = > 1, ¢x. Then ¢,, : Q@ — [0,1] and ¢,,(¢t) — 1 monotonically for all
t € Q. Thus by (4), [lglly = sup, [énglly = sup,, [| 25— vrglly < 2520 erglly-

(3) This follows again from lemma 2.7 (5) with the isometry K : L?(Q, w(t)du(t)) — L*(Q,dp),
h— wzh.

(4) Assume first that g € v(2, X). Then by (1), we have ¢,g € (2, X) and sup,, ||¢, - gl <
sup,, [|¢nllcllglly = llgll+-

Conversely, assume that for any n € N, ¢,, - g € v(Q, X) and that sup,, ||¢, - g||, < 0.

Let us show first that g € P»(2, X), i.e. for any 2’ € X', (g(-),2') € L*(Q). By assumption, we
have |(g(t), )| = lim,, ¢, (t)[{g(t),z’)| for any ¢t € Q, and this convergence is monotone. Then
by Beppo Levi’s theorem,

K9 (), 2)l20) = Tlim [{@n()g(), 2"} L2 (@) < limsup [[én - gll.x) 12|

/

Let us show the last inequality, i.e. [[(f(-),2)||lL2() < |[flly(,x) for any f € (2, X) and
lz'[] < 1. One has ||flly.x) = 225 7 ® us(er)|lgauss(x)- Choosing the orthonormal basis
(er)r of L?(2) such that e; = (f(-),2")/|I{f(:),2")||2, we deduce from 2.13

[ fllv@.x) = luplen)llx = [(upler), 2)| = {f(), 2") L2
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4.3 Averaged and matricial R-boundedness and the W§* calculus

Thus we have shown that g € P»(f2, X). Then by lemma 2.7 (1)

9ll(e.x) < liminf {l¢n - glly0.x) < sup[|6n - glly.x)-

Replacing proposition 4.33 and lemma 4.34 by proposition 4.48 and lemma 4.49, we get with
the same proof as for theorem 4.46:

Proposition 4.50 Let X be a Banach space with property (c). Let B be a 0-strip-type operator on
X generating the co-group U (t) = e*B. Assume that B has a bounded B calculus for some (large)
B> 0. Let A = e® be the corresponding 0-sectorial operator and T'(z) the analytic semigroup generated
by A. Let o > L. Consider the following conditions.

Sobolev calculus
(1) B has a matricially R-bounded W' calculus.

Imaginary powers
2) KO~ U®zly@arx) = 1)~ A el ywarx) S 2l (2 € X).

Resolvents

3)  lal*=2e7 1" R(t + ia, B)x||y@mxe\ (0} dtaax) S 2] (2 € X).

(4)  For some b > 0, [[[a|*~ 2 R(t + ia, B)x ||y x(—bp)\ (0}dtdax) S |2l (z € X).

(5)  Fora#0,[al”[|R(t +ia, B)z|\r,x) < 2] (z € X).

(6)  For 0 € (—m,m)\{0}, 0| AY2R(t, A)z|ly @y ae.x) S 2l (€ X).

(7)  For some 6y € (0, 7], || |9|“‘%A%R(ei9t,A)JSHV(RM[feo,ao] datao.x) Szl (= € X).

Analytic semigroup
(8) Forf e (=5.5),(5 — 10D IA*T(t)alls e, arx) S lloll - (= € X).
9)  I(§)lal=2 AP T(a + ib)zl r, xw.daasx) S l2ll - (2 € X).

Wave operator
(10)  For some m > o — 3, || |s| " Aot s (gisA — D™zl r,ds,x) S 1zl (z € Dp).

Then the conditions (1),(2), (3), (4), (7),(9), (10) are equivalent. Further, these conditions imply the
remaining ones (5), (6), (8), which conversely imply that B has a matricially R-bounded W+ calculus
for any € > 0.

Remark 4.51

(1) Similarly to theorem 4.46, omitting conditions (4) and (10), we could have stated the proposition
under the weaker assumption that B has a bounded H* calculus instead of a BP calculus.

(2) Besides the R-boundedness characterizations and the stronger matricial R-boundedness character-
izations of the W3* calculus, one could also formulate a weaker “bounded” version of proposition
4.50, replacing in (2) - (10) v(Q, X) by a “weak L? estimate” as e.g. in 4.53 and in (1) matricial
R-boundedness by boundedness.
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4 The Mihlin and Hormander functional calculus

4.4 Paley-Littlewood decomposition and interpolation spaces

Throughout the section, we let B be a O-strip-type operator on some Banach space X. We
will always assume that B has a B* calculus for some a > 0. Parallely, we also consider a
0O-sectorial operator A having a bounded M® calculus.

We will show in theorem 4.53 that the B“ calculus implies that an abstract Paley-Littlewood
decomposition holds for B.

Such decompositions involve partitions of unity, and we fix the following notation.

(1) An equidistant partition of unity (on R) in the sense of definition 4.5 is denoted by
(051" )nez.-

(2) A dyadic partition of unity (on R ) in the sense of definition 4.5 is denoted by (¢¥%4),,c7.

(3) Let (%), 7z be a dyadic partition of unity. We define the inhomogeneous dyadic
partition of unity (¢%*?),,cn, by

p dyad >1
et = e " (4.75)
Zk_ Y n=0

—o0 Pk

Definition 4.5 included that these partitions are C*° functions. However, in this section, we
only need that they belong to B2 where 8 > « and « is the index of the B* calculus of B.

0,007

The classical Paley-Littlewood theorem states that if A = —A is the Laplace operator on L?(R¢)
for some 1 < p < oo, then for any partitions (¢%99),,cz and (¢%9),,cy, as above, one has the
equivalences [123, V1.7.14]

; :
||x| Lp(Rd) = H (Z ‘(pdyad :ZJ|2> ‘ e ~ H ( Z |g0dyad l’|2> ’

n€Ny

(4.76)

Lp(R4)

This decomposition has many applications in harmonic analysis and 4.76 has been generalized
to a large variety of operators A. We will show how our results are related to [45, 136, 103].

According to 2.11, for an operator A on L” with p < oo, we have the equivalence
~ H Z e ® (A ’ 4.77)

(S caet) 1,
dyad

which is uniform in finite index sets F. If e.g. >~ ¢%*(A)x converges unconditionally in
LP, then the right hand side is uniformly bounded in F, so that by monotone convergence,

1
(Xnen, lptved(A)x]?)? belongs to LP and 4.77 holds for Ny in place of F. Of course, a similar
statement of 4.77 is true for p%v(A)z.

Rad(L?)’

We will deal with expressions as the right hand side of 4.77 instead of the left hand side. In
subsection 4.4.1, after establishing 4.76 for operators on X having a bounded B calculus, we
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4.4 Paley-Littlewood decomposition and interpolation spaces

give an extension, where the norm of | g(B)z|| instead of ||z|| is decomposed. Here, g(B) arises
from the 5%, calculus of B. We will see that a norm equivalence similar to 4.76 holds, where
the summands on the right hand side are weighted by the local Besov norms of g.

In particular, if g(t) = 2' for some 6 € R, g(B) equals the fractional power of a sectorial
operator. Consequently, in subsection 4.4.2, we obtain characterizations of fractional domain
spaces, and in 4.4.3, we discuss their real interpolation spaces. Finally, in subsection 4.4.4, we
show how the Paley-Littlewood decomposition 4.76 (see 4.81 for its more general form) can
be applied to the functional calculus. We will see that the spectral localization allows to pass
from the Sobolev spaces W/ on R or R, to the “localized” counterparts W and Hj.

4.4.1 Spectral decompositions

The basic tool for all our considerations is the following lemma.

Lemma 4.52 Let > 0 and (gy)n be a bounded sequence in Bgom such that the supports satisfy the
following overlapping condition:

There exist a > 1 and N € N such that for all x € R: #{n: suppg, N[z —a,z+a] # @} < N

Then Y0 1 gn € B, o, and
| ZQ”HBEO,OC < sup Hg”Hch,oo' (4.78)
n n

Proof. According to [128, thm 2.5.12], BS,  has the equivalent norm

lgllgs = llgllpee(r) + sup \hl A1 AN glloo (4.79)

00,00 |

Here, 6 > 0 and M > « are fixed and Aﬂ/f is the iterated difference from definition 4.2.
Note that AMg(z) depends only on g(z),g(z+1-h),...,g(x + Mh). Thus, by the overlapping
assumption of the lemma, for |h| < {4, there exist g;,, ..., g;, such that

|AM( Zgn )| =147 Zgn z)| = ZAh 9n; (2)] < Nsup [ A3 gu .

Hence

sup |h|” ﬁIIAMZgnIIM\ sup sup |h| 77| A gn o
|hl€(0,) hl€(0,6) n

Similarly, sup,cp | D ,, 9n ()| < N sup,, ||gn||ec, so that by 4.79

| ZQ"HB& - S SUP l[gn oo + sup bup ‘h| ﬁHAh Inlloc = sup ||9n||3§oOo
n :

n n |h|€(0,
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4 The Mihlin and Hormander functional calculus

Assume now that B has a BY, , calculus and g, is a sequence as above. Then for any choice
of signs a, = 1, we have by the above lemma

| Zangn Jzllx < buplanl gnllge, Nzl < Nl (4.80)

This observation leads to the following theorem of Paley-Littlewood type.

Theorem 4.53 (Paley-Littlewood decomposition) Let B be a O-strip-type operator on some Banach
space X having a B* calculus for some o > 0. Let further (©%9%%),, be an equidistant partition of unity.

(1) The norm on X has an equivalent description:

2] = 1Y en © 03 (B)a|raax) = sup {II Y anp (B)zl : an| < 1}~ (4.81)

nez neZ
The claim includes that for any |a,| < 1 and x € X, Y ;) an@2(B)x converges in X.

(2) Forany f € B* and x € X,
f(B)x = (fei)(B)z (4.82)

neE”Z

converges unconditionally in X. Moreover, if N denotes the norm of the B* calculus,

R{(fe;™)(B) : n € Z}) < CasN?|flle (4.83)

Proof. We write in short ,, = p24¢.

(1) Choose some 3 > a. Then B has a B
lan| < 1. Then g, = anpn € C C B
Plan) = ZnEZ QnPn € B@Om and

5%.00 calculus. Let (a,), be a sequence such that
satisfies the assumptions of lemma 4.52, so that

||90(an)HB§mo < sup ||an90n||5§0m < sup H@n”g@m = H@OHB&.M
n n :

By the same argument, also the partial sums Zﬁ/[:_ ~ antn are bounded in B2

00,007

so that by
the Convergence Lemma 4.19, ny:fN an@n(B)x converges to ¢4, )(B)r as N, M — oo. Thus,

1D anen(B)all = ¢, (B)all < e llsz, 1zl S llvollgs, Nl
ne”Z

Since |e,(w)| =1 for any n € Z and w € €y, the estimate

15" e o (B)emaan) < sup{nzan@n Yol |an|<1}

neZ nez

is clear. It only remains to show

2]l S 1D en ® pn(B)l|Raa(x): (4.84)
ne”Z
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4.4 Paley-Littlewood decomposition and interpolation spaces

By corollary 4.20, x = limy 22’:71\, on(B)z. Let 2’ € X#* C X' from subsection 4.2.7. Let
(en)nez be a sequence of independent Rademacher variables. Then for any ¢ € C, E(e,exc) =
On=rc, and

(2, 2")| = 1Y _(en(B)z,2")| = |EY_ encrlon(B)z, $u(B)'2')]

n,k

= |E<Z enn(B)z, Z ex@r(B™)x’)]|
n k

< H ZEn & Son(B)x”Rad(X)” Z‘gk & (Zk(B#)mlHRad(X’)~
n k

As the moon dual operator B# has by proposition 4.30 also a B calculus, we can repeat the
above argument and get

| Z5k ® &1(B#)2' |Raa(xn S 112
e

Since X# C X’ norms X by proposition 4.29, we finally deduce 4.84.

(2) By the convergence property of the B2 _ calculus from corollary 4.20, > (f¢,)(B)z =

> ©n(B)[f(B)x] converges to f(B)x. Furthér, this convergence is unconditional, since for any
finitely supported sequence (a,), with |a,| < 1,

1Y an(fen)(Blallx S 1Y anpullgs, IF(B)zlx S sup [[nllgg, 17 (B)zllx

according to lemma 4.52.

According to [48, lem 3.12], for any X-valued array (zx;)x, ez, one has

H g €k ®$kk‘
k

<H ErReE R ‘
Rad(x) ~ ; kE ® & kl

Rad(Rad(X))
Pick some finite family z1,...,z5 € X and set xy; = ¢ (B)z;. Then
B 5 | B)a
H;gk @ (rf)(B)zx Rad(X) ™ ;Ek @@ (prf)(B)m Rad(Rad(X))
~ & ® B[S a(\)z ‘ X
[ e e oS ama,,,

S [ s emm] o
<N2||f||3a/g |> a0 ax
0]

~ N2 o H .
Iflls zl:ﬂ @z Rad(X)

In (x), we have used (1) of the theorem with f(B)>,;(\)z; instead of z. This shows that
{(fen)(B): n€Z}is R-bounded. -
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4 The Mihlin and Hormander functional calculus

Remark 4.54

(1) The identity 4.82 is an analogue to the spectral decomposition of selfadjoint operators on Hilbert
spaces. The spectral projections, which correspond to intervals [a,b), are here replaced by a
smoothed spectral expansion 21"*(B) with the properties

Y mi(B) =1dx, @(B)pd(B) =0 (jn—m|>2)

and ¢ (B)f(B) = f(B)g™(B).

(2) Compare the R-boundedness 4.83 of the theorem to corollary 3.26. There we had seen that if
X has property (o), then any bounded homomorphism u : C(K) — B(X) is R-bounded, i.e.
satisfies

R({u(f): [[fllec < 1}) < o0.

If C(K) is the space of bounded and uniformly continuous functions, and u is given by the
functional calculus of B, then this clearly implies 4.83, i.e.

R({u(fe™) s n € Z}) S| fll-

Conversely, we do not know if every bounded BY, _, calculus or B* calculus over a Banach space
X with property («) is R-bounded.

The norm equivalence for || Id x (x)]| in Epart (1) of theorem 4.53 can be extended to more general
operators g(B) instead of Idx, if g € B,,. doesn’t vary too much on intervals [n—1,n+1], n € Z.
This is the content of the next proposition.

Proposztlon 455 Let B be a O-strip-type operator having a B calculus and let 3 > «. Further let
(see definition 4.6) such that g is invertible and g~ also belongs to BY . Assume that

loc loc*

—

supHgoeqm caut g1 . o < oo (4.85)

Illsz . - llen

Let (¢pn)nez be a sequence in C\{0} satisfying

e

lenl = llen™ gl gs.

Then for any = € D(g(B)), Y., cz cnped™ (B)x converges unconditionally in X and

lg(B |~Han®cnsaeW Bl = {HZanc (B HX:|an|<1}. (4.86)

Proof. Write in short ¢, = ¢%7"*. Let us show the unconditional convergence of > ¢, ¢, (B)z
for x € D(g(B)). We have by proposition 4.25 (c) ¢, (B)x = (97 ¢,)(B)g(B)z. Thus for any
choice of scalars |a,| < 1,

N N
Z anCnn(B)T = [ Z ancn(9” " on)

n=—N =—N
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4.4 Paley-Littlewood decomposition and interpolation spaces

The term in brackets is a sequence of functions indexed by N which clearly converges pointwise
for N — oo. It is also uniformly bounded in BY, _, because

00,00

N
1 ancag ™ nllgs _ Ssupleallg enllge S supllg@nllgs g enllgs < oo (487)
_N ’ n ’ n ’ ’
by assumption 4.85. Thus, the Convergence Lemma 4.19 yields the unconditional convergence.

Estimate 4.87 also shows that

1D ancuon(B)all = 1Y ancalg™ @u)(B)g(B)all S supleal lg™ onll gz, _Ng(B)all
n ’

for any choice of scalars |a,| < 1, so that one inequality in 4.86 is shown.

For the reverse inequality, we argue as in the proof of theorem 4.53: For any = € D(g(B)) and
any 2’ € X# C X/,

(9(B)a,2') =Y (cnon(B)z, ¢ @ (BF)a)

St

—1 e ” ,
B#)<'|

Rad(X)HXk:gk ®c, (99)(B™)x
Since B¥* has again a B“ calculus, for any scalars |ax| < 1, we have, similarly to 4.87,

| acc @z @) |, <[P et < supled Mol <1
k k oe,00 '

for ||z'|| < 1, where we use the assumption 4.85 in the last step. This shows sz er ®

¢, (900) (B#)z!

< ||#'|| x#, and thus, 4.86 follows. O
Rad(X#)

Remark 4.56 A variant of proposition 4.55 is the following fact: Let B have a B* calculus and (py,),, be
an equidistant partition of unity. Let x € X and (d,,),cz be a scalar sequence such that ", dnp,(B)x
converges unconditionally. Let (cp)nez be a further scalar sequence with

|Cn| < |dn‘ (ne Z)' (4.88)

Then also ), cnpn(B)x converges unconditionally and

nez neZ

. 4.89
Rad(X) ( )

Rad(X)

Indeed, let |a,,| < 1, and choose a finite subset F C Z. Writing 3" / 3" for summation over even/odd
indices, we have || Y, p @nCnon(B)2| < | Xhep @ncnn(B)z|| + || S e p ancnpn(B)z||. Then for
k,n both even numbers, Prpy, = dn=kpn, and therefore

IS Yaneapn(B)al = 1S/ S 'ang’;@kw)dnwnw)xn

neF keF neF
- 'k 5 (B " dnon(B
[ %508) | 3 anduen(Bla]
kez °F ner
C
<l Z/d*SDk(B)” | Z "andyn(B)zl,
kez Ok neF
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4 The Mihlin and Hormander functional calculus

where 3" @k(B) is a bounded operator due to the assumption 4.88 and lemma 4.52. A similar

estimate holds for Z; anCnion (B)x. This shows that )" c,n(B)x converges unconditionally, and it
also shows 4.89.

4.4.2 Fractional powers of O-sectorial operators

The Paley-Littlewood decomposition in the form of proposition 4.55 can be used to characterize
the domains of fractional powers of a 0-sectorial operator A, and moreover to interpolate
between them.

We give a short overview on fractional powers. Let A be a 0-sectorial operator and 6 € C.
Since A — A € Hol(%,,) for w > 0, A% is defined by the extended holomorphic calculus from
proposition 2.3. If B = log(A) has a B* calculus, then A% = ¢()(B) is also given by the B,
calculus from proposition 4.25. To A?, one associates the following two scales of extrapolation

spaces ([81, def 15.21, lem 15.22], see also [69, sec 2] and [41, IL.5])
Xo = (D(A%),[|A? - || x) (0 €C)
and Xy = (D(A?), A% - [Ix + - |x) (Re6>0).
Here, ™ denotes completion with respect to the indicated norm. Clearly, X = Xo = Xo. If

A = —A is the Laplace operator on LP(R?), then Xj is the Riesz or homogeneous potential
space, whereas Xy is the Bessel or inhomogeneous potential space.

For two different values of 6, the completions can be realized in a common space. More
precisely, if m € N, m > max(|0o|,|01|), then Xy, and Xy, can be viewed as subspaces of

(X, (AL +A4) 7)™ - ||x) (4.90)

for 7 =0,1. The_n for_ 6 > 0, one has Xy = Xy N X with equivalent norms [81, prop 15.25 and
15.26]. Thus, {Xg,, Xs, } and {X,, Xp, } form an interpolation couple. We will pursue this in
the next subsection.

It is known that if A has bounded imaginary powers, so that ||A% - || 2 ||AR¢? . |, we have for
the complex interpolation method

[X9U 5 X91]7" = X(l—r)90+r91

for any bo,6h € R and r € (0,1) [69, prop 2.2]. The connection of complex interpolation of the
spaces Xy and the H* functional calculus has been studied e.g. in [69].

Let (21,7 be an equidistant partition of unity and ($%%?),, 7 the dyadic partition of unity
given by ¢vad(2t) = peaui(¢). Then for A = 28, ped(A) = 2% (B), and proposition 4.55 can
be transferred from B to A. We obtain as a special case:

Proposition 4.57 Let A be a O-sectorial operator having a bounded M calculus for some « > 0. Let
further (2924, <7 be a dyadic partition of unity and (¢4, cn, be the corresponding inhomogeneous
dyadic partition from 4.75. Then for 6 € R,

4% 2= |3 e 00 20 e A)a
neEZ

(z € D(A?)) (4.91)

Rad(X)
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4.4 Paley-Littlewood decomposition and interpolation spaces

and for 6 > 0,

JA% + o) 22 || 3 en @27 ted A)| (x € D(AY)). (4.92)

n€Np

Rad(X)

Proof. Let 3> o and g € BY,  be given by g(t) = 2'. Recall the embedding C;* — Bf, ,, —
Cy for m € N, m > 3> 0 from proposition 4.9. We have for all n € Z

— —_—

2nf oo S llgen™ S llgen®llep S 270

equz”

< llge Iss.

and [|g~tpeaud|| 52 S g™t iflem < 27, (Here, equivalence constants may depend on 6.)

—

Consequently, sup,,c7, ||g<peq’”||55o gt e gs < oo. Put B = log(A)/log(2). Then B has

a B® calculus, and g(B) = A? and ¢9%i(B) = gody“d(A). By proposition 4.55, we have with
cp =2,

|A%] = llg(B)all = ||>" en @ 2750 (B)al
nez

B
a

Rad(X)
for z € D(A?), so that 4.91 follows.
By [81, lem 15.22] (set A = A? and « = 1 there), the left hand side of 4.92 satisfies
1A% ]| + lal| 2 (1 + A%)z]| - (z € D(A%), (4.93)
whereas by proposition 2.6 (8), the right hand side of 4.92 is equivalent to
|Sen w2 pmedayal| e Al (494)

= Rad(X)

“<” in 4.92: We use the equivalent expressions from 4.93 and 4.94. We set g(t) = 1+ 2%,

Then one checks similarly to the first part that || ggpe’“” |ge = max(1,2"%) for n € Z and that

—

SUp,cz ”WSWHB& g™ r7 | gz < co. Thus, by proposition 4.55,
10+ A% = lg(Blal = |3 en © max(1,2) gt ()|
nez ad(X)
. dyad
< ... - + A)xl|. 4.95
H Z ‘Ra(i(X)+"Z ‘Rad(X) g™ (A)zll (4.95)
n<—1 n>=1
We estimate the three summands. By 4.75, we have @vadplved — pdvad for any n < —1, so
that
. dya a d ad d ad
|32 e atetiare] = | 32 en o sttcarsttiare] b
<1

where we use 4.81 from the Paley—thtlewood decomposition in the last step. Since ¢@? =
@%ad for n > 1, also the second summand is controlled by 4.94. Finally, we have ¢3/*¢ =
¢gyad[ dyad_+>¢dyad] so that

dyad 4 dyad,( 4 dyad dyad, 4 dyad,( 4 dyad,( 4
" (A)z || < o™ (Al + llgo" (A" (A)z ]| < o™ (Al + [11* (A)=l,
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4 The Mihlin and Hormander functional calculus

and the last term is controlled by the second summand of 4.95. This shows “<” in 4.92.

“2” in 4.92: We use again the expression in 4.94. By proposition 2.6 (8) and the first part of
the corollary,

n 2n0 dyad ‘ H " 2n9 dyad A H < A@ )
Hn§>:1 c (4) Rad(X) Z c (A)z Rad(X) ™ 14%]
Finally, [|o@¥*(A)z|| < |lz|| because xi¥** belongs to M. O

Remark 4.58 The operator gpdy“d(A) : X — X can be continuously extended to Xy — Xg. Indeed,
by proposition 4.25, for x € D(A?),

logred(A)all, = [A%ppred(A)allx = llepr*?(A)A ] x < @R (A) | x—x A% x.

One even has %94 (A)(Xy) C X. Then by the density of D(A?) in Xy, 4.91 can be extended to all of
Xy in the following way: There exists C' > 0 such that

n ® 2"9<pgyad(A)x“ <Clallg, (z€ Xo).

1
x|l <
C’”xHXB\ o Rad(X)

FCZ finite neF

Remark 4.59 Let us compare proposition 4.57 to some results in the literature.

(1) Consider the situation in [45]. There, A = L is the sub-Laplacian on a connected Lie group G
of polynomial growth, considered as an operator on LP(G) for some 1 < p < co. By [1, thm], A
has a M calculus for suitable o (see also illustration 4.87 (2) below). Thus by the equivalence
in 4.77 and the comments after, one can deduce the Paley-Littlewood theorem in [45, thm 4.4]
from 4.91 with § = 0.

(2) Consider a Schrodinger operator A = —A + V on LP(RY), where V is a potential function
subject to further conditions. In [136] and [103], abstract Triebel-Lizorkin spaces F;=‘1 and Fg
associated with A are considered. For q = 2, their norms are defined by the right hand sides
of 4.91 and 4.92 (with o = 6 and using 4.77). Thus, proposition 4.57 shows that these spaces
coincide with fractional domain spaces of A, once a M calculus is established. For the latter,
see e.g. remark 4.94 (2) in section 4.6.

(3) In 4.91, instead of a partition 2 summing up to 1, one can also use a partition (¢,,)nez such
that Y-, ., on = ® satisfies inf,~o |®(t)| > 0 and . belongs to B, . Indeed, the estimate
“>"in 4.91 is proved in the same way, and to show “<”, one can use a dual dyadic partition
(Yn)nez such that iy, . € BE, . and Y, ¢, = ®~1. Note that inf, |®(t)| > 0 implies that
@ also belongs to BY,

A partition of this type is considered e.g. in [136].

The next goal is a continuous variant of the above result. We state the following preparatory
lemma, whose H° calculus variant is a well-known result of McIntosh (see [96], [81, lem 9.13],
[52, thm 5.2.6]).
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4.4 Paley-Littlewood decomposition and interpolation spaces

Lemma 4.60 Let A be a 0-sectorial operator having a bounded M® calculus and D C X be its calculus
core from 4.33. Let further g : (0,00) — C be a function with compact support (not containing 0) such

that g o exp € Bfom for some 3> ov. Assume that [ g(t)% = 1. Then for any x € D,

T = /00 g(tA)xﬁ. (4.96)
0 t

Proof. Let x € D. Then there exists p € C°(Ry) such that p(A)z = z. As g has by assumption
compact support, there exist b > a > 0 such that

g(tA)p(A) =0 (t € [a,b]%). (4.97)

By corollary 4.21, t — g(tA)z is continuous, and 4.97 implies that [;° g(tA)z4 = fab g(tA)z .

Also,
( / bg(t)‘ff) (A)s = ( / bg(t-fffp) (= ([ a0 %) (02 = o) =

In the third equality we have used the assumption [, g(t)% = 1, which extends by substitu-

t
tion to

/Oog(ts)% =1 (s>0).
0

b b
(/ g(t)?) (A)x :/ g(tA)a:%. (4.98)

If g belongs to H>(%,,) for some w, then this is shown in [81, lem 9.12]. For a general g, we
use the approximation from lemma 4.15. More precisely, set f = g. and let f,, = f ,,, where
(1n)nen is the sequence in C°(R) from that lemma. Then g,, = f,, olog — g in M®. We claim

that also f; gn(t) 4 — ffg(t)% in M. Indeed, a straightforward application of Fubini’s

theorem shows that (fab gn(t-)%)p = (fabg(t-)%)p % 1, and we appeal again to lemma 4.15.
Therefore, ) )

b b b b
( / g(t-)cf> (A)z = lim < / gnu-)ff) (A =tim [ gu(eaa = [ g,

Hence 4.98 holds and the lemma is shown. O

It remains to show

Proposition 4.61 Let A be a 0-sectorial operator having a bounded M calculus on some space X
with finite cotype. Let ) : (0,00) — C be a non-zero function with compact support (not containing
0) such that 1 o exp € BLFL for some 3 > .

Then for any 6 € R, we have
1A% ] = [t (tA)z ], @ x) (z € D(A") (4.99)
and for any 6 > 0,

1A% + [l 2 [1(t~0 + 1) (tA)z ]y, 2 x)  (x € D(A)). (4.100)
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4 The Mihlin and Hormander functional calculus

Proof. We first reduce 4.99 to the case f = 0. Set temporarily v (t) = t~91(t). Clearly 1 satisfies
the hypotheses of the proposition if and only if 1)y does. By proposition 4.25 (c), for z € D(A?),
t=0(tA)x = 1e(tA)A%2. Thus, if 4.99 holds for 6 = 0, also

[t A) el e, 2 x) = 1P (tA) A 2l g, o x) = A% (z € D(A%)).

Assume now 6 = 0. By corollary 4.21 and the fundamental theorem of calculus, we have for
n € Zand t € [27,27H)

2
(A = (2" A)x + / X[Qn?t](2”8)2”8141!}/<2n814)$§
1

Writing X, = Xjgn 2n+1) and Y(tA)zr = 3, Xn(t)(tA)z, this yields by lemma 2.7 (6) (that
the assumption there is satisfied follows easily from 4.102 below):

N " n ds
o s, g0 < [S e e S emsaversan S

(4.101)
Since [[xn||2(g, 4 does not depend on n, by [72, exa 4.6 a)] (see also the calculation in 2.15),
we have

[Sewverae] 2| ver a2 D e e veman],

nez neEZ

7

Rad(X)

where the last equivalence follows from the fact that X has finite cotype (see 2.11). Since v
has compact support, the latter expression in turn can be estimated by ||z|| according to 4.80.

Replacing ¢ by ¢1 = s(-)¢'(s(:)), by the same arguments, we also have

X (£)27 s A (275 A H <Oz (4.102)
D> sty o, <Clel

Note that ||y oexp|[zs _ is independent of s, and thus also the above constant C' is. We have
shown that ||1/1(tA)x||V(R+ x) <zl

For the reverse inequality, we assume first that = belongs to the calculus core D. By lemma
4.60, .

dt

co= [P

0 t

with ¢ = / |1/}(t)|2% > 0. Thus, by lemma 2.7, for any 2’ € X# C X,
0

4 [ — dt
[(z,2") = e 1/0 <¢(tA)x,¢(tA#)x’>7\ S oAzl @, 2 x) [ EAT )2 | g, ae x)-

Applying the first part to A%, we deduce |¢(tA#)2’|| < ||2’||. Since X# norms X (see propo-
sition 4.29), this shows ||z|| < co||¢(tA)z]|, for z € D.

For a general z € X, let (zy,), C D with =, — z. Then

[ (tA)all = YAzl - [dEA) (@ = za)ll = ¢zl - ez — al,
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4.4 Paley-Littlewood decomposition and interpolation spaces

and letting n — oo shows 4.99 for all z € X.

Finally, 4.100 is a simple consequence of 4.99. Just note that the right hand side of 4.100 satisfies
I+t~ A)z| = [l (tA)z]| + [l (tA)z].

Indeed, “<” is the triangle inequality and “2” follows from the two inequalities
leA)zlly < 11+ ool (1 + ") (tA) ]l

and
[t Ay < ([0 + ) el 4+ 7)p(tA) 2|5

4.4.3 Real interpolation of fractional domain spaces

We now turn to the description of real interpolation spaces in the scales X and Xj. For A = —A
on LP(R?), these interpolation spaces correspond to homogeneous and inhomogeneous Besov
spaces.

Abstract Besov spaces for sectorial operators have been studied by Komatsu, see e.g. [76] and
also the monograph [94]. For the connection of Besov spaces with semigroup theory, we refer
to [127] and [93], and with the H* calculus to [52, chapt 6].

For Schrodinger operators A = —A+V on LP(R?), where V is a real potential function subject
to further conditions, the abstract spaces have been studied e.g. in [136] in the homogeneous
case and in [103] in the inhomogeneous case. Furthermore, in [45, sec 5] such Besov spaces
are investigated for sub-Laplacians on Lie groups with polynomial growth, in connection with
the Paley-Littlewood decomposition.

Proposition 4.63 below shows that these spaces are real interpolation spaces for any operator
in our abstract framework with a bounded Mihlin calculus.

In the case that iA generates a cy-group with polynomial growth, i.e. ||| zx) < (t)*, for-
mally similar results can be found in [2, theorem 3.6.2].

Let us briefly recall some facts on real interpolation. If (Y, Z) is an interpolation couple (i.e. both
are continuously embedded into a third Banach space and thus, the sum Y + Z is meaningful),
then one considers for 2 € Y + Z and ¢ > 0 the K-functional

K(t,z) = inf([[ylly +tllz[l2),

where the infimum runs over all decompositions z = y + z with y € Y and z € Z. Then for
s € (0,1) and ¢ € [1, o0, the real interpolation space (Y, Z), , consists of all elements z € Y +Z
such that

lelleg = (Z 2"8qK<2”,x>q) (4.103)

ne”Z

117



4 The Mihlin and Hormander functional calculus

is finite [6, lem 3.1.3] (standard modification for ¢ = 00). The space (Y, Z), , is a Banach space
equipped with the norm ||z]|s.q-

The calculus core D4 is a dense subset of any of the spaces Xp and Xp. Indeed, if z € D(A%),
then it is straightforward to check that z,, = 3" ¢ (A)x € D, approximates z in X, and
in Xy. Since D(AY) itself is dense in these spaces, also D4 is. Moreover, by the same reason,
D4 is also dense in the space from 4.90, and thus in Xeo + Xgl for any 6y and 6,. This enables
us in the sequel to work with D4 when dealing with K(¢,z) and determining interpolation
norms.

Let us state a preliminary lemma.

Lemma 4.62 Let A be a 0-sectorial operator having a M calculus for some o > 0. Let 6p,0, € R
with 0y < 01 and consider homogeneous and inhomogeneous partitions of unity (p2ved), ez and

( ff’“d)ner

(1) The K-functional corresponding to the interpolation couple (Xy,, Xp, ) has the equivalent expres-
sion

K(t,z) = HZ £, © min(2%7, 2"1"t)¢gwd(A)x]
neZ

(t> 0,2 € Dy).
Rad(X)

(2) The K-functional corresponding to the interpolation couple (Xg,, Xo, ) has the equivalent expres-

sion
K(t,z) = H in(2%m 201 ) ptvad( 4 ’ t>0,2 € Dy).
(t,2) 2 | 3 en @ min Jed el (> 0.0 e D)
n€Ng
Proof. (1) Fix some ¢ > 0 and = € D 4. Write in short || - |[; = - [, , 7 = 0,1 and ¢, = pdyad
J

By definition, K (t,z) = inf,—y.(|Jyllo + t[|2]|1). We set
ny = min{n € Z : 2"% < 2"%1¢}

and choose y =3, o ¢n(A)zand 2 =3 _ ¢,(A)z. Then by the description of the norms
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4.4 Paley-Littlewood decomposition and interpolation spaces

|- |l; from proposition 4.57,

lyllo 2 > er® 2ke°¢k(f4)y’

P Rad(X)

— 2500 o (A)on (A ‘
DY ek @200 (A)pn(A)z Rad(X)
k€EZn>ne

= ||En: @ 2nt90 [SOTH (A) + (pntJrl(A)}(p’ﬂt (A)l’ tTén-1® 2(7“_1)90(,0”7:,1(14)@7” (A){l?

s Y cnw 2, (4]

" Rad(X)
S 12 %, (A)a] + 20000y, (e + | D @2 ®pn(a)e]|
n>ni+1 & ( )
5 5n®2n9090n A-’L“
n)zn, ( ) Rad(X)
_ £, ® min(2"% 270 ¢), (A ‘
ng;l ® min( )on(A)z Rad(X)
< in(2"% 2"14),, (A ‘ :
> cn ®min(@®, 2" gn(A)e
nez
In the same way, we obtain #||z][; < HZHEZ £, @ min(27%, 2"91t)<pn(A)a:‘ Rad(x)” This shows
a

(. <H : in(2m% 9n014), (A ‘
(1) < |32 0 @ min( ealial

neZ

For the reverse inequality, let 2 = y + z be an arbitrary decomposition. Since z € D4 and D4
is dense in Xy, + Xo,, we can assume that y,z € D4. We have by remark 4.56

1> en @min(2, 277 ) (A)y|
nez

< £n ® 200 (A H = ,
Rad(X)NH% @2 (A =yl

ez En © min(20%0, 2"91t)<pn(A)zH < t||2|1. This shows that

and similarly, Rad(X)

H Z £, ® min(2"%, 2n01t)s0n(A)xH

< llyllo + tllzll1,
ne”Z )

Rad(X
and taking the infimum over y and z shows

S K(tz).

L @min(2"%. 2" 1) p (A ‘
HZ€ ® min Jon(A)z Rad(X)

ne”Z

(2) The inhomogeneous statement can be proved as the homogeneous statement, replacing
(¢dvad), by (p%ve?),, and the description of || - ||p, from 4.91 by 4.92. Note that for ¢ > 1,
ne = 0 so that K(t,z) = ||z x,, in that case. O

Proposition 4.63 Let A have a M® calculus. Let further 0y,6, € R with 0y < 601, s € (0,1) and
€ [1,00]. We set § = (1 — s)0p + sb;.
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4 The Mihlin and Hormander functional calculus

(1) For the real interpolation space (Xg,, Xp, )s.q, we have

1
[l]s,q = (Z 2"9"¢Zy“d(A)$II§<> (x € Da)

neL
with the standard modification for ¢ = co

(2) Assume in addition that 6,601 > 0. For the real interpolation space (Xg,, Xo,)s,q, we have

Q=

[]s.q = <Z Q"quﬁy“d(z‘l)wH?{) (x € Da)

n€eNg
with the standard modification for ¢ = co
Proof. (1) To simplify the notation, we assume 61 — 6y = 1. Write ¢,, = ¢%%¢. We consider first

g < oo and let x € D4. We have 2"% = min(2"% 27%127") and consequently by lemma 4.62
fort=2"",

< K2, 2).

27 | pn(A)z] < H;Sk @ min(2, 22 (A S

Therefore, by 4.103, with 2n¢ = 2nfogns,

i 1
a q
<E 2”0(1“‘/) $||x> s < g Q”SqK(Zn,x)q> = ||z]ls,q-

nez nez

Conversely,

Q=

IR

]ls,q = ( > 2K (27" ) )
nez

1/q
q
onsq : 2k00 2k9127n/ A
Ser e min@ 22 (!
nez keZ

q\ /4
( gnsq (Z 9kbo min(l, 2k—n) H‘Pk (A)JJH) >
nez

kEZ

q\ 1/
( 2n9q ( 2k00 min(l,?k)HsﬁkJrn(A)x”) >
neZ keZ

1/q
< ZZWO min(1,2%) <Z 2799 || op 4 ( x||q>
ke

neZ

1/q
= (Zmin(lﬂkﬂks) (Z 2"9q||<Pn(A)$|q> :

kEZ nez

A

<oo
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4.4 Paley-Littlewood decomposition and interpolation spaces

The case ¢ = oo can be treated in a similar way.

(2) As mentioned at the end of the proof of lemma 4.62, we have for ¢ > 1 that K(¢,z) =
llzlle, = K(2° z). Thus, by 4.103,

1 1
o q —1 q o)

HxHS,q ~ (Z 2n5qK(2—n7x)q> + ( Z 2nsq> ||-1'||60 [ (Z 2n5qK(2—n7x)Q>
n=0

n=0 n=-—oo

q

(standard modification for ¢ = 00).

Then replacing part (1) of lemma 4.62 by part (2), we get with the same proof as in the

homogeneous case that (3>, 2”0(1“90#/”(/1)95”‘1)% < ||z|s,q- Also the proof for the reverse in-
equality can be formally repeated, replacing (2"%9),,cz by (2"°90,,>0)nez and (||gbgyad(A)x||)k€Z
by (@i (A)z|drz0)rez- O

4.4.4 The localization principle of the functional calculus
At the end of this section, we apply the Paley-Littlewood decomposition from theorem 4.53 to
the functional calculus.

In section 4.3, we had studied the R-bounded W calculus. The inconvenience of the Sobolev
class W/ is that it requires a certain decay at infinity, e.g. 1 & WJ .

However, if the Paley-Littlewood decomposition from theorem 4.53 is at hand, e.g. if B has a
B calculus for some bad, i.e. large «, then the R-bounded W/ calculus automatically improves

to the Hormander class W) of functions belonging locally to the Sobolev space W, .

More precisely, we have the following corollary. We include the general index p € (1,00)
instead of p = 2 for applications in section 4.5. Recall definition 4.26.

Corollary 4.64 (Localization principle) Let p € (1,00), 8 > % and a > 0.

(1) Assume that B has a B calculus and an R-bounded Wpﬂ calculus. Then B has a bounded Wﬁ
calculus. If in addition X has property (), then B has an R-bounded W calculus.

(2) Assume that A has a M® calculus and that
1
R({f(2"4): f € CZR+), supp f C [3,2], [fllwp <1, n € Z}) < oo

Then A has a HE calculus. If in addition X has property (c), then A has an R-bounded HJ
calculus.

Proof. (1) Let (n)n be an equidistant partition of unity. For any f € W/ with | f||,,s <1,
”SanHW]? < sup ”SDkaWIE = ”f”wﬁ
kez

Thus, the assumption implies that

R({(gnf)(B) : [[fllye <1}) = C < o0 (4.104)
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4 The Mihlin and Hormander functional calculus

Assume first that X has property (). Let fi € W/ such that ka”wg <1(k=1,...,K). Then
for xj, belonging to the calculus core D of B,

I Zé‘k @ fie(B)TkllRaa(x) = |l Z Ze?n ® ek ® (nfi)(B)Tk||Rad(Rad (X))
k n k
= 1> en @ e ® (0nfi)(B)n(B)zk || Rad(Rad (X))
n k
SOl Z Z n @ €k @ Pn(B)Tk||Rad(Rad(X))
n k

= O e ® zrllraacx)-
o

Here, we have used the Paley-Littlewood decomposition from theorem 4.53 in the first and
the last step, and 4.104 and property («) in the third step. If X does not have property («),
then pick only one element f; € Wpﬁ and repeat the above calculation. Then the sum in &
reduces to one summand and property (a) is not needed any more in step 3. It follows that
I f1(B)z1]| < C||x1]|- By the density of D in X, part (1) follows.

(2) Let (¢n)nez be a dyadic partition of unity. Again assume first that X has property («). Let
fio-o fx € CF(Ry) with supy || fill,s < 1. We put frn = fi(2"(-)) 0. Then supp fin C [1,2],
and frn(27"A) = (frpn)(A). Thus, by the assumption,

R{fepn(4): k€ (Lo K} n € Z)) Ssup finlly =l fillyg (4105

n

where we have used proposition 4.11 in the last step. Then for zi,...,zx belonging to the
calculus core D of A

1Y “er @ fu(Dzill 21D er @ en ® (frpn) (A)Bn(A)zi|
k n k
S Zzak ® en ® Pn(A)zk|
n k
=Y en @
k

In the first and third step, we used the Paley-Littlewood decomposition, and in the second
step, we used 4.105 and property («). By the density of D in X, we deduce that

{F(A): feCTRy), [[fllyp <1} (4.106)

is R-bounded. In particular, since C*°(Ry) D (), H>(2.,), A has a bounded H/J calculus in
the sense of definition 4.26, and by taking the closure of 4.106, this calculus is R-bounded.

If X does not have property (a), then, as in (1), the same calculation with K = 1 shows that
1F (A < Hf”Hf, for f € C*°(R), so that A has a bounded M/ calculus. O
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4.5 Boundedness criteria for the Mihlin and Hormander calculus

4.5 Boundedness criteria for the Mihlin and Hormander
calculus

As in the preceding sections, we consider a 0-sectorial operator A on some Banach space X.

We shall develop necessary and sufficient conditions for the bounded and R-bounded Mihlin
and Hormander calculus of A. The aim is to compare the calculus with the boundedness of
distinguished operator families we have already investigated in section 4.3. Here, the word
boundedness refers to uniform (norm) and R-boundedness as well as to the averaged and
matricial R-boundedness from section 4.3.

An overview will be given in the main result of the section, see theorem 4.73.

4.5.1 Mihlin calculus

We give in this subsection sufficient conditions for the M7 calculus in terms of uniform and
R-bounds of some selected operator families associated with A.

Namely, motivated by the Mihlin norms given in proposition 4.12 (1) and (4), we consider the
following conditions for some a > 0 :
There exists some C' > 0 such that || A™|| < C(1 + |t])® (NBIP) o

and

There exists some C' > 0 such that R ({T'(e"2"t) : k € Z}) < C(g —op=° (NT)a
forallt >0and 6 € (-3, 7).
Proposition 4.65 Let A be a O-sectorial operator on a Banach space X having an H*>(X,) calculus
for some o € (0, 7). Let further o > 0. Then

(Np1p)a 0 (N1)o imply that A has a M™ calculus for v > o+ 1. (4.107)

We postpone the proof and first give a remark, an example, and two preparatory lemmas.
Remark 4.66

(1) The connection of the Mihlin calculus with the growth rate of the analytic semigroup when
approaching the imaginary axis as in condition (Np)o has been studied by Duong in [35].
There, the calculus of a Laplacian operator on a Nilpotent Lie group is investigated. A Mihlin
calculus is obtained from a kernel estimate of the analytic semigroup.

(2) Note that by proposition 4.12 one can only expect the reverse of 4.107 to hold for « > ~. Thus
proposition 4.65 contains a loss of 1 in the differentiation order. We will see in remark 4.75 that
for (NBip)a, this loss is optimal in general, and in proposition 4.89 (2) and theorem 4.90 (3)
that

(N7)o = A has a M" calculus

is false in general for v < a + .
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4 The Mihlin and Hormander functional calculus

(8) We will apply the above proposition to use the localization principle in corollary 4.64 to pass
from the W/ calculus to the WP calculus. Note that a bad (i.e. large) differentiation order ~
is sufficient in corollary 4.64. In this respect, the restriction v > o+ 1 is insignificant and in
particular auto-improves in many cases.

(4) The bounded H*° calculus in the assumption of proposition 4.65 cannot be omitted. We give
two examples of 0-sectorial operators without H> (X, ) calculus for any o € (0,), the first one
satisfying (Npip)a=0 and the second one satisfying (Nr)ao=1. By remark 4.16, H*(¥,) — M?
for any o and ~y, so that these operators cannot have a M” calculus.

Firstly, consider the O-sectorial operator A on LP(R) such that A% is the shift group, i.e. Ag =
g(-+1t). By [24, lem 5.3], A does not have an H*(X,) calculus to any positive o, unless p = 2.
However, A% is even uniformly bounded, so that (Ngrp)o holds.

An operator satisfying (N7 )a=1 without H> calculus is given in the example below.

Example 4.67 We give an example of a bounded 0-sectorial operator A on a Hilbert space without
bounded H* calculus such that its semigroup satisfies

i T _ ™
ITE OIS (5 =10D7" (>0, 10] < 3).

In [86, thm 4.1], the following situation is considered, based on an idea of Baillon and Clément. Let X be
an infinite dimensional space admitting a Schauder basis (e, )n>1. Let V denote the span of the e,,’s. For
a sequence a = (an)n>1, the operator T, : V — V is defined by letting T,(}", anen) =Y, anonen
for any finite family (c)ns1 C C. Let a™) = (alN)),1 be the sequence defined by ai) = 6,<x.
It is well-known that for any Schauder basis (even conditional), T, v, extends to a bounded projection
on X and supy ||T,v || < oo [91, Chap. 1]. This readily implies that for any sequence a = (an)n>1
of bounded variation, Ty, extends to a bounded operator, and

ITall S llallsv = llalle= + ) lan = antal. (4.108)

n=1
In [86], it is shown that for a, = 27", the bounded linear extension A : X — X of T, is a O-sectorial
(injective) operator, and that for f € H>*(X,), V is a subset of D(f(A)). Further, for x € V, one has
f(A)JU = Tf(a)x, (4.109)
where f(a)n, = f(ay). Finally, it is shown in [86] that if the Schauder basis is conditional, then A does
not have a bounded H> calculus.

Now assume that X is a separable Hilbert space, so that the R-boundedness in condition (Nrt)q reduces
to norm boundedness. Clearly, X admits a Schauder basis, and as mentioned in [86] even a conditional
one. We take a conditional basis and the above operator A without bounded H* calculus. By 4.108
and 4.109, (N7 )a=1 will follow from

(exp(~te "2 "l S (5 — 16D (>0, |6 < 3). (4.110)

It is easy to check that

|exp(—te?27™) — exp(—te?2~ (1) < 27D exp(—t cos(h)2~ D).
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4.5 Boundedness criteria for the Mihlin and Hormander calculus

Thus,

[(exp(=te*27™)),llBv S 1+ Z 2~ (" D exp(—t cos(9)2~ (D)
n=1

! ds
S 1+ | stexp(—tcos(0)s)—
0 S

<1+ (cos 9)*1/ exp(—s)ds
0
~ (T _ -1
= (210D,
This shows 4.110, and thus A satisfies (Nt )a=1 without having an H* calculus.

We state a lemma as an intermediate step of the proof of proposition 4.65.

Lemma 4.68 Let A be a 0-sectorial operator on some Banach space X having an H>(X,) calculus for
some o € (0, 5 ). Assume that A satisfies

sup R ({A1/2(2kA)1/2R(A, 9k A): ke Z}) <o (4.111)
A€y \{0}

for some v > 0. Then A has an MP calculus for any 3 > 7.

Proof. By the characterization of the M” calculus from proposition 4.18, it suffices to show
that

£ A S 077 flloo for any f € ) H5*(So). (4.112)
0>0

To show 4.112, we use the Kalton-Weis characterization of the bounded H>(3y) calculus in
terms of R-bounded operator families ([73], see also [81, thm 12.7]). More precisely, we follow
that characterization in the form of the proof of [81, thm 12.7] and keep track of the dependence
of appearing constants on the angle 6. It is shown there that for f € H§°(X9), x € X and
e X/,

(F(A)e, )] = | / (A FOVA RO, A), o)

<om 3 [ ) R, )

We put

125



4 The Mihlin and Hormander functional calculus

so that (tA)2 R(e % tA) = ¢;o(tA)(tA)b(tA). By [81, lem 12.6], the integral (x) can be con-
trolled by Rad-norms. More precisely, we have

N
(%) < sup supsup || Z er ® f(25te7%) 9 (28 A)p (2 A) || Raa(x) (4.113)
j=%1t>0 N T
N
|l Z er © P(2°A) 2’| Raax7)
k=—N
N
S llos.6 SutI)R({¢je(2ktA) t keZ}) sup | Y e © (2" tA)z ] raarx)
g, L St
N
~SuItDH Z Ek®w(2ktA)ll'/||Rad(X/).
* k=—N

By [81, thm 12.2], the fact that A has a bounded H* calculus implies that sup,y , || Zgz_ NEE®

(28t A) 2| Raa(x) S |l#]| and supyy, || Zi\[:_zv e @ (28t A) 2/ ||[Raa(x1) S [|2']|. Note that there is
no dependence on # in these two inequalities. It remains to show that

sup  R({p;e(25tA): ke Z}) S0P, (4.114)
J==%1,t>0
We have
k 1 Lok, vt o AN
pio(2"tA) = — dio(MA2 (27t A)2 R(\, 28t A)
211 9%, A

1 1 dX
= A2 (2FA)Z R
= 27”/ Dio(tAA2 (28 A)2 R(\, 28 A)— T
By proposition 2.6 (5),

sup  R({60(2"A): ke ZN S sup os0(tN)llpsom, 22
j==+1,t>0 j==41,t>0 2

X  sup R({A%(z’fA)%R(A,zkA): k eZ}).
/\6829/2\{0}

By assumption, it suffices to show that for any ¢ > 0

sup 670 (40 | 1o, a3y < Ce ™.
t>0 3

/m o[ 2] = [ toaon|2]= 5 [7]5

I=%1
The denominator is estimated from below by

|

_~_ell28)%

6”9 elss | s

Iy _ s l l
€197 — it 5| = 7072 — 5| 2 [ cos(8() — 5)) — 5| + [ sin(6(j — 3))]

2
!

R 1= s =fcos(6(j - 5)) — 1| +¢

>l—s—0*+0=|1—s|+0
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4.5 Boundedness criteria for the Mihlin and Hormander calculus

for the crucial case of small §. Thus

A ® si(1+s)2 ds
/ |¢j0(>\)|‘)\ 5/ G+l _s 5
e o O0+1—s s

1 —
We split the integral into the parts [ = [ + [} =t fllj; + f12+9 + /7.
2

/; s3i(1+s)7 ds </5 5i(1+8)7 ds
0 0

6+1—s| s ° 1—s| s

is independent of 6. The same estimate applies to [, .

1-6 L1 1 1-6 1-6
s1(1+s)2 ds / 1 / 1
—— — < ——ds < ds < |log¥b)|.
/2 O+1—s s~ /s 9+|1—s|s 1 1—58N|0g|

-
-

Similarly,

2 1 1 2

1 1
/ M@g/ ds < |log 4.

140 0+ (1 —s] s 1105 —1

Finally,
/1+9 uliel L /lﬂ) liss1.
19 0+ [1—s| s 1-0 0

Since 1+ |log 8| < C.07¢, the lemma is shown. O

Remark 4.69 Let us have a look at 4.113. As done in [81, thm 12.7], this estimate works also for
F € H(X,;Ea), (cf. chapter 3 section 3.3 for the operator valued space H§°(X,;E4) ), where
| flloo,o has to be replaced by R({F(z) : z € Xy}). Hence, lemma 4.68 also shows that there exists
C > 0 such that

IF(A)| < COPRUF(z): z€55)) (€ (0.m), F e H*(Ss Ba)).  (4115)

If X has in addition property («), then in [81, thm 12.8], it is deduced from 4.115 for a fixed 6 € (0, )
(and with A = Idgaq ®A in place of A) that A has an R-bounded H>(Xg) calculus.

By that same method, one can show that under the assumptions of lemma 4.68, A has an R-bounded
MBP calculus provided that X has property (). Since, in the setting of proposition 4.65, we will show
a stronger R-bounded Hormander calculus later with a different approach, we only sketch the proof of
this claim.

So assume that A satisfies the assumptions of lemma 4.68. Then also the operator A = Idgaq ®A on
Rad(X) does (see [81, thm 12.8] for details).

Take a 3' > 3 and a bounded sequence (fy)rs1 C MP < MP. We show that {fi,(A) : k > 1} is
R-bounded, which is clearly sufficient.

Let (¢n)nez be a dyadic Fourier decomposition of unity and define the holomorphic function f, , by

(frn)e = (fr)e * Gn. By lemma 4.15 (2), fro = 3, o7 fom in MP" and by 4.115 for A, one deduces
as in [81, thm 12.8] that

RU{fu(A): k211 < Y R{fen(A): k=11 S 6,7 sup [ fxmlloc.0..

ne”Z neEZ

127



4 The Mihlin and Hormander functional calculus

where, in the last step, one combines 4.115 for A in place of A with the proof of [81, thm 12.8]. By
a Paley-Wiener arqument (cf. [24, proof of thm 4.10]), one has || finl oo, < 62‘n‘+13"||fk7n||0070.
Choosing 6,, = 217l e getwithe =0 —3>0

R({fr(A): k=1}) <) 2llfe? U | fenloo.0

nez
< Qflnlssupgln\ﬂ' Frnllooo
> 1 [ fre,n oo,

nez
<27 sup 27V £ oo
nezZ kyn!
= 5 27 sup || fi o o
neZ k o

< sup | frell g -

Thus, A has an R-bounded M? calculus.
We need yet another preparatory lemma for the proof of proposition 4.65.

Lemma 4.70 Let A be a 0-sectorial operator on some Banach space X having an H> calculus. Let
w € (0,7) and assume that {\R(\, A) : —\ € Xy} is R-bounded for some 6 > m — w.

Let f € H>®(X,) such that f is holomorphic in a neighborhood of 0 and that there exists ¢ > 0 such
that |f(N)] S A|7¢ for A€ Xy, [A] > 1.

Then {f(tA) : t > 0} is R-bounded.

Proof. Replacing f by f(t-) if necessary, we can suppose that f()) is holomorphic for |A| < 2.
LetT'= {se!™ 9 : s >1}U{e: p€r—0,m+ 0]} U{se?™9 : 5> 1}. The operator f(tA)
can be expressed by a Cauchy integral formula (see e.g. [81, exa 9.8]):

F(tA) = 2% /F FOOR(, tA)dA
1 (1

~omi Jr NN TE(G, A

Since f()\) decreases at oo by assumption, 1 f(A) is integrable on I'. Then {f(tA) : ¢ > 0} is
R-bounded by the R-sectoriality of A and proposition 2.6 (5). O

Proof of proposition 4.65. We show that A satisfies 4.111 with v = a4 1, so that the proposition
will follow from lemma 4.68. Assume first that (Ngip), holds, i.e.

1A S (8.
Recall formula 4.72, i.e. for z € A(D(A?)) and |w| < 7

dt

o0
T ews Aty z/ t's [ei%t%A% (ei“’t—&—A)*lx} <
0

cosh(ms)
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4.5 Boundedness criteria for the Mihlin and Hormander calculus

Substituting ¢t = e, the right hand side becomes a Fourier inverse integral. Applying the
Fourier transform, we get with t,,(A) = Az (e + A)~1,

()
cosh(m(+))

where |c| does not depend on w. By assumption (Ngp)., we have

Y,(e Az = cF( Ai(')gz:)(u)7

ews . o0 ds
T pisglds < [ ellmlsl(q 4 g :2/ (lol=m)s (g 4 gat1y 98
| Vi Aalds s [ el jspas =2 [ el s g s

= 2((7 — Jw|)"'T(1) + (7 — |w]) "I (@ + 1)) < (7 — |w|) =@,

As A(D(A?)) D D(A3) N R(A?) is dense in X [81, prop 9.4], proposition 2.6 implies that
{p,(e7™A) : u € R} is R-bounded with constant < (7 — |w|) =@+, Thus, with w = +(7 — 6),

sup  R({AZ(2"A)TR(N,2FA): ke Z}) = R{(27FNZAZR(27F)\ A) : ke Z))
AEFE\{0}

{ATAZR(\A): X e 0%6\{0}})

(NS (169) 4 A) 1 150, 5 = +1))
{Vju(tA): t >0, j = £1})

< g—(a+1)

This is precisely 4.111 for v = o + 1.

Assume now that (Nr), holds, i.e. for t > 0 and |0 < T,
R({T(c¢"2%) : ke Z}) < C(g — 1))~
We show first that for w € (0, §),
R{(2¥A): T(e*"G~)2k1) : ke Z}) S w (@ t3), (4.116)

Decompose

@

eFEt = 5 4 eFES)p
where s, > 0 are uniquely determined by ¢ and w. Then

t\?2 1 S w
> C(2FsA)2T(2Fs) - T(eTE~%5)2ky)

(28 A) 2 T (X5 —w)oky) = <
S

and consequently,
R{(2"tA)2T(e¥ G )25 : k€ Z}) <sup(t/s)? x R({(2¥sA)2T(2%s): k€ Z})  (4117)
t
x R{T (e G202k . ke Z}).

We will show that the right hand side of 4.117 can be estimated by < w™2 x 1 x w™®.
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4 The Mihlin and Hormander functional calculus

The estimate for the first factor follows from the law of sines
t/s = sin(g +w/2)/sin(w/2) = w .

For the second estimate, note that by [81, exa 2.16], (Nr), implies that {T'(z) : z € X5} is
R-bounded for any ¢ < 7 and consequently, by [81, thm 2.20, (i7i) = (i)], {AR(\,A) : =X €
Yo} is R-bounded for any 6 € (5, 7). By lemma 4.70 with f()\) = Aze ™ and w € 0,%),
{(tA)2T(t) : t > 0} and thus, {(2¥tA)2T(2%t) : k € Z} is R-bounded.

The estimate for the third factor in 4.117 follows from the assumption (Nt),. Thus, 4.116
follows.

Now we write the expression in 4111 as an integral of the expression in 4.116. Let 6 €
(0,2), A =te” and set p = Z — £, so that Re(e’?\) < 0. Then

AE(2RA)E (A — 2’24)— = A%(zkA)aeW(em —elvgk )1
= —¢'® /OOO s_%)\%(2ksA)% exp(e¥ \s)T'(2%e¥ s)ds. (4.118)
In view of proposition 2.6 (5), we want to estimate sup,,, \_g I 5722 exp(e®\s)|ds.
/OOO 572 \)\% exp(e'?\s)|ds = /000 s_%|exp(ewews)|ds

—/ sz exp(cos(;T + g)s)ds

1

0
3 d )|~z
; s 2 exp(— 5|cos(2+2)|

02, (4.119)

2\

Combining 4.116, 4.118 and 4.119, we get by the submultiplicativity of R-bounds (see 2.5)

sup R(AZ(2FA)ZR(N,25A) : ke z) <o (etD),
arg A\=0
Replacing 6 by —0 and setting ¢ = —Z + £, we finally get with a similar estimate 4.111 with
y=a+1. O

Let us give an application of proposition 4.65. Suppose we are given a 0-strip-type operator
B on a space X with property (), having an R-bounded W} calculus. If we tempt to apply
the localization principle from corollary 4.64 to deduce an R-bounded Wy calculus, we have
to take care of the crucial assumption there: We assumed in the localization principle that B
has a B” calculus for some (large) v > 0. Since BY +» W, this might not be clear.

If however B has a bounded H*°(Str,) calculus for some o > 0, then B does have a B” calculus,
as the following proposition shows. Its main application will be the situation described above.

Proposition 4.71 Let p € (1,00), a > %, and let B be a 0-strip-type operator having an R-bounded
Wy calculus on a space with property (). Assume moreover that B has a bounded H (Str,) calculus
for some o > 0.

Then A = B satisfies (N7)p from proposition 4.65 for some 3 > 0, and consequently, by that
proposition, A has a M" calculus, i.e. B has a B” calculus, for some v > 0.
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4.5 Boundedness criteria for the Mihlin and Hormander calculus

Proof. Replacing B by a multiple if necessary, we may and do assume that o < 7.

Let A = e® be the associated 0-sectorial operator. Since X has property («), the fact that A
has a bounded H*° calculus extends by [81, thm 12.8] to

R({9(4) : [lgllmeisy) <1}) < o0 (4.120)
foraf < %. By assumption, also
R({h(4) : Ihoexpllwy <1}) < . (4.121)

For Rez > 0, let f,()\) = exp(—zA). Then (Nr)g reads as R({fs.(A) : k € Z}) < (2/Rez)?.
By 4.120 and 4.121, it suffices to decompose f. = g. + h. such that ||g.||g=(s,) < (]z|/Re2)?
and ||k, o exp [lwe < ([2]/Re z)P. By a simple scaling argument we may assume that |z| = 1.
We choose the decomposition

L) =£Ne M+ N0 —e™).

Then [|f:(A)e ™| g (sy) = lexp(—(z + D)A)|[ g (s, S 1, since 6 + |arg(z +1)| < T+ T = Z.
Further, taking e.g. 3 an integer larger than «, it is a simple matter to check that ||h.oexp [[we <
||hzoexp|\W£ < (Rez)™”. O

At the end of this subsection, let us compare condition (N7), for the analytic semigroup with
related ones for its boundary values on the imaginary axis. We consider the following two
variants for an operator A and « > 0.
A has a M calculus for some (large) v > 0 and (Nw)a
{(1+ 2k|s|A)*aei2kA : k € Z} is R-bounded by a constant independent of s € R.
A has a M7 calculus for some (large) v > 0 and (m)a
{{(s)™*(1 + 2% A)~*¢*2"4 : | € 7} is R-bounded by a const. independent of s € R.
The reason for the M7 calculus in these conditions is to ensure that the occuring operators
are well-defined by proposition 4.25.
Further, we consider analogous stronger conditions, where R-bounds over dyadic arguments

2% are replaced by R-bounds over all positive numbers ¢ :

A has a M"” calculus for some (large) v > 0 and (Rw)a
{(1 4 |s]A)~>e* : s € R} is R-bounded.

A has a M"” calculus for some (large) v > 0 and (Rw)a
{(s)7(1 + A)~“e*4 : 5 € R} is R-bounded.
{(g —10])°T () : ¢ >0, |0] < g} is R-bounded. (Rr)a

Clearly, the (R...), conditions imply their weak counterparts (N...)q.

The next lemma shows how these conditions compare further.
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4 The Mihlin and Hormander functional calculus

Lemma 4.72 Let A be a O-sectorial operator on a space X with property («) having an H* calculus.

Then for 8 > a > 0, -
(RW)oz - (RT)a = (RW)B

and -
(Nw)a = (N1)o = (NW)ﬁ

Proof. (Rw)a = (R1)a: Note first that for any w € (0, 7), we have
{f(A): |flloow < 1} is R-bounded. (4.122)

Indeed, by assumption, A has a M?” calculus for some v > 0, so in particular a bounded
H>(X,) calculus for any w € (0,7). Since X has property (a), A has also an R-bounded
H>(3,) calculus for any w € (0, ) [81, thm 12.8] (see also remark 4.69), so that 4.122 follows.
In particular,

{(g —10])°T(e?t) : ¢ >0, |0] < %} is R-bounded.
Thus it remains to show that
{(g — )T () : t > 0,]0] € (%, g)} is R-bounded. (4.123)

We write €t = r + is with real r and s. Then

<|Z|> T(r + is) = Ki) (1+rA)a(1+|s|A)a} o [(1+]s|4)~"e~*4] o [(1 + rA)°T(r)].
We show that all three brackets form R-bounded sets for r + is varying in {z € C\{0} :
|arg z| € (§,5)}. Note that for |0] € (7, §), we have § — |0 = 7572 SO that this will imply 4.123
by Kahane’s contraction principle (see proposition 2.6).

We show in a moment that

(|Z|>a (L4+7() (1 +1s/|(-))* is uniformly bounded in H*(%,) (4.124)

for o = 7, say. Then the fact that the first bracket is R-bounded follows from 4.122. For A € ¥,

5
14

<T>a (14 rX) (1 + |s]A)] = l

|s]

iRl AN
BRNERAL
RS

since |s| > r by the restriction || € (§, 5). Thus, 4.124 follows.

The assumption (Rw ). implies that the second bracket is R-bounded with s varying in R.

Finally, 4.122 with f(A) = (1 + A\)®e~* implies that the third bracket is R-bounded with r
varying in (0, 00).
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4.5 Boundedness criteria for the Mihlin and Hormander calculus

Now (Rr), follows.

(Nw)a = (Nr)a: The proof is similar to (Rw)on = (Rr)a. After restricting to the case
‘9‘ € (%a %), deCOmp05e
(Z) T(?k(T—FZS)) = |:(|Z|> (1 +’I“2kA)—04(1 + |S|2kA)a:| o |:(1 + |S|2kA)_ae_i52kA
o [(1+r28A)*T(2)] .

All three brackets form R-bounded sets with k varying in Z, and this uniformly in r + is €
{z € C\{0} : |argz| € (},5)} by the same arguments as before.

(Rr)a = (Ev/v)g: By proposition 4.65, (N7)o, and thus also (Rr), implies that A has a
bounded M?” calculus for v > a + 1.

Let D denote the calculus core of A. Then for € D, we have the Taylor expansion for the
function u — e~ (“t9)45 where s € R is fixed:
m—1 1
ety = Z G AT +is)x +cp / u™ LA™ (0 + is)xdu,
=0 0
where m € N is chosen such that m — 1 < 8 < m, and ¢; € R are constants arising from the
Taylor expansion.

To show (R ), we split (s) (14 A)~Pe~i*4 into two parts according to the above formula.
AJ(1+ A)~P are bounded operators for j < 3. Moreover, {(s)~#T(1+is) : s € R} is R-bounded
by assumption (Rr)a, since (s)~' = Z — |arg(1 +is)| and 3 > a. Thus,

3

R ci(s)PAI(1+ A)7PT(1 +is): s €R}) < 0. (4.125)

I
o

Next we claim that
R{{s)P(A+ A)PA™T(u+is): s € R}) Su ™+~ (4.126)
Split
()77 (L + A)PA™T (u+is) = [(s)"T(u/2 +is)] o [A™ T (u/2)] o [AP(1 + A)~7].

Write the first bracket as

({s/u)*(s)~7)((s/u) =T (u/2 + is)).
Note that |(s/u)®(s) 7P| < u~™ for u € (0,1). Further, by (Rr)a, {(s/u)~*T(u/2 +is) : s € R}
is R-bounded. Thus, R({(s) AT (u/2 +is): s € R}) Su~®.

The second bracket is bounded by u~™*8 since m > (. Hence 4.126 follows.

Now by proposition 2.6 (5),

1 1
R({(s}‘ﬁ/o u™ 14+ A)TPAMT (u+is)du : s € RY) < /0 u™ Ty, < oo, (4.127)
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4 The Mihlin and Hormander functional calculus

Combining 4.125 and 4.127 shows (Ry)g.

(Np)o = (]Tw)gl The proof is similar to (Rr)o, = (]:Evvy)ﬁ Use the Taylor expansion for

U — ef(u+is)2kA .

[

m—

(5)70(1+28A4) Pem 2 g = N (28 A)I (1 + 25 4) P (s) PT((1 +i5)2")a

Jj=

+cm /1 u™ (2R )™ (1 4+ 28 A) 7P (s)TPT((u + is5)2F)zdu.
0

Unlike before, we need R-boundedness instead of mere boundedness for {(2FA)7(1+2*A)=# :
k € Z}. This follows from property («) and [81, thm 12.8]. The argument for the R-boundedness
of the integral part is similar to the preceding case. Once again we need R-boundedness in-
stead of boundedness, for {(2FA)" AT (%2¥) : k € Z} and {(2"A)P(1+2¥A)~P: k € Z}, and
refer again to [81, thm 12.8]. O

4.5.2 Hormander calculus

The following theorem summarizes the connections between the R-bounded Hérmander calcu-
lus and boundedness conditions on operator families. Here we complement the norm bound-
edness, dyadic R-boundedness and R-boundedness conditions that we investigated in the
preceding subsection by averaged R-boundedness and square function conditions from sec-
tion 4.3. Its proof is postponed to the end of the section.

Theorem 4.73 Let A be a 0-sectorial operator with H* calculus on a Banach space X with property
(). For r € (1,2 and o > L, we consider the condition

A has an R-bounded Hy(R4) calculus. (Cr)a

Furthermore, we consider the following four groups of conditions, where each group contains statements
about boundedness of the same type. Generally speaking, these boundedness notions become more re-
strictive when passing step by step from (I) to (IV), and each single condition becomes more restrictive
if o gets smaller.

(I) Norm-boundedness and dyadic R-boundedness conditions: for o > 0,

(Npip)a There exists C > 0 such that for all t € R, |A®|| < C(1 + |t])~.

(N7)o The set {(3 — |0])*T(e"2%t) : k € Z} is R-bounded with bound independent of 6 € (—%, %)
and t > 0.

(Nw)a A has a M7 calculus for some (large) v > 0 and {(1+ 2’“|s|A)*aei2k5A : k € Z} is R-bounded
with bound independent of s € R.

(II) R-boundedness conditions: for o > 0,
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4.5 Boundedness criteria for the Mihlin and Hormander calculus

(Rp1p)a The set {{(t)=*A" : t € R} is R-bounded.
(Rr)a The set {(5 —[6)*T(e"t): t >0, 0 € (—%,%)} is R-bounded.

T 202
(Rw)a A has a M7 calculus for some v > 0 and the set {(1 + |s|A)~%e™4 : s € R} is R-bounded.

(IlI) Averaged R-boundedness conditions: for o > 3,

(R(L2)B1p)a The family ((t)=*A" : t € R) is R[L?*(R)]-bounded.
(R(L2)R)o The family (AY2R(e®t, A) : t > 0) is R[L*(Ry,dt)]-bounded for 6 € (—m,7)\{0}, and its
bound grows at most like |0|~* for § — 0.

(R(L2)7)o The family (AY?T(et) : t > 0) is R[L*(Ry,dt)]-bounded for § € (—%,%) and its bound

s

grows at most like (5 — [0])~< for 0] — 7.

(R(L2)w)a A has a M7 calculus for some (large) v > 0 and (s~ *A~+3(e4 —1)™ . s € R) is R[L2(R)]-
bounded.

(IV) Square function conditions: for o > 1,

(Sprp)a The function t — (t)~“Ax belongs to v(R, X) with norm < ||z|| for x € X.

(Sgr)a The function t — AY2R(e’t, A)x belongs to v(Ry,dt, X) with norm < |0|=%||z| for x € X
and 0 € (—m,m).

(St7)a The function t — AY2T(e't)x belongs to (R, dt, X) with norm < (% —10])~%||z| for z € X
and § € (=5, %).

272

(Sw)a A has a M7 calculus for some v > 0 and the function s — s~ A=+3 ("4 — 1)y belongs to

v(R, X) with norm < ||z|| for x € D, where m is a fixed integer strictly larger than o — 5.

Then the following hold.

(a) How to get the Hormander calculus

1 1 1
Let r € (1,2] such that — >
T

' — cotype X and 8 > o+ % Then any of the conditions in
(I) implies (C.)g.

(b) From R-bounded sets to square functions
Consider oy, aqy) = 0 with aqy) > oy + 5. Then any of the conditions in (II) with o = oy
implies any of the conditions in (IV) with o = o).

(c) Square functions = Hormander calculus = R-bounded sets
Let oqqpy = 0 and aqp, aqy) > %, and for j =ILIILIV consider the conditions in the group (j)
with parameter o = ).

If aqyy < aam < oqy, then any of the conditions in (IV) implies any of the conditions in (III),
which in turn imply any of the conditions in (II).
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4 The Mihlin and Hormander functional calculus

(d) Equivalent conditions for the Hormander calculus
Condition (Cs)q is essentially equivalent to any of the conditions in (II).

More precisely, for oo > 1 and any € > 0,

(C2)a = (R(L2)BIP)a = (R(L2)w)a = (R(L2)7)a; (R(L2)R)a = (C2)a+e-

(e) Square function equivalences
The conditions in (IV) are essentially equivalent.

More precisely, for o > L and any ¢ > 0, (Spip)a <= (Sw)a = (S7)as (SrR)a =
(SBIP)a+te-
The strip-type version of the theorem reads as follows.

Theorem 4.74 Let B be 0-strip-type operator with H*® calculus on some Banach space with property
(c). Denote U(t) the co-group generated by iB and R(\, B) the resolvents of B. For r € (1,2] and
o > L consider the condition

B has an R-bounded W,*(R) calculus. (Cr)a

Furthermore, for o > 0, we consider the conditions

(I)o, There exists C > 0 such that for all t € R, ||U(t)]| < C(1+ |¢])~.
(I The set {(t)~“U(t) : t € R} is R-bounded.

(Illa),, The family (()~“U(t) : t € R) is R[L*(R)]-bounded.

(IlIb), The family (R(t + ic, B) : t € R) is R[L*(R)]-bounded for any c # 0 and its bound grows at
most like |¢|=% for ¢ — 0.

(IVa)o The function t — (t)~“U (t)x belongs to v(R, X) with norm < ||z|| for z € X.

(IVb),, The function t — R(t + ic, B)x belongs to v(R, X) with norm < ||~ ||z|| for x € X and
c# 0.
Then the following hold.
(a) Let r € (1,2] such that . > s — ool and B> a+ 1. Then (1) implies (C)s.

(b) Consider o, 3 > 0 with 8 > o+ 3. Then (Il), implies (IVa)z and (IVb)g.
(c) The following hold for o > 5 and € > 0.

(IVa)o = (In)q = (INa = ()a
(IVb)q = (Ib)q = (II)ase

(Ch)a <= (Illa)y = (Ib)q = (Ca)are
(IVa)q = (IVh)o => (IVa)ase

Before proceeding to the proofs, let us compare the theorems with some simple examples.
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4.5 Boundedness criteria for the Mihlin and Hormander calculus

Remark 4.75 In theorems 4.73 and 4.74, comparing different conditions yields a loss in the differenti-
ation parameter . We give a list of examples showing that this loss is close to be optimal.

(1) Jordan block. Gap between (Rpip)a; (Rr)a, (Rw )a and (C2)q 1 -
Let & = m € N be given and consider the Jordan block

0 1 0
0 (m+1)x (m+1)
B= eC
S
0 0

0 L@ . 10
f(B):(f() A )

at least for f € -, Hol(Stry,). Thus, for x = (zo,...,xm) and y = (Yo, ..., ym) € €241,

) m k (’L't)lik
[P,y =1D ) k)!xzyk\ < O™ =l yll,

k=0 =0 (-

and taking x = (0,...,0,1), y = (1,0,...,0) shows that the exponent m is optimal in this
estimate. Thus, t — (t)~P(e""Px,y) belongs to L*(R) for all z,y € X if and only if 3 > m+ 1,
so that A = P cannot have a H3 calculus for B < m + 3.

On the other hand, ||e"B| = (t)™, so that (Npip)m holds, and since X is a Hilbert space,
(NBIp)m is equivalent to (Rpip)m. Also (Rw )m and thus, by lemma 4.72, (Rr)m hold, because

—m i ~ dm s\—m -}
I+ [t A) et A = | [(1 4+ Jtle™) ™™ expite”)] | < C.
Therefore, in this example
(Rp1p)ms (RT)m, (Rw)m, hold, but (Cg)m+% does not hold.

This shows that in theorems 4.73 and 4.74, (a) is sharp for L = 1 and (b) is sharp.

(2) Multiplication operator on Wg*. Gap between (Cs3)q and (Sgip), 41
Let X = W' for some o > L. Consider the co-group U(t)g = e'*()g on X. Note that

leOgllx = 36 — 2 = 3 + )%l = 8 lgllx-

In particular, ||U(t)| = (t)*. U(t) is strongly continuous, since ||U(t)g — gllx = [|§(-)({(- +
t)* — (-Y*)||2 — 0 for t — 0. Denote the generator by iB. Then B is of 0-strip-type. It is easy
to check that f(B)g = fg for any g € X and f € |J, -, H>(Str,). Since W§* is a Banach
algebra for o > %, we have

1F(B)gll = I Fgllx < I lwg llgllx
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4 The Mihlin and Hormander functional calculus

®)

(4)

138

and consequently, B has a W$* calculus. Furthermore, since B* - Ws* — W' [128, p. 141], B
has also a B* calculus. Then by corollary 4.64, the W§* calculus extends to a (R-bounded) W$'
calculus, so that for A = eB, condition (Cy), holds.

On the other hand, since X is a Hilbert space, the square function condition (Sgip)a can be
expressed as

1
i . 2
1) e gllym,x) = 18) e P gll 2w, x) = (/R<t>_2ﬁ+2°‘dt) gl

which is finite if and only if 3 > a + . In summary, we have

(C2)q holds, but (SBIp)aJr% does not hold.

Multiplication operator on E, p € [2,00). Gap between (Nprp)a and (Cr)oq 1, v € (1,2].

In section 5.6 of chapter 5, we will consider a multiplication operator B on a different space
X = E} of functions defined on R. Here, o > 0 and p € [2,00) are some parameters. We will
see in theorem 5.26 that in this case B satisfies ||U(t)|| < (t)*, and that (a) of theorem 4.74 is
false for 3 < a + —L+ — —L—~. Since =1- % can be chosen arbitrary

. type X cotype X *
close to 1, this shows the optimality of (a).

1 1
type X cotype X

Gauss and Poisson semigroup on LP(R?). Gap between (Npip)o and (Nr)a, (Rpip)a and
(R7)a-

Consider some A having an H* calculus on a space with property («). Then theorem 4.73 yields
that for o > 0 and 8 > ' > a+ %, we have (Rp1p)a mUN (Seip) UN (Ryr)gs. Conversely, the
theorem also shows that (Rr)o = (Rpip)g- If X satisfies in addition L <1

1
type X cotype X
(a)

e.g. if X is an LP space for some p € (1,00), then for the same o and (3 as before, (Ngip)oa =
(R(LQ)BIP)B/ % (RT)g - (NT)Q. Szmllarly, also (NT)Q — (NBIP)ﬁ-

Denote a(Nt) = aa(Nr) the infimum over all o such that (Ngip)e holds for the operator A.
Similarly, we define a(Rpip), a(Nt) and a(Rr). Then summarizing the above, we get

1 1
‘Oé(RT) — a(RBlp)\ < 5 and |a(NT) — Oz(NBlp)| < 5 (4128)
An indication that the gaps of L in 4.128 are not artificial is given by the following example.

Let X = LP(R?) for some d € N and p € (1,00) and consider the 0-sectorial operators G = —A
generating the Gaussian semigroup, and P = (—A)= generating the Poisson semigroup. By the
identity G = P%* we have
ag(Nprp) = ap(Npip) and ag(Rpip) = ap(Rpip).
However, we will see in section 4.6 (proposition 4.89 and theorem 4.90) that
ag(Nr) =ag(Rr) =d 1.1
c\Nr) =acllir) =d|-—5
and, in contrast,
1 1
Np)=(d—1)|= - =|.
ar(Vr) = @- 1)1 - 3

Thus, ag(Nr) — ap(Np) = ‘;1)— %’ —1forp—1orp— .



4.5 Boundedness criteria for the Mihlin and Hormander calculus

Remark 4.76 Let o — & & No. Under the assumption that A has an R-bounded M®+1=< calculus for
some € > 0, (note that since MT1-¢ C H;H;Jrs for r as in (a) of theorem 4.73, (Nyw )o and (Rw )a
imply an R-bounded M“t1=¢ calculus), the conditions (Sw)ea, (R(L2)w )a, (Rw)a and (Nyw ), can

be restated in a uniform way as follows: Let m € Ny such that o — § € (m,m + 1) and

_

m—

ol =577 - 3 =)
Let
(Sw)a 1A wa(sA)elx < lall, (€ Da).
(RUE2)wY, RIPR)(Aduwa(54) : 5 € R) < oo.
(Ru) R(fwa(s4) 5 € BY) < ox.
(N Yo sup,c R({wia(2854) : & € 7)) < oo,

Then each of the above four conditions is equivalent to the corresponding non-primed condition.

Proof. (Sw)., <= (Sw)a : We show that (Sw)!, <= (Sgip)a. The proof is similar to that of
proposition 4.42. We determine the Mellin transform of sZw,(s) : By a contour shift of the
integral s ~> is,

/ " sitshug(5) % = / (i) (is)
m—1 (_

Y , J
_ Z-—a-i—%—‘rzt/ s—(x—&-%—‘—lt(e—s . Z f) )@
0 : J s

NCE
We, (zs)?

Nl

[

Applying partial integration, one sees that this expression equals iR (—at 1-+it). Thus,

1

M(stuwa(s))(t) = i (a4 3 +it),
and by proposition 4.33,
M({(sA)2wa(sA)z, &) (t) = i T2 T (—a + % +it) (A" z, 7).
Since o — 1 ¢ Ny,

. 1 5 5
|Z.7a+%+zt . F(—Oé + 5 + Zt)‘ >~ 72t 67§‘t|<t>7o¢

for t € R. Thus, with lemma 4.49, for x € Dy,

(SBip)a == [[(s4)2wa(£5A) 2/l (r, 2= x) S 2] <= [AZwa(sA) |y ,as,x) S []-

(R(L2)w),, <= (R(L2)w )q : This is shown in the same manner as (Sw ), <= (Sw)a, replac-
ing lemma 4.49 by lemma 4.34.
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4 The Mihlin and Hormander functional calculus

(Rw)!, <= (Rw)q : Put vE(t) = (1 +t)"%* so that
(Rw)a <= R({vl (tA),v, (tA): t > 0}) < o,
whereas
(Rw)., = R({wa(tA),w*(—tA): t > 0}) < co.

The claimed equivalence follows if R({wq(tA) — v} (tA), we(—tA) — v, (tA) : t > 0}) < oo, or
by the R-bounded M*+1~¢ calculus, if w,(£(+)) — vE € MoF17¢. Let v € C°(R,) be as in
proposition 4.12 (3). We decompose

o — (1) L, (i)
wa“)—vmzwe ! ; (j!)'
[ =)
- [T
o — (141 o (it
+ |:ta(]_+t)ae (1—¢(ﬁ))+t ]_Z:O j'] .

By the just mentioned proposition 4.12 (3), the expression in the first brackets belongs to
Mat1=¢ and it is easy to check that also the second bracket, and thus, w, — v} belong to that
space. In the same way one checks that also w,(—(+)) — v, € M**T1=¢,

(Nw)., <= (Nw ), follows from the same argument. O

We now prepare the proof of theorem 4.73. First we have a look at (a), i.e. the implication
(NB1p)as (NT)a, (Nw)a = A has an R-bounded Hf calculus

for suitable 8 and r.

As a preparatory lemma, we show a representation formula of the functional calculus in terms
of the operators e*4.

Lemma 4.77 Let A be a 0-sectorial operator with a M calculus for some v > 0 such that

ts (£) 7P (1 + A)~2| is dominated by a function in L"(R) (4.129)
for some o, 8 > 0 and r € (1,2]. Then for x belonging to the calculus core D of A,

t s (1 + A)~“x is differentiable (in particular measurable) (4.130)

and for f € C'°(0, 00),

fFAA+A) "z = % /R F)et A1 + A~ xdt. (4.131)

Proof. Fix an integer M > . Let K be the set of all functions f € H*>*(%,,) for some w € (0,7)
satisfying the following properties: |f(\)| < [A[M* for [N < 1, |[f(N)| S [A|7! for [A| > 1 and
f € WP, where we extend f(t) for negative ¢ by putting f(t) = 0.

We will show the following:
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(1) For f € K, 4.131 holds.
(2) For f € (0, 00), there exists a sequence (g,,), C K converging to f in W/ and in M".
(3) For f € C(0,0), 4.131 holds.

(1) We write y = (1 + A)"%z. Let f € K. In particular, f € Hg° so that for some w € (0, §),
according to 2.1,

f(A)y = = TN = A)"tydA.

271 )

We claim that (A — A)~! can be expressed in terms of €4, more precisely, for s > 0,

(se™ — A)~ly =i / expl(—ise™™ + iA)]ydt. (4.132)
0

Since z and thus also y belongs to D, there exists N € N such that p(4)y = y for any
¢ € C°(0,00) satisfying o(t) = 1 for t € 27V, 2V]. It is also easy to see that for any to > 0
there exists ¢y, € C2°(0,00) such that ¢ (tA)y = y and ¢} (tA)y = 0 for any ¢ in some
neighborhood of ¢.

Fix some t( and let ¢ be in that neighborhood. Then by corollary 4.21, ¢t — ety = e““‘@to (tA)y
is differentiable. Indeed, g(\) = exp(i))py, (A) belongs to C2°(0, 00), so that g. € B . Further,
g'(N) = ig(A) + exp(i\) ¢}, (A), and consequently, by that corollary,

%[e“"‘y] - %[Q(M)y} = iAg(tA)y = ide"y. (4.133)
This shows the claim 4.130. The integral on the right hand side of 4.132 is absolutely conver-
gent. Indeed, replacing M if necessary by a larger number, we can take some ¢ > 0 such that
M > a+ 6 > 7. By the bounded M7 calculus and proposition 4.12 (2), ||e?*4(1 + A)~(@F+9)|| <
()M Thus, [|e®y| < #)M|(1+ A)’z||, and consequently,

| exp[(—ise™™ + iA)t)y| < (t)Mestsin), (4.134)

Therefore,

/ | expl(—ise= + iA)ty||dt < / (1M e=stsin) gy < = (M+1), (4.135)
0 0

Now 4.132 follows from the fundamental theorem of calculus and 4.133, noting that by the
Convergence Lemma 4.19, lim;_,(se™™ — A) "' exp[(—ise™™ + iA)tly = (se”™ — A)~'y, and
by 4.134, lim;_, o (se ™™ — A) "1 exp[(—ise ™ + iA)t]y = 0. In a similar way, one also shows

0

(s = )y =i [ exli—ise™ - iApydt

— 00
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Plugging this into the Cauchy integral formula, we get

o

) 1yd5+ / f 7zw zwiA)flyds

tjw Jjoo
= Z (1) +16 / f(5e¥%) exp[(—ise™™ + iA)t]lydtds
j==*1

" tjw joo
© Z (— 1)]+16 / / f(5e9%) exp[(—ise™” + i A)tlydsdt

j=+1

() 1 / / £(s) exp[— wtﬂtA}ydsdH— / / [ (s) exp[—ist + it Alydsdt

—ﬂ_/_oo F(t)etAydt.

In (%), we applied Fubini’s theorem: Note that by 4.135

:Foo ) 0o )
/ / eF)| - || exp[(—iseT™ + i A)t)y||dtds < / |f(seT™)|s~ M+ s,
0

which is finite due to the assumption f € K. In (), we made a contour shift se*™ ~ se
which is allowed again due to the assumption f € K.

Up to now we have shown that for f € K and z € D,

FA)L+ A) o = %/Rf(t)ei“‘(l—kA)_“mdt

(2) Let f € C°(0,00). Recall the holomorphic approximation f,, = f = ¥, as in lemma 4.15,
ie. ¢p =19 (27"(-)), where ¢ € C® with ¢(¢) = 1 for |t| < 1. We have seen in this lemma, that
fn — fin WP, Let us check that also fnl(o,00) = f in M. Tt clearly suffices to show that

sup [t*(fn — )P ()] = 0 (k € Np). (4.136)
t>0

For k = 0, this follows from lemma 4.15. For k > 1

*(fo = HE @) = t5(f # b — HIF () = (=)F[(EF(E) (¥n (&) — 1)P] ().

Since f € C2°, £¥ f(€) belongs to the Schwartz class S(R). Now it clearly suffices to show that
for any f € S(R), [f(€) & )(E)T(t) converges to 0 uniformly in ¢ € R. By the definition of v,

we have |f(&)¢{ (€)] = 2% | F(¢)p® (277¢)|, which clearly converges to 0 in L'(R). Hence,
4.136 follows.

In order to get an approximation in K, we consider a modification g,, = f, - hy. Put hy, () =
exp(—-& — —) One checks that there exist ¢, ¢z > 0 such that for A € =,

n n?2

c1 c2(Re\)?

< _ _
V] < exp(— £ - 200

). (4.137)
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In particular, h,, € H>(¥z ). Continuing h,, by 0 for negative arguments, we have h, € C*(R).
We check that g, = f,, - h, € K : Clearly, g,, is a holomorphic function on Yz. By the Paley-
Wiener theorem, |f,(\)| < e“I'™ Al so that by 4.137, the product with h,, is bounded on Yz
and satisfies the claimed decay properties at 0 and co. We have g,, € W/, since f,, € W/ and
h,, and all its derivatives are bounded on R.

Furthermore, h, — 1 and all its derivatives converge locally uniformly to 0 on Ry. Thus,
fon-bn—f=fo-(hy—1)+ f, — f converges to 0 in W/ and in M" (as functions on R and R
resp).

(3) Let f € C°(0,00) and g,, the approximating sequence as in (2). Then g, (A)(1 + A)™ —
f(A)(1+ A)=* by the M" calculus, and [, ¢, ()" (1 + A)~xdt — [ f(t)e" (1 + A)~zdt,
since

/ng}L(t) = fONe™ 1+ ) zlldt S [[(ga(t) = FO)O Il S llgn = Fllys — 0.

By (1), the claim follows. O

A key role in the proof of theorem 4.73 (a) is the following result due to Hytonen and Veraar,
which produces R-bounded sets by integrating operator families against functions in L" (R).

Theorem 4.78 [61, prop 4.1, rem 4.2] Let X be a Banach space and (2, ) a o-finite measure space. Let
Further let T € L™(Q2, B(X)). Denote r' the conjugated

€ [1,00) satisfy ! >
r ,00 - - .

r~ typeX  cotypeX
exponent to r.

Then (T(w) : w € Q) is R[L" (Q)]-bounded, i.e. the set
{Tr: 1fllL @ <1}

is R-bounded, where Tyx = [, f(w)T(w)zdw.

As remarked in [61, rem 4.2], the condition 7' € L" (2, B(X)) can be relaxed to: T :  — B(X)
is strongly measurable and w +— [|T'(w)|| p(x) is dominated by a function in L"(2). We will make
use of this relaxation in the following proposition which essentially proves (a) of theorem 4.73.

Proposition 4.79 Let A be a O-sectorial operator on a Banach space with property (o) having an H>
calculus. Recall the conditions

A" < O+t (NVBIP)a
A has a M7 calculus for some (large) v > 0 and (Nw)a
sup R({{s)*(1 + QkA)fo‘eiSQkA c keZ}) < oo,

seR

A has an R-bounded M calculus. (Cr)g
Let r € (1,2], + > 5ox — aoiynex ad B> a+ 1. Then

(NBip)a o1 (N\V[//)a imply (C;)p-
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4 The Mihlin and Hormander functional calculus

Proof. By proposition 4.65, the assumptions imply that A has a M” calculus for some v > 0.

Consider first the case that A satisfies (Npip)a. Write B = log(A) and U(t) = A™. By the
localization principle 4.64, it suffices to check that

R{f(B) : [[fllyp <1}) < oo

Clearly, t — (t)7?||U(t)|| is dominated by a function in L"(R). Indeed,

O IUl = &~ ),

and the first factor is in L"(R) by the choice of 3, and the second factor is bounded by the
assumption (Ngip)e. In particular, by proposition 4.22, B has a W5 calculus, and for f € W2,
Jz f()U(t)dt exists even as a strong integral according to remark 4.23 (2), so that

1 A

f(B)z O FO T UBdt (2 € X).

Since r < 2, we have by the Hausdorff-Young inequality || f(¢)(t)?||, . ®) S I fllyyp- Further, by

o 1 1 1
the assumption 7 > ——~ — &,

RUS(B) : I fllwp < 1D S RUFB) = IF O Iy < 1}) < o0

we can apply theorem 4.78 and consequently,

Consider now the case that A satisfies (Ny ). We want to apply the second part of the local-
ization principle 4.64. Let

Sp(t) = (8) (1 + 2+ A4) @24
and S(t) be the operator on Rad(X) defined by
S(t) (Z €k ® xk) = Z&k ® Sk(t)xg.
keZ kEZ

Strictly speaking, the right hand side might not be convergent in Rad(X), and this minor
problem can be solved by considering the finite dimensional subspaces

span{ex @z : k€ {—N,...,N}} C Rad(X),

taking care of the (in)dependence of estimates on N in the following, and passing to the limit
N — oo only after 4.139.

Then (Ny ). means that supeg |S(t)]| B(Rad(x)) < 00. The space Rad(X) inherits from X the
property («) and its type and cotype. Indeed, by definition, Rad(X) is a closed subspace of
some L%*(Qp, X), and thus, as mentioned in chapter 2, section 2.5, Rad(X) has property («)
and the same type and cotype as X. Put

1
d:=0—-a>-.
T
Then

t— (t)79)S(t)|| is dominated by a function in L"(R). (4.138)
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4.5 Boundedness criteria for the Mihlin and Hormander calculus

For f € L (R) and k € Z, put
Sl XX 20 / FO@ TS, xdt
R

and
7+ Rad(X) — Rad(X), y / FO) S (t)ydt.

Strictly speaking, we define S,J: first for x € D, so that the measurability of S,J: (t)x is ensured
by 4.130 from lemma 4.77, and then extend continuously to X by 4.138. A similar comment
holds for S/. By theorem 4.78 and 4.138, {S/ : ||, g, < 1} is R-bounded in B(Rad(X)).
This implies that also

{S{ : Ifll @ <1, k € Z} is R-bounded in B(X). (4.139)
Indeed, let z; € X, k; € Z and f; € L" (R) with || fi|l,» < 1. Put y; = e, ® 2; € Rad(X). Then

I Zfz‘ ® 81 illRaa(x) = |l Zai ® ek, ® ST | Rad(Rad(x))
= | ZEi ® STy || Raa(Raa(x))
S Z €i @ Yil|Rad(Rad (X))
= Zgi ® Zil|Rad(x)-

Let g € C2°(0,00). By lemma 4.77, for x € D,

1 ok
g(2FA)(1 + 2k A) o = o G(t)e™ A (1 4 28 A)xdt
™ JR
-
o 2 R

:S,fx,

G P )08y (t)zdt

with f(t) = g(¢){(t)®. Thus by 4.139,
R({g(2*A)(1 +2°4)7™ : g € CZ(0,00), llgllyp < 1, k € Z}) < co.
Put ¢(A) = (14 A)%p()), where ¢ € C2°(0,00) equals 1 on [4,2].

We claim that
{¢(2%A) : k € Z} is R-bounded. (4.140)

Indeed, by assumption, A has a M" calculus for some v > 0, and thus, by proposition 4.12,
in particular (Ngip). holds. The first part of the proof with « instead of « in turn implies that
A has an R-bounded ] calculus. By proposition 4.8, sup;,c;, ”w(2k')”7ﬁ/ = ”1/1”712/’ which is
clearly finite, so that 4.140 follows. Hence

1
R({g(2"4) : g € CZ(Ry), suppg C [5,2], llgllyp <1, k € Z}) < oo,

The claim now follows from corollary 4.64. O
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4 The Mihlin and Hormander functional calculus

The next proposition essentially proves (b) of theorem 4.73.

Proposition 4.80 Let A be a 0-sectorial operator having an H* calculus on a Banach space with
property («). Recall the conditions

The set {(t)"“A" : t € R} is R-bounded. (RB1P)a
The set {(g —10])°T(et) : t > 0,0 € (—g, g)} is R-bounded. (Rr)a
The function t — (t)~* A"z belongs to v(R, X) with norm < ||z|| for x € X. (SBIP)a
The function t — AY2T(et)x belongs to (R, dt, X) (ST)a

with norm < (g —10) ||| for z € X and 6 € (—g, g).

Then )
(Rpip)a = (Seip)p (B> a+ 5)
and 1
(Rr)a = (ST)s (B=Za+ 5).

Proof. Assume that (Rpip), holds. Then by lemma 2.7,
K~ A 2]l x) < I~ 2@ R ™A™ t € RY 2]l < ]
Thus, (Sgip)s follows.
Assume that (Rr), holds. By [72, thm 7.2, prop 7.7], the fact that A has an H* calculus

implies that for x € D(A) N R(A), \|A%T(t)x||7(R+,X) S |lz||, so that by lemma 2.7 with the
isomorphic mapping L?(R,dt) — L*(Ry,dt),t — ts

1 —1
[A2T(ts)zly e, x) S s 2|l

for s > 0. Decompose

Hi(F-w) _ petilE-

NS

e =re )+ s

where s,r > 0 are uniquely determined. By the law of sines, s = w for w — 0+ . Then
AT (te G 9)) = T(tre* (5 -%)) 0 A3T(ts).

Therefore, by assumption (Rr)a,

w

1A T (te* 5 =)zl m, x) < RUT(tre*"3=2)) ¢ > 0})[|AZT(ts) ] r, x)
S w AT (ts)a ]z, x)
Sw W | AR T (1) r, x)
Sw T
Now (57),41 follows. O

We are finally in the position to prove theorems 4.73 and 4.74.
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4.5 Boundedness criteria for the Mihlin and Hormander calculus

Proof of theorem 4.73. (d) This is proved in theorem 4.46, except the equivalence (R(L2)gip)o <
(C2)q- We do already know from theorem 4.46 that (R(L2)g1p )4 is equivalent to the R-bounded
Wy calculus of B = log(A). By proposition 4.71, B has a B” calculus for some (large) v > 0.
Consequently, by the localization principle from corollary 4.64, this is equivalent to the R-
bounded W calculus of B, i.e. to (Cs)q.

(e) This is entirely covered by proposition 4.50.

(a) For (Npip)q this follows directly from proposition 4.79, for (Nr), and (Nw )., we appeal
in addition to the implications (Nw)o = (N1)o = (Nw)a+. from lemma 4.72.

(b) For (Rpip)a and (Rr)a, the statement is directly covered by proposition 4.80 and (e). By
(Rw)a = (Rr)a = (Rw)a+te (4.141)

from lemma 4.72, we also have (Rw)a = (Rr)a = (S7)aq1-
(c) We let aqvy < aan < o) = Q-
Let us show that any of the conditions in (IV) implies any of the conditions in (III) respectively.

By (d) and (e), it suffices to know this for one condition in (IV) and (III). Now e.g. (Sgip)
(R(L2)B1P) oy, follows from theorem 4.36.

—

)

Let us show that any of the conditions in (III) implies any of the conditions in (II).

Again by (d), we may take (C3)q,, instead of any of the conditions under (III). To show
(Rw )aq,, it suffices to estimate ||\ — (1 + \t|)\)_‘¥e"’“\|Hg/ for a = a@my > o = om. By
propositions 4.9 and 4.12 (4), we have

1A= (L ) e S I = (L [HA) €™ pgar = A = (14 X) 72 o < 00

for any auxiliary o/’ € (o/, «). This clearly implies that {(1+[t|A)~“e*4 : t € R} is R-bounded,
i.e. (Rw)q holds.

In the same way, with (4) instead of (2) in proposition 4.12, one shows that also (Rpip ) holds.
Condition (Rr), follows then from 4.141. O

Proof of theorem 4.74. Considering the 0-sectorial operator A = ¢, (a) and (b) follow from the
sectorial theorem 4.73. Recall the first stated chain of implications in (c):

(IVa), = (Ila) g = (I)q = (I)a.

This also follows from the sectorial theorem (the last implication is trivial), except that in
(Ta), = (II), there is in fact no loss of ¢ in the parameter o : From the sectorial theorem, we
know that (Illa), implies that B has an R-bounded W4' calculus. It now suffices to estimate
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4 The Mihlin and Hormander functional calculus

[| ()~ @et() lwg , without the detour of the Mihlin norm as in the proof of the sectorial theorem.
We have for an equidistant partition of unity (¢,). as in the definition of Wy,

1O llwg = sup O pulwg
neL

so that (I),, follows.

The second line in (c) was
(IVb), = (Illb), = (IT)ge-

The first implication follows from proposition 4.50, and the second implication from the sec-
torial theorem.

The third line in (c) was
(C9)o < (llla), = (IIIb), = (C2)qte-

The first equivalence is covered by the sectorial theorem, and the other implications follow
again from proposition 4.50, together with the localization principle in the last step.

Finally, the fourth line in (c) is covered again by proposition 4.50. O

4.6 Examples for the Hormander functional calculus

In this section, we investigate how our theory developed in sections 4.4 and 4.5 compares
to spectral multiplier theorems in the literature. We show that many Hormander multiplier
results for particular operators are covered by theorem 4.73, and thus the latter provides a
unified view of these results. Moreover, we obtain R-bounded multiplier results instead of
simple boundedness, and in some cases (see remark 4.96 below), the differentiation order of
the Hormander calculus can also be lowered compared to known results.

4.6.1 Interpolation

In many interesting examples for the Hérmander functional calculus, the operator A is defined
on an interpolation scale like L? () for all p belonging to some interval (po,p1) containing 2.
Suppose that for all these p, A has a H{ calculus on LP(Q) for o = a(p) and ¢ = ¢(p). Suppose
moreover that A is self-adjoint and positive on L*(Q), so that A has the classical calculus for
self-adjoint operators, allowing bounded Borel functions, which is larger than the 1 calculus.
Then by complex interpolation, the classical calculus improves the H' calculus on LP(€2). In
this subsection, we work out this interpolation procedure in an abstract framework.
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4.6 Examples for the Hormander functional calculus

On the other hand, in some examples, the operator A satisfies the assumptions of 0-sectorialness
in definition 4.13, except the injectivity and the dense range. We will call such an operator
pseudo-0-sectorial. This is not a substantial obstruction for the functional calculus. Indeed, if
the underlying space X is reflexive, then there exists a decomposition method such that A
becomes injective on a subspace of X (see [81, prop 15.2], [24, thm 4.1]). This decomposition
behaves well with respect to the complex interpolation procedure mentioned above, see lemma
4.86.

We start with an interpolation result for the Hérmander function spaces.

Recall that if (X,Y") is a complex interpolation couple, then we let F/(X,Y’) be the space of all
functions f defined on the strip S = {0 < Rez < 1} and with values in X + Y such that f is
continuous on S, analytic in the interior of S, f|ge .—0 has values in X, and f|ge =1 has values
in Y. Then F(X,Y) is normed by || f||r(x,v) = sup,er([[f(i7)[|x, [|f(1 +i7)[y).

For 6 € (0, 1), the complex interpolation space (X,Y ) equals {z € X+Y : 3f € F(X,Y), f(8) =
z} and is normed by ||z||(x vy, = inf{||fl|px,v) : f(0) = 2} (cf. [6, sect 4.1]).

Lemma 4.81 Let po,p1 € (1,00) and oy > pio,al > p%' Then the spaces Wgo and WS form a

complex interpolation couple by the embedding Wy C L*(R). For 0 € (0,1), set .- = L=+ 2 and
ap = (1 —0)ag + Oay. Then

Waes Weildo D Wylo == AF € Wi I eullwge — 0 for n] — oo}
and for f € Wy, ||f|‘w;f; = \|f||(W§On’W511)G. Here, of course, (pn)r is an equidistant partition of
unity.

Proof. Let f € W' . We show that f € W(0) := (Wy2, Wy't)e and

Ppo?

[ lbwoy S 1 lwge- (4.142)

Since the elements of compact support are dense in W,*,, we can assume that fiy,, = 0 for

[n| > N for some N € N. As fo, € Wi C Wio + Wt it is clear that f € WS° + Wy, For

n € Z fixed, fy, belongs to W7, which equals (W W;)xll)g according to [127, section 2.4.2].

Po
Thus for any € > 0, there is g, € (W, W2t) with §,,(0) = fe, and

Ppo ’

1gnll mwgo weony < Ifenllwes + e

Put now ¢,(-) = gn(:) - ¥, where ¢, € C* with supp¢, C [n —2,n+ 2] and ¢, = 1 on
[n —1,n + 1], so that still g,,(8) = fy,, and moreover g,(z) and ¢; have disjoint supports for
any z belonging to the strip S and any |n — j| > 2. Assemble g(z) = ZTJY:_N gn(z). As a finite
sum, g clearly belongs to F(Wyo, Witt). Then

Ppo’
H!JHF(W;’“(?,W;,’ll) = ZQTLHF(W&?,W;’?) = sup [ Zgn%”F(W;"UO,W;ll)
n J n
= sup Z HgnSﬁjHF(WZ‘?OO,W,?Il) < sup ||9nHF(W,‘?OO,W,?11
J . n
In—jl<2

Ssup [fenllwes +=[1Flwgo +e
n
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4 The Mihlin and Hormander functional calculus

Letting ¢ — 0 yields || f|lw@) S Hf||w§;~
On the other hand,
1 £lhwge = sup | feonllwss
nezL

= sup || fonllwe)

sup inf{|[gnllpwgo wer) + 90 € F(W? s Wi, gn(0) = fon}

PQ

sup inf{{lgen || oo wer)y + 9 € FOV2 W), 9(0) = £}

inf{sup [|gpnll o wely t g€ FOWpo Wi, g(0) = f}

PO

N

ILflbwoy-
O

The restriction to functions vanishing at oo in the above interpolation lemma disappears when
dealing with the functional calculus, as the next lemma shows.

Lemma 4.82 Let B be a O-strip-type operator having a B calculus for some 3 > 0. Let p € (1,00)
and o > 1.
p

If there exists a constant C' > 0 such that

IF B < Clifllwg  (f € () H>(Strw) N W), (4.143)

w>0
then B has a bounded Wy calculus.

If in addition
{f(B): fe () H®(Str,) "W, Ifllwg < 1} is R-bounded, (4.144)
w>0

then B has an R-bounded Wy calculus.

Proof. Let (px)r be an equidistant partition of unity and set ¢, = > ,__, ¢ for any n € N.
Then v,,(B)z — z by the Convergence Lemma 4.19 for any = € X.

Let f € (,50 H>(Stre,). We have fo, € Wig and || fonllwe < [[fllwg [¥nllwg S [1Fwg - Thus,
1 (B)z|| = lim |[f(B)yn(B)z|| = lim [[(f¢n) (B)zl| S (| Fllwg 1],
and the first claim follows directly from definition 4.26.

The second claim is proved by the same approximation procedure. O

The interpolation of 0-sectorial operators and their Hérmander functional calculi now reads
as follows.

Proposition 4.83
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(1) Let X and Y be Banach spaces which form a complex interpolation couple. Assume that Ax and
Ay are 0-sectorial operators on X and Y respectively such that their resolvents are compatible,
in the sense that

R(MAx)r=R(MAy)r (x€XNY, A¢&][0,00)). (4.145)

Then for any 6 € (0, 1), there is a 0-sectorial operator Ag on (X,Y )e which is compatible in the
sense of 4.145.

(2) Assume in addition that Ax has a H3° calculus and Ay has a H3! calculus for some po,p1 €
(1,00) and a9 > - and aq > -

Then for any 0 € (0,1), Ag has a H;? calculus, where p%) = 1p;00 + p% and ag = (1—0)ag + 0oy
are the usual interpolated parameters. Further, the calculi of Ax, Ay and Ay are consistent, i.e.
f(Ax)z = f(Ay)z = f(Ap)x for f € Hp° N'Hyt and x € X NY.

0

(3) If the Hpo calculus of Ax and the Hy! calculus of Ay is in addition R-bounded and X and Y
have type > 1, then the Hy¢ calculus of Ay is also R-bounded.

Proof. (1): We write Xy = (X,Y)g. For A € C\[0,00), denote R(\) € B(Xy) the interpolated
operator of R(A\, Ax) and R(\, Ay). Then R(A) — R(p) = —(A — p)R(A\)R(p) for any A, p €
C\[0,00), so that A — R()) is a pseudo resolvent. By [24, thm 3.8] and the fact that Ay is
densely defined, we have —nR(—n)z = —nR(—n, Ax)z — z in X for any x € X NY. Similarly,
—nR(—n)z — zin Y for any z € X NY. Since X NY is dense in Xy and —nR(—n) is uniformly
bounded in B(Xy), —nR(—n)x — z in Xy for any = € Xy. Then [108, p.37 cor 9.5] yields
that R()) is the resolvent of a closed and densely defined operator Ay, and it is clear that Ay
inherits the resolvent growth condition for 0-sectorial operators from Ax and Ay . It remains
to show that Ay has dense range. By [24, thm 3.8], this is the case if and only if

lim lEf(—l,Ag):zz =0 for any z € Xs. (4.146)
n

n—oo N

Note that again by [24, thm 3.8], the corresponding statement holds for Ax and Ay on X
and Y. This yields that 4.146 holds for x € X NY, and thus for any = € Xy by the uniform
boundedness of L1 R(—1, 45) in B(Xy).

(2): Write in short E = H2? and similarly E' = H!. Consider the bounded bilinear mappings
XxE° =X, (2,f)— f(Ax)z and Y x E' =Y, (z, f) — f(Ay)z. (4.147)

We claim that they are compatible, i.e. if (z, f) € (X NY) x (E°NE"), then f(Ax)x = f(Ay)z.
This is clear by assumption if f(t) = (A —¢)~! for some A € C\[0,00). By the Cauchy integral
formula, the same holds true for f € {J,., H§°(Xs.), and then also for f € |J ., H>(X,) by
the Convergence Lemma of the H* calculus, proposition 2.5. By the density lemma 4.15, this
extends to f oexp € W2 NW2 and finally to E° N E' by definition 4.24.

By multilinear complex interpolation [6, thm 4.4.1], for § € (0,1), the mappings in 4.147
interpolate to a bounded bilinear mapping

T: Xy x (E°,EYg — Xy, (x, f) — T(z, f).
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4 The Mihlin and Hormander functional calculus

By the same reasoning as before, T'(x, f) = f(Ap)z for x € X NY, first for all f € J,,., H5®(Xw)
and then for f € |J ., H*(X,). Thus we have
1f(Ao)llBxo) S fll(mo,mny, (f € U H>(%,)). (4.148)

w>0

By the embedding W,’, C (Wy?, Wyt)e from lemma 4.81, 4.148 implies that log(A) satisfies
4.143.

Note that Ax and Ay have a M%*+¢ and M*1*¢ calculus according to proposition 4.9 (4). Set
EY = M*0F€ and E' = M*1F¢ so that (E°, E')y = M®* <. Then the same reasoning as above
yields that Ay has a M**"< calculus. Consequently, we can apply the first part of lemma 4.82
to log(Ay) and deduce that Ay has a ;¢ calculus.

(3): Assume now that the calculi of Ay and Ay are R-bounded. Write again E® = Hpo and
E' = H21. Then it is easy to see that

co(E®) x Rad(X) — Rad(X), ((fi)k, Y _ex @ k) = > ex @ fr(Ax)zk
k k

and
co(E') x Rad(Y) — Rad(Y), ((fr)k, Y _ex @ xx) — 3 _ ek @ fulAy)zk
k k

define bounded bilinear mappings. Note that Rad(X) and Rad(Y") form a complex interpola-
tion couple as subspaces of L?(Qy, X +Y). Since X and Y have type > 1, Rad(X) and Rad(Y)
are complemented subspaces of L?(Q, X) and L?(Qo,Y), and thus

(Rad(X),Rad(Y))s = Rad((X,Y)s)

([111], [30, chapt 13], see also [69, prop 3.7]). Also by [127, 1.18 rem 3], (co(E®),co(E'))g =
co((E°, E1)g). Then again by multilinear complex interpolation [6, thm 4.4.1], the above map-
pings extend to

Co( g{io) X Rad((X,Y)g) — Rad((X, Y)g), ((fk)k, ZEIC ® Jik) — Z&k X fk(Ag)xk.
k k
This in combination with lemma 4.82 implies that Ay has an R-bounded H;? calculus. O

For an operator A which is self-adjoint on X and has a Hérmander calculus on Y, we obtain the
following “self-improvement” of the calculus as mentioned at the beginning of the subsection.

Corollary 4.84 Let X be a Hilbert space, Y a space (of type > 1) and (X, Y") be a complex interpolation
couple. Let Ax and Ay be 0-sectorial operators on X and Y such that their resolvents are compatible
in the sense of 4.145. Assume that Ax is self-adjoint positive and that Ay has a (R-bounded) HS
calculus for some p € (1,00) and a > %

Then for 0 € (0,1), the interpolated operator Ag on (X,Y )y has a (R-bounded) Hg?¢ calculus for any
ap > Oaand pg > p/o.
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4.6 Examples for the Hormander functional calculus

Proof. Since Ax is self-adjoint positive, it has a HJ calculus for any ¢ € (1,00) and § > % (see
illustration 4.87 (2) below). For given ap > 6« and py > p/6 choose 1/q and 6 sufficiently small
and apply proposition 4.83. O

In some examples, the operator A is not injective, e.g. the Neumann Laplace operator on
LP(9), where € is a bounded domain in RY. If X is a reflexive space, then there is the following
decomposition X = X, ¢ X; together with A = Ay & 0, such that Ay is 0-sectorial on X. For
the proof, we refer to [81, prop 15.2] and [24, thm 4.1].

Lemma 4.85 Let X be a reflexive Banach space and A a pseudo-0-sectorial operator on X, i.e. A is
closed and densely defined such that o(A) C [0, c0), and the resolvent growth condition holds: for any
w € (0,7) there exists C,, > 0 such that |AR(X\, A)|| < C,, for A € C\Z,.

Then there exists a decomposition X = Xo @ X1, where Xo = R(A) and X; = Ker(A) are closed
subspaces. The projections on Xo and X, are given by

Py: X = Xo, z+— /\liI(I)l —AR\, Az, P :X — Xy, x> /\liI(I)l AR(N, A)x. (4.149)

Furthermore, for x = xo @ 1 € D(A) with z; € X;, j = 0,1, A decomposes as Az = Agzo & 0,
where A is a O-sectorial operator (in particular injective and with dense range) on Xo, with domain
D(Ao) = {37 e XoN D(A) : Az € Xo}

This decomposition method and the complex interpolation method of proposition 4.83 (1) can
be combined, as the next lemma shows.

Lemma 4.86 Let X and Y be reflexive Banach spaces and Ax, Ay operators on X and Y as in
lemma 4.85. Assume that (X,Y) is a complex interpolation couple and that the resolvents of Ax and
Ay are compatible in the sense of 4.145. Then for 6 € (0,1), there exists Ay on the interpolation
space Xo = (X,Y)q as in lemma 4.85 with compatible resolvents to Ax and Ay . Further, for the
decomposition Xg = (Xg)o ® (Xo)1, we have

(X;,Y5)e = (Xp); (5 =0,1) (4.150)

and the resolvents of (Ax)o, (Ae)o and (Ay)o are compatible.

Proof. The existence of Ay can be proved as in proposition 4.83. We now show 4.150. Denote
PjX the projection on X; for Ax as in 4.149, and similarly Pjy, P? for Ay and Ay. Since the
resolvents of Ax, Ay and Ay are compatible, also PjX , ij and Py are, so that we can extend
themto Pj: X +Y — X +Y.

We have z € (X},Y})y if and only if
z = g(0) for some g € F(X;,Y;). (4.151)
This is the case if and only if
x = f(0) for some f € F(X,Y) and z = Pfx. (4.152)

Indeed, if z = ¢() for some g € F(X,,Y;), then put f = g € F(X,,Y;) C F(X,Y). Since
Pj o g = g on the boundary of S, we have by the three lines lemma P; o g = g on S. Therefore,
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4 The Mihlin and Hormander functional calculus

Plr = Pj(g(0)) = g(0) = x. Conversely, if 4.152 holds, then g = P; o f € F(X;,Y;) and
x = g(h).
Finally, 4.151 means precisely x € (Xy);, so that 4.150 is shown.

For the last statement, take x € X NY. Then
Fi()\7 (Ax)o)l' = R()\, Ax)Po.’L' = R()\7 Ay)P()LL' = R()\7 (Ay)o)l‘ = R(>\, (AO)O)‘T
O

Hustration 4.87 (1) Let —A be a generator of an analytic semigroup T(z) on a reflexive space X
which is bounded on each sector z € ¥, w < 5. Then A satisfies the conditions of lemma 4.86.
The semigroup decomposes on X = Xo @ X, as

e~#40
T(z) = < 0 Idy, >

where e~*40 is the semigroup generated by Ag. Further, it is easy to see that for any o > 0, A
satisfies (N1)q or (Rr)q from theorem 4.73 iff Ay does.

(2) If Ais a self-adjoint positive operator on a Hilbert space X, also Ay is self-adjoint positive on the
Hilbert space Xy, and for a bounded Borel function f : [0,00) — C, we have the decomposition

_( f(4) 0
f(A) = ( 0 J(0) Idger(a) ) '

Assume that Y is a reflexive space forming an interpolation couple with X. Then f(A) extends
to a bounded operator on Y for any f € H iff there is a pseudo-O-sectorial operator Ay on'Y
such that its injective part Ay o has a Hy calculus and f(Ay,o)z = f(Ao)x for v € XoNYp
and f : [0,00) — C such that f|o,) € H;. In particular, our abstract definition 4.26 of the
Hormander functional calculus matches the usual one given in the vast literature for spectral
multipliers on LP(QY) of self-adjoint operators. Further, lemma 4.86 allows to apply corollary
4.84 for non-injective A.

4.6.2 The Laplace operator on LP(R?)

Let us start our observations with an overview of the guiding example of 0-sectorial operators,
the Laplace operator A = —A on LP(R?) for p € (1,00) and d € N.

It is well-known that A equipped with domain D(A) = W2(R?) generates a semigroup which
is analytic on ¥z and bounded on each subsector %, w € (0, 5). Since —A is injective and
has dense domain, it is thus a 0-sectorial operator.

We also want to consider fractional powers (—A)?, 3 > 0, and record the following fact.

Lemma 4.88 Let E = M for some a > 0 or E = H3; for some p € (1,00) and o > %. Let further A

be a O-sectorial operator having an E calculus and 3 > 0. Then AP is a O-sectorial operator. Further,
AP also has an E calculus and

F(A%) = f(()°)(A) for f € E. (4.153)
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4.6 Examples for the Hormander functional calculus

Proof. By [81, thm 15.16], A® is O-sectorial. By the composition rule [52, thm 4.2.4], 4.153 holds
for any f € ,., H*(Z.) and thus, by proposition 4.8, A” has an E calculus such that 4.153
holds for any f € E. O

We recall some known facts on the functional calculus of —A.
Proposition 4.89 Let A be the Laplace operator on LP(R?) for some p € (1,00) and d € N.
(1) —A has a H calculus for o > d’% - %’ and % < ‘% - %‘ :
(2) —A has no HZ or M* calculus for any o < d‘% - %‘ and any q € (1, 00).
; —dli_1
() lexp(te®a)| = (3 — (o)~ (o] < 3).

(4) Forany o> (d —1)

5 %‘, lexp(—te(=A)2)| S (5 — 16D~ (1] < 3).

Proof. (1) Clearly, —A is self-adjoint on L?(R%), so that by the interpolation corollary 4.84, it
suffices to establish a H$ calculus for any o > % (For 1 < p < 2, interpolate then between
X = L?(R%) and Y = L4(R%) with ¢ — 1, and for 2 < p < oo, take Y = L(R%) with ¢ — ).
This in turn is Hormander’s classical result [58, thm 2.5] in combination with proposition 4.11.

(2) By the embedding proposition 4.9 (4), it suffices to consider the case of the M calculus.

If —A had a M® calculus for some a < d ‘% — 3|, then we would have

[exp(=te” (=A))I| < llexp(—te” () lme < (% — o)~

for some o’ < d ‘% - %‘ according to proposition 4.12. This contradicts (3).
(3) This is shown in [4, (2.2) and lem 2.2].

(4) The claim is shown in [104, (7.54) and (7.55)] for @ = 9L if d > 2 and o > 0 if
2

d = 1. Then considering the analytic family of operators (% — |0])*(*) exp(—te?(—=A)z) on
F(LY(R?), L*(R%)), where ¢ is near 1 or oo and a(z) = (1 - §)~" = (; — 3)~'2, (4) follows by
complex interpolation [122]. O

Note that by lemma 4.88, —A and (—A)= have the same Hormander functional calculus. On
the other hand, proposition 4.89 shows that the growth rate of the semigroups generated by
—A and (—A)z differs, and thus, the growth rate of the semigroup cannot characterize the
optimal exponent of the Héormander calculus.

The next theorem shows that the results of proposition 4.89 remain true when boundedness is
replaced by R-boundedness. Note that once the R-boundedness of the Poisson semigroup in
(3) is shown, one obtains the sharp parameter o for the Hoérmander calculus by our general
theory of sections 4.4 and 4.5. In contrast, the R-bound of the Gaussian semigroup in (2) has
essentially the same growth rate as the (R-bounded) Hormander calculus in (1) and thus we
could only deduce an R-bounded calculus with parameter a > (d + 1)|% — 3| from (2).

155



4 The Mihlin and Hormander functional calculus

Theorem 4.90 Let A be the Laplace operator on LP(R?) for some p € (1,00) and d € N.

(1) —A has an R-bounded HS calculus for o > d ‘% — %‘ and ; < ‘% - %’ .
@ RU{(Z — [0])* exp(te®A) : £ >0, |0] < T}) < 0o for a > d ‘% - %‘ .
1_1
P 2"

In particular, (N7)o from theorem 4.73 holds for A = (—=A)z and o > (d — 1) )% - %’ :

(3) R({exp(—te®(—A)3): t>0}) S (5 —[6) for a > (d—1)

Proof. (1) Since LP(R?) has type > 1, again by corollary 4.84, it suffices to show that —A has an
R-bounded H$ calculus for any a > % (compare the proof of proposition 4.89 (1)). By lemma
4.88, we can replace —A by (—A )l By theorem 4.73, implication (N1)s = (C2)44 1. (note
that for the space X = LP(RY), ook — cmpex < 3 for any p € (1,00)), (=A)z does have an
R-bounded H$ calculus provided (3) of the theorem is shown.

(2) This follows from (1) and the fact that
7T a % T a 7
I = 101" exp(—te " Nlpo-2e S IG5 = 101)* exp(—te “(Dlma—e S1

according to proposition 4.12.

(3) Suppose that we have shown
R({exp(~te(=A)1) = ¢ > 0}) £ (5 — l6]) ™, (4.154)

where ag > 0 if d = 1 and ay = %32 if d > 2. Then by an interpolation argument as in the

proof of (4) of the preceding proposition, (3) follows. It is well known (see e.g. [104, (7.53)])
that exp(—et(—=A)2)f = pg * f with

B eiﬁt
Peo(®) = o mga  apy@ e

(4.155)

We have .

—p—dgy (L
[P0 ()] 2042 1 z2|(@+1)/2 =1 ¢9(t)’

where ¢g(z) = [e2% + xz\’% is a non-negative radial function which is radially decreasing
for the interesting case |0| € (7§, %). Then by a maximal inequality [123, p.57 (16)], for any
t>0,r€R?and f € LP(RY),

[Pl * 1£1(2) < t7960(2) * |£1(2) < l190llr ey M £ (),

where M is the maximal operator M f(z) = sup,-q m J Bl |f(y)|dy, which satisfies
M £, < Cullfll, for p € (1,00). Thus, for t1,...,t, >0and fi,..., f, € LP(R?),

(Z Perol * | fil(2 ))) < llgollx (Z (Mfk(r))2> :
k=1

k=1
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4.6 Examples for the Hormander functional calculus

By proposition 2.6, the Rad(L?(R%)) norm has the equivalent description | > 1 €@ frllRad (Lr (RY))
= (Zk |fk|2) 2 ”Lp(]Rd). Then

2

Z er @ exp(—€tp(—A)2) fi
k=1

=~ <Z|exp(—€i9tk(—A)é)fk|2>
k

Rad(L?(R%)) L7 (R4)

1

- ||<Z |Ptk,6*fk:|2> < (Z(|ptk,9|*fk|)2>
k B

Lr(Rd) k

< llgolly (Z(Mfk)2> = |lolly

k Lr(RY)

N

(R)

Z5k®Mfk
&

Rad(LP (R4))

< ool Cp

> e ® f
k

Thus, 4.154 follows from |[¢g|1 < (5 — [0])~“¢, which is shown in [47, p. 348]. O

Rad(LP (Rd))

Remark 491 More generally, let A be a self-adjoint operator on L*(R?) such that the semigroup
exp(—e'tA) has a kernel p, g satisfying the complex Poisson bound

4
Po(@)| S e (

reRLt>0,0¢ (—g,g)).

It is shown in [38, thm 3.4] that A has an H*> calculus on LP(R?) for any 1 < p < oco. Then with the

same proof as above, A satisfies (Nr), on LP(RY) for a > (d — 1) ’% - %’ and A has an R-bounded

H calculus on LP(RY) for a > d‘% - %‘ and § < ’% - %’ (1<p< o).

4.6.3 Generalized Gaussian estimates

Most of the spectral multiplier theorems for operators with spectrum in [0, o) in the literature
consider operators A which act on a scale of L”(Q)-spaces, p € (po,p1), and assume that A
is self-adjoint positive on L?(Q2). Further, the proofs often rely on Gaussian estimates GE or
generalized Gaussian estimates GGE for the analytic semigroup generated by —A (see e.g. [37,
sec 8.2]).

We will give a setting which covers many of these examples and show that our theory gives
a (R-bounded) Hormander calculus for such an operator A. The price of the R-boundedness
of the Hy} calculus is that the derivation order « in our abstract framework will be worse (i.e.
higher) in most of the cases compared to the results for the concrete operators in the literature
[95, 21, 100, 37]. In one special case however, the derivation order obtained by our methods
is better than what was known [9] (see remark 4.96).

Definition 4.92 Let 2 be a topological space which is equipped with a distance p and a Borel measure
p. Let d > 1 be an integer. ) is called a homogeneous space of dimension d if there exists C' > 0 such
that for any x € Q, r >0and A > 1:

p(B(x, Ar)) < CX'u(B(x,7)).
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4 The Mihlin and Hormander functional calculus

Typical cases of homogeneous spaces are open subsets of R? with Lipschitz boundary and Lie

groups with polynomial volume growth, in particular stratified nilpotent Lie groups (see e.g.
[42]).

In the rest of section 4.6 we will assume the following:

Assumption 493 A is a self-adjoint positive (unbounded) operator on L?(SY), where Q is an open
subspace of a homogeneous space S of a certain dimension d. Further, there exists some py € [1,2)
such that the semigroup generated by — A satisfies the so called generalized Gaussian estimate (see e.g.
[9, (GGE)]):

1

1
IXB w0 € “XByro lpo—py < Cu(B(a,re))™0 7 exp(—c(p(z,y)/re)™ 1) (z,y € Q, t > 0).
(GGE)
Here, p}, is the conjugated exponent to py, C,c > 0, m > 2 and r, = tw , x5 denotes the characteristic
function of B, B(w,r) is the ball {y € Q1 p(y,x) < r} and ||x5,TXB,lpy—p, = SUD| 7|, <1 lxB, -
T(xB2.f)lp;-

Remark 4.94

(1) If po = 1, then it is proved in [12] that GGE is equivalent to the usual Gaussian estimate, i.e.
e~ 4 is given by a kernel k;(z,vy) satisfying the pointwise estimate (cf. e.g. [37, ass 2.2])

)] (B8 o (e (ple)/t7) ) wye im0 (B

This is satisfied in particular by sub-Laplacian operators on Lie groups of polynomial growth [132]
as considered e.g. in [95, 21, 1, 100, 351, or by more general elliptic and sub-elliptic operators
[28, 104], and Schrodinger operators [105]. Assumption 4.93 is also satisfied by all the operators
in [37, sec 2].

(2) Examples of operators satisfying a generalized Gaussian estimate for po > 1 are higher order oper-
ators with bounded coefficients and Dirichlet boundary conditions on domains of R, Schrodinger
operators with singular potentials on R? and elliptic operators on Riemannian manifolds as listed
in [9, sec 2] and the references therein.

The theorem on the R-boundedness of the semigroup and the Hormander calculus for opera-
tors satisfying assumption 4.93 now reads as follows.

Theorem 4.95 Let assumption 4.93 hold for some homogeneous space Q of dimension d and a self-
adjoint operator A on L?(SY). Then for any p € (po, py), the operator A satisfies (Rr)q from theorem

4.73 on LP(Q)fora:d‘i— l‘.

Po 2

Consequently, A has an R-bounded H$ calculus on LP(QY) for any o > d ’pio - %‘ + 3.

Proof. By [11, prop 2.1], the assumption GGE implies that

|~

]

||XB(x7rt)67tAXB(y,rt)Hpo—>2 < Ol#(B(xﬂ"t))i_ 0 QXp(—Cl(p([E, y)/rt)mril) ('T7y S Q: t> 0)

for some C1,c¢; > 0. By [10, thm 2.1], this can be extended from real ¢ to complex z = te? with
e (—-%,5):

272

e 1_1 _d(L_1
X BGar)e X By lpo—2 < Cop(B(a,r.))? 70 (cos§) oo ~2)

exp(—ea(p(x,y) /r2) 71),
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4.6 Examples for the Hormander functional calculus

for r, = (cos 9)_%7116%, and some Cs, ¢y > 0. By [11, prop 2.1 (i) (1) = (3) with R =e*4, v =
:pio—%, =0,r=r,, u=py and v = 2], this gives for any z € Q, Rez > 0 and k € Ny

—zA i--L —d(+-1) _m
HXB(Q:,TZ)B XA(;E,TZJC)||P0—>2 < 6’3.[14(3(1777"2))z Po (COS 0) Po 2 exp(fc?)kmfl%

where A(z,r,,k) denotes the annular set B(x, (k + 1)r,)\B(z, kr.). By [79, thm 2.2 with ¢y =

Do, q1

=s=2,p(z) =7, and S(z) = (cos H)d(%_%)e_“‘], we deduce that

{(cos Q)d(%_%)e*”‘ : Rez > 0}

is Rp-bounded in the sense of [79, (1)] on LP(f2) for any p € (po,2), and by duality for any
p € (po,pp)- Note that by proposition 2.6, Re-boundedness is equivalent to R-boundedness, so

that (

RT)d\%*%| hO].dS.

For the Hérmander calculus consequence, it only remains to check that A has an H* calculus
on LP(£2), which is shown in [10, cor 2.3]. O

Remark 496 (1) Theorem 4.95 improves on [9, thm 1.1] in that it includes the R-boundedness of

@)

the Hormander calculus. However, [9] obtains also a weak-type result for p = po.

If po is strictly larger than 1, then theorem 4.95 improves the order of derivation « of the calculus
fromé+1—i-5in[9]1fodi 1—}14—5
22 po 2| 27

)

4)

(5)

Again complex interpolation of the Hormander calculus with the self-adjoint calculus on the
Hilbert-space is possible to improve the calculus. Consequently, A has an R-bounded H' calculus

on LP(Q) for p € (po, pp), for

1 1 1 1

1 1 1\ 5 — 3 1 15— 3
a><(d(2)+2)f1and<2f T
Do P 2 q 7 2

The theorem also holds for the weaker assumption that ) is an open subset of a homogeneous
space Q. In that case, the ball B(x,r+) on the right hand side in GGE is the one in Q. The idea of
the modification of the proof is from Duong and Mclntosh [36, p. 245], see also [9]: One replaces
an operator T : LP(Q) — L4(Q) by S : LP(Q) — LI(Q), where

T : Q
SFx) = (xaf)@): e
0: r e Q\Q
Then ||S|| = ||T||, and also the R-bound of a family {T; : t € 7} C B(LP(Q),L(2)) is the
same as the R-bound of the corresponding continuated family {S, : t € 7} C B(LP(2), LI(Q2)).
This variant can be applied to elliptic operators on irregular domains Q C R as discussed in [9,
sec 2].

In [37], for many examples, a Hormander functional calculus is proved for the better order o > 4
instead of o > “E2 as in theorem 4.95. Note however that the assumption 4.93 cannot imply in
general a HS calculus for oo > 2. Indeed, in [126], it is shown that certain Riesz-means of the
harmonic oscillator A = —A+ 2, which satisfies assumption 4.93 on R, do not converge for all
p € (1,00). One can deduce that —A + x* does not have a HS calculus fora < £ +1 =49 +1
(see also [37, p. 473] and [9, p. 450]).
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5 Functional calculus for cy-groups of polynomial
growth

5.1 Introduction

In this chapter, we consider a co-group (U(t)):cr on some Banach space X. We are interested
in the functional calculus for B, where iB is the generator of (U(t)).cr.

If X is a Hilbert space, then Boyadzhiev and deLaubenfels [15] have shown that
U(t) has an exponential growth [|U(t)||p(x) < cefltl (t e R) (5.1)

if and only if
B admits an H*°(Str,,) calculus for any w > 6. (5.2)

If X is a general Banach space, this is false. A group generator need not to have a bounded
H>(Str,,) calculus at all, even for large w > 0. A counterexample is the shift group U (¢) f(s) =
f(s+1t) on X = LP(R). In this case, [|U(t)||p(x) = 1, so that one could even choose § = 0 in
5.1, but the generator has a bounded H* calculus if and only if p = 2 [24].

Nevertheless, Kalton and Weis have found an adequate replacement of 5.1 to transfer Boy-
adzhiev and deLaubenfels’ result to the Banach space case. They have shown in [72, thm 6.8]
that if {e1lU(¢) : t € R} is y-bounded, then still 5.2 holds, and if X has Pisier’s property (a),
then also the converse holds. Note that y-boundedness is the same as (norm) boundedness for
operators on Hilbert spaces, so that [72, thm 6.8] reduces to Boyadzhiev and deLaubenfels’s
result in that case.

Later on, Haase ([54], see also [52]) used a different approach to generalize Boyadzhiev and
deLaubenfels’ result, especially to the case that X is a UMD space. He shows a transference
principle for groups satisfying 5.1, which limits the norm of f(B) on X to a Fourier multiplier
norm on a vector valued space LP(R, X) [54, thm 3.2]. This method also works for operators
without bounded H* calculus. The price is that the mentioned Fourier multiplier norm is
harder to control (see [54, lem 3.5, thm 3.6]).

We are concerned with groups of polynomial growth instead of exponential, that is, we assume
that there exists a > 0 such that

IUM)sx) <CA+[)* (t€R). (5.3)
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5 Functional calculus for ¢y-groups of polynomial growth

Further, we do assume that B has an H* calculus. An example is the group of imaginary
11

powers U(t) = (—A)® of the Laplace operator on LP(R%), where o = d AR

We show in theorem 5.10 below that 5.3 together with the boundedness of the H*° calculus of
B is equivalent to a certain FS. functional calculus of B, if X has property (o) or {U(t) : t € I}
is y-bounded on an interval I of finite length.

The proof combines both Kalton and Weis’ theory and Haase’s method, in that it uses a
transference principle on the Gaussian function space v(L?*(R), X).

The class ES, consists of continuous and bounded functions on the real line such that

D> A+ n)f * bnll o) < 00 (5.4)

neEZ

(see definition 5.1 in section 5.2). Here (¢, )nez is a smooth partition of unity on the real line
such that supp ¢, C [n — 1,n + 1]. This resembles the definition of the Besov space B* (see
4.8), the difference is that the partition of unity for B* has its support in dyadic intervals
+[2InI=1 olnl+1],

In section 5.2, we investigate the spaces £ (also variants £, 1 < p < oo, where the L>°(R)
norm in 5.4 is replaced by the L?(R) norm). We show that, in the case p € [2, cc], they admit
a sort of atomic decomposition

f) = Z U™ (t — ™M)

m,n

where 1) is the Fourier transform of a test function, in particular rapidly decreasing.

Section 5.3 contains the construction of the ES. calculus and the equivalence to the polynomial
growth 5.3 is shown.

In section 5.4, we consider an operator valued extension of the £, calculus. As for the operator
valued H calculus [73], if X has property («), this yields R-bounded families {f(B) : f € 7}
for suitable 7 C ES..

Subsequently, in section 5.5 we apply the (operator valued) ES calculus to some typical func-
tions corresponding to semigroup operators and resolvents of the 0-sectorial operator A = eZ.
Further we deduce (R-)bounds for these operators which are optimal in the class of groups

satisfying 5.3.

In section 5.6, we compare the results from chapters 5 and 4, where we had dealt with the
Mihlin functional calculus for O-sectorial operators A, which is the same as the Besov B¢
calculus for the group generator B = log(A).

By the embedding ES, — B“ (see proposition 5.5), for the same order «, the Besov functional
calculus is a stronger condition than the ES. functional calculus. Moreover, the Besov norm is
closer related to differentiability properties than the ES norm, so that it is easier to handle.
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5.2 The spaces E

In theorem 4.74, it was shown that the growth condition 5.3 implies a B” functional calculus.
The differentiation order § in this Besov calculus is strictly larger than the « from 5.3, more

precisely,
1 1

2). (5.5)

> a — ,
A>a+m X(typeX cotype X 2

With the £ calculus from theorem 5.10, we can show that 5.5 is optimal for typle ~ — W >

5- More precisely, for 2 < p < oo and X = EJ, the right hand side of 5.5 equals o +1 — %, and
1f f3 is smaller than this quantity, the pointwise multiplication B° - Ep does not map into E.
Stated differently, the multiplication operator f(t) — tf(t) on E is an example of a generator
for a group with 5.3 where condition 5.5 is sharp.

5.2 The spaces E}

In this section, we introduce the function spaces ES for the functional calculus of cy-groups
of polynomial growth. They are defined by a summability condition for a decomposition in
the Fourier image, see 5.6, in a similar way to the Besov spaces B = Bg;l. Recall that

B* ={f: R— C, f uniformly continuous and bounded, ||f||p~ = Z2|”‘a||f % O lloe < 00},

ne”Z

where (¢,,)nez is a Fourier partition of unity (definition 4.5), i.e. ¢, € C°(R) and supp ¢, C
[27=2 2"] for n > 1. The fundamental difference is that the Fourier decomposition for E< is
not dyadic as in the Besov space case, but equidistant.

We consider the range o > 0, since EY. is a multiplication algebra for these a (proposition
5.2), which is a natural requirement for a functional calculus. This is in contrast to our Besov
spaces in chapter 4, where one has to restrict to o > 0 (see [75] for the negative statement
for a = 0). For later sections, we also include the spaces £ for finite p (which correspond to

B3 ).

After some elementary properties, we show that there is a sort of atomic decomposition for
functions f € EJf in the case 2 < p < oco. Namely, f can be written as an (infinite) linear
combination of one rapidly decreasing function shifted in space and phase 5.7. This resembles
the atomic decomposition of Besov spaces, but reduces for p = oo to the Fourier series if f
is periodic. The decomposition enables us subsequently to show optimal embedding results
between ES and B*.

We recall the notation (t) = (1 +2)2 of chapter 4. We have the following elementary inequal-
(1

)= (1+t
ities: (k+1) S (k) + (1) S (k) - (D).

Furthermore, we consider an equidistant Fourier partition of unity (¢, ).

That is, we let ¢ € C2°(R), assume that supp ¢ C [—1,1] and Zn_foo ¢p(t—n)=1forall t € R.
For n € Z we put ¢,, = ¢(- —n) and bn = Zizfl ®n+k- Note that bmdn = dn for m = n and
bmdn = 0 for In—m| > 2
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5 Functional calculus for ¢y-groups of polynomial growth

Definition 5.1 Let o > 0 be a parameter, 1 < p < oo and (¢,,)n, an equidistant Fourier partition of
unity. We define

Ep ={f € LP®): [Iflzz = Y (m)°f * dully < o0} (5.6)

neZ

and equip it with the norm || f| gg. Further, we set

Ey ={f e E&: i f(t) =0}

with the norm | f|ge = ||f| Ee, -
Let us record some elementary properties of the spaces £, and Ef.
Proposition 5.2 Let « > 0and 1 < p < oo

(1) EJ and Eg are Banach spaces.

(2) For f € ES and g € Ey, we have fg € Ey and ||fg|lps < [|Iflee |9llEg. Similarly, for
feES and g € EY, we have fg € E§.

(3) For any w > 0, H>(Stry,) N EyY is dense in Ey'. More precisely, for f € E
SM v f % &y converges to f in ES (N, M — ).

(4) Ey is independent of the choice of the equidistant Fourier partition of unity and different choices
give equivalent norms.

(5) Translations f — f(- —t) and dilations f — f(a-) (t € R,a > 0) are isomorphisms EYf — E.
(6) Let Jo(f) = ((-)=f)". Then J, is an isomorphism ES — ES and B® — B°.

Proof. (1): For Ey, this can be shown as for Besov spaces. Then Ef is a Banach space because
|l llso < |- llEe, and thus, convergence to 0 at infinity is preserved by limits in Ef".

(2): Let f € ES, and g € E. For k,l € Z, we put fi, = f o and g = g * . By (3) below, it
suffices to consider the case that there exist K, . € N such that f = ZI_(K fr, 9= Zf 1, g1 For
n € Z, we have

1(frg0) * Enllp < Ndnllll fegillp < Idallall frllocllgillp-
Note that

supp(frgi) = supp(fi * Gi) C supp(¢w) +supp(ér) C [k +1— 2,k + 1+ 2).

Thus if |n — (k+1)| > 2, we have (fxg1) * ¢ = 0. If |n — (k+1)| < 2, then (n)* < (B)* + (1)* <
(k)*(I)*. Therefore,

fallmg =D (W9 *dully < D D D (m)Ifrge * dally

nez |k|<K I|<L [n—(k+1)|<2
S YD D fellsollgnlly = 111l p2 gl -
|k|<K |I|<L

If g € E¢, then fg € ES by the above, and clearly limp .o f(t)g(t) = 0. Thus, fg € Ef.
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5.2 The spaces E

(3): The density of H* in E can be shown as in lemma 4.15, with the same observations that
Gnpm =0 for [n —m| > 2 and that ||, |1 < oo is independent of n € Z.

(4): Let (¢,,),, and (), be two equidistant Fourier partitions of unity. Then f*¢,, = f*¢y, s«
and consequently,

oIS # Sl < DNl S b llp < Z Y B * Dol

nez neZ k=—1n+k€eZ

5 Z<n>a ||f * 1Ln||l)'

neZ

Exchanging the roles of (¢,), and (¢,,), gives the result.

(5): Consider the case E;Y — Ep. For translations, the isomorphism follows directly from

f(-=1t)%¢n = (f * dn)(- —t). For dilations, note that f(a-) * ¢p = (f %9 )(a-) with 1, = ¢ (a-).
There exists N = N(a) such that ¢, = ¢, ZIIGV:—N‘bLn/aJ-&-k- Since ||¢,]|1 = ||Yo]l1 and (n) =
(|n/a] + k) for |k| < N

1 (a)llzg =Y ()N f(a) * bully S Z N * Dpnjagills S D NF * Sl = I/l

neEZ

Exchanging a and 1/a gives the estimate in the other way.

(6): If ()| Ju f5Dnllp = || f¥nll, forany f € E), then clearly, J, : E) — EJ is an isomorphism.
We have
1 Taef * Gnllp = I1f % b5 ()60 [y
<F * Gnllpll ()™ n) T

and N N
I ™%n) [l < )™ bnllwy S ()70
Since this is also valid for negative a, we get

1Jaf * Pally S ()N * dully = ()N -adaf * Pully S 1 Jaf * Pullp.

The case J,, : B — B“ is proved in the same manner, see [6, lem 6.2.7 and thm 6.2.7]. O

We now turn to the mentioned atomic decomposition of £ (2 < p < 00). This decomposition
is not independent of the _partition (¢n)n, so we fix one. We further assume that supp ¢g C
(—=1,1) and choose some ¢, € C>°(R) such that supppy C [—1,1] and ¢o(t) = 1 for all ¢ €

supp ¢o. Put ¢, = ¢o(- —n).

The norm of EJ will be decribed on the atomic side by

Ce (%) = €(Z, ()", (Z)) = {(anm) € CF - Jlanmlley @y = D () | (@nm)m ez < 00},

neZ

equipped with the norm ([apnm|lex (er)-
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5 Functional calculus for ¢y-groups of polynomial growth

Proposition 5.3 Let o > 0 and 2 < p < oo.
(1) The linear mappings

T:E) — L), f e (Tf)m = 3 ; f(t)e_i”t%A(t — mm)dt
and
S () = BE, (anm) = Y Y anme™Vdo(- — mm) (5.7)
NneEZ meZ

are well-defined, continuous and ST = Idgo . Here, the sum over m in the definition of S
converges locally uniformly, and the sum over n converges in Ey. In particular, every f € EY
has a decomposition

Z Unm€ ™ do(t — mm)

such that

”fHEg = Z<n>a”(anm)me'

neZ

(2) In the particular case that p = oo and f € ES, is m-periodic, (T f)nm = (—1)""an, with
=1 o f()e" ™ py (t)dt, and the above decomposition of f reduces to the Fourier series:

ft)=STf(t) = (Z(l)"%(t —mm ) ane™ =" ae

n€Z \meZ ne27

Conversely, any w-periodic function f(t) = >, .oy ane™ belongs to ES, if and only if we have
S nezz(n)®lan] < oo, and in this case, || fllze, = 5, cqp (n)°]anl-

Proof. (1): Let f € ES and apm = (T'f)um- For any n € Z, [|(anm)mllp S |If * én [lp- Indeed, if
p = 0o, then

nl = 51 [ FOE™ O 0|
< (B ™ O)
= {F s e ™)
= {F % G0, [Bre™OT)
<17 # & e B O I,

and the last factor is a constant. Thus, [|anm|lco S [If * @n ||lse- If p = 2, then by the Plancherel
identity for both Fourier series and Fourier transforms,

l(@nm)mllz = I/ dnllzz@ = If % @n lr2@) S If * ball2cmy-
Finally, the case 2 < p < oo follows by complex interpolation. Thus,

1T fllexery = D () M @nm)mlly S D ()IS * dn llp < Z D RS * dally S N fllsg

nez nez k=—1n€ezZ

and T is a bounded operator.

We turn to the operator S and consider (a,,) € €% ().
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5.2 The spaces E

e Step 1: For any n € Z, ZWA;[: v Anm€™ ) g (- — mm) converges locally uniformly as M —

oo and || Y2,z anme™ g0 (- — 7m) |y < [[(@nm )mllp-
e Step 2: Zf:]:_N Y mez anmei”(')éoc — mm) converges in £ as N — oo.

e Step 3: If apy = (T'f)nm for some f € E, then )
any n € Z.

meZ anmei”(‘)$0(~ —7mm) = [ * &y, for

e Step 4: Conclusion.

Step 1: Since ¢ € C5°(R), ¢y is rapidly decreasing, and thus in particular, for any R > 0,

Z sup |¢o(t — mm)| < Z sup (t — mm)~? < oo.

mez‘tlgR mez‘tlgR

Hence for any F' C Z finite,

sup | Z €™ Go(t — 7m)| < [ (@nm)mlloo Z sup |go(t — mm)|.

[tISR  cF merF [HISE

This shows the locally uniform convergence (note that ||(@nm)mllcc < ||(@nm)mllp). For the
claimed estimate, we proceed again by complex interpolation. If p = oo, for any ¢t € R fixed,

| Z ™ Po(t — )| < [[(anm)mloo Z “iO(t —mm)|

meZ meZ

< [ (@nm)mllso Z sup | (t — wm)|

meZ\t|<7‘r
<

S (@nm)mlloo-
Forp=1,

/ | Z anmemtgbg t —am)|dt < Z |anm|/ |¢)0 (t — wm)|dt

meZ meZ
S anm)mll1s

since [, |go(t — wm)|dt does not depend on m and is finite.

Step 2: Let n,ng € Z. Since the series in step 1 converges locally uniformly and is bounded in
L>*(R), by dominated convergence

Z anm¢0 - 7T"’n) 1n( * ¢n0 Z Anm (bO - 7rm) in() * ¢n0]

meZ mEeZ
The support condition on (¢, ), yields that the sum vanishes for |n —ng| > 2. For |n —ng| <

by step 1,
1S anmol- = Tm)E™ O] 5 g llp < | S anmbo(- = mm)e™ |y g s

meZ meZ
S M @nm)m oo
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5 Functional calculus for ¢y-groups of polynomial growth

Thus for any F C Z finite and F* = {n+k: ne F, k=—-1,0,1},

1> D anmbo(- —mm)e™pg = > ()1 Y Y anmol(- — mm)e™ ) x Gyl

neF meZ no€EZL neF meZ

Z Z (n+k)* H(anm)m”p

k=—1neF

Z (1) |[(@nm)mllp-

neF*

A

N

This shows that the stated convergence of the double series defining S(an,) and that S is a
bounded operator.

Step 3: Let ¢ € C°(R).

(f % Gns ®) = (f b, 0)
= (fPn, dnt))

= (6, 3 5le™ ™0, ) ™m0
meZ

= Z ([, €™ ) (pne ™m0 1)

= 3 B TN G — )™, )

= 3 (OG0 —7m). )

= (3" tume ™o (- — mm), ).
In the third equality, we develop ¢n1 in a Fourier series. Note that its coefficients are rapidly
decreasing, since ¢, € C°(R). Hence, the sum can be taken out in the subsequent equal-

ity. In the last equality, the sum can be taken inside by dominated convergence, because
[(anm)mlloc < [[(@nm)mllp < oo

Step 4: According to step 3, for any f € E;f and n € Z,
* ¢n Z anmeln( ¢0( - Wm)

m

Take the sum over n € Z on both sides of this equation. The left hand side converges to f in
Ey after proposition 5.2, and the right hand side converges to ST'f. This shows f = ST'f.

(2): Let f € ES be m-periodic.
/f o (t —wm)dt = /f (t —mm)e ™y (t — wm)dt
— —mmw/f() —mt(b () ( 1)nman.
R
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5.2 The spaces E

We show that

nm i _Jm neven
Z(—l) do(t —mm) {0 nodd

m

For the case n even, note that 3, ¢o(t — mm) is a m-periodic function. Hence it suffices to
check its Fourier coefficients.

/ﬂ— Z (ZBO(t - Wm)eiziktdt - Z /ﬂ— (ZBO(t - Wm)e*%ktdt
0o oy
= Z /7r dao(t B ﬂ_m)efzik(tﬂrm)dt
m 70
=3 [ dotorear
m ‘R

= ¢o(2k)
= O—o-

For the case n odd, note that 3, (—1)™¢o(t — mm) is 27-periodic. Similarly, we compute the
Fourier coefficients

27 2m

2
/ Z(—l)mqso(t —mm)e”Fdt = Z bo(t — 2mm)e~*tdt — Z do(t — 2mm — m)e
0

/¢ —Zktdt /¢0 —Zkt —Zkﬂ'dt

_ ¢0 ( 7z7rk
=0.

This shows that ST'f is the Fourier series of f, and the “only if” part. For the “if” part
define an,, = (—1)""a, for even n and an,, = 0 for odd n. Then f = S(anm) and || f||pa <

lanmlle o) = Doneaz(m)lan| S 2nez{m®lazal S | fllEg - O

Remark 5.4 The decomposition f(t) =>_, Anme ™ go(t—mm) is not unique. Indeed, let @ > ?
be two dszfrent choices of ¢o with corresponding T, T2 as in the above proposition. Let f € Ey
such that f(t) > 0 for t € [-1,1]. Then

(T foo =

As an application of proposition 5.3, we compare the spaces ES., with classical Besov spaces.
Proposition 5.5 Let o > 0.

(1) f B> a+1, then B° — E — B°.

() If B < a+1, then B? + E2.

() If B> a+ %, then for any f € BP periodic or with compact support, f € EX and there exists
C > 0 depending on the period or the length of the support such that || f||ga, < C||fgs-

(4) If B < o+ 3, then there exists a periodic f € B such that f ¢ ES.
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5 Functional calculus for ¢y-groups of polynomial growth

Proof. (1): Let (¢r)r be an equidistant Fourier partition of unity and (¢,,),, a dyadic one. For
neN welet A, ={ke€Z: 2" -1< k<2 A, = —A, and Ay = {0}. Further
we let A}, = A, 1 UA, UA,1. Then U, An = Z as a disjoint union, card4;, < 217l and

> kear Px¥n = Uy, Further, for k € A}, (k) = 2"l and for k € A,,, {/;nqbk = ¢y. Therefore,

s =Y 20 % dallo < D2 D7 N f 5 Gk Drlloo S D (RIS * Gklloo = I fll -
k

nez ne” ke Al

In the other direction,

1£lse = 32 ST RIS # dex tn oo < 3 2020 £ 5 oo S 1 o

neZkeA, ne”Z

(2): Since J, in proposition 5.2 (6) is an isomorphism B° — B and EJ, — EZ simultaneously,
it suffices to consider the case a« =0, 8 < 1. Let

fa(t) = ()"t do(t — mn),

where the sum ranges over all even n such that 1 < n < N. For such an n fixed, we have in
turn

x5 Bnlloo =11 D (k) (@rne™ ) Jloo = (n) M I(67) (¢ = 71)| oo,

k<N even

and the last factor is a constant. Thus, ||fy|/zy > 227:1 1 £N * dnlloo = D onN even () "t — 00
for N — 0o. On the other hand, fx is bounded in B?. Indeed, ||fx|lzs < || fnlloo + || farlloo bY
[128]. But

oo
||fNHoo\Sup|Z )L o (t — )| < sup 3 |do(t — 7m)| < oo, and

n=1 teR n=1

lfnlloo < sup|z ne™ go(t — mn) |+bup|z “Leimt (o) (t — mn)|

< sup > Idolt — )|+ |(Bo) (¢ — 7m)] < oo,

teR n=1

(3): Since J, maps periodic functions to periodic functions, we can again assume a = 0. By
[128], any f € B” is 3’ Holder continuous with 3 € (3, 3). Then by [74, p. 34], the Fourier
coefficients a,, of f are absolutely summable. By proposition 5.2 (5), we can assume that f is
m-periodic, and by proposition 5.3, || f|lgo = ), <z |an| < oc.

If f has compact support, say [N T, (N + 1)F] for some N € Z, then g = >, f(- —mm) is
periodic, and by [128, p. 110], |lgllgs = || fllgs- Thus, the first part yields g € E%, and conse-
quently ||fl|ze = [lg¢] ¢l pa < 0o, where ¢ € C2°(R) is chosen appropriately.

By, S ll9lleg

(4): Again we can assume « = 0. Choose a periodic % Holder continuous function f whose
Fourier coefficients are not absolutely summable [74, p. 36]. By [128], f € B?, and by propo-
sition 5.3 (2), f € EY.. O
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5.3 The ES calculus

5.3 The £ calculus

Throughout the rest of this chapter, we let iB be a generator of a cy-group U(t) = €5 on a

Banach space X. As remarked in section 2.2 from chapter 2, B is a strip-type operator and
we can consider the extended holomorphic calculus of B. Boyadzhiev and deLaubenfels [15],
see also [24, thm 2.4], have shown that if X is a Hilbert space, then an exponential growth
|U(#)] < el can be characterized (up to ¢) by the strip height w of the bounded H>(Str,))
functional calculus of B. This result has been extended by Kalton and Weis to spaces X with
property (), where the boundedness of e~“/!|U(¢) is replaced by y-boundedness [72, thm 6.8].

If we replace exponential growth by some polynomial growth, i.e. there exists a > 0 such that
U@ < (¢, then it will turn out in this section that there is an analogous result in terms of
an ES functional calculus.

Let us construct this calculus. We want to define f(B) by making sense of the “Fourier inver-
sion formula”

1By = 5= [ FOU@adt = 53 [ FoonoU @

ne”Z

where (¢,,), is an equidistant Fourier partition of unity. We shall see that £, is the natural
function space for which the above sum converges.

The construction of the calculus is based on the operators of definition 5.6 below and relies
on Haase’s transference principle (see [53, thm 3.1] and [54, thm 3.2]).

For the Gaussian function spaces and y-boundedness that we need in a general Banach space
X, we refer to chapter 2.

Definition 5.6 We assume that for a given o > 0, |[U()|| < () and that {U(t) : t € [0,1]} is
y-bounded. For n € Z, we let X, = X[n—2,n+1)- We define

I, X - y(R,X), z— xn(—t)U(-t)z.

Since U(t) is a group, {U() : t € [n,n+ 1]} = Un) o {U(t) : t € [0,1]}, and therefore, the
assumptions imply

YHU@®) : t € [n,n+1]}) < UMW) IV{U®) = t€[0,1]}) < (n)*.
Thus, by lemma 2.7,

Hnzll = IXn (U (=D)[lyr,x) S YAU(=t) = ¢ € [0 = 2,0+ 1]} [xnll2]lz]] < () l]]-

For f € L*(R), we let
Ty : Lz(R) — LQ(R), gr— fxg

and denote the adjoint of Ty with respect to the Banach space duality (g,h) = [ g(t)h(t)dt by Tj.
Then according to lemma 2.7 (5), for any u € v(L*(R), X ), we have

T}@(U) =Uuo T]/c bEZOTZgS to ’}/(LQ(R),X) and ||TJ?U||7(L2(R),X) < HTf||L2(]R)~>L2(]R)Hu||'y(L2(R),X)-

171



5 Functional calculus for ¢y-groups of polynomial growth

Recall that for a function g € (R, X), we denote u, the operator in v(L*(R),X) C B(L*(R), X)
defined by the identity (uy(h),z') = [{g(t),2')h(t)dt for any 2’ € X' and h € L*(R). We claim that
for g € (R, X),

[ g belongs to y(R, X) and T{uy =ty (5.8)

Indeed, it is clear that since g € P2(R, X), i.e. g is weakly L?, also f * g € Py(R, X). The fact that
fxgeyR,X) and TJi@ug = uy.q then follows immediately from the following identities:

(T8uy(h), o) = (uy(Thh), 2') = / (g(t), 2" T4 h(t)dt
= [ TNt = [ (fx(0).a)h0)de
R R
In particular, 5.8 implies that

15 * gllvx) < IF* Oll2@—r2@ 9 ly@x) = 1Fllollgllye x)-

Next, we put
Piy(R X)X, f /R Yo (U F (D).

We have

1Pfl = | / Yo (UM (1)

< /| )> X[o1] (1)U (t)'x")|dt
H»L'Il<1
< N fllyw,x) H S}lllil X0, OU @) " ||, x7)

o<

YH{U®) = t € [0, DIl

according to lemma 2.7. We summarize:

1Tnllx 2 x) S % (1 TF 2 @) x) 2 @),.x) < | Flzems [Plhex-x S 1.

In the next proposition, the £ calculus is constructed by means of I,,, P and T.
Proposition 5.7 Let o > 0. Assume that ||U(t)| < (¢)* and that {U(t) : t € [0,1]} is y-bounded.
(1) For f € Hg°(Str,,) for some w > 0, we have PTy,5 I = f * ¢n(B).
(2) Forevery f € ES, >, cp P15, In converges absolutely and the mapping
U:ES — B(X), f Y PTyg In (5.9)
neL

is bounded.

Proof. (1): For f € Hg®(Str,) we have [f(z)] < e~¢IRezl for some ¢ > 0. Therefore, ||f *
Gnllrewy < Iflz2@llénllri®) < oo. By the Cauchy integral formula, also f*) € Hg°(Str,),
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5.3 The ES calculus

and thus f * ¢, € W§ for any k € N. Note that [|(£) "> U )z r2®) S [1(6) " | r2w) ||z, so that
B has a W§t! calculus and consequently, by proposition 4.22 and remark 4.23 (2),

f*¢n = 7/]( ¢n xdt
On the other hand, f(t)¢,(t) € L'(R) and for g € 7(R, X), (Tt.5,9) = [o f( )g(t—s)ds.
Then (cf. [54, thm 3.2]) we have
1
PTy. 5 Inv = 27r X[o 1( / F(8)bn(s)(Inz) (t — s)dsdt
- / / X100 (U (1) ()6 () (s — U (s — t)ardsdt
- —/x[m X () (5) o (8)U ()
= f * ¢n(B)x, (5.10)

noting that x(o,1) * xn(s) =1 for s € [n — 1,n +1].

(2): Summarizing what we know from definition 5.6, we get

S NPTy, Il S ST NF * bulloo(m® = [ flle. < oo
nez nez
This shows that >, ., PT},; I, converges absolutely and that ¥ is bounded. O

We have the following convergence property of the calculus ¥ in 5.9.
Proposition 5.8 Assume that |U(t)|| S (¢)* and {U(t) : t € [0,1]} is ~-bounded. The mapping
U : ES — B(X) from proposition 5.7 has the following convergence property: If (fi)r C ES with
(D) Xpez(n)® supy [ fic * dnlloe < 00
(2) fru(t) — f(t) for all t € R for some function f,
then f € S and
U(fr)e — ¥ (flz (xe€ X). (5.11)

Note that this covers the H* calculus convergence lemma, proposition 2.5: If (fx)r C H>®(X,) is a
bounded sequence for some w > 0, and fi,(z) — f(z) pointwise on Str,,, then (1) and (2) above are
satisfied for any o > 0.

Proof. We have f *qun(t) = limy, fk*qgn(t) for any ¢ € R by dominated convergence. In particular,
|f % ()] < supy | fr * D ()] < supy || fx * dnlleo- Thus, f € ES . Furthermore, for any N € N,

[U(f)z = W(fr)zll < || Z PT iy, Inll + Z 1PT s e Inll-
n<N [n|>N

For the first sum, note that by lemma 2.7, ||M;_; .5 gl r,x) — 0 for all g € v(R, X),
and thus also [|T{;_, .4, 9llv(z2®),x) — 0 as k — co. The second sum, we simply estimate by
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5 Functional calculus for ¢y-groups of polynomial growth

2> s v (n)* supy | fi %@y, ||, which converges to 0 for N — co. We have proved the convergence
property 5.11.

It remains to show that this entails the H> calculus convergence property. Let f € H>(Str,,)
and 0| < w. By the Cauchy integral formula, f * Gn(t) = f(- —i0) * dn(- — i0)(t), so that || *
bullz ) < |10l (- — 011 (ay- BUE [t +i6)] = |do(t -+ i8)[e"?, s0 choosing sgn(nf) < 0,
we get ||f>k<z§n||Loo(R < e71™9)| | oo.6- Now consider the sequence (fi,)x C H>(Str,). Applying
the above to f = fj gives

S (m) sup | fr % Gulloo < (Z e”'9<n>a> Sup | filloo o (5.12)
nez k neZ k
and the last sum is finite for any o > 0. O

Remark 5.9 From propositions 5.7 and 5.8, we can now deduce that 5.9 coincides with the H*® calculus
for any f € H*(Str,), and consequently, we write henceforth f(B) instead of U(f) (f € EL):

First, if f € H§®(Stry,), then 32, <. [ * ¢n — f uniformly on R because for the Fourier inverse of
it, we have 3, <, fén — fin LY(R) by dominated convergence. Also for 0] < w, f * ¢n(t +i6) =
fox dn(t), where fo(t) = f(t+i0), and 37, < fo* dn — fo in LY (R) uniformly for || < w, so that
Ppnik * b — f in H>®(Str,).

Therefore, the continuity of the H>(Str,,) calculus yields f(B) = limg 3 0, < f * én(B). On the
other hand, this equals U (f) by proposition 5.7 (1) and (2).

For general f € H(Str,,), we apply again the convergence lemma from proposition 5.8 for both the
H* calculus and W, choosing e.g. the sequence fi(z) = f(2)(e*/(1+ e*)?)V/* € H§(Str,,).

We are now ready to state the announced characterization of cy-groups of polynomial growth.
Note that in (2) below, the existence of a bounded Eg calculus can be stated independently
of the construction with ¥, but based on the H* calculus:

If |f(B)|| S |Ifllge forall f € H*(Str,) for some w > 0, then by the density of H*°(Str,) in
E¢. according to proposition 5.2, the same estimate holds for all f € ES.. This also matches
definition 4.17.

Theorem 5.10 Let B be a O-strip-type operator such that iB generates a co-group U(t) = €5 and

further o > 0. Assume that {U(t) : ¢ € [0,1]} is y-bounded. Then the following are equivalent.
D) U@ S ()™ and B has a bounded H> (Str,,) calculus for some w > 0.
(2) B has a bounded ES calculus.

Proof. (1) = (2): This follows from the above construction, definition 5.6 through remark 5.9.

(2) = (1): If B has a bounded E2 calculus, then it has also a bounded H*(Str,,) calculus
for any w > 0, since || f||ga, < Culfllco,w by 5.12. Further, we have U(t) = f;(B) with fi(s) =

e**, so it only remains to estimate | fi||go. But f; * ¢n(s) = €*¢,(t), whence [ fil|ge =

o |n7t|<1< n)%|on(t)| = (). O
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5.4 Operator valued and R-bounded ES calculus

Remark 5.11

(1) Note that if the underlying Banach space X has property («), then the above theorem can be stated
without the assumption that {U(t) : t € [0,1]} is y-bounded. Indeed, condition (2) still implies
that B has a bounded H> (Str,,) calculus, which yields by property («) that {U(t) : t € [0, 1]}
is y-bounded [72, cor 6.6].

(2) The polynomial growth in condition (1) of the theorem does not guarantee the boundedness of
the H* calculus. A counterexample is the shift group U(t) f(x) = f(x —t) on LP(R), which is
even uniformly bounded. In [24, lem 5.3], it is shown that its generator does not have a bounded
H® calculus unless p = 2.

(3) Compare theorem 5.10 to proposition 4.18. In the latter, we have seen that B has a bounded B*
calculus for some o« > 0, if and only if B has a bounded H> calculus U, : H>(Str,,) — B(X)
for any w > 0 and

ol S w™. (5.13)

In theorem 5.10, we see that relaxing 5.13 to the boundedness of the operators e'B | the functional
calculus class B reduces to ES. .

5.4 Operator valued and R-bounded E calculus

Let A be a sectorial operator. In [81, thm 12.7] (see theorem 3.13 above), it is shown that if A
has a bounded H® calculus, then this calculus extends boundedly to a certain class of operator
valued holomorphic functions.

We will show a similar result for 0-strip-type operators and the ES calculus. As in the case
of the H* calculus, if the space X has property («), this procedure can be used to obtain
R-bounded families of the type {f(B) : f € 7} with convenient 7 C EZ.

Let [B] ={T € B(X) : TR(\,B) = R(\, B)T ¥ A € C\R} denote the commutant set of B. Let
further

HE(Str,, [B]') = {F : Str,, — [B] analytic and bounded : ||F(2)| < e ¢I%e?l for some ¢ > 0}.

Similar to 3.6 in the sectorial case, we define an operator valued calculus by

H3*(Stro, [B)') — B(X), F — F(B) = —— / F(A)(A— B)~'dA (5.14)

T o

for the usual contour I'. Here the restriction to [B]' C B(X) ensures the multiplicativity. We
will see that under the polynomial growth condition for the group U(t), this calculus extends
to a bounded homomorphism on an operator valued version £ of the space £ . We define

£ ={F : R — [B]' strongly cont. and bounded, ||F|so = Z(n)a’y({F*d)n(t) it €R}) < oo}
nez

and equip it with the norm || F||¢o.

At first, we record the following properties of £.
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5 Functional calculus for ¢y-groups of polynomial growth

Proposition 5.12
(1) &« is a Banach algebra.
(2) &% contains HS®(Str, [B]).

(8) Forany F € £, n € Zandw > 0, Fxé,, is analytic and ~y-bounded on Str,,, and ZnM:_N Fxd,
converges to F in £ (N, M — o).

(4) Two choices (¢n,)n and (¢),)n of the Fourier partition give the same space £ with equivalent
norms.

Proof. (1): Recalling that

YTAGOH() : t € R}Y) <v({GOHv({H(1)}) (5.15)

for any operator families G and H, the proof becomes a copy of that of proposition 5.2.

(2): Let F' € H§°(Stry, [B]'). By the Cauchy formula, F(z) = 5= [ F(A)1=d\. Choosing a
contour I' = {£i% 4t : t € R} and restricting to |Im 2| < %, by proposition 2.6 (6), we see that
Y{F(z): |[Imz| < 4}) < oc. Similarly, by the Cauchy integral formula for derivatives, we see
that for any & € N,

Y{F®(2): [Im 2| < =}) < oo.

4
Then for n # 0,
YEF # da(t) : t € RY(n)* = v({FD # [pn(s)s™*] ()} (n)®
<SA{FP O [Dn(s)s™ ] [l (n)*,

which is clearly summable over n if k is sufficiently large.

(3): Note that for F * ¢,,, and any = € X and 2’ € X/,

(Fx ¢n()z,2') = /R(F(s)x, 2 Ypn (- — 8)ds.

By Morera’s theorem, the boundedness of (F(-)z,z’) and the fact that ¢, € C°, we readily
conclude that F * ¢, is analytic and y-bounded. The convergence can be shown as in propo-
sition 5.2, again using 5.15.

(4): This can also be shown as in the scalar case. O

Let us now construct the calculus ¥ : £* — B(X), in a similar way as in the scalar case: we
letI,, : X - v(R,X) and P : v(R, X) — X as in definition 5.6. We now construct the analogue
of Ty from the scalar case. For an F : R — B(X) such that {F(t) : ¢t € R} is y-bounded, we
put

Mp : V(RaX) - W(R’X)a g F(t)g(t)'
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5.4 Operator valued and R-bounded ES calculus

By lemma 2.7, |[Mrg| < v{F(t) : t € R})|g|. Let us “extend” Mg to v(L*(R),X) : For
g9 € 7(R, X), denote Npug := up(.)g(). Then |[Npuglly2r),x) < [IMF| - [luglly(r2(r),x), and by
density of {uy: f € v(R,X)} in v(L?*(R), X), Nr extends to a bounded operator

Let F be the Fourier transform on L?(R) and denote F® the extension to v(L?(R), X) given
as in lemma 2.7 (5). Further let

Sp = (F&)'MpF® : v(L*(R), X) — 7(L*(R), X)
and

Tryg(t) =5 /Ft—s (s)ds (g €~(R,X)NL" (R, X), g comp. supp.).
™

The remaining technicalities for the construction of the calculus are collected in the next lemma.
Lemma 5.13

(1) Assume that F € L'(R, B(X)) and F(t = [p e "5 F(s)ds has compact support. Then for any
g € (R, X)N LY R, X) with compact support we have

Trg belongs to y(R, X') and ur,q = Spu,. (5.16)

(2) Let (F)x be a sequence of functions R — B(X) such that supy, v({ Fy(t ) : te€R}) < oo and
Fy(t) — 0 strongly for almost all t € R. Then for any v € L'(R) N L>°(R) and any R >
s Y{Fr x9(t) « |t| < R}) — 0. Consequently, for any g € v(R, X), | MF, +p9lly®, x) — 0.

Proof. (1): First note that {F(t) : t € R} is y-bounded by proposition 2.6 (6). Then by lemma
2.7 (6) and the estimate

/ 1E(5)g(t = 8)ll4 (e, xyds < CY({F(5) = s € supp F}) gl m,x) < o0,
R

we deduce immediately that 7»g belongs to 'y(R, ). If we let Fx : LY(R, X) — Co(R, X) be
the vector valued Fourier transform, i.e. Fxg(t) = f ~isg(s)ds, then we can express

FxTrg(t) =50 // e E(r — s)g(s)drds = /Re_itsF(t)g(s)ds = F(t)Fxg(t).
It is easy to check (see also [72, exa 4.9 b)]) that
UFyf = f®uf
as soon as f € y(R,X) N L' (R, X). Applying this to both f = Tpg and f = g, we deduce
FOUTLg = UFyTrg = UF()Fxg() = NFUryg = NpF uy.

Now the claim follows by applying (F®)~! to both sides.
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5 Functional calculus for ¢y-groups of polynomial growth

(2): Write Fy, x ¢(t) = f|s\<c Fr(s)y(t — s)ds + f\s|>c Fi(s)(t — s)ds. For the first integral,

note that for any = € X, x_c,c)()Fr(-)z — 0 in L'(R,X) by assumption and dominated
convergence. Since ¢ € L*>°(R), by proposition 2.6 (6)

T{(X-e.01F%) ¥ (@) + |t < R}) — 0 for k — oo.
For the second integral, we appeal to proposition 2.6 (4), noting that

sup [|[(t —-)(1 = x[—c,¢))|li — 0 for C' — oo,
tI<R

and thus supy, ;<g Y({(1 = x(c.0) Fk *¥(t) ¢ [t] < R}) — 0. Then the rest follows from lemma
2.7. O

Now we define
Ui~ B, F Y PTp,; I
nez

U@ < () and y{U(t) : t €[0,1]}) < oo, then
D MPTp. g, Ll < Y IPIVHEF *u(t) : t € RPN S Y (m)*Y({F *u(t) : t € R}) = [|Flea,
nez nez nez
so that U is well-defined and continuous.
Proposition 5.14 Assume that ||U(t)|| < (6)* and that {U(t) : t € [0, 1]} is y-bounded.
(1) For F € H§(Stry, [B]'), we have

PTy, 5 Inz = 2i F(t)¢,()U(t)zdt = F(B)x (z € X, n € Z),
n 7T R

where F'(B) refers to 5.14.

() If (F)x C E* with ), (n)* supy, y({ Fx * () : t € RY) < oo and Fy(t)x — F(t)x for any
x € X and any t € R, then F € £ and U (Fy)x — U (F)z for any z € X.

(3) For F € H*(Str,,[B]"), Y(F) coincides with the operator valued HG°(Str,, [B]’) calculus
from 5.14.

Proof. (1): To see the first equality, use lemma 5.13 (1) to express T, ; I,x by the integral on
the right hand side of 5.16. Then proceed as in 5.10 in the proof of the scalar proposition. The
second equality can be shown as in the scalar case, see the proofs of proposition 4.22 and 5.7.

(2): Proceed as in the proof of proposition 5.8, using lemma 5.13 (2) instead of lemma 2.7.
(3): Let F' € HG°(Str,, [B]') and set Fj, = 37, ;. F' b By (1), we have ¥(F) = lim Fy(B).
Similar to remark 5.9, one shows that v({(Fy — F)(2) : z € Str,/2}) — 0 for k — oco. The

assumptions clearly imply that B has a bounded H*° calculus, so by the strip variant of [81,
thm 12.7], we have F(B)x = limy, Fi,(B)x for any = € X. O
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5.4 Operator valued and R-bounded ES calculus

Remark 5.15 The bounded homomorphism ¥ : £“ — B(X) is uniquely determined by the two
properties (2) and (3) in the above proposition.

Indeed, if F e £ is analytic and ~-bounded on a strip Str,, then Fi.(z) = F(2)(e*/(1 + %)?)*
defines a sequence in Hg®(Str,,) which approximates F' in the sense of proposition 5.14: Argue as in
the proof of proposition 5.8 to show that

Z(m“ S%D’Y({Fk *pn(t): t €R}) < (Z e_"”_5|<n>(’> st;pw({Fk(z) : 2 € Stry,}).
nez nez

This fixes the value of W (F') for such F. For general F' € £, we appeal to proposition 5.12 (3).

Theorem 5.16 Let iB be the generator of a co-group U(t) and assume that {U(t) : t € [0,1]} is
~v-bounded. Then the following conditions are equivalent:

M U S 6.
(2) B has a bounded ES. calculus.
(3) B has a bounded £% calculus (in the sense of remark 5.15).
If in addition, X has property (), then the following conditions are also equivalent to (1)-(3).

(4) B has a bounded ES, calculus and moreover, for any G C ES with

S (n)* sup |1 # dlloc = C < o0,
nez feg

{f(B): f C G} is y-bounded with constant < C.

(5) B has a bounded £ calculus and moreover, for any G C £ with

> () Y({F#dn(t): teR, F €G}) =C < o0,

nez

{F(B): F C G} is y-bounded with constant < C.

Proof. The construction of ¥ above shows (1) = (3). By the mapping f — F(:) = f(-) - Idx,
any scalar function f yields an operator valued function, and clearly

1Fllee =D (m)*y({f()1dx *dn : t €R}) =D (m)*|If * bullo = I|fl| o

n n

Therefore, (3) = (2) holds. The implication (2) = (1) has been shown in theorem 5.10.

Assume now that X has property (a). We clearly have (5) = (4) = (2) = (1), so that only
(1) = (5) has to be shown.

Fix some N € N and let X = Gaussy(X). Put U(t) = Id®U(t). Then U(t) is a co-group on X
such that [|[U®)|| = ||U®#)]] < (n)*. Also

Y{U@) = t€[0,1]}) =y({U(®) : £ €0,1]}) < oo,
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5 Functional calculus for ¢y-groups of polynomial growth

since for y, = >, ¥ @ Tnk € X and t; € [0,1], we have

” Z’Yk ® U(tk) (Z Tn &@ xnk) ”Gauss(X) = H Z’Yk @ Yn & U(tk)xn,kHGauss(GaussN(X))
k n

k,n

= (Eo || Z%U(tk) (Z ’Yn(w):vn,k-> ||%.auSSN(X))1/2
k n

<Y{U) = ¢ € [0, N (El Y e (Z%(W%,k) G aussn )
k n

= 7({U(t) tte [0’ 1]})” Z’-}/k & kaGauss(X)'
k

Therefore, B with lz(t) = ¢'B has a bounded £ calculus, where £ is the operator valued
space associated to B. We consider Fi,...,Fy € G. For t € R, put

FOO A ®@zn) =Y Y0 @ Fu(t)a.

Then F(t) € [B]' € B(X). Also F € £2, since

fY({F * ém(t) tte R}) = sup H Z’WC 0 F * ém(tk)yk”(}auss(j()
k

= sup H Z Yie @ Yn @ Fy, = ng(tk)wnkaGauss(X')
k,n

SV{F #dm(t): teR, F € G},
and the last quantity is in ¢*(Z, (n)®) by assumption. Here, the supremum runs over all finite
sums in k, t, € R, X" 76 @ Yk = D Tk @ Yo ® Tp i of norm in Gauss(Gauss(X)) less than 1,

and the last estimate follows from property (a). Using lemma 5.13, it is easy to check that
F(B)(32, 1 ®xp) =32, Yo ® Fr(B)x,. Now

YU{FLU(B), ..., Fn(B)}) = IF(B) |l p(Gauss(x)) S I Fllga <Y (m)*V({F % $u(t) : t €R, F € G}).

n

Since y({F(B) : F € G}) equals the supremum of v({F1(B), ..., Fy(B)}) for all choices of N
and F,,, (5) follows. O

In [73] (see also [81, thm 12.8]), the following R-boundedness result is shown for the H>
calculus.

Theorem 5.17 Let A be a sectorial operator on a Banach space with property (o). Assume that for
some angle w € (0,7), A has an H*(Str,,) calculus. Then for any 0 € (w, ), we have

RU{f(A) : [[flloc,o < 1}) < o0.

In view of theorem 5.16, we have the following partial extension to 0-sectorial operators with
polynomially bounded imaginary powers.
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5.5 EZ norms of special functions

Corollary 5.18 Let X be a Banach space with property (o) and A a O-sectorial operator on X having an
H®® calculus, such that || A%|| < (t). Then there is a constant C' > 0 such that for any f : (0,00) — C
with foexp € ES, we have

R({f(tA): t>0}) < C|foexp|

@,
EOO

Proof. Note that since X has property («), any family 7 C B(X) is y-bounded iff it is R-
bounded. Clearly, B = log(A4) and U(t) = A" satisfy the assumptions of theorem 5.16. For
t >0, let f;(s) = f(te®). By the implication (1) = (4), it only remains to show that

Z<n>“§t>113 £ % bnlloe < ILf1ll e - (5.17)

ne”Z

But f; * ¢n(s) = f1 % dn(s +log(t)), so that clearly, for any t > 0, || f: * ¢nlloo = || f1 * Pnllo0, and
thus, the left hand side of 5.17 in fact equals || 1|/ ga . O

5.5 ES norms of special functions

In this section, we calculate the ES norms for some special functions. They correspond to
semigroup operators generated by A = e, resolvents of A and variants of these.

By corollary 5.18, we will deduce R-boundedness results for semigroup and resolvent oper-
ators under the condition that A has (norm) polynomially bounded imaginary powers and a
bounded H* calculus. Furthermore, by the lower estimates for the £ norms, we shall see
in the following section that the obtained bounds are optimal in the class of such A.

5.5.1 Analytic semigroups
We start with the operators
(’/‘A)’B exp(—rewA)7

where A is 0-sectorial, a = re’® such thatr > 0 and [0| < Z,and 8 > 0. We have (rA4)” exp(—re? A)
= f.(B), where B =log(A), and

fa(t) = (ae")? exp(—ae!).
Proposition 5.19 || fa|lpe = (% —[6])~(@+F+2).
For the lower estimate, we will make use of the following lemma.
Lemma 520 Let g € L*(R).
(1) For any a,b € R, ||§]lco = [|(€?@T*)) g) || oo

(2) Assume that there exists an interval I of length strictly less than m such that for any t € R with
g(t) # 0 we have

arg(g(t)) € 1.
Then ||gllco = |91, where the equivalence constants only depend on the length |I| < .
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5 Functional calculus for ¢y-groups of polynomial growth

Proof. The first part follows from (e!(@+0())g)" = eieg(. +b).

In the second part, in any case ||§||cc < ||g|/1- By the first part, we can assume that I is centered
around 0, so that Re g(t) 27| |9(t)|. Then

1l > 15(0)] = | / g(t)dt] > Re / Bt 2y / lg(6)ldt = [lg].

Proof of proposition 5.19. We determine the Fourier transform of f,. If 3> 0, f, € L'(R) and

O

fat) =a / e 156l exp(—ae®)ds = aﬁ/ e_‘””xﬁ_“d—x =a"'T'(B — it).
R 0 z
If 3 =0, then f, € L(R) and an approximation argument yields that f,(t) is given by the
principal value of a"'T'(—it) :

We have

exp(—ae') = li)r(r)1+(exp(—aet)aﬁem)A = ﬁlir(r)l+ a'T(B —it) = a"'T'(—it), (5.18)

where equality and limits are in the space of tempered distributions S’(R). Indeed, the first
equality holds because exp(—ae’) = limg_o; exp(—ae’)a’e? locally uniformly and the expres-
sion exp(—ae')a’elt is uniformly bounded for 3 < 1

On the other hand, I'(—z) = —1 4+ G(z) where G is analytic for |[Rez| < 1. Let ¢ € S(R). If
0 ¢ supp ¢,

/gb(t)aitF( it)dt = hm /QS )a''T (B — it)dt

by dominated convergence. If, say, supp¢ C (—3, 3), then

/Rsb(t)c:(— dt = Jim /¢ 5 it

again by dominated convergence, and

PV—/RQS(t)_LZ_tdt /(b )ilog |t|dt = — hm /(b (t)ilog(t+1ip)dt = hm /(b — t t,

since |log(t +i8)| < |log ||| + % for 3, |t| < 3, and this function is integrable. This shows the
third equality in 5.18.

In [90], the following development of the I' function is given:
D5 — if) = Vare" % exp((5 — 5 — it)log |8 — it (1 + O(IH ™) (Il — o0).
Thus, we have
fa(t) = a"T(8 — it)
= V2me Pellrite™ exp((6 — 1 —it)log|B —it|)(1 + O([t| ™))
= (V2re P)(rite’t)e 0|3 — Zt|ﬁ—f —itlog|f—it] gi(f—3) ara(F—it) gtara(F—it) (1 1 O(|¢|~1)).

182



5.5 EZ norms of special functions

We split fo = f(l) + f(z) according to the above summands 1 + O(|t|~!). For the term f(g)
corresponding to O([t|~!), we estimate for n # 0

[ f2) % Gnlloo < [l fizybnlln < € nl?~2e F " n| =4 S )20 Din,
For the term | f(1) * bnl|oo, We estimate from above and below.
1f ) * Palloo = [1(18 — it P~ 270t wraBmit)[gitlog I3t (5= 2) axs(B-it) ] (1)) .

We want to apply lemma 5.20 (2) to the last term and thus investigate the argument of the
term in square brackets. Put g(t) = —tlog |8 — it|]. We use Taylor expansion around ¢ty =n :

(i9(1) — 4ig(n) gig' (n)(t—n) yi(t—n)?g" (€)/2

fort € [n—1,n+1], with { € [n—1,n+1]. In view of the first part of the lemma, we can omit

the first two factors in our considerations, and by the second part, also the third one for large

n : by a calculation, one checks (¢t —n)%g”(§) — 0 for any t € [n — 1,n + 1], as |n| — oo.

Since (3 — 1)arg(8 — it) — —sgn(t)T(8 — 1) for |t| — oo, the argument of e!(F—3)ar8(Fi—it) g
convergent for || — oco.

Thus, noting that for [t| > 1, |3 — it|®~2 = [¢|?~2 and e!(®2(3~i1) = ¢3!l by lemma 5.20 (2),
there is some ny € N such that for |n| > ng

Y _1 _ _ — 1 (gor _
1y * Gulloe = [[1877 2 e 2 g (1)1 22 ]2 elBnmO=BIn,

Hence, there exists n; € N such that for all |n| > n1, || fa*nllco = ||f(1)*(13nHoo and consequently

fallze = N fallso + D ()% 11fa* Pl

nl>ns
~ (}'{ﬂ)ﬁ n i neHB=% o(101-5)In|
ea
ot
= (G —lo) 7+ [

1%

(5 —lo)=eror,

Combining the above proposition with corollary 5.18, we get

Corollary 521 Let A be a O-sectorial operator on a space X with property (o). Assume that A has a
bounded H® calculus and ||A%| < (t)® for some o > 0. Then for any 3 > 0, there exists C > 0 such
that

RU(4) exp(~te74) : £ > 0) < C(F — o)~ (+5+)),
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5 Functional calculus for ¢y-groups of polynomial growth

5.5.2 Resolvents

We consider the operators
MAY(A+ A%

where \ = re? with 7 > 0 and |#| < 7 and real 3,7, 4. To obtain bounded operators, natural
restrictions are § > 0 and v € [0,d]. Further, for homogeneity reasons A ~» s\, s > 0, we
assume
B+1=1.
)

We have MAY(A + A°)~! = f(B) with
F(t) = faren(t) = N (A + )7L (5.19)

Proposition 5.22

(1) Fix § = 1. Then for any v € [0,1], || f3,+.6.x
independent of .

(2) Fix 8 =1and v =0. Assume that § > 1. Then

|Eo 2 (m — |0]) =@+ with equivalence constants

5%(m —|0]) (et for a>0

1Fo:roallmg, = {log(é) + (r— (0D (Jlog(x — O] +1) fora=0"

Proof. We first show that for the restrictions given at the beginning of the subsection, i.e.
A =re’ withr > 0and |§] <7, 6> 0,7 €[0,8], 3+ % =1, the Fourier transform of f from
5.19 is given by

A 1. s
— —\is8/¢
1(s) 5/\ sin(%t +17%7) (5.20)

(principle value at 0 for 7 € {0,1}).

Start with the case § = 1, v € (0,1) and 8 = 1—7, so that f(t) = g(e*) with g(z) = M27 (A\+2)~ 1,
Then with the short hand notation z = v + is,

A o _dx [ T, _,dx () 1 [ _dx s
_ )\ﬁ Z(\ 1 _ )\B 1/ 2142 1 S )\Z-‘rﬂ 1/ z(1 1 _ )
fo) = [ W S [0 e T = £

In (x), we have used Cauchy’s integral theorem with the contour shift « ~» 2\ and for the last
equality, we refer e.g. to [90].

With an approximation argument as in the proof of proposition 5.19, one can show that this

extends for v € {0,1} to
T

sin(m(y +is))’
The general case § > 0, v € [0, §] follows then easily by a substitution.

f(s) = PV =\

(1): We want to estimate ||[f¢,]]lo for an equidistant Fourier partition of unity (¢,)nez.
According to 5.20, we have with A = re',
7r

f(S) _ ,risefas

sin(my + iws)’
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5.5 EZ norms of special functions

Let us determine the modulus and the argument of the last factor for |s| > 1
| >~ T [s|

| sin(my + ims)| = | sin(my) cosh(ws) + i cos(7y) sinh(7s)

If vy =0 or v = 1, then sin(7y + i7s) is purely imaginary and for fixed sign of s, the argument
of sin(my + ims) is constant.

If v = 3, then sin(my + i7s) is real and for fixed sign of s, its argument is again constant.

If v ¢ {0, 1,1}, then Resin(my + ims) = sin(ry) cosh(ws) > 0 and the sign of Imsin(my + iws) =
cos(my) sinh(ms) only depends on the sign of s.

Therefore, for any « € [0,1] and n € Z\{0,—1,1}, fé, satisfies the assumptions of lemma 5.20
(2) with |I| = Z, and

I bn] lloo = || fbnlls = e %™ 5lp,, () ||y = e~ 7In,
Further
1£llco = sup A7 (A + )72 = sup [ (£/X) (1 +/A) Y| = sup [t7(1 + e~ )| = (7 — |0])
>0 >0 =0
Thus,

”fHEgo = ||f||¢>o + Z || f¢n ||oo s 77 — |9| Z (x —9n wn| ~v ( _ |9D_(a+1)

In|>2 In|>2

(2): We have
~ 1 . ™
_ . ni8/0 —0s/d
/() PR isinh(%2)’
Note that
s 11 2 for |2 <1
sinh(— =TS 0
sinh(5)] {e‘”sw for |2 > 1
Then for |n| > 2, by lemma 5.20,
U for |n| < 2
* O || o = —9n/6 w|n| S )
||f (b || ||f¢ ||1 5 e_ﬂ.|n|/5 for |7’l| > %
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5 Functional calculus for ¢y-groups of polynomial growth

Further, it is easy to see that || f||. = (7 — |8])~'. Thus, for § > 2,

1B 2 1 flloo + D ()1 * dullos

In|>2
16 1
(o) Y et Y (e e
nl>2nl< 2 T s>
~(—0) + S e|e\n/a 3 nae|9\n/5—ﬂ'n/§%
2<n<7 n>max(2,i)
F
=~ (r— |0~ + / T peelole/s 2 / T e telees @
2 € max(2,2) d
: da > d
= (=0 6% [T g g [ poee 9
3 (m—10]) max(+,%) z
~ o fora >0 af @+ | 1 fora >0
= (m—18)7" +6 { logd fora=0 }+6 (m = 161)" |log(m —10])] +1 fora=0

G for a >0
| log(8) + ((r —16)*log(m — |0])| +1) fora =0

If § < 27, then the above sum -, -, |, <s and its subsequent modifications vanish, and we
get the same final estimate as before. O

The immediate consequence of corollary 5.18 and proposition 5.22 for 0-sectorial operators is
the following.

Corollary 523 Let A be a O-sectorial operator on a space X with property (o). Assume that A has a
bounded H* calculus and ||A™|| < (t)* for some o > 0.

(1) There exists C > 0 such that for any ~ € [0,1] and 6 € [0, 7), we have

RUMNTYAY A+ A)7L: Jarg\| =0)) < — )~ (D),
(2) There exists C > 0 such that for any § > 1 and 6 € [0, ), we have

6y—1 . ar = 6a(ﬂ-_9)_(a+l) fOTOé >0
R{MA+ A%)™ + | g)‘_6})<C{10g(5)+(77—0)‘1(log(ﬂ—e)+1) for a = 0.

5.6 Applications to the Mihlin calculus and extremal examples

Let A be a 0-sectorial operator on a space X and B a O-strip-type operator such that A® = /5,
Up to now we know that the polynomial growth of e'Z is equivalent to the E2 calculus of
B (theorem 5.10). Proposition 5.3 shows that the norm || f||go is related to summability of
Fourier coefficients of f. In contrast, the norms | f||g~ and | f||me of the Besov and Mihlin

spaces are essentially given by the uniform boundedness of derivatives of f (see 4.10). This is
often easier to determine.
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5.6 Applications to the Mihlin calculus and extremal examples

Therefore, it is desirable to investigate the connection between the Besov (Mihlin) calculus and
polynomially bounded c¢q-groups (imaginary powers of 0-sectorial operators).

By the embedding of Besov spaces into ES in proposition 5.5 (1), a 0-sectorial operator A with
y({A% : t €[0,1]}) < oo and ||A¥|| < (£)® has a M>T! calculus. Conversely, if A has a M®
calculus, then || A% < (t)*.

We will see in proposition 5.28 that the gap a ~+ a + 1 between the imaginary powers and the
Mihlin calculus cannot be narrowed if the underlying space X is arbitrary. However, theorem
4.74 shows that conditions on the type and cotype of X can improve on the gap:

If X has property («), the (possibly trivial) type p and cotype ¢, then any A with bounded

H™ calculus satisfying || A" < (t)* has a bounded M” calculus for any § > a+max(; — ¢, 3)-

If X is a Hilbert space, then this can also be proved using the Paley-Littlewood decomposition
from theorem 4.53 and the local part of the Besov embedding proposition 5.5 (3).

In this section, we will show that the above gap between a and f3 is optimal, if  —

5 % > 1. The
examples are multiplication operators Bxg(t) = tg(t) on X = Ef and X = Eg'.

In the latter case, we will also see that the bounds for semigroup and resolvent operators from
corollaries 5.21 and 5.23 are optimal within the class of polynomially bounded imaginary pow-
ers.

Let us start with some observations on the multiplication operator B, and geometric properties
on its underlying space.

Proposition 524 Let 1 < p < coand oo > 0. If p < o0, we let X = Ey, and if p = oo, we let
X = E§ = EZ NCy(R). Consider the group (Upy(t))icr defined by

Uy(t): X = X, g Vg,

Then (Up(t))ier is a co-group with |U,(¢)|| = (¢)*. The associated 0-strip-type operator B, has a ES
calculus which is given by

f(Bp)g=fg (feES, geX).

~

Proof. Since () € E< with [0 Ea = (t)® according to the proof of theorem 5.10, propo-
sition 5.2 yields ||U,(t)|px) S (t)*. This estimate is also optimal. Indeed, we have (e g) *
Gn(s) = e " [gxpn(-—1)](s). Thus if § has its support in [—1,1], then ||U,(t)g||x = (1)*||g||x- It
is clear that t — U,(t) is a group. It is further strongly continuous. Indeed, for any g € X and
n €z, |[(eg—g)* dullp < l|dnll1]l(€*) —1)g||, — 0 as t — 0 by dominated convergence for
p < o0, and by the fact that lim;|_,, g(t) = 0 for the case X = E§. Now the strong continuity
follows from

> () sup [(Up(t)g) * dullp = D (m)* sup [lg * ¢u(- + )|, < oc.

neZ It‘gl neZ ‘tlgl
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5 Functional calculus for ¢y-groups of polynomial growth

Denote iB, the generator of U,(t). As mentioned in chapter 2 section 2.2, B, is a O-strip-type
operator. For f € H§°(Str,,) for some w > 0 and g € X, we have

1By = 3= | FOU g

L e i)
= / F(1)e O gat
= fg.

In particular, || f(B)|| = || fllee. S [|flloo,w, so that B has an H* calculus. Theorem 5.10 implies
that B has a £, calculus. Then by an approximation argument, using proposition 5.8, f(B)g =
fgforany f € ES and g € X. O

Proposition 525 For 2 < p < oo, the space E; has no better type than 1, and has cotype p and
property ().

Proof. Proposition 5.3 yields an isomorphic embedding 7' : ES < (*((n)®, (7). It is well-known
(see e.g. [109, 30]) that the latter space has cotype p and property («) and that both properties
are inherited by subspaces and isomorphic spaces. Finally, £}’ has no better type than 1 since
it contains an isomorphic copy of ¢!. Indeed, for n € 27Z, let f, € E} such that f,, * ém = 0 for
m € 27, m # n, and further || f,, ¥ ¢, |l, = (n)~*, and [ fallzs S 1. Then W : £1(2Z) — By, e,
fn is an isomorphic embedding: ||V (>, anen)|pe < 32, [onl [[falles S 1122, anenllr and

1 ane)llzs = S ) IS anen) * Gulls = S ) llam fun * Sunlly = 3 letal.

me27 me27

O

Theorem 5.26 Let X be a Banach space with property (). Let further B be a 0-strip-type operator on
X having an H* calculus such that ||e®*B|| < (t)* for some o > 0.

Then B has a B® calculus for

1 1 1
type X  cotype X' 2

8 > a+ max(

).

On the other hand, for 2 < p < oo, the multiplication operator B, on X = Ey from proposition 5.24
does not have a BP calculus for any

1

< — .
fat type X  cotype X

Proof. The positive result for § > a + typﬁ

even the stronger W, calculus is proved for 7 € [1,2] such that | > % — =, and that
moreover, this calculus is R-bounded.

- m is proved in theorem 4.74. Note that

It remains to show the negative result for the multiplication operator B, and

1 1 1 1
— =« - —.
type X  cotype X P

B <a+
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5.6 Applications to the Mihlin calculus and extremal examples

By proposition 5.24, it suffices to show that

If9llee Z I flissllglles-
Let
N 1 .
F6)y =" (n) ¥ et — Kn)
n=—N
and

N N ) ‘
g(t) — Z Z <n>7a717€2 <m>_5_536mtrj)(t . Km),

n=—N m=—N

where N, K € N, €1,¢2,e3 > 0 and ¢ is a function such thaté € C§°(R)\{0} and (g{)*g?))gbo = gZA)*qAS
Here we choose (¢,),, the partition of unity in the definition of E, such that ¢o(t) = 1in a
neighborhood of 0. Now the outline of the proof is as follows.

(1) supg n | fllgs < oo fore; <a+1-— % — [ fixed.
(2) supg n [l9llEe < oo for 2,63 > 0 fixed.
@) [[fgllgs — oo for K = K(N) an appropriate sequence, N — oo and &3 < ¢ fixed.

(1): Due to the almost equivalence of the Holder norm and the Besov norm [128]

[flles S W fllsee < 1l

where 51 < B2 < (3, it suffices to estimate the $-Holder norm of f. For integer | < 8 < o+ ;,
we have

N l
P01 =1 30 73S (e i)t e ) 621
n=—N k=0
l N L
S T oM - K,
k=0n=—N

which can be uniformly estimated for ¢; < 04+1% —[3, because sup, f n Z]_VN |p*) (t—Kn)| < oo.

If ¢ is non-integer, we need to estimate sup,cp A~ ( f 1)(t) to show (1), where l € Ny, v = 3—1 €
(0,1) and

hn,(f(l))(t) = sup |f(l)(t +h) — f(l)(t)‘ _
hle(0,1) Al

In view of the development of f) in 5.21, it suffices to estimate sup,cg h(fo)(t) instead of
SUPser h'y(f(l))(t), where

N

fot) = D7 (m) =Tl Reintg®) (¢ — Kn)

n=—N

for k =0,...,l. Using the “product rule”

ha (f1f2)(8) < hay (F1)(E) sup [fo(t + h)[ + [f1(E)[hy (f2) ()

|pI<1
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5 Functional calculus for ¢y-groups of polynomial growth

and h,(f2)(t) < supjy < |f5(t + h)| for fi(t) = €™ and fo(t) = o®F) (t — Kn), we get

N
hy(fo)() < D0 (m)™*# F  )'H (hfy(ei"“)(t) sup | fo(t + h)| + sup Ifé(t+h)l> .

' Ihl<1 Ihl<1

Since for any k € Ny, sup; g n ij:_N SUD | i<t |¢®) (t4+h— Kn)| < oo and <n>*a*i+€1 In|F <
(n)~7, we are reduced to show that sup, h(e"())(t) < n|7. This in turn can easily be verified.

(2): Proceeding as in the proof of proposition 5.3, one shows that

1

HQHE‘; S ||(<n>70471752 <m>_5_83)nm“f“(’@”:”)’

where the estimate does not depend on K. But

1/p
S () ()01 (Z<m>1€3p> <.

neZ MEZL
(3): We have

Fo(t) =3 xar(m)xw (e)xa(n— k)(k) ™75 F n — k) =017% (m) et — Kk)p(t — Km)

n,m,k

PO

n,m,k: m=k n,mk: m#k

== hl + hg.

with xn (1) =1 for |I| < N and 0 else. We will show that

for 1 > €3 and K sufficiently large, Kig}c( 17l ga — 00 as N — oo, (5.22)
=Ko

whereas for a convenient sequence K = K(N),

sup |2l Eg < oo. (5.23)
K=K(N),NeN

Clearly, 5.22 and 5.23 give (3). The support condition on ¢ ¢ = 27(¢?)" implies that for any
n €L, g - (€m0 $?) = G, (€0 $?)” and hence, hy * ¢, equals the summand n of h; :

hy * ¢y (t) = €™ Z am@?(t — Km)

m

where we have put a,, = xn(m)xn(n —m)(m)- 1T (n — m)~*~1722 We claim that
[[h * (ﬁan 2 l(@m)mllp (5.24)

uniformly for K > Kj and proceed by interpolation between p =1 and p = co. For p =1,

I ¢l > [ fan (e~ Kl = 3 Jamd?(s — Ko,

m#Emy
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5.6 Applications to the Mihlin calculus and extremal examples

where my is the unique integer such that t € [K(m; — %), K(m; + 3)). The first integral already
dominates ||(am)ml1 :

K(m+

/|amt (t — Kmy)|dt = Z/ \amqb (t—Km)dt 2> |am|

meEZ (m—3) meZ

uniformly in K, since 0 # fK (m+2) |¢2(t — Km)|dt = fK[gQ |p2(t)|dt — ||p?||1 # O for K — oo.
2

The second integral gets small compared to [|(am)m|1 for K sufficiently large:

/ S Jamd?(t — Km)|dt = Z/ lam@?(t — Km)|dt

m#my meZ \K(m—* %)
=Y Jaw / 62(1)|dt.
oy R\[-K/2, K/2

For p = oo, we argue similarly:

2% Gulloe > sup an, 62(1 — Kme)| —sup 3 lanud®(t — Km)
te

m#Emy
> |[(am)mlloc  sup ‘¢2( ) = H(am)mHoosuP Z |¢2 t— Km)|.
[tI<K/2 m;émt
Note that 3°, .. [6°(t — Km)| < supjy< i/ Do |67 (t — Km)| — 0 for K — oo, since ¢” is

rapidly decreasing. Thus, 5.24 is shown. Therefore,

. . «a 1
il Wl = Jof S (01l

Z Z “(@m)mllp

neL
1/p
= Z< (Z XN XN n— )<m>(*a71+61753)17<n _ m>(a162)P>
nez mezZ
P> Z(n)aXN(n><n>_a_l+€1—€3
neL

— o0 (N — 00),

since €1 > €3, so that 5.22 is shown.

As a first step towards 5.23, note that for any j,1 € N
sup |6Vt — Km)pW (t — Kk)||, — 0 as K — oc. (5.25)

Indeed, split the p norm into the cases [t — Km| < K/2 and |t — K'm| > K/2. Since m # k,
|t — Km| < K/2 implies |t — Kk| > K/2 and

oVt — Km)pW (t = Kk)|lb < sup [V (t = Kk)PP|lo" (t — Km)|1
[t—Kk|>K/2

+  sup [Vt = Km)P |6V (¢ — KR)|D
[t—Km|>K/2

-0 (K — o0)
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5 Functional calculus for ¢y-groups of polynomial growth

as the derivatives of ¢ are rapidly decreasing. The sums over m,k,n in the definition of
ho are all finite, whence 5.25 implies that for any ! € Ny, Hhél)Hp — 0 for K — oo and N

fixed. Choosing now a convenient sequence K = K(N), we get sup ey ||h§l)Hp < 0o. As in
proposition 5.5, one can show that for [ > a+ 1,

0 l
hallzg S IBS 1y + - + 18811,
so that 5.23 follows. O

Remark 5.27 (1) The second part of the theorem could also be stated as follows: The pointwise
multiplication ES, - Eyf maps to B, whereas

1
B’ EY - EYonlyif 3> a+1—-.
p

(2) If the difference oo — cmrex 18 less than 3, then it is not clear what the optimal order [

for the Besov calculus in theorem 5.26 is. Theorem 5.26 only yields the estimate 3o — o € [0, 1].

For example, if iB is the generator of a uniformly bounded co-group on a Hilbert space, then by
the transference principle of Coifman and Weiss, B has a bounded H>(Str,) calculus for any
w > 0 and the norm of this calculus is independent of w. Thus, by proposition 4.18, fp —a =0
in this case.

We now turn to the multiplication operator B, on E§. This is an extremal example in the
following sense.

Proposition 5.28 Let oo > 0. Let By, be the multiplication operator on X = E§ as in proposition 5.24.
Then

1f(Boo)l = | fllEg,  (f € ES)-
In particular, if C is a further 0-strip-type operator on some Banach space Y also having a bounded
E¢ calculus, then

£ OBy SN (Bs)lsx) (f € ES)-
Further, Bo, has a BP calculus if and only if

6>a+1.

Proof. In view of proposition 5.5, all we have to show is

1fllee, = sup{llfgllee : g € EG, lgllmg <1}

The inequality “2" follows from the fact that £ is a Banach algebra. For the other estimate,
consider a sequence xj, in £ with the properties xx(t) — 1 for any ¢t € R and supy¢cy [|X&|/ 52, <
oo (e.g. Xk(t) = x(f) for some x € C§°(R) such that x(0) = 1). Then for any n € Z and ¢ € R,

by dominated convergence (fxx)*®n(t) — f*dn(t), so that limsupy, || (fxk)*Pnlloo = [|f*Pn oo
Thus,

sup ||kl z, = sup > ) (Fxn) * dnlloo > sup > S * bnlloo = £l 22 -

BN < Inl<N
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5.6 Applications to the Mihlin calculus and extremal examples

Finally, we resume the results on semigroup and resolvent type operators.

Corollary 5.29 Let A be a O-sectorial operator on some Banach space X such that v({A® : t €
[0,1]}) < oo and ||A%|| < ()@ for some o > 0.

Then for 3> 0,6 >0,y €[0,6],0 € (=5,5), w € (—m,7) :

(1) sup [r? A7 exp(—erA)| S (5 — o)~ (5D,
r>0

@) sup [ VA (e + A) Y| S (- ) THY,
r>0

5%(m — |w|)~(eFD) for a >0
log(9) + (m — |w|) 7! (|log(m — W) + 1) for & =0.
We point out two particular cases: Firstly, if A = log(Bo) on X = E§, then the “<” above may

be replaced by “=". Secondly, if X has property (o), then uniform norm bounds may be replaced by
R-bounds.

(3) sup[|[r(re™ + A7 < {
r>0

Proof. The norm bound results follow as in corollaries 5.21 and 5.23 from theorem 5.10 and
the norm estimates in propositions 5.19 and 5.22.

The case A = log(B«) follows from the lower estimates in propositions 5.19 and 5.22, and the
last statement is the content of corollaries 5.21 and 5.23. O
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6 Analyticity angle for non-commutative diffusion
semigroups

6.1 Introduction

The spectral theory of (generators of) diffusion semigroups (7;) on commutative (i.e. classical)
LP-spaces has been studied in a series of articles [5, 102, 92, 134, 77, 78]. Here we follow
Stein’s classical work [121] and mean by the term diffusion the fact that 7} is contractive as
an operator LP — LP for all p € [1, 0] and self-adjoint on L? (see 6.5 for the exact definition).
Such a semigroup has an analytic extension on L? to the right half plane. Then it follows from
a version of Stein’s complex interpolation [133] that there is an analytic extension on L” to a
sector in the complex plane, symmetric to the real axis and with half opening angle

s |1 1|
——7-—=|
2 p 2

In [92], it is shown with a different method that this angle can be enlarged.

Theorem 6.1 [92, cor 3.2] Let (T})i>0 be a diffusion semigroup on some o-finite measure space, i.e.
1) Ty LP - LP|| <1forallt > 0and 1 < p < o0,
(2) T is self-adjoint on L.
(3) t — T} is strongly continuous on LP for p < oo and w*-continuous for p = oco.

Assume further that T, f > 0 for any f € L>°, f > 0. Then T has an analytic contractive extension
on LP to the sector

-2
{z eC*: |argz| < g — arctan 2|pp _|1 } . (6.1)

This result is optimal. In fact, there is already a strikingly simple example on a two-dimensional
space with this angle (see example 6.7).

Generators of diffusion semigroups have a bounded H* functional calculus on L? for any
1 < p < co. This follows from [25]. In [80] the H*° calculus angle of these operators was im-
proved, using theorem 6.1. In the more recent past, besides vector valued spaces L”(£2, X) (see
for example [62]), the attention turned to diffusion semigroups on non-commutative spaces
LP(M) associated to a von Neumann algebra ([65], see also [66, 67]).

In this chapter, we consider non-commutative semigroups which are families (7}) of operators
acting on LP(M, 7) for all 1 < p < oo. Under reasonable hypotheses, we obtain the same sector
6.1 as in the commutative case. Our method works for hyperfinite von Neumann algebras
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6 Analyticity angle for non-commutative diffusion semigroups

M and for semi-commutative semigroups on L>*°(Q)®N, where N is a QWEP von Neumann
algebra.

Our assumptions are as follows. The operators T; are completely contractive. In the commu-
tative case, an operator T : L*° — L* is completely contractive iff it is contractive, so that our
assumption then reduces to the classical setting. The positivity assumption in theorem 6.1 is
replaced by a certain property (P), see definition 6.9. If for example the semigroup consists of
complete positive operators, this property is satisfied. In the commutative case, an operator
T : L™ — L satisfies (P) if and only if T is contractive and extends to a self-adjoint operator
on L? (proposition 6.16). In particular, we get theorem 6.1 without the positivity assumption,
see corollary 6.17.

Note that our method (and also that of [92]) does not use the semigroup property in an exten-
sive way. Theorem 6.14 gives a result on the numerical range for a single operator 7" instead
of a semigroup. Furthermore, one could state theorem 6.14 for an operator acting on L? for a
single value of p, by replacing (P) by some condition for an operator L? — LP.

In section 6.2, we introduce non-commutative LP-spaces and mention their properties that we
need and give some examples. In section 6.3, completely positive and completely bounded
maps are developed as far as needed for our considerations. The diffusion semigroups are
then defined in section 6.4 and a basic guiding example is discussed. Section 6.5 contains the
main theorems, and sections 6.6 and 6.7 are devoted to examples of diffusion semigroups to
which our method applies.

6.2 Background on von Neumann algebras and
non-commutative L’-spaces

Throughout this chapter, we denote M a von Neumann algebra (see e.g. [124] for the defini-
tion) and assume that there is a semifinite, normal, faithful (s.n.f.) trace 7 on M. The following
examples for (M, 7) will frequently occur.

Examples of von Neumann algebras and definitions
1. For every n € N, we have the algebra of matrices M,, = B({2) = C"*", equipped with
the common trace 7 = tr. Note that every finite dimensional von Neumann algebra has a
representation as a direct sum

M=M, ®©...0M,,

with 7(x1 ® ... P ak) = Zle Ak tr(zy) for some K € N and A > 0. Further,

K
21 @ ... ® 2wk lm = sup okl a,,, -
k=1 )

2. M is called hyperfinite if there exists a net of finite dimensional *-subalgebras A, which
are directed by inclusion, such that |J A, is w*-dense in M. If 7 is a s.n.f. trace then one can
always choose A, such that 7|4, is finite [110, chap 3].
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6.2 Background on von Neumann algebras and non-commutative LP-spaces

Let us show this under the additional assumption that the net can be chosen as a sequence
(Ay)n- This is the case in most examples. Let (g ) be a sequence of orthogonal projections in
M such that 7(gx) < oo, Im(gx) € Im(gx41) and gx — 1 in the strong operator topology. Such
a sequence exists since 7 is semifinite. Put now p, = ¢ — qx—1 and A4;, = P, <n prAnpi. Then
(A7,)n has the desired properties, i.e. 7|4/ is finite.

3. Let (2, ) be a o-finite measure space. Then M = L*>°(Q) = L>*(Q, ) is a von Neumann
algebra with the s.n.f. trace 7(f) = [ fdu. M is hyperfinite: Indeed, we explicitly give a net of
finite dimensional *-subalgebras. We call a finite collection {Aj,...,A4,} of pairwise disjoint
measurable subsets of 2 such that 0 < p(Ax) < oo a semi-partition. Let A be the set of all
semi-partitions. A is directed by: {A44,...,A,} < {Bi,..., By} iff any Ay, is the union of some
of the By s. For a = {Ay,...,A,} € A, put M, :=={>";_; ckxa, : cx € C} C M. Clearly, 7|,
is finite and for any z € L>(Q2) and y € L'(Q?), [ zoydu — [ xydu, which is the w*-density.
4. If M C B(H) and N C B(K) is a further von Neumann algebra with s.n.f. trace o, then
N®M defined as the w*-closure of N ® M in B(K ®, H) is again a von Neumann algebra.
(e @7)(z®y):=o(x)7(y) can be extended to a s.n.f. trace on NQM. We will use this fact for
the cases N = M, asin 1 and N = L*>(Q) as in 3. L>(Q)®M can be naturally identified with
the space of w*-measurable, essentially bounded functions €2 — M, see [8, p. 40-41].

For 1 < p < o0, the non-commutative LP-spaces L?(M) = LP(M,T) are defined as follows. If
S is the set of all positive z € M (i.e. z = z* and o(x) C [0, 0)) such that 7(z) < co and S is
its linear span, then LP(M) is the completion of S with respect to the norm ||z||, = 7(|z|?)'/?.
It can also be described as a space of unbounded operators « affiliated to M in a certain
sense such that 7(|z[?)'/? < oo, where the domain of 7 is extended to all of L*(M). One sets
L>*(M) = M. As for the commutative (i.e. usual) LP-spaces, one has: LP?(M)" = L(M) via
the duality (z,y) — 7(2y), for 1 < p < oo and 1 + 1 = 1. We denote this duality from now
on by (z,y). The Holder inequality holds in the form ||z||L»(ary = sup{[{z, ¥)| : [|[yllLear) < 1}
The space L?(M) is a Hilbert space with respect to the scalar product (z,y) — (x,y*). For
1 < p,g < o0, (LP(M),L9(M)) is, in the sense of complex interpolation [6], a compatible
couple of spaces such that (LP(M), LY(M))g = L"(M) with = & 4 1=6.

See [125, 114] for further reference on non-commutative LP-spaces. Examples which will ap-
pear are:

Examples of non-commutative LP-spaces

1. For (M,7) = (M,,tr), we write SZ = LP(M,,). More generally, if H is a Hilbert space and
tr the usual trace on B(H), then SP(H) = LP(B(H),tr). If H = (2, then we write S? = SP(H).
2. If M is finite dimensional and (M,7) = (Mp,,A1tr) @ ... & (My,, Ak tr), then for z =
21 @ e ® e, [l = S Mellal

3. If (Q, ) is a o-finite measure space and M = L*°(Q), then LP(Q?) = LP(M), 1 < p < o0.

4. If M = L*>(Q) and N is a further von Neumann algebra with s.n.f. trace o, then LP(M®N)
is naturally isometric to the Bochner space L? (2, L?(N)) for 1 < p < occ.

Finally, the following notion of a dual element will play an eminent role.
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6 Analyticity angle for non-commutative diffusion semigroups

Definition 6.2 Let 1 < p < oo and q = 355 the conjugate number. Let x € LP(M). Then x has

a polar decomposition x = u|z| with w € M unitary and || = (v*x)*/2. The dual element of x is
defined as T = |z|P~u*.

Lemma 6.3 The above defined % is the unique element in L9(M) with:
M) (0,3) = .
@ lally = ]

Further, the (in non trivial cases nonlinear) mapping

- {LP(M) — LI(M)

T — T

1S norm-continuous.

Proof. 1t is plain that Z satisfies the claimed properties. On the other hand, it is well known
that LP(M) is uniformly smooth, which implies uniqueness. To see the continuity of z — Z,
let x,xz1,22,... € LP(M) such that z,, — z. We can exclude the trivial case * = 0. Since
lZnllg = ||xn||§/ ? is bounded, the Banach-Alaoglu theorem gives a weak limit point of (7).
We show that any such limit point y equals Z, which implies that Z is the weak limit of z,,.
Since LP(M) is uniformly convex and ||Z,|; — [|Z]4, it will follow that ||z,, — Z||, — 0.

Let y = w-limg 7,,, . We have
(w,y) = lim{z, Ty ) = W (2, Tny) + (@ = 2y, Tny) = |25+ 0.

This shows that y satisfies (1) of the lemma, and that [ly[, > [|z[5~". On the other hand,
lyllq < limsupy, [T, [lq = IIZ]l = lz]|5~", so that y satisfies (2). By uniqueness of Z, y = . [

6.3 Operators between non-commutative L”-spaces

For n € Nand 1 < p < oo, we denote by S?(LP(M)) the space S? @ LP(M) = {(xij)i; :
i,j=1,...,n, z;; € LP(M)} equipped with the norm of LP(M, ® M,tr ®7) [110, chap 1]. Let
T :LP(M) — LP(N) be a linear mapping, where N is a further von Neumann algebra with
s.n.f. trace 0. Following [110, lem 1.7], we call T completely bounded if

1T |t := Sup [Idse @T : (zi5)ij = (Tiz)izll B(sz (Lr(M)),s2(LP(N))) < OO, (6.2)

and completely contractive if this quantity is less than 1. Clearly, || T'|| < [|T||ep. If T : LP(M) —
LP(N) is completely bounded for p = 1 and p = oo, then by complex interpolation,

YT M - N5

T L9(M) — LUN)|lew < |7 LN(M) — LY (N)] cb

for any 1 < ¢ < 0co. T : LP(M) — LP(N) is called positive if Tz > 0 for all z > 0. T is called
completely positive, if Ig» ® T € B(SE(LP(M)), SE(LP(N))) = B(LP(M,, ® M), LP(M,, ® N))
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6.4 Non-commutative diffusion semigroups

is positive for all n € N. In the case M = N = M,, Choi showed in [20] the following
characterization:

N
T : M, — M, completely positive <= Jay,...,ay € M,,: Tx = Zaixak. (6.3)
k=1

Assume that T € B(LP(M),LP(N))) for some 1 < p < oo and that T is w*-continuous if

p = oo. In view of the duality LP(M) = LYM) for 1 < p < o0,¢ = ﬁ, the operator

T’ : LY(N) — L9(M) is defined. If p = oo, we denote 7" : L'(M) — L'(M) the pre-adjoint
operator.
Lemma 6.4 Let N,o,p,q,T be as above.

() If T : LP(M) — LP(N) is (completely) positive, then T' : LY(N) — L9(M) is (completely)
positive also.

(2) If T is completely bounded, then T' is also completely bounded, with the same cb-norm.
Proof. T is positive if and only if o((T'a)b) > 0 for all positive a € LP(M) and b € L(N).
On the other hand, o((T'a)b) = 7(a(T'b)), so that the positivity part follows. The complete

positivity part is then a consequence of (Idgr ®7')" = Idgs ®T”. This also gives the complete
boundedness statement, in view of 6.2. O]

6.4 Non-commutative diffusion semigroups

Let T': M — M be a w*-continuous operator with ||T||ps—a < 1. Assume that
for z,y € M N L'(M), (Tz,y*) = (z,(Ty)"). (6:4)

We call a T' with this property self-adjoint. Then by the Holder inequality, T'|ysnr1 () €xtends
to a contraction Ty : L'(M) — L'(M) and by complex interpolation, also to 7, with

1T : LP(M) — LP(M)[| <1 (1 <p < 00).

Since T is w*-continuous, 6.4 yields that 71 = T’(-*)*. Clearly, Ty : L*(M) — L?*(M) is self-
adjoint in the classical sense. If T': M — M is in addition completely contractive, then by
lemma 6.4, Ty =T'(-*)* : L'(M) — L'(M) is also completely contractive, and hence T, also.

The following notion of a (non-commutative) diffusion semigroup has been defined in [65]
and generalizes Stein’s setting in [121].

Definition 6.5 Let (T});>0 be a family of completely contractive operators of the above type. (T}) is
called a diffusion semigroup (on M) if

To = Ipn and TyTs = Ty s for t,s > 0. (6.5)
Tix — x as t — 0 in the w* topology. (6.6)
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6 Analyticity angle for non-commutative diffusion semigroups

Clearly, for 1 < p < o0, (T%,) is a semigroup on LP(M) and by [27, prop 1.23], 6.6 implies that
(T},p) is strongly continuous. Examples of such diffusion semigroups are given in [65, chap
8,9,10] and will be discussed in section 6.6.

It is shown in [65, chap 5] - using the functional calculus for self-adjoint operators and a
version of Stein’s complex interpolation - that for (77 ,), there exists an analytic and contractive
extension to a sector S(§ — 7|5 — 3[), where we put

S(w) ={z € C\{0}: |argz| < w}.

This means that there exists an analytic function S(F — 7r|1% - 31) = B(LP(M)), z — S. such

that S; = T, for t > 0 and [|S.||g(z»(a)) < 1. The major question of this chapter is:

Given a diffusion semigroup (7;) on M and 1 < p < oo, what is the optimal w, > 0 such that
T}, has an analytic and contractive extension to S(w,)?

This question and related ones have been studied in the commutative case in [5, 92, 102, 134,
77,78,18, 19].

In the rest of this section, let us work out the candidate for w,. First recall the following
characterization.

Proposition 6.6 Let (T},,) be a co-semigroup on LP(M) for some 1 < p < co. Denote A,, its generator.
Fix some w € (0, 5). Then the following are equivalent.

(1) —(Apz,2) € S(§ —w) forall x € D(A).
(2) (Ti,p) has an analytic and contractive extension to S(w).

The first condition is obviously verified if

(I —T,p)z,7) € S(g —w) forall x € LP(M) and t > 0.
Proof. See for example [49, thm 5.9] O

The following easy example already gives a good insight into what we can expect.

Example 6.7 Let M be the commutative 2-dimensional von Neumann algebra (5° with trace T((a,b)) =
a + b. We consider T, = et4 with
-1 1
A-( 1 _1>—e®e,

where e = (1,—1). Then A" = —2A"~1 = (=2)""1 A for n > 2. Hence

1= (—26)" 1/ 14+e? 12
1= -5 3 A=2(1_6_2t ).
n=1
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6.4 Non-commutative diffusion semigroups

Since this matrix is self-adjoint and |1+ Le=2!|+|1— e~ = 1 forall t > 0, (T}) is indeed a diffusion
semigroup. Now fix some 1 < p < oo and let x = (a,b) € (5. Then 7 = (@,b) = (ala|P~2,b|bP~2)
and

-~

—(Az, %) = (a —b)(@ — D).

To answer our angle question, in view of the preceding proposition, we are supposed to determine the
smallest sector containing this quantity for arbitrary a,b € C. The solution is the following proposition
which appears in [92, lem 2.2].

Proposition 6.8 Let 1 < p < oo, a,b € C. Then for w, = arctan 2'\’;%,

(a—b)(a —A) = |a|? + |b]" — ab|b|P~? — balaP~2 € S(w,).

Further, this result is optimal, i.e. the statement is false for any w < wp.

~

Proof. The fact that z = (a — b)(a — b) € S(w,) has been shown in [92, lem 2.2]. We show
the optimality for the convenience of the reader. Let b = 1 and a = re’® with r # 1. Then
z=1P 4+ 1—re!® — rP~le7i 5o that

Imz = —rsing 4+ 7P~ sin ¢,

Rez=1rP+1—rcos¢— 1P Lcoso,

whence

(m)?_ ("1 = )*(1 = cos® 9)

Rez) (" +1—rcos¢—rP~Lcosg)?’
—2
Maximizing this expression in ¢, i.e. choosing cos ¢ = % < 1 gives

<Imz)2 - P2 (rp=2 — 1)2

Re z r2 —1)(r2v=2 - 1)’
The limit for r — 1 of this expression is %, so that | arg z| — 2‘%. O

From now on, write

¥ = S(arctan 2‘%)7 ¥, = S(§ — arctan 2'5;%).

In view of the above, X, is our candidate for the sector which supports the numerical range
of —A,, and we are looking for diffusion semigroups (7}) such that:

For every 1 < p < 0o, T}, has an analytic and contractive extension X, — B(L*(M)). (6.7)
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6 Analyticity angle for non-commutative diffusion semigroups

6.5 The angle theorem

We begin with some notation. If A, B,C, D € B(LP(M)), we denote

(& p) e -wanom. (5 0)~ (2 b )

For p = 2, this operator is self-adjoint if and only if A, B,C, D are all self-adjoint.

The key notion to establish the theorem for the analytic extension of a diffusion semigroup is
the following one.

Definition 6.9 Let T : M — M be a w*-continuous operator. Denote Ty : M — M, T (x) = T'(x*)*.
Then we say that T satisfies (P) if there exist S1,Sy : M — M such that

S, T
W:_<Ti SQ>:M2®MHM2®M

is completely positive, completely contractive and self-adjoint.

Note that a completely positive linear mapping between von Neumann algebras is completely
contractive iff the image of the unity has norm less than 1 [107, prop 3.6].

Hence we can replace the complete contractivity in definition 6.9 by the assumption

1 0
(i )

Remark 6.10 1. A T satisfying (P) is necessarily completely contractive and self-adjoint. Indeed, W
is self-adjoint iff S1, Se and T are. Further, it is well-known that the complete positivity of W implies
that T is completely contractive.

2. On the other hand, if T is completely contractive, self-adjoint and in addition completely positive,

then it satisfies (P). Just take S; = Sy = T, and note that T, = T. Then W = ( ; ? ) is again

completely positive, completely contractive on My(M) and self-adjoint.

3. Assume that (M, 1) = (Mp,tr). It is well-known that T : M,, — M, is completely contractive if
and only if there exist ai,...,ay and bq,..., by such that Tx = Zivzl apxby and

N N
IS aal <1, 1Y bkl < L.
k=1 k=1

T : 2w Y, apxby is self-adjoint if and only if 3, apxby = >, ajxby for all x. On the other hand,
T satisfies (P) if and only if

N
Jay,...,an,by,...,by € M, selfadjoint : Tw = axabe, » aj <1, > bi <1 (6.9)
k=1 k k
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6.5 The angle theorem

Indeed, if 6.9 is satisfied, then put Six =, apxay and Sox =), braby. Then
S T

with ¢, = < %’“ bO > . Property (P) follows, since cy, is self-adjoint and Y ¢ < 1.
k

Conversely, if (P) is satisfied, then by the complete positivity of W and 6.3, there exist ¢y, ...,cn € Ma,
such that Wx = Y~ ciacy,. Since W is self-adjoint, 3, cixcr = >, cpacy, and consequently,

_ ¢ + ¢, ¢k + ¢, cr — ¢, cr — ¢,
ch-Z( 5 )x( 5 )—l—Z( % T 5 .

k k

We have ||W(1)|| < 1, so replacing (c1,...,cn) by ((e1 +¢1)/2,...,(en + ¢§)/2, (c1 — ) /(20),
oo (en —ey)/(2i)), one can assume that the c.s are self-adjoint and ||y, ci|| < 1. Write ¢, =

( 3’; Z: ) . By definition of W, Tx = 3", agaby. Further, | 3, a2 |, || 32, 021 < || 32, €21, so that
ay, b, match 6.9.

4. The property (P) is connected to the definition of decomposable maps. T : M — M is by definition
decomposable (||T'||gec < 1) if Sy and Sy exist such that W = ( 5} g ) is completely positive

* 2
(and contractive) [113, p. 130]. One has || T ||gec < 1 for all complete contractions T : M — M iff M
is hyperfinite [50]. In general, the assumptions ||T||gec < 1 and T self-adjoint do not imply (P), see
the example below. However, we will see in section 6.6 that this holds true in some special cases.

Example 6.11 Parts 1 and 2 of the preceding remark lead to the question if the property (P) is equivalent
to complete contractivity and self-adjointness. But in general, (P) is strictly stronger. Indeed, there is
a self-adjoint and complete contractive T which does not satisfy (P). I am grateful to Eric Ricard for
showing me the following example. The operator space theory used here goes beyond what is explained
in section 6.2, see for example [113, 40].

Let n € N and (E;j)o<i,j<n be the canonical basis of My,41. Define T : My, 11 — My41 by

Tx = i FEioxE; + i FEoixzEy;.

i=1 i=1
Then T is self-adjoint and by writing
T.Z‘ = Z(n1/4Eio)I(n71/4Ei0) + Z(ﬂ71/4EOi)I(nl/4EOi),

i=1 i=1
one sees that ||T||co < v/n (cf. remark 6.10.3 above). Now assume that as,...,an,b1,...,bny € Mpiq
are self-adjoint such that Tz = 31, apaby. We will show that

1> a2 bRl = m, (6.10)
k k
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6 Analyticity angle for non-commutative diffusion semigroups

so that for n > 2, the self-adjoint completely contractive operator ﬁT does not satisfy (P).

We denote Ry and Cy the row and column operator space of dimension N [113, p. 21]. Further,
Ry N Cy is equipped with the operator space structure

(i)l = max{||[(xi;)|ar, (Ba)s 1(@ii) a1, ()

and Ry + Cy is the operator space dual of Ry N Cy [113, p. 55,194]. Then for any operator space
X and any z1,...,2n € X,

N
||Zek @z : X* — Ry NCn||eb :maX{HZxkxz|1/2,||Zx2xk||1/2}.
k i

k=1

Let
N N

a:Zak@)ek :E?V—>Mn+1, 6:Zek®bk:S}L+1 —>€?V.
k=1 k=1

Here, (ex)1<k<n is the canonical basis of (3, a ® ey maps x to (z, ex) ez, a and e, @ by maps x to
tr(zby)ex. Then
lo s Ry + Cnv — Maalles = 1) ailI'?,
k

18+ Spss — By NCxllew = | Y bF]|V/* and
k

aB(z) = (Z Eko ® Exo + Z Eor, @ Eoi)(x) for any x € My4q.
k k

Let us denote Cy, @ Ry, C Mp41 the subspace spanned by {E;o, Eo; : 1 < i < n}. In the same
manner, we regard this space as R, &1 C,, C S}, w1 If J 2 Ry @1 Cp — Cy, @ Ry, is the identity,
then a3 is obtained by projecting canonically S} | to R, ®1C,,, then applying J and finally injecting
Cp, ®oo Ry into My 1. Denote & = pa and B = (34, where p is the natural projection of M1 onto
Cy, C Cy, ®oo Ry C Myy1q and j is the embedding of R, C R, &1 C,, C S} into S} ;. Then one
obtains the following commuting diagram

RNOCNL>RN+CN

-

R, Cn

d
with

lé: Ry + Cn = Culle < 1Y a2,
k

1B Ry — Ry N COnlles < || S B21M/2
k
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6.5 The angle theorem

According to the factorization I,z = & we have n < ||8||ms||@||ms. But the Hilbert-Schmidt norm
of any ~y : 03, — 02, equals the cb-norm of y : Ry, — Cyy, [113, p. 21], so

16 R — Cnlep [|6: Ry — Coalles

[6: Ry — Cn N Ryl ||é : Ry 4+ Cn — Collen

|

D BRIV ekl
k k

n <
<

N

This shows 6.10.
Now the matrix version of the main theorem reads as follows.

Theorem 6.12 Let n € Nand T : M, — M, satisfy (P). Fix some p € (1,00). Then for any x € SZ,

(I —T)x,7) € 5,.

Proof. Use remark 6.10 and write Tz = ZZ; arxb, with ag, by, as in 6.9. Decompose
T = udv,

with u,v € M,, unitaries and d a diagonal matrix with non-negative diagonal entries dy, ..., d,.
Then 7 = v*d?~'u*. For simplifying the calculation, we write g, = u*aru and hy = vbv™*.

(I = T)z,7) = te(d” — > grdhpd”™")

k
n
—1
=N =3 grredihi o d? 7
r=1 k,r,s

Write ¢,s 1= >, gk, rshk,sr- Since gi and hy, are self-adjoint, ¢, = ¢5;. Thus, the above expression
equals

> oar - % > eradod? ™ — % > eradpdr!

T8 T8

:% {Z df(l - Z |CT‘SD + Zd?(l — Z |Crs|) + Z (dﬁ,’|crs| + d§|crs| _ Crsdsdffl _Crsdrdgl)} .

T8

~

The expression in round brackets of the last double sum is a term (a—b)(a—b) as in proposition
6.8, putting

a = dylcns|V? and b = dy|e,s|/? ‘Z”|.
T8

Since ¥, is closed under addition,

> dlcrs| + dPlers| = crsdsd? ! = Cradypdl T € 5y,

T8

Moreover, it now suffices to show that

1= ens] 20, 1= feps| > 0. (6.11)
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6 Analyticity angle for non-commutative diffusion semigroups

First we use Cauchy-Schwarz:

2 2
(Z |Crs|> = (Z | Z gk,rshk,sr|> < <Z Z |gk,r52) (Z Z |hk,sr|2> .
s s k s k s k
We estimate the first factor:

Z Z |(U*aku)m|2 = Z Z(U*aku)sr(U*aku)rs = Z(u*aiu)w <1
s k s k

k

where we use the assumption Y, a? < 1 in the last inequality. In the same way, one estimates
the second factor, which gives the first estimate in 6.11. The second estimate in 6.11 follows
at once, since |c¢qs| = |csr- O

Our next goal is to extend the theorem to hyperfinite von Neumann algebras instead of M,
by a limit process. The following lemma contains the necessary information how the property
(P) and the dual element behave when passing from a “small" von Neumann algebra N to a
“big" von Neumann algebra A and vice versa.

Lemma 6.13 Let (N, o) and (N, &) be two von Neumann algebras with s.n.f. trace. Assume that there
exist J: N — N and Q : N'— N with the following properties:

(1) J and Q are completely positive,

(2) J and Q are (completely) contractive,

8) QJ =Idy,

(4) (Jz,y) = (x,Qy) forall z € L"(N)N N and y € L*(N) NN

Then J and @ extend to complete contractions J, : LP(N) — LP(N) and Q, : LP(N') — LP(N) for
any 1 < p < co. Furthermore, the following holds.

(1) If T : N — N satisfies (P), then also QT'J : N — N does. Forall 1 < p < oo and x € LP(N),
(g () =T p(), Tp(@)) = (o) ~Qp Tyl ).

(2) If T : N — N satisfies (P), then also JTQ : N'— N does. Forall 1 < p < co and x € LP(N),
(o) ~T)a. 8) = (o) =S TpQu) Jo(@), Ty @)).

Proof. The completely contractive extensions J, and @, follow from assumption 4 by Holder’s
inequality and complex interpolation, as in the beginning of section 6.4.

(1) Let W be an extension of T according to the definition of (7). Then W = QWJ is an
appropriate extension of QT'J, where Q = Idy;, ®Q and J = Idy;, ®J. Indeed, since J and
@ are completely positive, also J and Q are, and therefore W is. As .J and @ are completely
contractive, J, Q, and thus W are contractive. By 6.8, W is completely contractive. It is plain
to check the self-adjointness of W. Just note that by the positivity of Q, Q(z*) = [Q(z)]*, so
Q)2 is the adjoint of J, in the Hilbert space sense.

For the second part, note that by approximation, (Q,z,y) = (z, Jyy) for any € LP(N), y €
L%(N) and 1 < p,q < oo conjugated exponents. Also assumption 3 extends to Q,.J, = Idpr ()
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—

for all 1 < p < co. Now the assertion follows if we know that J,(z) = J,(Z) for any « € LP(N).
We check the two determining properties of the dual element.

(Jg(2); Jp(2)) = (QqJy(7), x) = (T, ) = [|[[}.

Further,

—

17a@)g = 1121 = [l = I Tp(@) 115 = I Jp ()15

Here, we have used that J; (and .J,) is an isometry. This follows from Q,J; = Idzq(x) and the
contractivity of J,.
(2) Put W = JWQ. The rest of the proof is very similar to that of (1). O

Theorem 6.14 Let M be a hyperfinite von Neumann algebra and T : M — M satisfy (P). Then for
all 1 <p <ooand x € LP(M),

<(Ide(M) —Tp)l',./’f> S Ep.

Proof. 1st case: M finite dimensional. Then there exist K € N, A\1,...,Ax >0and ny,...,nxg € N
such that (M, 7) has a representation as a direct sum

(M,7) = (My,, A tr) @ ... ® (M, Ak tr).

We want to apply (2) of lemma 6.13.
Assume for a moment that \q,...,A\x € N. Take N = M and N = M,,, with m = Zle Ak,
endowed with the standard trace tr. Put

T 0

x1
J:M—> M, Jx1@z®...Pzak)=

TK

0 TK

Here, the multiplicity of the x},s on the diagonal of the big matrix is \. Let Q : M,,, — M be
defined by (Jz,y) = (z, Qy). J is completely positive by its simple structure, and then @ also
is by lemma 6.4. J is a contraction, since ||J(z)| = maxy ||zx| = ||z||. @ is a contraction, since
|l ary = 2o )‘kaEkHShk = ||J(x)|sz, . Finally, the identity Q.J = ) is easy to check, so that
the assumptions of lemma 6.13 are satisfied, and

—~_ thm 6.12
(g —Tp)a, 7) = ((dyy, —JTQ)Jz, Jz) € 5.

Assume now that Ay € Q4. Then let ¢ € N be the common denominator of the A.s. Put
m =ty , \gn, and N = M, with the trace t~1.tr. Use the same J as before, the multiplicity
of the aj s being now t\;. We appeal again to lemma 6.13 (2). Note that the theorem 6.12 is
also valid with the modified trace ¢t=! - tr.
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6 Analyticity angle for non-commutative diffusion semigroups

The general case A\, € R follows by rational approximation: Let € LP(M,7) and y =
Yy1®... Dy := [(ILp(M) - Tp)w] NS Ll(M, T) = Ll(Mnl7)\1 tI‘) D1...D1 Ll(MnK, AK tI‘). Then

K
(Treary = Tp)z, &) = 7(y) = Z A tr(ye).
k=1

We already know that this quantity belongs to 3, for any A1,..., Ax € Q4. Thusfor A1,...,Ax €
R?, it belongs to ¥, = ¥,, too.

2nd case: M is hyperfinite. There exists a net M, of finite dimensional subalgebras of the kind
as in the 1st case. Further, for every «, there exists J, : M, — M satisfying the assumptions
of lemma 6.13. For every 1 < p < oo and every x € LP(M), Jo Qo pr — = in LP(M) ([110,
thm 3.4 and rem] and [124, p. 332]). Now (1) of lemma 6.13 yields that Q,7"J, is an operator
as in the 1st case of the proof. Therefore for any x € L?(M), by lemma 6.13

<(IdLP(M) —Tp)z,T) = 11511(([ = Tp)apQapT; (Ja,pQa,pT))

= (I — Qa.pTpJoc.p) Qecps (@\,px»

€,

The following theorem now answers our question in section 6.4. In addition, the contractivity
in 6.7 can be extended to complete contractivity.

Theorem 6.15 Let M be a hyperfinite von Neumann algebra with s.n.f. trace T and (T}) a diffusion
semigroup on (M, 7). Assume that for all t > 0, T, satisfies (P) (for example, T; is completely positive).
Then for all 1 < p < oo, t — T}, has an analytic extension

¥, — B(LP(M)), z = T .

The operators T, ,, are in addition completely contractive.

Proof. Proposition 6.6 together with theorem 6.14 gives the analytic extension and the contrac-
tivity. To show the complete contractivity, let » € N and consider the space N = M, ® M
with trace tr ®7. Then T} := Id m, ®T: gives a diffusion semigroup on N. Further, T, inherits
property (P) from T; : Indeed, if W : My ® M — My ® M is an “extension” of T; as in the
definition of (P), then Ip;, @ W : M,, ® (M2 @ M) = My ® (M,, ® M) — M, ® (M @ M)
is one of T}. Let ¥, — B(LP(N)), z T., be the analytic contractive extension of T} ,. We
claim that 7, ;, = Idg» ®T, ,,, where T ,, is the analytic extension of 7} ,. Indeed, by the equiv-
alence of the norms ||(@ij)ijllsz (e (ar)) = 2245 |1 ZijllLe(ar), one sees that Ig» ® T, is analytic.
Since T, = Idgr ®T. , a priori for z > 0, the claim follows from the uniqueness theorem for
analytic functions. Now the theorem follows from 6.2. O
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6.6 Specific examples

We will now give some examples of diffusion semigroups (7;) on hyperfinite von Neumann
algebras which match the conditions of theorem 6.15. Recall that if for any ¢ > 0, 7} is com-
pletely positive, then 7} satisfies () and theorem 6.15 can be applied. In two specific cases to
follow, the complete positivity is unnecessary.

6.6.1 Commutative case

We assume that (M,7) = (L*°(Q), ) is a commutative von Neumann algebra. Then our
definition 6.5 of a diffusion semigroup reduces to the classical one given in [121].

For any operator T : L*°(Q) — L>=(Q2) or T : L*(Q) — LY(Q), |T|| = ||IT||e- This is false in
general for operators T : LP(Q2) — LP(Q2) with 1 < p < co. The property (P) has now a simple
characterization.

Proposition 6.16 A w*-continuous operator T : L>°(Q) — L*>°(Q) satisfies (P) if and only if T is
contractive and self-adjoint.

Proof. The “only if" part follows from remark 6.10. For the “if” part, we assume that L>(Q2) =
£2° for some n € N. The general case can be deduced by an approximation argument as in
theorem 6.14, using the semi-partitions of ({2, 1) explained in section 6.2.

We identify T and 7. with matrices (¢;;) and (Z;;). Since (t;;) is self-adjoint, (¢;;) and (|t;;|)
are self-adjoint also. Hence

o (tsgl)  (tay) . . N
W_( &) (1t ) t Mo (02) — Ma(67)

is self-adjoint.

We show that W' is completely positive. Let J : £2° < M,, be the embedding into the diagonal,
J =1Idnm, ®J 1 Ma(6°) — Mo(M,) and P : My(M,,) — My (£:°) its adjoint. Further, let ¢,; € C
such that ti]‘ = |tz’j|¢ij- Denote Qi = ( |tij|¢ijEij 0 > S MQ(MH), where (EU)ZJ is

0 V[t B

the canonical basis in M,. Then z — >_, , a;;za]; is completely positive by Choi’s theorem 6.3.
On the other hand, this mapping equals JWP. Indeed

Z Vtij|dij Eij 0 () g(12) Dij\/Itij| Eji 0
- 0 VIt Eij ) 722 0 VIt | Eji

0

_Z |tU‘Ele( VEji i Bia(? Ey;
tUEUa: VE;i  |tiy|Bija®¥Ey;

_ Z |t13|33 By L]x ;2)Em
, t”:r E” |t”\a: 22)E“

= JWPx.

Then W = P(JW P)J is also completely positive.
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6 Analyticity angle for non-commutative diffusion semigroups

As [T is given by sup; _; [t;j|, which does only depend on the absolute values of ¢;;, we

have ||(|t;;])|| = |IT||- This implies

w ( (1) (1) )H < (|t D]l < 1, and thus, W is completely

contractive. O

As a corollary, we obtain [92, cor 3.2], but without the assumption of positivity.

Corollary 6.17 Let (1) be a diffusion semigroup on L*>(SY), i.e. the T}, form consistent contractive
co-semigroups on LP(Q) for 1 < p < oo (w*-continuous on L*°(Y)) such that T o are self-adjoint.
Then for 1 < p < oo, t — T}, has an analytic and contractive extension to

-2
X = {z € C\{0}: |argz| < g — arctan 2'3}%}

Proof. Recall that L>°(2) is a hyperfinite von Neumann algebra. By proposition 6.16, T; satisfies
(P) for all t > 0, so that we can appeal to theorem 6.15. O

Remark 6.18 In [80], [92, cor 3.2] is used to improve the angle of the H* calculus of generators of
commutative diffusion semigroups consisting of positive operators. With the above corollary, [80] gives
the same angle improvement without the positivity assumption.

6.6.2 Schur multipliers

A further example of non-commutative diffusion semigroups are the Schur multiplier semi-
groups, considered in [65, chap 8]. The underlying von Neumann algebra is M = B(/*(N)) =
B(£?), with the usual trace tr. We identify B(¢%(N)) with some subspace of C"*¥ in the usual
way. Let (¢;;);; € C"*N. The Schur multiplier T' associated with (¢;;);; is defined in the fol-
lowing way: If z = (;;);; € B(¢?) then

T = (tijzij)ij- (6.12)

Of course, it is not sure that Tz € B(¢?) nor that T € B(M). The following proposition
characterizes, when the latter is the case. For a proof, see [107, cor 8.8].

Proposition 6.19 Let T be given by 6.12. The following are equivalent.

o There exists a Hilbert space H and sequences (x;);, (y;); C H such that sup, ||z;|| < 1, sup; ||v:]|
<1 and tij = <33i>yj>H-

e The Schur multiplier T is a bounded operator on M and ||T|| < 1.
o The Schur multiplier T is a completely bounded operator on M and ||T'||p < 1.

Assume now that the conditions of the above proposition are satisfied. Then for z,y € S' N
B(£?), (Ta,y*) = tr(Txy*) = 3275, tijziGi;- Therefore, T is self-adjoint if and only if #;; € R
for all 7,5 € N.

Lemma 6.20 A Schur multiplier T : B(¢?) — B((?) satisfies (P) if and only if T is contractive and
self-adjoint.
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6.7 Semi-commutative diffusion semigroups

Proof. Only the “if" part has to be shown. Let (z;);, (v;); C H be the sequences given as in
proposition 6.19. By the self-adjointness of T', we know that (z;,y;)# € R. We may suppose
that (i, ;). (Vi,y;)n € R.
Indeed, if this is not the case, let (e, ), be an orthonormal basis of H and consider the R-linear
mapping

H —H®H

J: €y e, @0

ey, F—0@e,
For € H, write = zp + ixzy, where xr and z; are in the real span of the e;s. In the same
manner, write y = ygr + iyr. Then

(@, v)r = (R, yr)H + (@, y1)a + ¥z, Yyr)H — (TR, Y1) H,

so if (x,y)m € R, then (J(z),J(y))ven = (z,y)n. Replace now z; and y; by J(z;) and J(y;).
Then, we still have t;; = (J(x;), J(y;)), and in addition (z;, ;) u, (vi,y;)m € R.

The operator W as in definition 6.9 that we will give in a moment acts on the space M, ® B(£?).
We wish to consider Schur multipliers on this space and do this in virtue of the natural
identification M, ® B(¢?) = B(¢*(N x {1,2})). Note that T, is the Schur multiplier associated
with ((y;, z;) & )i;. Further, by proposition 6.19, the Schur multipliers .S; and S5 associated with
ii ;; ).Thisisa
Schur multiplier on M> ® B(¢?) = B(¢*(N x {1,2})) associated with the matrix

((zi,z;)m)i; and ((yi,y;))i; are completely contractive. We put W = (

((2ik)» 2G0) ) H ) (i), (1) eNx {1,2}

i k=1 . s
where z(;) = {x h_o Therefore, W is completely positive [107, ex 8.7]. The (complete)
Yis =

contractivity of W is clear from proposition 6.19. Finally, as (z(x), 2(;1))a € R, W is self-
adjoint. O

Now assume that (7}) is a diffusion semigroup on M such that for any ¢ > 0, T} is a Schur
)
and (0Ok)ren are sequences in H, then the Schur multipliers 7} associated with (e*t”ai*ﬁi”)ij
form such a diffusion semigroup [65, prop 8.17]. Then the above lemma and theorem 6.15

show that for any 1 < p < o0, (T} ,)i>0 admits an analytic extension

multiplier associated to some (¢;);; € CN*N, For example, if H is a Hilbert space and (ay)ren

¥, = B(LP), 2+ T .

Further, by the uniqueness of analytic vector valued functions, T, , is again a Schur multiplier
for any 2z € .

6.7 Semi-commutative diffusion semigroups

At the end, we give an example of a diffusion semigroup on a von Neumann algebra without
the assumption of hyperfiniteness. Let (2, 1) be a measure space and (N, o) a von Neumann
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6 Analyticity angle for non-commutative diffusion semigroups

algebra with s.n.f. trace. Suppose we are given a diffusion semigroup (7;) on L>°((2). By the
w*-continuity of any 7T}, we can define the contractions

TN = T,®1y : L®(QBN — L= (Q)BN.

(T}N) is a diffusion semigroup on L>®(Q)®N, and called semi-commutative diffusion semi-

group.

Now assume that N has the QWEP property. This means that N is the quotient of a C*-algebra
having the weak expectation property (WEP) introduced in [84, 85]. It is unknown whether
every von Neumann algebra has this property.

Recall the following notion of an ultraproduct of Banach spaces. Let (X,)acr be a family of
Banach spaces and I/ an ultrafilter on I. We will only need the case X, = X, a fixed Banach
space. Consider the quotient space

0°(I; X4) —{ﬂUaaEHX s sup ||za]| < oo}

and the subspace
co(Us Xa) = {(Ta)a € (15 Xa) : lim |24 = 0}.

Then [],, Xo = £°(1; Xo)/co(U; X,) is called an ultraproduct, see also [113, p. 59].
We will need a property of L(N, o) which appears in [64].

Proposition 6.21 Let N be a von Neumann algebra with QWEP having a s.n.f. trace o. Then there
exists a Hilbert space H, an ultrafilter U on some index set I and an isometric embedding J : LP(N) —

[T, 57 (H).

The following proposition follows from [64, thm 2.10]. We include a simple proof for the
convenience of the reader.

Proposition 622 Let 1 < p < oo, LP(Q2) be some commutative LP-space and T € B(LP(Q)) be
completely bounded. Let N be a von Neumann algebra with QWEP with a s.n.f. trace 0. Then T ®
Id v (), initially defined on LP(Q) ® LP(N), extends to LP(2, LP(N)) and

IT® o) : LA LP(N)) — LA LP(N)| < [Tl

Proof. By 6.2, for every n € N,
1T @ Idgy = LP(€,57) — LP(Q, S| < ([T leb-

As in [110, prop 2.4], we deduce via a density argument that || T® Idg» gy : LP(2, SP(H)) —
Lr(Q, SP(H))|| < (I eb-

Let H,U, I, J be as in proposition 6.21. We denote (z,), and (fa). elements of the ultraproduct
spaces [[,, SP(H) and [],, LP(2, S?(H)). Consider the ultraproduct mapping

8 [T 27(9.87(m) — [ P9, 5°(H), (fa)a = (T8 1dso(rm)) (fa) o

u u
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Note that the space LP(,[[,, SP(H)) is isometrically embedded in [[,, LP(2, SP(H)), via a
mapping taking a step function ), fi ® (Zr,a)a to the element (>, fi ® Zk.q)o. With this
embedding, S(LP(Q,]], SP(H))) C LP(2,]], SP(H)), and S = S|psq,[1, sr)) is again a
contraction, since ||l < 1. Now use proposition 6.21 to restrict S to LP(Q, LP(N)). This
restriction equals T®Idz»(xy, which is thus a contraction, as desired. O

Corollary 6.23 Let (TN) = (T;®In) be a semi-commutative diffusion semigroup as above. Then for
1 <p < oo, t — T} has an analytic and completely contractive extension to 3.

Proof. By proposition 6.16, T} satisfies (P) and theorem 6.15 gives the completely contractive
analytic extension z +— T, on %/. Now appeal to proposition 6.22 to get the contractive
operators 1% ,® Id»(y) - It is clear that the latter form an analytic extension of 7}},. Replacing
Ti by Iy, @ T; in this argument gives the completely contractive result. O

Remark 6.24 There is even a more general version of proposition 6.22, [64, thm 2.10]. From this, we
deduce that if M is a hyperfinite von Neumann algebra with s.n.f. trace T and T : LP(M) — LP(M)
is completely contractive, then T@Id»(ny : LP(MQN) — LP(M®N) is completely contractive.

With this generalization, one also gets the following result: If (1}) is a diffusion semigroup on a
hyperfinite von Neumann algebra such that T; satisfies (P) for all t > 0, then T)N = T,@ Idy forms
a diffusion semigroup and has an analytic and completely contractive extension to X,

Corollary 6.23 allows us to generalize proposition 6.8, which was our starting observation, to
the non-commutative case.

Corollary 625 Let (N,o) be a QWEP von Neumann algebra and a,b € LP(N). Then
(a—b,a—b) = [lall’ + Bl — tr(blal’~ ua) — tr(alp|” " up) € 5.

Here, a = u,|a| and b = uy|b| are the polar decompositions.

Proof. Let (T;) be the diffusion semigroup on ¢5° as in example 6.7, i.e. T; = e'” with

A:<_11 _11>.

Consider the semi-commutative semigroup (7:® Idy) with (bounded) generator 4, = A ®
Idz»(ny on LP(£5° @ N) and define the element z in this space by = = (a,b). Its dual element

-~

is given by = = (a, b). By corollary 6.23 and proposition 6.6,

-~

(a—b,a—b) = —(Ayz,7) €5,
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