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et efficace pour travailler.
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nuits) passées à préparer les plannings, Guillaume avec qui j’ai préparé et encadré plus
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I Introduction

I.1 Magnetic Materials

Before presenting the main features of magnetic materials, we should answer a legitimate
question: “Why are they interesting ?” The reason is simple: because they are every-
where, from the simple compass that helped wanderers throughout the ages to navigate
on Earth (which is itself one giant turbulent magnet [Ber07]), to the hard disk in MP3
players, passing by electric motors, voltage transformers, metal detectors and of course the
magnet holding the shopping list on the fridge. The research in this domain is extremely
vast, bringing together one of the largest community of physicists, so let me briefly present
two of the main axes of current research.

Spintronics

This domain appeared 20 years ago with the discovery of the giant magnetoresistance ef-
fect observed in Fe/Cr multilayers by the groups of A. Fert [Bai88] and F. Grünberg [Bin89]
(Nobel Prize 2007). The origin of this effect comes from the possibility to control the mo-
bility of the electrons, and thus the resistivity of the material, by acting on the spins
of these electrons through an external magnetic field. Its most remarkable application
certainly is the production of read heads for hard disk drives more than 100 times more
sensitive than the former sensors, opening the way to the race for miniaturisation of
electronic devices during the last decade.

Superconductivity

It was observed for the first time by Onnes in 1911, when the resistivity of solid mercury
suddenly disappeared below a critical temperature TC = 4.2 K [Onn11], making it a per-
fect conductor. This phenomenon has been explained by Bardeen, Cooper & Schrieffer in
1957, by the creation of Cooper pairs between two electrons [Bar57] (Nobel Prize 1972).
However this theory only explains the so-called conventional superconductivity that exists
below 30 K, but is unable to justify the observation of higher critical temperature, firstly
at 35 K in 1986 in copper oxydes [Bed86] (Nobel Prize in 1987) and up to the record of
138 K a few years later [Dai95], which has remained a theoretical challenge for the past
20 years. Moreover, a new wave of interest has followed the discovery of an Iron-based
family of High TC superconductor.



6 I Introduction

From a more fundamental view point, magnetic materials have the advantage of pre-
senting a myriad of different behaviours that can be investigated by a wide range of
experimental techniques and be described by surprisingly “simple” theoretical models in
comparison to the a priori messy nature of the original many-body problem. Their study
usually requires a multi-lateral approach, using methods from quantum mechanics, statis-
tical physics, optics, etc, making them an intriguing puzzle for scientists and a laboratory
for testing new concepts.

My thesis has been devoted to one of these materials, spin ice, whose remarkable
properties have driven a great deal of interest during the past 12 years. The goal of this
introduction is double. First of all, we present some fundamental aspects of magnetism
relevant to spin ice and give the necessary foundations of the theory of phase transitions.
We then briefly explain the key concept of geometrical frustration, before presenting the
core of this work: spin ice. My purpose, or at least my aspiration, has been to go beyond
a mere introduction of this material and to give a complete but yet concise and hopefully
clear review on spin ice1.

I.1.a Origin of magnetism in condensed matter

In this section, we will focus on the electronic aspect of magnetism due to the valence
electrons of the atoms, because it is of particular relevance for spin ice. We start with
the fundamental origin of magnetism, discussing the joint importance of its spin and
orbital components and the influence of an external magnetic field, before illustrating the
interactions of atoms through direct exchange coupling.

Spin-orbit coupling

An electron has two angular momenta; an orbital one L = r × p and an intrinsic spin
S. From a semi-classical point of view, it is moving at a velocity v = p/me in a radial
potential V (r) created by the nucleus of the atom or ion and screened by the internal
electrons. We learn from special relativity that the intrinsic magnetic momentum of the
electron µ ≈ e

me
S feels a magnetic field generated by its motion proportional to L

B = E × v

c2
=

(

− r

er

dV

dr

)

× p

mec2
= − 1

mee c2

(

1

r

dV

dr

)

L (I.1)

where the massive nucleus is supposed motionless with respect to the dynamic electron,
giving rise to an energy

W = −µ · B =
1

m2
ec

2

(

1

r

dV

dr

)

L · S = f(r)L · S (I.2)

If we take into account Slater’s screening rules, V (r) = − Z∗e2

4πǫ0 r
where Z∗e is the effective

nuclear charge seen by the valence electron, and we define the typical size of an atomic

1with a few restrictions, since we chose not to discuss diluted, “stuffed” or artificial spin ice.
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orbital r0 ∼ n∗ 2 aB/Z∗, where n∗ is the effective principal quantum number and aB is the
Bohr radius, the mean value of f(r) is

〈f(r)〉 ∝ Z∗

r3
0

∝ Z∗ 4

n∗ 6
(I.3)

Hence, the spin-orbit coupling will be especially important for heavy atoms (large Z∗) of
small size. At first sight, these seem to be two antagonist conditions, but it is exactly
the case for rare-earth elements. Their valence electrons are on the 4f layers, i.e. inside
the electron cloud and thus strongly feel the attraction of the nucleus, diminishing their
radius r0 as Z is increasing: this phenomenon is known as the Lanthanide contraction.
As we shall see in section I.3, spin ice is made of rare earth ions and this strong spin-orbit
coupling imposes the total angular moment J = L + S as a good quantum number.

Paramagnetic phase

If there is no interactions between spins2, the system is in a paramagnetic phase. Let
us consider a system of N independent spins with total angular and magnetic quantum
number J and m = {−J, ..., +J} respectively; the magnetic moment along z is thus
µ = m gJµB where µB is the Bohr magneton. The absence of coupling enables a straight-
forward calculation of the total magnetisation M in a field B by weighting each value
of m with the corresponding Boltzmann factor; the result is expressed with the Brillouin
functions BJ :

M = N gJJµB BJ (βgJJµBB) (I.4)

BJ(x) =

∑J
m=−J m/J exp(−m x/J)
∑J

m=−J exp(−m x/J)

BJ(x) =
2J + 1

2J
coth

(2J + 1)x

2J
− 1

2J
coth

x

2J
B1/2(x) = tanh(x)

A Taylor expansion for small field gives the so-called Langevin susceptibility

χ(T ) = Nµ0
(gJµB)2J(J + 1)

3kBT
=

CJ

T
(I.5)

This is the Curie law for a paramagnet and CJ is known as the Curie constant. In the
case J = 1/2, the same result is easily obtained by minimising the Gibbs potential G∗

with respect to the mean value of the magnetisation per spin M = M/(N gJJµB) which
can vary from -1 to +1. One briefly presents this approach here, as it will prove to be
useful in chapter III. Being in the paramagnetic phase imposes the absence of internal
energy; the Helmholtz potential is then

G∗(M) = −T S(M) − 1

2
g 1

2

µB B M (I.6)

2even if it is rigourously impossible, it is often a good approximation at high enough temperature
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Let us define N+ and N−, the number of spins with respectively m = +1/2 and m = −1/2,
related by N = N+ + N− and M = (N+ − N−)/N . This allows us to write the entropy
S(M) as

S(M) = −kB

[

N+

N
ln

N+

N
+

N−
N

ln
N−
N

]

= −kB

[(

1 + M

2

)

ln

(

1 + M

2

)

+

(

1 − M

2

)

ln

(

1 − M

2

)]

(I.7)

Minimising the Gibbs potential (I.6) gives the same expression of the magnetisation than
equation (I.5) for J = 1/2.

However the approximation of non-interaction only holds at high temperature and
spin coupling must be considered otherwise.

Exchange coupling

The origin of exchange interaction comes from an interplay between Coulomb interactions
and Pauli’s exclusion principle. In the interest of being clear, we have decided to illustrate
this concept with a toy model, the molecule of hydrogen H2.

Rab

r12

r2a

r1a
r2b

r1b

p+
a p+

b

e1
e2

Figure I.1: Hydrogen molecule: The solid (resp. dashed) lines are attractive (resp.
repulsive) interactions.

In the Heitler-London approximation, the relative difference of mass between protons
and electrons allows us to fix the position of the nucleus while the electrons are positioned
in r1 and r2. The Hamiltonian of this model is

H = H1a(r1) + H2b(r2) + Vint(r1, r2) (I.8)

Hνi =
p2

ν

2me

− e2

4πǫ0 rνi

ν = 1, 2, i = a, b (I.9)

Vint =
e2

4πǫ0

(

1

Rab
+

1

r12
− 1

r2a
− 1

r1b

)

(I.10)
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Let φa(r1) and φb(r2) be the ground states of energy E0 of the Hamiltonians H1a and H2b

respectively. Following Pauli’s exclusion principle, the fermionic nature of the electrons
imposes a global antisymmetric wave function:

Ψ1 = ΦA(r1, r2, ) ⊗ χT and Ψ2 = ΦS(r1, r2, ) ⊗ χS (I.11)

where χT and χS are the well-known triplet (symmetric) and singlet (antisymmetric)
functions in spin space respectively, and:

ΦA(r1, r2, ) =
1

√

2 (1 + ℓ2)
(φa(r1)φb(r2) + φb(r1)φa(r2))

ΦS(r1, r2, ) =
1

√

2 (1 − ℓ2)
(φa(r1)φb(r2) − φb(r1)φa(r2)) (I.12)

ℓ =

∫

drφ∗
a(r)φb(r) (I.13)

are the symmetrised spatial wave functions, normalised by the factor ℓ that takes into
account the non-orthogonality of φa and φb. In the sub-space {Ψ1, Ψ2}, the Hamilto-
nian (I.8) can be diagonalised:

H =







2 E0 +
υ + ω

1 + ℓ2
0

0 2 E0 +
υ − ω

1 − ℓ2






(I.14)

υ =

∫ ∫

dr1dr2 Vint(r1, r2) |φa(r1)φb(r2)|2 (I.15)

ω =

∫ ∫

dr1dr2 Vint(r1, r2) φ∗
a(r1)φa(r2)φ

∗
b(r2)φb(r1) (I.16)

where υ is Hartree’s direct term and ω is Fock’s exchange term. Hence the energy differ-
ence between the triplet Ψ1 and the singlet Ψ2 is:

∆E = J = 2
ω − υℓ2

1 − ℓ4
(I.17)

and it is straightforward to check that the Hamiltonian can be rewritten in the sub-space
{Ψ1, Ψ2}:

H = 2 E0 +
υ − ωℓ2

1 − ℓ4
− J

4
− J

4
σ1 · σ2 = Eref −

J

4
(σx

1σ
x
2 + σy

1σ
y
2 + σz

1σ
z
2) (I.18)

where σx,y,z are Pauli’s matrices representing the spin 1/2 of the electrons. Before
analysing our result, we should underline that we did not choose this model for its quan-
titative description of a solid; using atomic orbitals (AO) to construct molecular wave
functions (I.12) means neglecting the deformation of these AO due to electronic correla-
tions, an approximation that becomes even worst for a solid. However it is a excellent tool
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to show how the electronic interactions work together with Pauli’s principle to determine
the nature of the exchange coupling.

Since ℓ is usually smaller than 1 (weak superposition of the AO), the sign of ∆E is fixed
by (ω−υℓ2) and will give rise to ferromagnetism (∆E > 0) or antiferromagnetism (∆E <
0). It is thus the Coulomb potential, through υ and ω, that imposes the nature of the
coupling, but it is the global antisymmetry of the wave function (imposed by the exclusion
between fermions) that enables this unique parallel between spatial correlations and a spin
configuration. This is why we can write the complex many-body Hamiltonian (I.8) as a
simple product of spins (I.18).

If we follow the same argument for two different valence electrons in the same atom,
we can choose φa(r1) orthogonal to φb(r2), and thus ℓ = 0 and ∆E = ω. Since ω is a
positive electrostatic energy of the charge density e φ∗

a(r)φb(r), in absence of crystal field
terms, spins on the same atomic orbital want to be parallel to each others; this is Hund’s
first rule (see [Kit96], §14).

In a solid, the argument is more subtle, but the result is qualitatively the same, except
that crystal field terms created by the surrounding atoms can make this Hamiltonian
anisotropic with a direction-dependent coupling Jx,y,z:

H = −
∑

i>j

(

Jx
ij Sx

i Sx
j + Jy

ij Sy
i Sy

j + Jz
ij Sz

i S
z
j

)

(I.19)

where Si is the total electronic spin of atom i which is not necessarily 1/2. One can also
see this crystal field anisotropy as directly acting on the spherical symmetry of the spin

H = −
∑

i>j

Jij Si · Sj +
∑

i

∑

ν=x,y,z

Aν |Si · êν |2 (I.20)

where êν are the Cartesian unity vectors. The above summations run over all pairs of
spins but Hartree’s and Fock’s integral are non-zero on short distances only. The cou-
pling between two atoms can be made stronger if it is mediated by a third non-magnetic
anion, as e.g. in the salt {Mn2+O2−} where nearest neighbours (NN) magnetic ions Mn2+

are not coupled, but next nearest neighbours (NNN) are antiferromagnetically ordered at
low temperature because they can interact through the anion O2− between them: this is
called the superexchange and has been first proposed by Kramers [Kra34] with the help
of Bloch, and later refined by Anderson [And50].

From a classical point of view, we can distinguish three limits:

• Ising model: the lowest energy corresponds to one of two discrete values (a dou-
blet), e.g. S = ±Sêz with Az ≪ Ax, Ay in equation (I.20). The first excited states
are not accessible by thermal or quantum fluctuations.

• XY model: the crystal field hinders he development of one the three spin com-
ponent, e.g. Az ≫ Ax, Ay. Theoretically speaking, the spin can visit the whole
circumference of the unity disc.
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• Heisenberg model: no orientation is favoured Ax ≈ Ay ≈ Az. The spin can
wander on the surface of the unity sphere.

However we should notice that a small easy-axis anisotropy can quickly favour a XY bulk
behaviour, as for Rb2CrCl4 [Kaw86, Vol91, Bra93] or even an Ising behaviour such as in
cobalt substances K2CoF4 or Rb2CoF4 [Bre69].

We shall now turn our attention towards collective phenomena induced by this ex-
change coupling, namely the phase transitions. For reasons of simplicity, we will mainly
use Ising spins, but we will also present the XY model as its physics happens to display
many similar points with spin ice.

I.1.b Phase transitions

Landau theory

Interactions between the constituents of matter lead to collective behaviour that can be
hindered by thermal perturbations for example. Hence from this competition between
interactions and temperature, we can expect macroscopic thermodynamic changes upon
cooling; this is the phase transition. For magnetic materials, the standard observable
used to characterise such phenomena is the mean value of the magnetisation M . At
high temperature fluctuations are strong enough to make the system (configuration of
spins) completely disordered and M = 0 on average, whereas at zero temperature, e.g.
nearest neighbour ferromagnetic interactions will force all spins to point in the same
direction resulting in a saturated value of the normalised magnetisation M = 1; this
is why M is called the order parameter. In absence of symmetry breaking field, this
ordering is spontaneous and occurs at a well-defined temperature (apart from hysteresis
considerations).

In order to conceptualise the phenomenon of phase transitions, Landau constructed a
remarkable theory based on the Gibbs free energy G(M, T ) function of the order parameter
and temperature, with the general idea that for a given temperature T0, the magnetisation
M should correspond to the global minimum of G(M, T0); for a presentation of Landau
theory, see [Pli06, Car02]. In absence of symmetry breaking field, the Gibbs energy should
be an even function of G, giving the following general expansion

∆G(M, T ) = G(M, T ) − G(0, T ) =
1

2
b(T )M2 +

1

4
c(T )M4 +

1

6
d(T )M6 + . . . (I.21)

By considering the average value of M only, one explicitly neglects the fluctuations. They
can be added in the theory by following Ginzburg’s method (see [Pli06, Car02]). We
shall not present the details of Ginzburg’s approach here, but we can nonetheless precise
that fluctuations can be correctly neglected for high dimensional systems, as the number
of neighbours increases together with the dimension and a local fluctuation on one of
the spins for example becomes relatively less important. The highest dimension where
Landau theory is not quantitatively valid is called the upper-critical dimension and we
note it dc.
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According to the different expressions of the pre-factor b(T ), c(T ) . . . , this function G
can describe many different types of phase transitions; we focus here on the three most
standard examples, namely a transition of 2nd order, 1st order and a tri-critical point. For
each kind of transition, ∆G is plotted on figure I.2.

Transition of 2nd order We assume that b(T ) = bo(T−Tc) and c(T ), d(T ), · · · > 0. For
T > Tc, ∆G only has one minimum at M = 0 whereas below Tc, that corresponds then to
the transition temperature, the favoured value of the magnetisation is finite and doubly
degenerate, behaving close to T−

c like M ∼ ±
√

b/c
√

T − Tc. At Tc the potential is quartic
instead of being quadratic, which means that even if there is a unique minimum, the
potential is relatively “flat” compared to other temperatures and soft fluctuations around
M = 0 are more likely yo occur; in this sense, Tc is called a critical point. All relevant
thermodynamic quantities are computable this way, but here we simply want to emphasise
that since the system cannot be in a superposition of states with opposite magnetisation,
there is spontaneous symmetry breaking below the transition in favour of one of the two
values; this is typical of the ferromagnetic phase transitions. The magnetisation being
the variable conjugate with the magnetic field H , we have −(∂G/∂H)H=0 ≡ M . Hence
the first derivative of G is continuous but not the second one; the transition is said to be
of 2nd order.

Transition of 1st order Now, let us assume that c(T ) becomes negative at a tempera-
ture Tn > Tc while d(T ) remains positive. As illustrated in figure I.2, local minima in ∆G
are then appearing above Tc for magnetisation values ±Mo 6= 0 and there is a temperature
T1 such that G(±Mo, T1) = G(0, T1), imposing the conditions

∂G

∂M

∣

∣

∣

∣

Mo

= 0 = bMo + cM3
o + dM5

o (I.22)

∆G(Mo, T1) = 0 =
b

2
M2 +

c

4
M4 +

d

6
M6 (I.23)

giving the value of M2
o = −3c/4d > 0 and temperature T1 is fixed by a relation between

the pre-factors 16d(T1)b(T1) = 3c2(T1). Hence local minima appears as soon as c(T ) is
negative at Tn, but they only become global for T < T1 giving rise to a magnetisation jump
from 0 to Mo and the other minimum M = 0 disappears below Tc. We have metastable
states from Tn to Tc, i.e. even if the transition occurs at T1 at equilibrium, there might
be hysteresis effects depending on the height of the energy barrier to overcome between
M = 0 and Mo. Even the first derivative of G (i.e. the magnetisation) is discontinuous
here and the transition is thus called 1st order.

Tri-critical point If we assume that both coefficients b(T ) and c(T ) become negative at
the same temperature (i.e. Tn = Tc), there is no metastability anymore and the magneti-
sation is again continuous. In fact we can follow the same reasoning as for the transition
of the critical point presented previously with the only difference that the potential is now
proportional to M6 at the transition instead of being quartic (G ∝ M4): soft fluctuations
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are even more favoured then and this transition is called a tri-critical point. In a real
system the condition b = c = 0 is rather unlikely to occur if there is no external parameter
Λ available to tune the value of these coefficients in order to bring them to zero at the
same temperature. As Λ varies the pre-factor c(T ) will become negative either at higher
or lower temperature than b(T ), giving rise respectively to a transition of 1st or 2nd order;
in the phase diagram (T, Λ), the tri-critical point represents the frontier between these
two lines of phase transition. This is exactly what happens for the superfluid transition
in a mixture of 3He and 4He; at low 3He concentration, the mixture remains homogeneous
and the transition is continuous whereas there is a phase separation and discontinuity for
higher density of 3He.

∆ 
G

(T
,M

)

M

T>Tc
T=Tc
T<Tc

∆ 
G

(T
,M

)

M

T>Tn
T=T1
T<Tc

Figure I.2: Gibbs energy for Landau theory vs magnetisation M . Each curve rep-
resents a different temperature characteristic of the phase transition of 2nd (left) or 1st

(right) order.

Critical exponents As observed for the magnetisation of a critical point M ∝
√

T − Tc,
thermodynamic observables usually follow a power law scaling close to the transition tem-
perature Tc characterised by critical exponents,

susceptibility χ(0, T ) ∝ |T − Tc|−γ

specific heat Ch(0, T ) ∝ |T − Tc|−α

correlation length ξ(0, T ) ∝ |T − Tc|−ν

magnetisation M(0, T ) ∝ |T − Tc|β

|M(H, Tc)| ∝ |H|−1/δ

(I.24)

For example in Landau theory we have found β = 1/2. These critical exponents γ, α, ν, β, δ
turn out to be independent of the microscopic details of the system and fall into univer-
sality classes, i.e. different phase transitions can be described by the same family of expo-
nents. Landau theory belongs to the so-called mean field universality class, a particularly
powerful approach whose basic hypothesis is to neglect or to approximate the influence
of the fluctuations in the system. By considering the mean value of the magnetisation
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M , fluctuations have been indeed completely ignored in Landau theory, but they can be
added phenomenologically through a new term in the Gibbs energy (I.21); +|∇ ·M(r)|2,
giving rise to Landau-Ginzburg theory. We shall not discuss the latter point (see [Pli06]
for further details), but will rather turn our attention towards a model-dependent example
of mean field theory.

Mean Field Theory: ferromagnet

The mean field approach is very general in various domains of physics and remains one of
the first method employed to investigate a new model, as its qualitative insight is usually
particularly accurate, despite an apparent simplicity and absence of fluctuations.

Intuitively we expect these fluctuations to become less and less relevant for systems of
higher dimensions; a local fluctuation on a spin is more likely to propagate in a 1d chain
(with two nearest neighbours) than in a 3d cubic lattice (with 6 nearest neighbours).
Hence the mean field approximation should be valid at high enough dimension. We
define the upper-critical dimension dc as the highest dimension where non-mean field
contributions are observed, like for example logarithmic corrections to scaling.

We first illustrate this approach with an Ising ferromagnet. Let us consider a system
of N magnetic moments µS (|S| = 1) in a magnetic field B0, with NN ferromagnetic
exchange coupling and a coordination number q:

H = −J
∑

〈i,j〉
Si · Sj − µ

∑

i

Si · B0 (I.25)

where 〈i, j〉 represents each pair of NN spins i and j. At high temperature, it should be in
a disordered paramagnetic phase, whereas at zero Kelvin we expect a completely ordered
with all spins parallel even for zero field as J > 0. The mean field approach consists in
linearising this equation, and we obtain up to a constant:

Hmf = −µ
∑

i

Si ·
(

B0 +
Jq

µ
M

)

+
Nq

2
J M2 (I.26)

where from translation invariance, the normalised magnetisation per spin M = 〈Si〉
is uniform. The additional term JqM/µ acts like an effective atomic field due to the
mean value of the surrounding spins allowing us to follow the same argument as for a
paramagnet (equation (I.5)):

M = tanh

(

µB0 + JqM

kBT

)

(I.27)

This is a self-consistent equation that must be solved numerically or graphically. If B0 = 0,
it gives rise to a phase transition of second order at kBTc/J = q and the susceptibility
above Tc is:

χ(T > Tc) =

(

∂M
∂H

)

H→0

= Nµ0µ

(

∂M

∂B

)

B→0

=
Nµ0µ

2

kB(T − Tc)
=

CCW

T − ΘCW
(I.28)

where CCW and ΘCW are the Curie-Weiss constant and temperature respectively3.

3we notice that CCW is equal to the Curie constant for an Ising spin 1/2
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Mean Field Theory: antiferromagnet

Let us consider the same Hamiltonian as (I.25) on a bipartite lattice (square or cubic...)
with J < 0. The ground state is the so-called Néel ordered state with alternating spins up
and down revealing two interpenetrating sublattices. Reasoning on each subset of spins,
we obtain two coupled equations unveiling another 2nd order phase transition at TN = |J |q

kB

and a susceptibility χ(T > TN ) = CCW

T+TN
that is maximal at the transition but does not

diverge, as the magnetic field B0 is not conjugate to the staggered Néel order parameter.

Experimental susceptibility

We must not forget here that the MF theory neglects fluctuations and is thus unable
to describe the physics near a critical point. In fact, exact results (for 2d systems) and
numerical simulations (for 3d) tell us that for a ferromagnet near the transition χ ∝
|T − Tc|γ where γ = 1.75 (2d) or γ = 1.250± 0.002 (3d) [LB02]. However, away from the
transition, the MF theory becomes valid and we can summarise our results as follows:

χ ∼ 1

T − ΘCW

where











ΘCW = 0 in the paramagnetic phase

ΘCW > 0 for ferromagnetic bonds

ΘCW < 0 for antiferromagnetic bonds

(I.29)

Hence, an experimental measure of the susceptibility will give the sign of ΘCW and
then the nature of the interactions in the compound, as well as an estimate of their
strengths J . However this method must be used with caution since ΘCW represents the
energy of the effective bond between spins, which might not be completely described by
the bare exchange coupling, as in spin ice for example (cf. section I.3).

I.1.c 2-dimensional XY -model

As discussed in the context of the Landau theory, fluctuations become more and more
relevant as the dimensionality d of the system is decreasing. In fact, following a rigourous
theorem by Mermin & Wagner [Mer66], long range order (LRO) is impossible for continu-
ous spins and for D 6 2. This is indeed correct: for D = 2 the classical Heisenberg model
has no transition, while the Ising model undergoes a transition into an ordered phase as
proved by Onsager [Ons44]. As for the XY model, it is unique in the sense that there
is a line of critical point terminating at finite temperature by the specific Berezinskii-
Kosterlitz-Thouless transition, but without any LRO for any T > 0 [Ber70, Kos73].

Correlation function g(r)

If we note θi the angle of a spin with respect to a fixed direction (say the x-axis), then
the Hamiltonian of this model is written as:

H = −J
∑

〈i,j〉
Si · Sj = −J

∑

〈i,j〉
cos(θi − θj) (I.30)
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T

χ−1

ΘCW ∼ −|J | 0 ΘCW ∼ +J

AF
para.

ferro.

Figure I.3: Signature of phase transitions in the susceptibility: Schematic evo-
lution of χ−1 as a function of the temperature T . Its behaviour highly depends on the
interactions between spins: ferromagnetic (red), antiferromagnetic (blue) or paramagnetic
phase (green). The dashed line is an imaginary prolongation of the linear behaviour of
χ−1 down to negative temperature. For real materials, fluctuations usually drives the
transition to slightly lower temperature than ΘCW.

with J > 0. At low temperature, the main fluctuations are spin waves of long wave length,
i.e. the difference θi − θj is smoothly varying for nearest neighbours. We can then take
the continuous limit of θi → θ(r) and rewrite the Hamiltonian (I.30) up to a constant:

H =
1

2
J
∑

〈i,j〉
(θi − θj)

2 =
1

2
J

∫

dr (∇θ)2 (I.31)

Let us define the NN distance a and the spin-spin correlation function g(r) = 〈S(0) ·S(r)〉.
The manifestation of the transition occurring in this system is particularly clear through
the evolution of this function (see e.g. [Gol92, LB02, Arc97])

• low temperature: g(r) =
(

a
r

)

kBT

2πJ and 〈(θ(r) − θ(0))2〉 = kBT
πJ

ln r
a
;

• high temperature: g(r) = e
− r

a
ln

“

kBT

J

”

.

At high temperature, we recover the general feature of a paramagnet with an exponential
decay and a correlation length ξ = a

ln(kBT/J)
−−−→
T→∞

0, but in the low temperature regime,

the correlations become algebraic as for a critical point, although there is no LRO and
finite size corrections to the thermodynamic limit remain in the window of experimental
observation [Bra93] since the angular deviation diverges logarithmically with distance
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r; we thus expect a transition that would account for this change of behaviour from
high to low temperature regime. A complete analysis of this transition would require an
extensive use of the renormalisation group technique, whose details are beside the scope of
this introduction. However, it is still possible to describe this phenomenon qualitatively.

Vortices

Excitations out of the ordered ground state4 can be either extensive (spin waves) or local
vortex excitations, the latter being responsible for the above mentioned transition.

êrêϕ

ϕ

Figure I.4: Excitations out of the XY ground state: Spin waves (left) and vortices
(right) whose charges are Q = +1.

In figure I.4 we give a few examples of such excitations. For the vortices, it is possible
to express the field θ in polar coordinates (r, φ): e.g. θ(r, ϕ) = cst + ϕ ⇒ ∇θ = êϕ

r
. If C

is a contour enclosing the centre of the vortex, then:

∮

C
∇θ · dℓ = 2πQ, where Q ∈ Z (I.32)

This type of excitation is called a topological defect bearing a topological charge Q and rep-
resents a singularity in the field θ. This name comes from the topology of the system that
prevents these defects being destroyed by simple perturbations, but only by annihilation
with other defects of opposite charge. Since equation (I.32) is reminiscent of Ampere’s
law with a magnetic field ∇θ and a current 2πQ/µ0, and the Hamiltonian (I.31) is also
a function of the square of ∇θ, the vortices can be seen as the intersection of current
lines with the 2d plane. This analogy enables the direct calculation of the potential of
interaction between two charges Q1(r1) and Q2(r2):

V (Q1(r1), Q2(r2)) = −2π J Q1Q2 ln

∣

∣

∣

∣

r2 − r1

a

∣

∣

∣

∣

(I.33)

The 2d XY model appears to be similar to a 2d Coulomb gas of topological charges.
For a system of size L ≫ a, a rough estimate of the entropy associated with a couple of

4with all spins parallel and a O(2) symmetry due to their degree of freedom
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opposite charges is Spair ∼ 2 ln (L/a)2. Since this quantity diverges with L, whereas the
energy of creation of a pair of defects is finite, we expect these vortices to exist for all
temperatures, although their concentration will fall exponentially to zero as T → 0. As
for a single vortex of minimal charge, since ∇θ =

êφ

r
and according to equation (I.31), its

energy is E = πJ ln(L/a) and its entropy S ≈ Spair/2, giving rise to a free energy

F = E − TS = (π J − 2 T ) ln

(

L

a

)

(I.34)

Hence, the vortices remain bounded until they become entropically deconfined at the
Kosterlitz-Thouless transition temperature TKT = π J/2 which is responsible for the ex-
ponential decay of the correlation function.

Within the last two sections of this introduction, we will introduce the key concept of
frustration and then present in details the physics of spin ice, and see e.g. how a gauge
theory reminiscent of this Coulomb gas can emerge from an Ising model.

I.2 Frustration in Physics

One of the common point of the systems presented so far is that the ground state possesses
the same symmetry as the Hamiltonian, i.e. a global Z2 (Ising) or O(2) (XY ) symmetry,
due to their particular microscopic description. However, this is far from being a universal
feature as illustrated below.

? ?

Figure I.5: Frustration: Ising spins on a square lattice with random bonds (blue = fer-
romagnet, dashed red = antiferromagnet) and on an antiferromagnetic triangular lattice.

In both examples shown in figure I.5, the total energy is independent of the orientation
of the last spin (marked by ?), which gives rise to frustration.

Definition: Frustration arises when it is impossible to satisfy all interactions on the
lattice at the same time.

Hence frustration is a natural consequence of the competition between different inter-
actions, each of them endeavouring to impose their own spatial correlations. In this sense,
it is in fact a relatively common feature of magnetic compounds and more generally in
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condensed matter, but its effects usually remain hidden if one energy scale prevails over
the others in the material. The apparition of frustration requires either randomness or a
specific lattice geometry. In this section, we will briefly present the influence of the first
condition, before explaining in more details the importance of the latter.

I.2.a Randomness

The notion of frustration in condensed matter first appeared in the context of spin
glasses [Gar10], in articles by Toulouse [Tou77] and Villain [Vil77] in 1977. However,
Anderson seems to have been the first one to notice its importance and to write on a
blackboard in Aspen in 1976 “Frustration is the name of the game”. In order to illustrate
the concept of random frustration, let us consider e.g. a square lattice with randomly
distributed nearest neighbour exchange coupling:

H =
∑

<i,j>

Jij Si · Sj where〈Jij〉 = 0 and 〈J2
ij〉 > 0 (I.35)

This is the Edwards-Anderson model proposed more than 30 years ago in an attempt
to explain the susceptibility of dilute magnetic alloys [Edw75]. This has become the
canonical model to study spin glasses. As illustrated on the left of figure I.5, frustration
emerges from the interplay between antiferro- and ferromagnetic interactions: the energy
landscape in the configurational space appears extremely rugged, with numerous local
minima separated by energy barriers. At low temperature, the spin configuration will
eventually get pinned in these local minima, leading among other things to a drastic
relaxation slow down of the system; the Edwards-Anderson model therefore captures the
relevant features of experimental spin glass materials. However we are interested in non-
disordered systems here. Of course no crystal is perfect and there is always a residual
amount of impurities or randomness, but they usually do not present spin glass behaviour
and can thus be neglected, as for example for spin ice materials, where the source of
frustration is in fact geometrical.

I.2.b Geometrical frustration

For a theoretical introduction on this subject, the interested reader may consult the papers
by Collins & Petrenko [Col97], Moessner [Moe01] and Moessner & Ramirez [Moe06]. Ex-
perimental reviews have been written by Ramirez [Ram94] and Greedan [Gre01] while a re-
cent review dedicated to pyrochlore oxydes is to appear in Reviews of Modern Physics [Gar10].
There are also several books, e.g. [Lie86, Die04] and another one coming soon [Lac10].

In 1950, Wannier [Wan50] and Houtappel [Hou50] studied the Ising antiferromagnet
on the triangular lattice (see figure I.5) and noticed its extensive ground state degeneracy,
preventing the setting up of long range order (LRO) for any temperatures, in opposition
to its ferromagnet counterpart (cf. section I.1). A few years later, Anderson discovered
the same property for the Ising antiferromagnet on the 3-dimensional (3d) pyrochlore
lattice [And56] (see figure I.6). In the 1960’s, the theoretical problems of vertex models
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drew a great deal of interest, the highlight being the exact solutions by Lieb of the 2-
dimensional (2d) 6-vertex model in 1967 [Lie67a, Lie67b, Lie67c], which can be seen as
frustrated in comparison with the 16-vertex model. This model was explicitly built as
a two dimensional version of water ice [Pau35] (see subsection I.3.a) and KH2PO4, also
known as KDP (see subsection III.4) which are non-magnetic materials presenting specific
frustrated features. Work on frustration in the 1970’s was dominated by the discovery of
spin glass by Cannella and Mydosh in 1972 [Can72]. The specific domain of geometrical
frustration emerged on its own in the late 1980’s, motivated by novel experiments on
SrCr9−xGa3+xO19 (SCGO), a remarkable compound that remains paramagnetic down
to 3.5 K despite a high Curie-Weiss temperature of ΘCW = −515 K associated with
an effective decrease of the lattice dimensionality [Obr88, Ram90, Bro90]. This field
of research has exploded during the past 20 years, with the discovery of a plethora of
materials sharing a set of common properties.

Figure I.6: Frustrated lattices encountered in geometrically frustrated systems in 2
or 3 dimensions: (clockwise) the Kagome lattice, SCGO formed by a triangular layer
(green balls) sandwiched between two Kagome lattices, the pyrochlore lattice and its two
dimensional projection, the checkerboard lattice.

General Features

As discussed in figure I.3, each type of interaction in a compound is characterised by sus-
ceptibility measurements. The remarkable thing is that frustration has its own signature
also. Since most of the frustrated systems are antiferromagnet, we consider a negative
Curie-Weiss temperature in the example of figure I.7, where the linear behaviour of χ−1
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persists below ΘCW: frustration hinders or ideally completely precludes the occurrence of
a phase transition into a long range order down to temperature TF set by perturbation
terms with respect to the original Hamiltonian.

T

χ−1

ΘCW ∼ −J 0 |ΘCW|TF

Figure I.7: Signature of frustration in the susceptibility: Schematic evolution of
χ−1 as a function of the temperature T for a frustrated system. The dashed line is an
imaginary prolongation of the linear behaviour of χ−1 down to negative temperature. The
main point here is that geometrical frustration drives the ordering temperature TF orders
of magnitude below the Curie-Weiss temperature |ΘCW|. This phenomenon cannot be
induced by mere thermal fluctuations.

Figure I.7 brings to light the existence of three different regimes:

• ΘCW < T : the usual paramagnetic phase, where thermal fluctuations are strong
enough to keep the spin configurations disordered.

• TF < T < ΘCW: the interaction energy scale set by ΘCW should be able to project
the system into an ordered phase, but this is prevented by a subtle organisation
of the correlations. This intermediate phase is known as collective or cooperative
paramagnetic regime [Vil79], a term usually used for classical models, or spin liq-
uid [And73, And87].

• T < TF : In ideal spin liquids, this regime should not exist and the system should
remain disordered down to 0 K. However in real materials, perturbations that should
be negligible in comparison to the main interactions of order ΘCW become relevant
thanks to frustration and will cause a phase transition or crossover or even a spin
freezing at a temperature TF fixed by their energy scale. This phase below TF is
thus not necessarily ordered.



22 I Introduction

This threefold feature is so general in frustrated systems that it led to the definition of
a simple and convenient frustration index introduced by Ramirez [Ram94] f ≡ |ΘCW|/TF ,
which eventually goes to infinity for ideal spin liquids. However we must be cautious as
the absence of order at finite temperature in low dimensional systems is not necessarily a
proof of frustration, but can rather be a consequence of thermal or quantum fluctuations;
it remains nonetheless valid and useful for 3d models. As an example of non-trivial origin
of a collective paramagnetic behaviour, we discuss classical models of continuous spins on
corner sharing lattices.

Collective paramagnet

Let us define the dimension of the ground state D as the difference between the number of
degrees of freedom F and the dimension of the constraints K; it is one of the most relevant
property of classical models because if D is extensive, then the system should a priori5

remain macroscopically dynamic in a collective paramagnetic phase [Vil79, Moe98b]. In
order to understand this physics more intuitively, we will define a model as general as
possible that allows an estimate of these numbers [Moe01].
A common point of the corner sharing lattices displayed in figure I.6 is the possibility to
divide them into frustrated units including q mutually interacting spins: corner-sharing
tetrahedra for SCGO and the pyrochlore lattice, triangles for Kagome and squares for the
checkerboard lattice. In this case, a nearest neighbour antiferromagnetic Hamiltonian can
be rewritten as

H = J
∑

〈i,j〉
Si · Sj =

J

2

N
∑

α=1

L2
α where Lα =

q
∑

i=1
i∈α

Si (I.36)

where Lα is the total spin of one of the N units, indexed by α and Si is a spin of unit
length with n components. Hence Lα = 0 locally minimises the Hamiltonian and imposes
n constraints (Lx1

α = Lx2

α = ... = Lxn
α = 0), while there are (n − 1) q degrees of freedom

per unit 6, which gives for the entire system

D = F − K =
N

2
(n(q − 2) − q) (I.37)

where the 1/2 factor comes from the fact that each spin belongs to two units. Accord-
ing to this argument, the only a priori realistic model with D ∝ N is the Heisenberg
Hamiltonian on the pyrochlore lattice (n = 3, q = 4). This is nonetheless only a good
indication of degeneracy, because the different units of a lattice are connected, making
the constraints non-independant and the degeneracy possibly extensive (D ∝ N), as e.g.
for the Heisenberg Kagome (n = 3, q = 3) or XY pyrochlore model (n = 2, q = 4) also:
there is thus a subset of NN models that have macroscopically degenerate ground states,
either discrete or continuous. However there is a subtle point here that has been occulted
so far: the whole ground state manifold is not necessarily “uniform”, in the sense that

5If we neglect further perturbations responsible for the transition at TF .
6because of the unit length of Si, there is one degree of freedom lost per spin.
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even if the internal energy is the same, the free energy may differ from one configuration
to another, because of the presence of zero modes, i.e. of connected subspaces accessi-
ble at zero energy cost (at least in the harmonic approximation). If the entropy of such
subspace dominates the entropy of the rest of the ground state manifold, then fluctu-
ations (e.g. thermal or quantum) will lift the macroscopic degeneracy and select this
subspace through an ordering transition; this phenomenon is known as order by disorder
and has been introduced by Villain [Vil80] and its application to the present case comes
from [Cha92] and [Moe98b]. The Heisenberg Kagome or XY pyrochlore models undergo
such transition whereas the Heisenberg ptrochlore remains theoretically disordered down
to zero Kelvin.

Following this overview, one sees the original contributions geometrical frustration
can make to condensed matter: on a lower energy scale than the main nearest neighbour
(NN) interactions, the 2nd or 3rd NN or long range (dipolar, quadrupolar) interactions,
spin-lattice couplings, quantum fluctuations will act as perturbations, lifting the ground
state degeneracy and being responsible for the transition at TF . Since these effects are
usually hidden in non-frustrated systems, it is then a unique occasion to see their full
influence through exotic phase transitions or crossovers into non-trivial long range or-
der or spin glass. Furthermore the collective paramagnet or spin liquid is also by itself
an interesting feature of these materials, especially when this phase prevails down to
0 K (or more precisely, to the lowest accessible temperature), as maybe in the case of
Tb2Ti2O7 [Gar99, Gar03].

Since my thesis will focus on Spin Ice, where the spins are considered as Ising at low
temperature within a very good approximation, the aim of this introduction was to briefly
present the richness of frustration that can arise in classical models in general. As a conse-
quence, we have been able to introduce the notion of unit which is particularly relevant in
frustrated systems; the main physics can usually be qualitatively understood by studying
these simple units at first, whereas a more complete picture will eventually require the
consideration of the dependance between them, as presented in the next section.

I.3 Spin Ice

I.3.a Origin

Spin ice brings together a group of rare-earth oxide insulator R2M2O7 with space group
Fd3m where R3+ is a rare-earth magnetic ion whereas M4+ (Ti4+ or Sn4+) is non-magnetic.
Each type of cation sits on the vertices of one of two interpenetrating pyrochlore lattice
formed by corner-sharing tetrahedra (see figure I.8). The well-established members of
this family are Dy2Ti2O7 , Ho2Ti2O7 and Ho2Sn2O7, the latter being less studied because
it is only available under polycrystalline form hindering the study of the characteristic
anisotropy of spin ice: its melting is indeed incongruent, i.e. its liquid phase is not uniform
but is polluted by microscopic crystals that prevent a uniform crystallisation.Although
this thesis will focus on these three compounds, one should not forget their promising
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quantum counterparts Tb2Ti2O7 and Tb2Sn2O7 (see below for a short discussion) and
potential candidates for spin ice materials such as Dy2Sn2O7 or Pr2Sn2O7.

Figure I.8: Pyrochlore lattice: The spins are located on the corner of every tetrahedra
and are fixed along their local [111] axis represented by the dashed lines. There are two
types of tetrahedra that we shall call the down tetrahedra (bottom left with the four
spins) and the up tetrahedra. Each down tetrahedra is connected to four up ones, and
vice-versa. The cube represents a unit cell with 8 tetrahedra (four of each kind) and 16
spins, and defines the [100] (x), [010] (y) and [001] (z) axes. We introduce the length of

the unit cell a ≈ 10 Å as well as the distance between nearest neighbour rnn =
√

2
4

a ≈ 3.5

Å and between the centres of two connected tetrahedra rd =
√

3
4

a ≈ 4.3 Å. The smallest
close loop encompasses 6 spins (see green loop).

As explained in detail in section I.1, the total angular momentum J = L+S is a good
quantum number for rare earth elements and their electronic ground states is determined
by the Hund’s rules (see [Kit96], §14).

The free ion Dy3+ (resp. Ho3+) then has a 16-fold (resp. 17-fold) degeneracy that
is lifted by the surrounding crystal field; the corresponding energy levels have been es-
timated by neutron time-of-ight spectroscopy [Ros00], revealing an almost pure ground
state doublet.

Thanks to the large energy level of the first excited state, the low temperature be-
haviour of these materials can be approximated by classical Ising spins with a very large
magnetic moment (≈ 10 µB). This is the main difference with Tb2Ti2O7 and Tb2Sn2O7

where the ground state level is also a doublet, but ∆ is much smaller (∼ 10 K), and of the
same order of magnitude as the interactions between spins [Gin00]. The admixing with
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[R] [R3+] S L J

Dy [Xe] 4f 10 6s2 [Xe] 4f 9 5/2 5 15/2

Ho [Xe] 4f 11 6s2 [Xe] 4f 10 2 6 8

Table I.1: Ground state electronic configuration of the atom [R={Dy,Ho}], the free
ion [R3+], and the corresponding quantum numbers S, L and J

GS gJ µ ∆ (meV) ∆ (K)

Dy |15/2,±15/2〉 4/3 ≈ 10 µB ∼ 0.033 ∼ 380

Ho |8,±8〉 5/4 ≈ 10 µB ∼ 0.020 ∼ 240

Table I.2: Crystal field level: The ground states |J, Jz〉 (GS), the Landé factor gJ , the
estimated magnetic moment µ = gJ J µB and the energy level of the first excited state ∆.
(

gJ = 1 + J(J+1)−L(L+1)+S(S+1)
2J(J+1)

)

exciting CF states is thus not negligible and the spins are not perfectly Ising anymore.
Quantum corrections are required for a complete picture of these two compounds with
Tb rare-earth ions. [Mol07].

One last point about the single ion geometry in spin ice is that the cubic symmetry of
the pyrochlore lattice does not allow a global Ising symmetry but rather a local easy-axis
anisotropy: each spin points along the line joining the centres of two connected tetrahedra.

An important fact that we should keep in mind is that the geometrical frustrated
systems we have presented so far are all antiferromagnets: Ising spins on the triangular
lattice, Heisenberg model on the Kagome and pyrochlore lattice, etc. One reason why
spin ice made such a noticeable entry in 1997 is that it is a frustrated ferromagnet : Mark
Harris, Steven Bramwell and collaborators used muon spin resonance (µSR) and neutron
scattering to show the absence of phase transition in Ho2Ti2O7 down to 50 mK, but with
a positive Curie-Weiss temperature ΘCW ≈ 1.9K [Har97]. Hence, with a frustration index
f ∼ 40, Ho2Ti2O7 thus appeared as the first example of a frustrated ferromagnet, whose
origin is elegantly understood through mappings with water ice [Pau35] or Anderson’s
model for spinels [And56] (see figure I.9), the former being responsible for the name of
spin ice [Har97]. These analogies have been introduced by Harris et al. [Har97] and
explained in details in [Bra98, Moe98a] and to understand them, we must first find the
ground state configuration of a single tetrahedron where the spins are aligned along their
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local [111] direction
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(I.38)

where the indexes follow the notation of figure I.9 and an out spin, i.e. a spin pointing
out of the tetrahedron, corresponds to the above vector with a positive sign. By conven-
tion the spin vector is of unit length and its actual magnetic moment (∼ 10µB) will be
included in the constants of the Hamiltonian. As we shall see in the next subsection, long

Figure I.9: Models equivalent to spin ice: The different mappings between Anderson’s
model for antiferromagnetic spinels, spin ice and water ice: the white spheres are the
hydrogen atoms and the red one is the oxygen. A spin pointing inside (resp. outside) the
tetrahedron corresponds to a down (resp. up) spin in the Anderson model and a short
covalent bond (resp. long H-bond) for water ice.

range interactions are necessary for a complete description of these materials, but nearest
neighbour interactions are a surprisingly good approximation able to qualitatively explain
most of their properties. In this context, the spin ice Hamiltonian is

H = −JF

∑

〈i,j〉
Si · Sj (I.39)

where JF is a positive ferromagnetic constant. Equation (I.38) directly gives

Si · Sj =

{

−1/3 if both spins are out or in

+1/3 if one is out and the other is in
(I.40)

enabling one to rewrite the Hamiltonian [Moe98a]

H =
JF

3

∑

〈i,j〉
σi σj where

{

σi = +1 for an out spin

σi = −1 for an in spin
(I.41)



I.3 Spin Ice 27

This Hamiltonian matches that of an antiferromagnet with a global Ising symmetry and
has been first studied in the more general case of ordering in the spinel structure by An-
derson [And56]; the equivalence is fully detailed in figure I.9. According to equation (I.36),
the energy of the antiferromagnetic Anderson model is minimised when the magnetisation
for each tetrahedron is zero, i.e. with two spins up and two spins down. For the spin
ice model, it corresponds to two spins pointing inward and the remaining two pointing
outward, giving rise to a finite magnetisation, either positive or negative, along one of the
three cartesians axes: as this configuration will be of particular importance, we should
name it the 2 in - 2 out state. Among the 24 = 16 possible configurations per tetrahe-
dron, 6 of them respect this condition, as depicted in figure I.10 The mapping between

Figure I.10: Degeneracy in spin ice: The 16 possible configurations for a single tetra-
hedron where J = JF /3 here (see equation (I.41). The blue (resp. red) arrows represent
spins pointing inside (resp. outside) the tetrahedron.

these magnetic models and water ice is both cunning and straightforward (see figure I.9).
In its solid phase, the oxygen atom of H2O is connected to four hydrogen: two of them
are close to the oxygen, linked by covalent bonds (arbitrarily chosen as analogue of out
spins) whereas the others two are further apart and connected to the oxygen by a weaker
hydrogen bond (the in spins). Hence we say that the ground state respect the so-called
ice-rules first defined by Bernal & Fowler [Ber33]. From this mapping, we would expect
spin ice to reproduce some of the thermodynamic properties of water ice.

In apparent opposition with the third law of thermodynamics, Pauling predicted in
1935 a finite entropy for water ice down to zero Kelvin that has been measured three years
later by Giauque & Stout [Gia36]. More than 60 years later, Ramirez and colaborators
found the same zero point entropy in spin ice [Ram99] as a consequence of geometrical
frustration: the spins would like to be parallel to each other, but because they are forced
to remain along their local [111] axis they can only form a 2 in - 2 out state which
gives rise to the same highly degenerate ground state manifold. Here it is particularly
interesting to notice that antiferromagnetic interactions would erase this frustration and
favour the 4 in or 4 out states [Har97, Bra98], as for FeF3 [Fer86]. The exact expected
value of this entropy is still not known due to the analytical challenge to perform an exact
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computation for a 3d system, but a mean field calculation as introduced by Pauling is
nonetheless possible and noticeably accurate. There are N/2 tetrahedra in a system of N
spins with a total number of 2N configurations. For each tetrahedron 16 configurations
are possible but only 6 of them are part of the ground state which means that from a
mean field point of view 6/16 of the configurations per tetrahedron remain available down
to zero Kelvin. Hence the zero-point entropy should be [Pau35]

S(T = 0) ≈ kB ln

(

2N

(

6

16

)N/2
)

=
N

2
kB ln

(

3

2

)

(I.42)

This estimation falls in semi-quantitative agreement (within a few percent) with exper-
imental results on water ice [Gia36] and spin ice by Ramirez and collaborators [Ram99]
(see figure I.11). They computed the entropy change by integration of the specific heat
Ch measured between 0.2 K and 12 K

∆S = S(T2) − S(T1) =

∫ T2

T1

Ch

T
dT (I.43)

This experiment not only proved the spin ice nature of Dy2Ti2O7 but was also a
brilliant confirmation of the validity of this model. However, as we have already suggested,
nearest neighbour spin ice is not the most accurate model, but its relevance happens to be
a stunning consequence of dipolar interactions on the specific geometry of the pyrochlore
lattice.

I.3.b Dipolar Interactions

As suggested by Harris & al. [Har98] and Moessner [Moe98a] and discussed in the intro-
duction, dipolar interactions are of particular importance for rare earth ions Ho3+ and
Dy3+. Indeed, since this material is made of rare earth atoms, the exchange coupling
is due to 4f electrons, buried behind 5s and 5p layers7, and is thus very weak (∼ 1K)
in comparison with usual ferromagnet (∼ 103 K for iron). Additionally the magnetic
moments in spin ice are really strong (≈ 10 Bohr magneton). This is why the dipolar
interactions, that are negligible on short length scale for iron, become preponderant in
spin ice.

Siddharthan and collaborators were the first ones to highlight their influence and to
suggest the dipolar origin of NN ferromagnetic coupling in Ho2Ti2O7 [Sid99], the exchange
coupling between Ho3+ ions being in fact antiferromagnetic. They obtained a dipolar
interaction driven 1st order transition into an ordered phase that they matched with the
peak of the specific heat in Ho2Ti2O7 (see figure I.12). However this interpretation proved
to be wrong and the peak was shown to be a manifestation of the large nuclear moment
of Ho3+ (I = 7/2) [Blo69, dH99, Bra01b]). Once this hyperfine Schottky anomaly was
substracted, the specific heat recovers the same shape and same Pauling’s entropy as for
Dy2Ti2O7 [Bra01b, dH00]. In fact, even if the degeneracy lift is of particular importance,

7The 6s layer is empty because Ho3+ and Dy3+ lost three electrons.
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Figure I.11: Zero-point entropy in Dy2Ti2O7: Specific heat (top) and entropy (bot-
tom) per mole as a function of temperature [Ram99]. The entropy is arbitrarily fixed to be
zero at zero Kelvin and should be equal to R ln 2 at high temperature which means that
the difference with this value corresponds to the zero point entropy that agrees with Paul-
ing’s estimate (black dots). However this degeneracy is lifted in presence of an external
magnetic field (open circles, see I.3.d).

the 1st order transition happened to be an artefact of the truncation of the long range
interactions after the 5th [Sid99] or 12th [Sid01] NN, as explained by den Hertog &
Gingras [dH99, dH00]. These authors used the Ewald method (see section II.4) in order
to take into account the infinite range of the dipolar interactions and showed the absence
of a phase transition with a Monte Carlo algorithm using single spin flip Metropolis
updates. They also performed a mean field calculation explaining how a finite truncation
radius Rc of the dipolar interactions leads to a brutal degeneracy lifting while the 2 in - 2
out ground state degeneracy is almost completely recovered as Rc → ∞ by self-screening
of the dipolar interactions.

Dipolar spin ice (DSI) finally became the most relevant model when Bramwell and
collaborators showed it was able to reproduce the features of the scattering function
of Ho2Ti2O7 measured by neutron scattering at 50 mK [Bra01b] (see figure I.13). The
dipolar contribution turns out to be indispensable for understanding certain magnetic field
induced transitions [Mel04, Yos04, Ruf05] (see I.3.d) as well as the quantitative feature
of magnetic monopole excitations [Jau09b] (see I.3.c). The Hamiltonian of DSI is written



30 I Introduction

Figure I.12: Hyperfine coupling in Ho2Ti2O7: Specific heat vs temperature: exper-
imental data (�), estimated nuclear component (straight line), resulting electronic com-
ponent (◦) and Monte Carlo simulations for the electronic component (•) [Bra01b]. The
peak is of nuclear origin rather than a signature of a phase transition and the electronic
component of the specific heat is very similar to the one for Dy2Ti2O7.

as.

H = −J
∑

〈i,j〉
Si · Sj + D r3

nn

∑

i>j

[

Si · Sj

|rij |3
− 3 (Si · rij) (Sj · rij)

|rij |5

]

(I.44)

where J, D and rnn ≈ 3.5 Å are respectively the antiferromagnetic exchange, the dipole-
dipole coupling and the nearest neighbour distance between rare earth ions (see figure I.8).
By definition of the dipolar interactions, we have

D =
µ0 µ2

4π r3
nn

≈ 1.4K (I.45)

The remarkable property of this Hamiltonian is that it explains the surprising quanti-
tative relevance of the NN model comes from the geometry of the pyrochlore lattice. Let
us consider the dipolar interaction between the spins 1 and 2 defined in figure I.9.

D r3
nn

[

S1 · S2

|r12|3
− 3 (S1 · r12) (S2 · r12)

|r12|5
]

= D
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Figure I.13: Scattering function in spin ice: (a) Experimental neutron scattering
pattern S(q) of Ho2Ti2O7 in the (hhl) plane of reciprocal space at T ∼50 mK. Dark
blue shows the lowest intensity level, red-brown the highest. Temperature dependent
measurements have shown that the sharp diffraction spots in the experimental pattern
are nuclear Bragg peaks with no magnetic component. (b) S(q) for the nearest neighbor
spin ice model at T = 0.15 J . (c) S(q) for the dipolar spin ice model at T = 0.6 K, which
is visibly more adequate to describe the experimental feature of the scattering function
than the NN model. The areas dened by the solid lines denote the experimental data
region of (a). Figure and caption from [Bra01b].

where σi was defined in equation (I.41). By symmetry, the result is the same for all pairs
of spins in a tetrahedron. Hence the NN term of the dipolar interaction is equivalent to
an exchange term and the NN Hamiltonian is recovered as follows

H = Jeff

∑

〈i,j〉
σi σj where Jeff = Dnn + Jnn =

5D

3
+

J

3
(I.46)

A numerical value of J has been obtained by comparison between Monte Carlo simulations
and experimental data of the specific heat for Dy2Ti2O7 [dH00] or of neutron scattering for
Ho2Ti2O7 [Bra01b] and Ho2Sn2O7 [Kad02]. In the latter case, the uncertainty of around
50% is considerably higher than in the cases of Ho2Ti2O7 and Dy2Ti2O7. The complete
serie is summarised in the following table.

A complete understanding of the self-screening of the dipolar interactions requires more
refinements that will be presented in the next subsection, but nonetheless we now have
a good idea about the origin of frustration in these materials: the AF exchange is made
effectively ferromagnetic by the dipolar interaction and the resulting system maps onto a
frustrated AF model. However one question remains unanswered; if the extensive degen-
eracy of the NN model is, even only slightly, lifted by dipolar interactions, how is it that
neither experiments [Ram99, Sid99, Bra01b] nor numerical simulations [dH00, Bra01b]
manage to find a transition or crossover into an ordered phase ? The reason, at least
in the case of numerical simulations, is spin freezing : there is in fact a dramatic slowing
down of the dynamics at low temperature (below 1 K for Dy2Ti2O7) that prevents the
equilibration of the system and thus the observation of an ordered state. We will come
back to the origin of this freezing later in this introduction and in the chapter IV, but
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D Dnn J Jnn Jeff

Dy [dH00] 1.41 2.35 −3.72 −1.24 1.11

HoTi [Bra01b] 1.41 2.35 −1.65 −0.55 1.8

HoSn [Kad02] 1.41 2.35 ≈ 1.0 ≈ 0.33 ≈ 2.7

Table I.3: Nearest neighbour interactions: Exchange, dipolar and effective antiferro-
magnetic couplings in Kelvin.

without studying the actual dynamics of spin ice, we can nonetheless find a (theoretical)
way to force the system to equilibrate. This is the method used by Melko and collabora-
tors, using a non-local algorithm, able to remain in the 2 in - 2 out manifold by flipping
loops of spins [Mel01b, Mel04]. They obtained a 1st order transition towards an ordered
state described by the scattering vector q = (0, 0, 2π/a) as depicted on figure I.15. The
phase diagram on the same figure shows the influence of the ratio Jnn/Dnn

• Jnn/Dnn . −0.91: the AF nature of the exchange is too strong and dominates the
dipolar interactions; the system is not frustrated anymore;

• Jnn/Dnn & −0.91: there is a crossover between the paramagnetic phase and the
spin ice regime where the NN model rules the world, at a temperature depending
on Jnn/Dnn

8, before entering into the q = (0, 0, 2π/a) phase dictated by the long
range dipolar interactions at low temperature (see figure I.15).

As usual in condensed matter, it is always possible to look for a more detailed Hamil-
tonian able to reproduce more microscopic features of a material and spin ice does not
derogate from this rule. Fennell & al. were the first ones to suggest the limit of the
DSI model that bears some discrepancies with neutron scattering experiments [Fen04],
closely followed by Ruff & al. and Tabata & al. when they tried to quantitatively fit the-
ory with a magnetic field driven transition [Ruf05, Tab06]. This point has been recently
strengthened by the neutron scattering experiments that are precise enough to pinpoint
the tiniest differences with simulations [Yav08]. As shown in figure I.8, the pyrochlore
lattice can be seen as an entanglement of interpenetrating 3d hexagons formed by 6 tetra-
hedra while at the same time, hexagon-like shapes are observed in the scattering function
of Dy2Ti2O7 [Fen04]. Yavors’kii and collaborators tested the degree of coincidence be-
tween these two observations [Yav08] and found that even if simulations of independent
hexagons are able to give a semi-quantitative fit of the experimental results, suggesting
the emergence of clusters in frustrated systems as in ZnCr2O4 [Lee02], the inclusion of 2nd

8Since Dnn is known, Jnn can be deduced by the position of the Schottky peak in the specific
heat [dH00]
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Figure I.14: Phase transition in dipolar spin ice: Left: Simulations of the specific
heat obtained by a combination of single spin flip moves (SSF) and the loop algorithm (•)
and SSF only (�) [Mel01b]. The sharp peak at ∼ 200 mK as well as the linear scaling of its
maximum value Cpeak as a function of the system volume L3 (inset) are clear indications
of the first order nature of this transition. The SSF algorithm is not able to equilibrate
the system and the transition is thus not observed. Right: Phase diagram of dipolar spin
ice T/Dnn vs Jnn/Dnn [Mel04] (see figure I.15 and equation (I.46) for the notations). The
open squares correspond to the crossover between the paramagnetic phase and the spin
ice regime located at the maximum of the broad peak in the specific heat Ch (see left).
The open diamonds represents the sharp peak due to the 1st order transition. The y-axis
is displayed on log scale.

and 3rd nearest neighbours, i.e. between hexagons, are necessary for an almost perfect
fit. Hence if we write the Hamiltonian as

H =
3
∑

n=1

∑

〈i,j〉n

Jn Si · Sj (I.47)

where 〈·, ·〉n are the nth NN pairs, we obtain for Dy2Ti2O7, J1 ≈ 3, 41K, J2 ≈ −0, 14K, J3 ≈
0, 025K.

However, even if promising and certainly necessary for a complete understanding of
these materials, this model is so far a refinement of dipolar spin ice at very low temperature
(∼ 0.5 K) and is only available for Dy2Ti2O7. The DSI model remains quantitatively
robust for a wide range of temperature and magnetic field and the best compromise
between simplicity and efficiency.

The last model we must present has been defined recently by Castelnovo, Moessner &
Sondhi [Cas08] and aroused the curiosity of the community, as an incubator for effective
magnetic monopoles.

I.3.c Magnetic Monopoles in Spin ice

This work is built on a serie of papers [Hus03, Moe03b, Her04, Isa04b, Hen05] which
have shown how a family of 3d frustrated systems could exhibit algebraic correlations; a
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Figure I.15: Ground state of the dipolar spin ice model in 3d (left) and its 2d pro-
jection along the z-axis (right), also called the MHG phase (Melko, den Hertog, Gingras
from [Mel01b]). It respects the ice-rules. All spins in the same (001) layer points towards
the same direction. There is a rotation of π/2 from one plane to the one above and the
same pattern is thus reproduced by a translation of length a along the z-axis: this is
why this phase is expected to give a Bragg peak at q = (0, 0, 2π/a). This transition is
symmetry breaking because the net magnetisation is rotating within the (x, y) and has no
component along the vertical direction: since this phase is totally defined by a rotation
axis x, y or z and a chirality (sense of rotation), it is 6-fold degenerate.

concept elegantly shown in the nearest neighbour spin ice model [Hen05]. Let us consider
the magnetisation of a tetrahedron α: M(rα) =

∑

i∈α Si and define the coarse-grained
field M(r) = 1

V

∑

α∈V M(rα) averaged over a volume V large enough to make M(r) a
smoothly varying function.The proof of algebraic correlations requires two-stage and its
arguments are based on the frustrated 2 in - 2 out ground state.

On this manifold, the Gibbs free energy G is purely entropic and can be expressed
as a distribution function of {M(r)}. For a tetrahedron respecting the ice-rules, M(rα)
can only take 6 values proportional to (±1, 0, 0), (0,±1, 0) or (0, 0,±1). Hence computing
the entropy density for a volume V is equivalent to the problem of a completely random
polymer made of monomers fixed on the cubic lattice and whose extremities are separated
by M(r). A large value of |M(r)| will force most of the spins/monomers to point towards
this direction and only allow a relatively small number of configurations, with the example
of a unique state for a saturated magnetisation or straight polymer. On the other hand,
zero magnetisation fixes a minimum of degrees of freedom. Hence the Gibbs free energy
functional and its Fourier transform are expressed to the lowest order and up to a constant
as

G [{M(r)}] =
T

V

∫

d3r
1

2
K |M(r)|2 (I.48)

⇔ G̃
[{

M̃(k)
}]

= T
∑

k

1

2
K
∣

∣

∣
M̃(k)

∣

∣

∣

2

(I.49)

which gives a temperature independent Gaussian probability e−G/T and 〈M̃µ(−k)M̃ν(k)〉 =
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δµν/K. However this argument neglects the ice-rules. If we regard the spins as local fluxes
of magnetisation then these constraints impose a flux conservation for each tetrahedron
(2 spins in and 2 spins out); from a coarse-grained point of view, it is equivalent to a
divergence free condition.

∇ ·M(r) = 0 ⇔ k · M̃(k) = 0 (I.50)

which imposes M̃(k) to be orthogonal to k and thus

〈M̃µ(−k)M̃ν(k)〉 =
1

K

(

δµν −
kµkν

|k|2
)

(I.51)

where the Greek indices µ, ν are Cartesian coordinates labels. After a final Fourier trans-
form back to real space, we obtain the desired correlations

〈Mµ(0)Mν(r)〉 ∝
1

K

δµν − 3 r̂µr̂ν

r3
where r̂µ =

rµ

|r| (I.52)

This result deserves a few comments. First of all, we have lost the details of the pyrochlore
lattice as soon as we used a coarse-grained field and this result can be generalised to models
others than spin ice [Hus03, Moe03b, Her04, Isa04b, Hen05], the only hypothesis being

• a Coulomb phase gauge theory imposed by equation (I.49);

• a divergence free condition, consequence of the ice-rules constraints (I.50).

The magnetisation field M(r) is then equivalent to a magnetic field without monopoles
which explains the specific form of the correlations similar to those generated by a dipole-
dipole interaction. One might think that the 1/r3 long-distance behaviour in a 3d crystal
should lead to a logarithmic divergence in the scattering function; nevertheless, this does
not happen because of the dipolar angular dependance that cancels the overall diver-
gence in the integral. Spin ice thus appears as a potential experimental realisation of a
critical-like phase, since algebraic correlations are usually characteristic of critical phase
transitions. Its manifestation should be seen in the scattering function measured by neu-
tron scattering, through the existence of pinch points [You81] which have indeed been
observed by Fennell and collaborators in Ho2Ti2O7 [Fen07, Fen09]. We refer the reader
to appendix C for an introduction to pinch points.

This analogy between the nearest neighbour model and dipolar correlations has been
brought one step further by Isakov & al. when they explained “Why Spin Ice Obeys the Ice
Rules ?” [Isa05]. This question remained indeed unanswered so far: why is the extensive 2
in - 2 out degeneracy quasi-recovered by addition of long range dipolar interactions [Gin01]
? Is it a coincidence or not ? We will here briefly summarise the arguments of [Isa05],
starting by rewriting the DSI Hamiltonian (I.44) as a matrix

H =
∑

i<j

∑

ℓ<ℓ′

σℓ
i Hℓ,ℓ′

i,j σℓ′

j =
∑

i<j

∑

ℓ<ℓ′

σℓ
i

(

J J ℓ,ℓ′

i,j + D r3
nn Dℓ,ℓ′

i,j

)

σℓ′

j (I.53)
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where σℓ
i is the scalar spin defined in eq. (I.41) located on one of the four sites ℓ of the

tetrahedron i. J ℓ,ℓ′

i,j and Dℓ,ℓ′

i,j take into account respectively the whole geometry of the
exchange coupling and dipolar interactions. Following the method of [Can01], one need
to define the following Fourier transformation

σℓ
i =

1

N

∑

q

σℓ
q eiq·rℓ

i σℓ
q =

∑

i

σℓ
i e−iq·rℓ

i (I.54)

where rℓ
i is the position of the spin σℓ

i . The above Hamiltonian can now be rewritten in
the Fourier representation

H =
∑

q

∑

ℓ<ℓ′

σℓ
q

(

J J̃ ℓ,ℓ′

q + D r3
nn D̃ℓ,ℓ′

q

)

σℓ′

−q (I.55)

As ℓ = 1..4, Jq and Dq are 4 × 4 matrices and function of the wave vector q. They can
be diagonalised in a basis of q-dependent eigenvectors |vℓ(q)〉.

J =

























0 0 0 0

0 0 0 0

0 0 ǫ3(q) 0

0 0 0 ǫ4(q)

























(I.56)

where ǫ3(q) > 0, ∀q and ǫ4(q) > 0, ∀q except for q = 0. Hence, the ground state with
eigenvalue zero is two dimensional and q−independent (flat energy bands), whereas the
excited states manifold is dispersive. At T = 0, the physics is solely determined by the
lowest energy modes and we can therefore carry our reasoning on the following projector
P instead of Jq without loss of generality, keeping the same eigenbasis |vℓ(q)〉.

P =

























0 0 0 0

0 0 0 0

0 0 1 0

0 0 0 1

























(I.57)

The main result of [Isa05] is that working backwards from [Hus03, Moe03b, Her04, Isa04b,
Hen05], one obtains in real space

Di,j =
8π

3
Pi,j + ∆i,j (I.58)
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with ∆i,j ∼ O
(

r−5
ij

)

. Hence the Hamiltonian is made up of a sum of three matrices

Hi,j = J Ji,j + D r3
nn

8π
3
Pi,j + D r3

nn ∆i,j whose long distance behaviour is dominated
by the first two terms, that is the long range 1/r3 interactions are screened, giving rise
to an effective NN coupling and corrections to O

(

r−5
ij

)

. In the long distance limit, Ji,j

and Di,j are equivalent under projection to the flat energy bands, i.e. they have the same
eigenvectors and same ground state manifold; they are said to be projectively equivalent.
By definition, this ground state is the 2 in - 2 out manifold and the above results shows
how it is slightly lifted by ∆i,j that will favour the ordered state discovered with the loop
algorithm [Mel01b]. However since this term is a correction of order 1/r5, we do not know
its relative importance with respect to other perturbations of quadrupolar or quantum
origin for example. The main result of Isakov & al.’s paper is that DSI and NNSI have the
same ground state, up to O

(

r−5
ij

)

corrections. To summarise these remarkable analogies,
I would like to quote [Isa05]: “Dipolar spins are ice because ice is dipolar.”

Our last point will be that this “self-screening” of long range interactions [dH00] can
be generalised to other models as long as they have a pair of projectively equivalent in-
teractions J ′ and D′. Finally, we will see in the rest of this subsection a manifestation of
this equivalence through the creation of effective magnetic monopoles.

Our analysis so far only concerns the very low temperature properties of spin ice on
the ice-rules manifold, but in fact defects which break the divergence free condition can
be thermally activated. Flipping a single spin in a 2 in - 2 out configuration leads to
the creation of a pair of different defects (3 in - 1 out and 3 out - 1 in) that can be
separated at no energy cost in the NN model (the tetrahedra in between recover the ice-
rules), but which feel an effective Coulomb attraction in DSI [Cas08] (see figure I.16).
In the same way that electric dipoles are formed by two electric charges, spins can be
seen in a thought experiment as two separated magnetic charges sitting on the vertices
of the diamond lattice, dual of the pyrochlore one; this is the dumbbell model for which
projective equivalence is exact [Cas08] (see figure I.17). In order to reproduce the value
of the magnetic moment µ of the rare-earth ions, one needs to define the magnetic charge
as |Q| = µ/rd, where rd is the distance between two neighbouring charges. Hence each
centre of tetrahedron will be occupied by four charges (one per spin) and the 2 in - 2
out condition imposes magnetic neutrality (figure I.17). In analogy with electrostatics a
magnetic moment points towards the positive charge, meaning that a 3 in - 1 out (resp.
3 out - 1 in) defect will bear a net difference of two positive (resp. negative) charges: the
total charge carried by a local excitation is then ± qm = ± 2µ/rd. The notion of positive
and negative magnetic charges has also been introduced by Ryzhkin in the context of
the Zeeman energy required to move a defect in a magnetic field [Ryz05]. Since the
spins interact through dipolar interactions in the DSI model, the charges defined on the
extremities of these spins must interact through an effective magnetic Coulomb interaction
and behave like classical magnetic monopoles. If we start with a 2 in - 2 out manifold
(vacuum of monopoles) and then flip a spin, we shall create a pair of charges of opposite
sign; now if we flip a continuous chain of neighbouring spins, we shall separate the two
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charges by a distance r which will then feel a Coulomb potential up to O (r−5) corrections

V (r) = − µ0

4π

q2
m

r
(I.59)

Last but not least, a pair of monopoles are created at finite distance and cost a finite
amount of energy, and since the Coulomb potential is not diverging for infinite separation,
the monopoles are not confined : this is the first example of fractionalisation in a 3d
magnetic system (figure I.16).

Figure I.16: Coulomb potential: Magnetic energy required to separate two monopoles
of opposite charges by a distance a [Cas08]: numerical computation (◦) where the charges
remain on a Kagome plane (see figure I.20) perfectly fitted by a 1/a Coulomb law. It is
arbitrarily scaled to zero for infinite distance a → ∞.

Figure I.17: Dumbbell model: Each magnetic dipole is seen as two charges sitting on
the vertices of the dual diamond lattice (dashed lines). 2 in - 2 out is a vacuum whereas
3 in - 1 out is a positive charge.

Summary

Here I want to present my point of view about these three models. We should start
with the T = 0 behaviour. On the one hand, the 2 in - 2 out ground state manifold of
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the NNSI model exactly corresponds to a vacuum of monopoles in the dumbbell model.
Here we see how an extensive set of spin configurations is made unique in the monopole
language; this will prove to be of crucial importance for quantitative comparisons with
experiments [Jau09b] (see chapter IV). On the other hand, the only difference between
DSI and the dumbbell model is that a spin is a point dipole, localised on the pyrochlore
lattice, and not a pair of magnetic charges on the vertices of the diamond lattice. If not
for this dissimilarity, the ground state of all three models (NNSI, DSI, dumbbell) would
be the same 2 in - 2 out manifold, but the ground state degeneracy of the DSI model
is in fact slightly lifted by the term ∆i,j of quadrupolar order 1/r5 due to the difference
between two forms of dipoles (or the position of four charges). From this approach, the
projective equivalence of the exchange term Ji,j and the dipolar interaction Di,j at long
distance [Isa05] thus has a deep physical interpetration due to the specific geometry of
spin ice which is particularly transparent in the language of monopoles.

At finite temperature, this difference still holds between DSI and NNSI/dumbbell
model, but we must also take into account the creation of 3 in - 1 out or 3 out - 1 in
excitations. In the DSI or dumbell model, they interact through an effective Coulomb
potential of magnetic origin directly due to the dipoles or charges [Cas08], whereas in
the NNSI model they feel a weak effective Coulomb interaction of entropic origin as
they appear as excitations out of a divergence free ground state9 [Isa04a]. This entropic
contribution also exists in the DSI model but is totally dominated by the magnetic term.

In the rest of this manuscript, we will endeavour to use the notion of defects for NN
spin ice and the term of monopoles for dipolar spin ice or the dumbbell model. The
difference of energy scale between the entropic and magnetic contributions makes the
defects almost free to move in comparison with the monopoles.

The next subsections of this presentation of spin ice will be devoted at first to the
influence of an external magnetic field and then to the dynamics of these materials, two
aspects that attracted a great deal of experimental and theoretical interest and that make
up the core of this thesis.

I.3.d Magnetic field

In the previous subsections, we have presented the strong easy-axis spin anisotropy along
the local (111) direction (cf. equation (I.38)). As theoretically predicted by Harris &
al. [Har98] and experimentally confirmed for Dy2Ti2O7 [Fuk02] and Ho2Ti2O7 [Pet03], an
external magnetic field can couple in many different ways with these Ising spins, favouring
a unique or a set of configurations, solely depending on the field orientation. The low
temperature specific heat of Dy2Ti2O7 in zero field is a simple Schottky peak due to the
crossover from the paramagnetic phase to the ice-rules regime (see figure I.11), but the
addition of a magnetic field in a powder sample produces three field independent and
relatively sharp peaks at 0.34, 0.47 and 1.12 K; this degeneracy lift strongly indicates the
existence of phase transitions [Ram99], as confirmed in a single crystal by Higashinaka &

9Equation (I.50) becomes ∇ · M(r) = ρ(r) where ρ(r) is the coarse-grained density of defects. The
dipolar correlation between spins gives rise to an effective Coulomb interaction between defects.
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al. [Hig03a]. The presence of such peaks has attracted a great deal of interests, and their
origin requires the consideration of specific field orientations.

Magnetic field [001]

This orientation and its five other cubic symmetries ([001], [010]...) are the only direc-
tions having the same influence on all four spins of each tetrahedron, i.e. ± 1√

3
µ H001,

favouring a unique state with saturated magnetisation along the z-axis, as displayed by
the tetrahedron of figure I.8. Monte-Carlo simulations using a local update algorithm
showed the presence of what appeared to be a liquid-gas like transition with a line of
first order transition ending by a critical point, However the linear field dependance of
the transition temperature has not been observed experimentally for any of the above
mentioned peaks [Har98].

For the model system, if we allow the spins to partially lose their Ising nature and to
fluctuate around their local easy-axis vector ei following an energy term −A

∑

i (Si · ei)
2,

we can continuously tune the parameter A to favour either Ising (A → +∞) or Heisenberg
(A = 0) spins. Treating J/A as a small parameter, we observe the persistance of the liquid-
gas transition down to a given value of A = Atc where the critical point becomes tricritical
for H001 = 0 [Cha02].

However no transition has been observed in specific heat measurements on a sin-
gle crystal of Dy2Ti2O7 but rather a changeover of the Schottky peak, from a nearest
neighbour ferromagnetic origin to a Zeeman one for increasing field [Hig03b]. Neutron
scattering experiments showed the presence of a q = 0 Bragg peak in the scattering func-
tion of Dy2Ti2O7 and Ho2Ti2O7 [Fen05], a signature of the expected ordered state with
all spins up, but even if the magnetisation seems to become discontinuous at low enough
temperature (T < 0.5K), its origin remains unclear: is it a 1st order transition as pre-
dicted by Harris and collaborators [Har98], or a consequence of a spin freezing preventing
the equilibration of the material ? This question has been at the origin of my thesis and
will thus be developed in the following chapters.

Magnetic field [110]

As one can see in figure I.18, a large enough magnetic field in the [110] direction will fix
the position of two spins per tetrahedron, but will not couple to the other two which are
perfectly orthogonal ; However these two spins are not free because they are forced by the
ice-rules to have a given projection in the same direction, i.e. to the left or the right of
the field H110. Hence the system can be considered as an ensemble of 1d chains of spins:
the α- and β-chain. The α-chains are all aligned with the magnetic field whereas the
β-chains are parallel to each other and orthogonal to the field: the pyrochlore lattice can
be seen as a pileup of α−β −α−β −α− ... layers in the [001] direction (see figure I.18).

For the NN model at T = 0, the α-chains are pined by the field while each β-chain
is formed by spins all pointing in the same direction but free to choose the left or right
orientation. For a system of size L × L × L, there is of the order of L2 β-chains and the
ground state entropy, although still diverging with L, is no longer extensive: SGS ∼ L2 ∼
N2/3 [Hig03a].
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Figure I.18: Ground state in a [110] field: The α-chains (black spins) are aligned
along the field, as opposed to the MHG phase of figure I.15, while the β-chains (blue and
red spins) are antiferromagnetically ordered (α-F β-AF). This gives rise to Bragg peaks
at the X points of the Brillouin zone in the scattering function and is thus referenced as
the q = X phase [Har97, Fen05].The ice-rules are respected.

Dipolar interactions will antiferromagnetically couple the β-chains, leading to the
q = X ground state displayed on figure I.18. In fact, a rather complex phase dia-
gram was obtained by Monte Carlo simulations with Ewald summation and loop algo-
rithm [Yos04, Mel04, Ruf05], given in figure I.19. At high enough temperature (T & 1K),
the ice-rules are no longer respected and we simply see a crossover from the paramagnetic
phase to a phase with all α-chains oriented along the field (α-F). Upon cooling, we either
enter the spin ice regime (low field) or the above mentioned q = X ground state (high
field, noted α-F β-AF on the diagram). Of course, for small field and temperature, the
dipolar interactions predominate and impose the MHG phase predicted by [Mel01b] (see
figure I.15).

Even if this phase diagram has been qualitatively confirmed by specific heat measure-
ments [Hir03], a completely q = X ordered phase has not been observed experimentally
so far; α-chains are easily coupled with the field, but even if β-chains are robust on a
non-negligible length scale (∼ 130Åi.e. over 13 unit cells for Dy2Ti2O7 at 0.05 K and 1.5
T) their antiferromagnetic arrangement does not hold over more than 4 or 5 neighbours,
leading to diffuse scattering instead of a Bragg peak in the scattering function for the
q = X phase [Fen05, Cla09]. As suggested by [Mel04, Cla09], this absence of long range
order may be due to the difficulty (or maybe even impossibility) of perfect alignment of the
crystal with respect to the field; the β-chains will be frustrated by a parasite component
of the external field, breaking their AF order.

Our last point is that for large enough magnetic field, the transition into the ordered
q = X state, even if not complete, occurs at a field-independant temperature of ∼ 1.2 K
and may be the origin of one of the three peaks observed by Ramirez & al. [Ram99].
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Figure I.19: Phase diagram of dipolar spin ice in a [110] field on a log-log scale, com-
puted numerically from [Yos04]. The solid lines show the first order transitions whereas
the dotted ones are crossover. However Hiroi & al.’s experiment [Hir03] seem to suggest
a continuous transition from the spin ice regime to the α-F β-AF phase; the absence of
discontinuity may be due to misalignment that is extremely difficult to get rid of.

Magnetic field [111]

Both orientations we have presented so far have in common that the magnetic field does
not break the ice-rules, which is not he case anymore for a field in the [111] direction,
which favours 3 in - 1 out and 3 out - 1 in configurations. Our discussion will gain in
clarity if we consider for the time being the pyrochlore as an alternating stack of triangular
and Kagome planes (see figure I.20).

Again, the action of the field is quite different for the four spins: three of them (in the
Kagome plane) are only partially coupled to it, while the fourth one (in the triangular
lattice) is parallel to the field. This suggests a two-stage evolution of the magnetisation
(see figure I.21). The spins in the triangular layers will be the first to be fixed by the field
(typically 2 kOe for Dy2Ti2O7 at 0.5 K) but the three others will remain disordered thanks
to the competition between the ice-rules striving to keep a disordered state in the Kagome
plane and the Zeeman energy [Har98, Mat02b]. Since the 2 in - 2 out manifold imposes
ones “Kagome” spin per tetrahedron to have a component opposite to the field, the
magnetisation will be independent of the field, giving rise to a magnetisation plateau (see
figure I.21 for T=0.48 K). For increasing field, the Zeeman energy will eventually overcome
the exchange energy, forcing the ice-rules to be broken and saturating the magnetisation
(≈ 10 kOe for Dy2Ti2O7 at 0.5 K). Of course, if the temperature is not low enough,
the defects can be thermally activated and the magnetisation plateau disappears. This
region of competition where the triangular planes are saturated and the Kagome layers are
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Figure I.20: Ground state of Kagome Ice: Left: For convenience, the x− and y−axes
are reversed with respect to the other figures. The emerging 2d Kagome Ice is drawn in
red, surrounded by two triangular lattices made of green and blue spins aligned with the
field. We can see that the Kagome Ice-rules are different depending of the spin out of the
Kagome plane: it is 2 in - 1 out for violet up tetrahedra and 2 out - 1 in for blue down
tetrahedra. For large magnetic field, the ice-rules are broken and all spins are in the field
direction. Right: A possible configuration of the Kagome layer: 2 in - 1 out for the up
(violet) triangles, and 2 out - 1 in for the down (blue) triangles, imposed by the ice-rules
and the fourth spin in the triangular layer, in opposition with the Kagome Ice defined by
Wills & al. where all six possibilities 2 in - 1 out and 2 out - 1 in are accessible for any
triangles [Wil02].

decoupled is called Kagome Ice [Mat02b]. This term was first introduced by Wills & al. as
a theoretical 2d analogue of spin ice [Wil02], but their model describes a less constrained
system than 3d spin ice in a [111] field, as explained in the caption of figure I.20.

The Kagome Ice problem maps exactly onto a dimer problem on the honeycomb
lattice which is a critical phase with algebraic correlations and a finite entropy [Moe03a],
as measured by [Mat02b, Hir03, Aok04] If we slightly tilt the field from the [111] towards
the [001] direction, this phase should order at low temperature via the novel Kasteleyn
transition discussed in more details in later chapters [Kas63, Moe03a]: an experimental
signature of this transition has been observed by neutron scattering [Fen07].

Once again, the field temperature diagram is quite complex [Hir03, Sak03, Aok04,
Hig04b, Sai05] (see figure I.21). In a nutshell, increasing the field will first fix the spins on
the triangular layer and then the ones on the Kagome planes; for low temperature, this
will be done on the 2 in - 2 out manifold when possible, inducing the Kagome Ice phase
for intermediate field values, whereas at high temperature the field-decoupled spins are
thermally random. All “phase transitions” are crossovers, except between Kagome Ice and
the fully saturated state which is 1st order ending with a critical point at (H111, T ) =(0.93
T, 0.36 K) [Sak03]; this liquid-gas phase transition is unexplainable within the nearest
neighbour model, but has been recently understood as a 2d condensation of magnetic
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Figure I.21: Phase Diagram and Kagome Ice plateau in a [111] field: Left: Phase
diagram of Dy2Ti2O7 obtained by specific heat measurements [Hig04a]. The solid line at
µ0H ≈ 1 T is first order and ends with a critical point. The dashed lines are crossovers.
The Kagome Ice and 1 in - 3 out ordered phase are displayed in figure I.20. Right:
Magnetisation in “Bohr magneton per ion” units vs the field for different low temperatures.
The plateau is clearly visible when T = 0.48 K.

monopoles where the field acts as a chemical potential. The critical ending point corre-
sponds to one of the three peaks measured by Ramirez & al. [Ram99].

Last but not least, Kagome Ice represents a 2d frustrated system with a divergence
free condition and enabled the first known observation of a pinch point or bow tie in the
scattering function of a magnetic material: this is a manifestation of the algebraic dimer
correlations [Fen07].

Magnetic field [112]

As discussed above, the 3d pyrochlore lattice viewed along the [111] direction is a stack
of alternating 2d Kagome and triangular layers. By cubic symmetry, this is also true for
[111], [111] and [111]. A field along the [112] direction happens to be orthogonal to the
latter orientation, which means its effect will be in some sense opposite to the [111] case;
in the ground state, the three spins of the Kagome lattice will be pinpointed by the field
whereas the fourth one, in the triangular plane, will not couple to the field. However the
ice-rules, acting as an internal field, will fix its orientation in a global q = 0 state, with
all spins up as if the field were along the [001] direction.

New and particularly interesting physics arises from spin ice if we tilt this [112] field
towards the [110]; for a given angle the three Kagome spins remains fixed in the same ori-
entation, but the internal field they produce on their neighbours on the triangular lattices
is canceled. This spin that lies on a 3d face-centred cubic lattice (fcc) does not feel the
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Figure I.22: Decoupled spin in a [112]-tilted field: A [112] field fixes the orientation
of the red spins while the blue one is pinned in a 2 in - 2 out state (left). If we add a field
along the [111] direction, it will counterbalance the internal field acting on the blue spin
which will be freed from the ice-rules and will only feel the long range dipolar interactions.

influence of either the ice-rules, or the field: we thus end up with an fcc Ising dipolar mag-
net [Ruf05] whose ground state is ferromagnetic [Bec30, Tes54]. Ruff & al. numerically
predicted a 1st order transition, observed experimentally by Higashinaka & Maeno [Hig05],
even if the 1st order nature was only confirmed following a delicate field-angle dependent
magnetization measurement performed by Sato and collaborators [Sat06]. The transition
is expected to be responsible for one of the specific heat peaks, even if further work with
2nd and 3rd nearest neighbours is required in order to determine precisely the transition
temperature.

Summary

As discussed in [Mel04] and in a recent paper by Moessner [Moe09], the addition of strong
anisotropy and finely tuned field orientations are responsible for “dimensional reduction
and conversion”:

• if some spins are not coupled to the field ([110]), we create two sets of independent
1d chains: one of them pinned by the field (α-chains) whereas the others (β-chains)
are free to interact through dipolar interactions, at least on short distances;

• if the field tends to favour configurations out of the 2 in - 2 out manifold ([111]),
it will result in a two-stage process: the first orients the spins in a way respecting
the ice-rules, which fixes all spins on the 2d triangular lattice, while the second
breaks the ice-rules in favour of the Zeeman energy, with a magnetisation plateau
in between, characteristic of the 2d Kagome Ice;

• it is even possible to cancel the internal field felt by a sub-set of spins by its nearest
neighbour surrounding (tilted from [112]), creating 0d isolated spins, free to interact
through long range interactions and giving rise to an effective 3d fcc Ising dipolar
magnet.
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From this point of view, the [001] direction does not look as interesting as its coun-
terparts: all spins are coupled to the field and the favoured state does not even break the
ice-rules ! But in this case, where does this numerical liquid-gas transition come from and
why has it not been observed experimentally ? As we shall explain it in great details in
this thesis, it is in fact precisely the conjunction of ice-rules and of finely tuned external
perturbations that interacts exactly in the same way with all spins, that will be the source
of exotic phase transitions on the constrained 2 in - 2 out manifold.

I.3.e Dynamics

Already in the first paper on spin ice [Har97], it was noticed that the nature of the
disordered ground state is static, as opposed to antiferromagnetic frustrated magnets
such as SCGO that conserves spin fluctuations down to the lowest temperatures [Obr88,
Uem94, Sch96]. The authors of this article suggested the importance of the easy-axis
anisotropy that gives rise to large energy barriers between ground states.

The complexity of spin ice dynamics is well illustrated through considering the re-
laxation time of Dy2Ti2O7 that displays three characteristics features [Sny04a] (see fig-
ure I.23).

Figure I.23: Spin ice dynamics: Left: Relaxation time τ of Dy2Ti2O7 vs the temper-
ature T from Snyder & al. [Sny04a] with the characteristic double crossover at ≈ 12 K
and ≈ 1 K. The inset shows a zoom of τ vs 1/T at low temperature on a log-lin scale
and shows the divergence from an Arrhenius law. Right: Temperature dependence of
DC-magnetization of Ho2Sn2O7 at 1 kOe. ZFC and FC denote zero field cooling and field
cooling, respectively [Mat00]. Hysteresis appears at ≈ 0.7 K but the FC curve is not flat
below, as expected for a regular spin glass.

The high temperature regime has been described as an Arrhenius process whose energy
barriers is of the order of the first excited states of the CEF levels, i.e. ∼ 200 − 300
K [Mat01, Sny01, Ehl03, Sut07, Lag07] and Neutron Spin Echo (NSE) measurements have
shown a q-independence of the scattering, suggesting a single-ion process [Ehl04]. The
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origin of this high temperature relaxation must then come from the single-ion anisotropy
of the spins which becomes apparent above 12 K for Dy2Ti2O7 and ≈ 25 K for Ho2Ti2O7.
From a semiclassical point of view, it is only above this temperature that one begins to
see the Heisenberg nature of the spins.

However if such behaviour was permanent for all temperatures, the relaxation time
τ(T ) should increase exponentially and go beyond the characteristic time scale of DC-
measurements (∼ 102 s) for T ≈ 8 K, whereas equilibration remains possible down to
≈ 1 K [Mat01]. This suggests a modification of this process or the apparition of a second
regime that takes over this one, as observed on figure I.23 where the Arrhenius law gives
way to a quasi-temperature-independent relaxation. Using NSE techniques, Ehlers &
al. rejected the possibility of two different regimes and proposed a quantum tunnelling
origin of this relaxation plateau [Ehl03]: the internal dipolar field felt by each spin has
a component orthogonal to the spin that allows a finite inversion rate whose dynamic
becomes predominant below 12 K.

But now comes a brutal slowing down of the relaxation below Tf ≈ 1 K, responsible
for the spin freezing mentioned before that leads to magnetic hysteresis. But even if this
phenomenon has been confirmed by many experiments [Mat00, Mat01, Sny01, Ehl03,
Lag07, Ore07, Cla09], no consensus has been made and in fact no theory has been able
to successfully explain its nature until now. The only certitude is that it can not be a
regular spin glass transition:

• DC-measurements performed on Ho2Sn2O7 indicate an irreversibility below 0.75 K
between the field cooled (FC) and zero field cooled (ZFC) magnetisation, as expected
for a spin glass, but the FC curve continues to increase monotonically instead of
remaining flat, characteristic of a blocking phenomena rather than a glass effect
(see figure I.23 extracted from [Mat00]);

• In a typical spin glass, an external magnetic field would tend to suppress the spin
freezing whereas Tf is slightly enhanced for spin ice [Sny01];

• The most striking element against glassy behaviour is the very existence of fig-
ure I.23,i.e. the possibility to extract a single characteristic time relaxation. Spin
glasses have a wide window of time scales, whereas AC-measurements on spin ice
show a narrow range of relaxation times with a clear maximum of the imaginary
part of the susceptibility χ′′ as a function of the frequency response [Mat01, Sny01].

Analogies with spin-freezing in dilute dipole glasses, superparamagnetic blocking or di-
electric relaxation in glycerine have been made but it has not been possible to explain
why spin ice should follow such behaviour. The development of magnetic correlations
imposing the inversion of a cluster of spins or the importance of the ice-rules have also
been suggested. Hence, many questions remain open. For example,

• why do Ho2Ti2O7 and Ho2Sn2O7 relaxation times follow an Arrhenius law around
1 K with an activated energy of ∼ 25 K [Mat00, Ehl04], but not Dy2Ti2O7 [Mat01,
Sny04a], except for very low temperature magneto-calorics measurements that could
be explained by a Raman or Orbach process with a typical energy scale of 3.6 K ?
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• why is the frozen regime suppressed by a magnetic field but favoured by a small
amount of non-magnetic dilution ?

• how can one explain the drastically different time scales characteristic of the plateau
region as measured by different experimental techniques and compounds: ∼ 5 ms
for bulk measurements on Dy2Ti2O7, ∼ 0.5 µs for muon spin resonance (µSR) on
Dy2Ti2O7 and ∼ 10 ns for neutron scattering on Ho2Ti2O7 ?

• what kind of single process can explain this double crossover ?

All these questions will be addressed in the last section of this thesis from the point
of view of constrained monopole dynamics.

In the next subsection, we briefly present a few magnetic compounds with a pyrochlore
structure that are potential candidates to enlarge the spin ice family.

I.3.f Spin ice candidates

Despite more than 100 papers solely dedicated to spin ice, only three materials have
been officially recognised: Ho2Ti2O7 by neutron scattering as the first spin ice com-
pound [Har97], Dy2Ti2O7 by specific heat measurements and the proof of zero-point
entropy [Ram99] and Ho2Sn2O7, whose specific features have been first recognised in sus-
ceptibility measurements [Mat00] and then confirmed by neutron scattering [Kad02]. As
already mentioned, the latter has been much less studied because of the impossibility to
obtain a single crystal. But other materials may join this group.

Pr2Sn2O7 was first suggested as a spin ice compound by Matsuhira & al. because
of an apparent Ising nature of the spins and a dynamical behaviour reminiscent of spin
ice [Mat02a, Mat04]. Recent neutron scattering experiments validated the ground state
doublet with a large energy gap of & 100 K to the first excited state [Zho08a]. With a
magnetic moment of 2.6 µB per ion and a NN distance of 3.75 Å, we can estimate the
effective NN parameters from specific heat measurements: Dnn = 0.13 K and Jnn ≈ 0.9
K. Pr2Sn2O7 also displays a zero-point entropy that is at least partially lifted with a
magnetic field, but its numerical value disagrees with Pauling’s entropy. More work needs
to be done to understand this compound, but if it proves to be a spin ice material, its
absence of freezing down to the lowest temperatures would make it of great interest as
discussed at the end of this manuscript.

Dy2Sn2O7 displays the same dynamical behaviour and zero-point entropy as its ti-
tanate counterpart and is thus a solid candidate for being spin ice. Same result holds for
reasonable dilution of Dy2Sn2−xSbxO7+x/2 (x=0.5). Dy2NbScO7 also has a finite entropy
at T = 0, but noticeably smaller than Pauling’s, suggesting a stronger constraint on the.
ground state manifold.

A recent poster by Zivkovic, Lago and Rojo recognised a potential spin ice signature
in the spinel CdEr2Se2, but we know too little about it to give any more details. If it
happens to be confirmed, this would be the first non pyrochlore oxides spin ice.
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This review on spin ice is now over. I have tried to be as exhaustive as possible,
but I chose not to present the effect of dilution or “stuffing” (even if this will be briefly
discussed within the manuscript) and the rising subject of 2d artifical spin ice, made of
elongated magnetic islands of size 0.5 µm that should hopefully reproduce some of the
characteristics of spin ice at room temperature. Even if these themes open new possibilities
for the physics of spin ice, they are mostly out of subject for my thesis which is focused
on the topological constraints in a 3d classical system.

I.4 Plan

During the three years of this PhD, we have striven to consider as many aspects of the spin
ice model as possible, always keeping in mind the experimental relevance of the problems
we studied.

The core of this manuscript is divided in four chapters, the next one (§ II) being
dedicated to the presentation of the methods we have used; we shall define the models
investigated and introduce the necessary background for a self-sufficient understanding of
both the analytical and numerical results obtained in this thesis.

Our first study is presented in chapter III and concerns the influence of perturbations
such as a [001] magnetic field or an anisotropic bond distortion, on the topologically con-
strained 2 in - 2 out manifold for the nearest neighbour spin ice model. The divergence
free condition allows the use of the very efficient Worm algorithm whose outcome will be
perfectly confirmed by exact analytical results on the Husimi tree and with the transfer
matrix method in 3d. The ground state degeneracy lift imposed by these perturbations
provokes topologically driven phase transitions, namely the Kasteleyn and the KDP tran-
sition, that will be extensively studied [Jau08]. Our results in a field will be compared
with experimental results, whereas the realisation of bond distortion in spin ice crystals
will be discussed in the context of uniaxial pressure.

In the fourth chapter (§ IV) we are interested in dynamical aspects of spin ice, our goal
being to explain the peculiar temperature dependance of the magnetic time relaxation;
not only was it an open question for the last nine years, but this behaviour proves to be a
direct consequence of the deconfinement of quasi-particles interacting through a Coulomb
potential, i.e. magnetic monopoles ! This study has been the first dynamical signature
of the presence of monopoles in spin ice [Jau09b].

Finally, in the last chapter V, we investigate the non-standard behaviour of the sus-
ceptibility in Ho2Ti2O7 as a function of the temperature and the scattering vector q in
reciprocal space, displaying the complex crossover between the paramagnetic phase and
the low temperature spin ice regime respecting the topological constraints.
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Both numerical and analytical techniques were required to investigate the multiple facets
of spin ice. If a classical Metropolis - Monte Carlo algorithm is sufficient and a priori
accurate to simulate the temperature dependent dynamics of spin ice, long range interac-
tions need a specific treatment: the Ewald method presented in section II.4. On the other
hand, as discussed in the introduction I.3.c, dipolar interactions can be neglected in a
first approximation if we are only interested in the 2 in - 2 out constrained manifold, but
a “single spin flip” move is not adequate anymore and will require a cluster technique; we
chose the Worm algorithm for reasons that will be made clear in section II.3.

Since spin ice materials are very well described by Ising spins at low temperature and
we will see that this can be accurately treated by analytical approaches such as a Husimi
tree calculation (section II.6) and even an exact treatment for one of the transition we
are going to investigate, the multi-critical point of ∞−order, using a 3d version of the
transfer matrix (section II.5).

This chapter is divided into six parts. We first introduce the problems investigated in
this thesis, namely the influence of magnetic field and bond distortion, and the emergence
of magnetic monopoles at finite temperature. The following three sections are devoted to
numerical methods; after a very brief presentation of the Metropolis argument in Monte
Carlo simuations, we develop the Worm algorithm applied to spin ice and then explain
the mathematical foundations of the Ewald summation. In the remaining sections, we
introduce the transfer matrix method for 1− and 2−dimensional statistical problems
before presenting the general form of the Husimi tree and adapt it to the pyrochlore
lattice.

II.1 Presentation of the model

In this thesis, we will be interested in the effects of an external magnetic field along the
[001] direction and of bond distortion, as illustrated in figures II.1. The experimental
realisation of bond distortion using uniaxial pressure will be discussed in details in sub-
section III.4.f. As one can see in figures II.2 and II.3, both perturbations lift the ground
state degeneracy, but with the crucial difference that a field favours a unique configuration
with all spins up1 whereas the distortion conserves a global Z2 symmetry. It will turn out
that the main physics seems to happen on the constrained 2 in - 2 out manifold, where

1An up (resp. down) spin has a positive (resp. negative) z−component.
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these external perturbations will induce symmetry breaking phase transitions.

Figure II.1: Presentation of the model: The magnetic field is vertical and the bonds
in the horizontal planes are weaker than the others.

We should note here that the 6 types of tetrahedra respecting the ice-rules have a
net magnetic moment along one of the 3 cartesian directions (x−, y−, z−axis) or in the
opposite way.

Figure II.2: Degeneracy lift of the 2 in - 2 out tetrahedra in a [001] magnetic
field.

Since we will mainly focus on the 2 in - 2 out manifold, we will only use the nearest
neighbour model as it is projectively equivalent with dipolar spin ice up to corrections of
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Figure II.3: Degeneracy lift of the 2 in - 2 out tetrahedra with bond distortion.

order 1/r5 (see subsection I.3.c).

H = −µ2
∑
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where µ ≈ gJJµB is the magnetic moment of a rare earth ion, H is the [001] magnetic field
and J ′

i,j is the effective nearest neighbour exchange coupling defined in equation (I.46)
whose value varies due to bond distortion. The scalar spin σi has been defined in equa-
tion (I.41): σi = +(−)1 if the spin is out (in), whereas the new scalar spin definition σ′

i

simply represents the sign of the z−component of spin i (parallel to the field). Ji,j and h
are the effective parameters of our model, homogeneous to an energy

h = µ0
µ√
3
|H| and Ji,j =

{

µ2

3
(Jeff − δeff) = J − δ for a bond in the (001) planes

µ2

3
Jeff = J otherwise

(II.4)

We use here the short notation of J instead of Jeff for convenience. The contribution of
each term of equation (II.3) in the energy of different tetrahedra configurations is given
in figures II.2 and II.3.

II.2 Monte Carlo

The Monte Carlo (MC) algorithm invented by Metropolis & al. [Met53] could well be
the most famous numerical method in physics2, essentially because its key concepts are
particularly simple and after more than 50 years of evolution, it has proven to be able

2this article is incidently the most cited one of my bibliography, with more than 11000 citations
according to ISI Web of Knowledge !
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to adapt to a very large range of problems. This subject has been treated in numer-
ous books and articles in a more detailed and clearer way that we can afford here. We
invite the interested reader to consult for example the reference book by Binder and Heer-
mann [Bin97] or the more recent book by Krauth [Kra06] (a succinct version of the first
chapter dedicated to Monte Carlo basis is available on arxiv [Kra96]). In this section we
only present the main aspects of this technique.

The Monte Carlo technique is dedicated to simulations of stochastic processes, i.e.
whose evolution is non-deterministic: randomness will allow the system to fluctuate among
different microstates. Hence a microscopic picture is numerically accessible and enables
one to compute thermodynamic observables easily. Such a method raises a few questions:
“How can one implement the influence of randomness ? What kind of probability is
pertinent for the evolution between microstates ? That is, is it possible to simulate
dynamic as well as static properties ? How can one make the simulation as close to the
physical system as possible ?” In both dynamic and static aspects, we need to consider
a system with a finite number of microstates referenced by roman letters i and with
respective weights wi(t) whose time-evolution is dictated by the so-called Master equation

d wi(t)

dt
=
∑

j

Pji wj(t) − Pij wi(t) (II.5)

where Pij is the transition probability to go from microstate i to microstate j. This is
a Markov process because the transition rate aij = Pij wi only depends on the present
state of the system; the process retains no memory. The evolution is thus imposed by
the relative balance between the production of probability wi at the expense of the other
microstates wj and its disappearance in favour of the same microstates wj. The system

will eventually reach a steady state where
d wi(t)

dt
= 0 (∀i). This condition can be fulfilled

if

aij = aji ⇔
Pji

Pij
=

wi(t → ∞)

wj(t → ∞)
(II.6)

By imposing the transition probabilities Pij, the above equation ensures that after a
transient time (typically expressed as Teq) the system will reach a steady state where the
probability distribution will be fixed by the weights wi. The Monte Carlo time t is a
priori unrelated to the physical real time. In fact this MC time will highly depend on
the algorithm used (“single spin flip”, “cluster”, etc ) and its aim is not necessarily to
reproduce the physical time evolution, but rather to provide an efficient way to visit the
phase space, usually in the canonical ensemble.

Equation (II.6) is of course a sufficient condition to impose
d wi(t)

dt
= 0 (∀i) but is not

a necessary hypothesis: one could imagine much more complex dynamics that would also
result in setting

∑

j Pji wj(t) − Pij wi(t) to zero. The above choice is subjective but is
widely used as it offers a particularly elegant symmetry, coupling all pairs of microstates
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in the same manner and facilitating the tractability of future computations. This equa-
tion (II.6) is called the detailed balance condition (DBC) and is one of the cornerstones
of Monte Carlo algorithms.

The DBC is primordial in MC simulations, but it only assures a correct probability
transition between configurations and does not guarantee they are all accessible. We must
make sure that starting with a chosen or arbitrary microstate does not technically prevent
the simulation to visit any other configuration; this is the condition of ergodicity, and
together with detailed balance, they ensure an adequate representation of the different
microstates.

Of course, from a practical point of view, the simulation must be sufficiently long in
order to be able to visit all configurations with a frequency imposed by the DBC. If the
initial microstate is far from equilibrium, one also needs to wait for equilibration before
computing thermodynamical observables. Hence, one can define two characteristic Monte
Carlo times Teq and Ttot, required for equilibration and to guarantee a correct coverage of
the configurational space respectively3.

Spin ice turns out to be a good example to illustrate the details of the Monte Carlo
algorithm. The source of randomness here is the thermal noise, because the physics un-
der interest is at finite temperature, and quantum fluctuations are negligible in spin ice.
Let us consider a finite system of N spins; since they are of Ising nature, the simplest
Monte Carlo move that respects ergodicity is a “single spin flip” (SSF); one can visit all
2N configurations by flipping the spins one by one. A MC step is usually defined as N
SSF attempts and represents the unity of the MC time t running from 0 to Ttot. The
algorithm is detailed in the following diagram. The elements inside the dashed rectangle
represent the core of the program and are called the Metropolis argument [Met53]. The
energetic term ∆E is defined as the difference of energy between the new microstate with
a spin flipped and the former one: one can immediately check that a move towards a more
stable configuration is always accepted. β is the well-known effective inverse temperature
β = 1/kBT .

This SSF method happens to be a good algorithm to simulate the actual dynamics of
some materials such as spin ice, as Nature seems to be well reproduced by local dynamical
moves. However this locality may as well be a problem for systems with topological
constraints (see III.1.b) where the only possible excitations are macroscopic. In this case
a cluster method involving an extensive number of spin is required and we chose to use
the so-called Worm algorithm introduced in the next section in order to investigate the 2
in - 2 out ground state manifold of spin ice.

3One must not confuse with the time defined in equation (II.5) since we are in the steady state for
the probability distribution and wi = cst ∀i.
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II.3 Worm algorithm

When we decided to study the influence of external perturbations on spin ice, we had
two goals in mind. First of all, we wanted to explain the discrepancy between theoreti-
cal expectations [Har98] and experimental results [Ram99, Fen05] and to predict further
phenomena under pressure. As we shall discuss it in chapter IV, this has required the use
of algorithms adequate to simulate spin ice materials such as the single spin flip move.
Additionally we found out that the underlying physics has ramifications for fundamental
statistical problems which necessitate the consideration of topological constraints (the
ice-rules), which are impossible to study with a local simulation. That is, if we want to
force the system to remain on the 2 in - 2 out manifold, we cannot flip a single spin as it
will create a pair of topological defects. We must then use non-local moves able to connect
two configurations respecting the ice-rules and to restrain the phase space to the whole 2
in - 2 out manifold; this has been accomplished with the Worm algorithm that has been
discussed in [Bar98, Isa04b, San06]. This method is also sometimes referenced as the loop
algorithm, but in this manuscript, we keep this denomination for the loop algorithm used
by Melko and collaborators [Mel01b, Mel04]. In the loop algorithm, a loop is randomly
created in the system and is flipped according to a single Metropolis argument, i.e. it
depends on the energy difference involved between the two states of the the loop move
and can be rejected; whereas for the Worm algorithm, the detailed balance condition is
imposed all along the construction of the loop, which allows us to flip loops of arbitrary
length even in the presence of a field, without rejection ! This crucial difference makes
the latter algorithm particularly attractive for our application.

Before going any further, we should explain what we mean by loops. Their existence
comes from the divergence free condition: if we are on a 2 in - 2 out configuration, there
is a local flux conservation (see subsection I.3.c ensuring that if we enter in a tetrahedron
through an in spin, there are always two possibilities to go out through an out spin.
By repeating this process step by step (in-out-in-out-in...) in a finite size system, we
will eventually close the loop that can then be flipped without breaking the ice-rules
and define the next microstate of the system (see figure III.1 for an illustration). The
loop can propagate until either the initial spin is encountered; this is a long loop. Or a
previously visited spin is encountered and the dangling end of the loop can be neglected;
a short loop (see figure II.4). For the same reasons as given in the detailed analysis of
reference [Mel04, Mel01a], we chose to use a majority of short loops, which is the best
compromise between CPU time economy and coverage of the phase space. Now that we
have established a way to remain on the 2 in - 2 out manifold, we must check if it is
acceptable for a Monte Carlo move.
We will arbitrarily focus our argument onto the z−axis, but the 6-fold degeneracy of the

2 in - 2 out spin ice ground state ensures an equivalence for both x− and y−axis. The
pyrochlore lattice can be seen as a stack of (001) layers of spins connected by tetrahedra
(see figure III.19). The ice-rules impose that the z−component of the two spins at the
top of a tetrahedron (upper layer) must be the same one as for the two other spins at
the bottom (lower layer). Hence the magnetisation along the z−axis must be the same
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Short loop

S0

Send

Sint

Long loop

S0

Send

Figure II.4: Loops from the Worm algorithm: We use a 2d representation for con-
venience. Left: The loop begins at S0 and finally hits an intermediate site Sint where it
closes; this is a small loop. The red loop is flipped while the dangling blue part is left
unchanged. Right: we prevent the loop to close on an intermediate site and can only close
on the initial spin S0; this is a long loop.

for all (001) layers and the up and down spins form an ensemble of strings spanning the
whole system in both [001] and [001] directions: a spin configuration on the pyrochlore
lattice can then be exactly mapped onto a fully-packed configuration of strings on the dual
diamond lattice (see figure II.5). With periodic boundary conditions on the 2 in - 2 out
manifold the strings have no ends and must be closed; they can therefore be constructed
by the Worm algorithm and flipping an entire string does not break the ice-rules. Let
us consider two random microstates with N+

i strings of up spins and N−
i strings down

(i = 1, 2). To go from configuration 1 to 2, we can simply “erase” the N−
1 strings down,

giving rise to a configuration with saturated magnetisation (all spins up), and re-form the
necessary N−

2 strings down to obtain the second microstates with N−
1 + N−

2 MC moves.
This proves that all the 2 in - 2 out configurations are connected to each other by creating
or erasing a finite number of MC loops: ergodicity is thus respected !

We will now investigate the most difficult part of the Worm algorithm, i.e. how to
construct a loop respecting detailed balance and without rejection ? The solution consists
in imposing different probabilities for the propagation of the loop depending on the type
of tetrahedron visited and respecting the DBC (II.6). The notation refers to figure II.2
or II.3

The Boltzmann weight wi for each configuration is made up from bond (internal
energy) and site (Zeeman energy) contributions. As each spin is shared between two
tetrahedra, the Zeeman energy can be considered to be shared between them. Here we
choose equal shares. The Zeeman energies for vertices (B, C, D, E) defined in figure II.2
add to zero and their exchange energies are equal, giving equal weights: wB = wC =
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Figure II.5: Mapping from a spin configuration to an ensemble of strings: The
blue (resp. red) strings are made of up (resp. down) spins respecting the ice-rules.

wD = wE = wo. The field lifts the degeneracy between A (wA = w↑) and F (wF = w↓):

w↑
w0

= exp [β (+2h + 4δ)]

w↓
w0

= exp [β (−2h + 4δ)]
(II.7)

To construct a loop we first choose a spin at random. The spin shares two tetrahedra,
pointing into one and out of the other. We choose the tetrahedron with the spin pointing
in as the starting point of the loop. Its initial state is I. This is a convention that could
change from one loop construction to another. We now make a virtual flip of the spin,
breaking the ice rules on both tetrahedra and creating a pair of topological defects: 3 out -
1 in for our chosen tetrahedron and 3 in - 1 out for the other. We now flip a second spin on
the chosen tetrahedron to re-establish the ice rules. As this has to be an ”out spin” there
are three possibilities: either we can flip the same spin back again - a backtrack - or we
can choose one of two possible forward directions, taking the tetrahedron to constrained
state J and moving the defect elsewhere. We can construct the transition probabilities
P kl

IJ = akl
IJ/wI such that

wI =
∑

J

akl
IJ , (II.8)

k = 1, 2 indicates by which of the two ”in” spins the loop entered the tetrahedron. For
the first step this corresponds to the initially selected spin. Indice l = f, b indicates if the
move is forward or backtracking. There are thus 6 × 2 = 12 such equations but because
of the symmetries discussed above it turns out that only four are independent:

w↑ = ab
↑↑ + af

↑o + af
↑o (II.9)

wo = a1f
oo + a1b

oo + a1f
o↑ (II.10)
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wo = a2f
oo + a2b

oo + a2f
o↓ (II.11)

w↓ = ab
↓↓ + af

↓o + af
↓o, (II.12)

where the index k has been dropped in equations (II.9) and (II.12) as the transition
probabilities A → B, C, D or E and F → B, C, D or E are independent of the starting
point for the loop. Transitions from the four degenerate states do depend on k. Take for
example the vertex B: spins 1 and 2 are illustrated in figure II.2. Starting from B1 the loop
can take the vertex to E, A or back to B, while B2 can be transformed into C, F or back
to B. The index l = b, f is used explicitly here to distinguish between backtracking and
forward processes among the four degenerate vertices B, C, D, E and is rather redundant
elsewhere. The symmetry between the two series of transition probabilities is broken by
the external field but all other similar paths are equivalent to one of these. This leads to
the two equations for the evolution of a vertex off the degenerate set B, C, D, E {(II.9),
(II.10)} and {(II.11), (II.12)}.

The number of independent parameters is reduced further by implementing the de-
tailed balance condition

P kl
IJ

P k′l
JI

=
wJ

wI

, (II.13)

which leads to: af
↑o = a1f

o↑ and af
↓o = a2f

o↓ (note that even though the reverse process
involves flipping the same spins the index k is not necessarily the same for vertex I or J).
Hence we finally obtain two independant sets of two equations, each with four unknown
variables. The equations are therefore under-determined; a property we can use to our
advantage to optimize our algorithm, choosing the most efficient way to construct the
loops. It is clear that an optimal loop algorithm will exclude backtracking if possible,
hence wherever possible we set the transition probabilities for backtracking equal to zero
giving the minimal set of equations to be solved:

w↑ = 2af
↑o (II.14)

wo = a1f
oo + af

↑o,

and

w↓ = 2af
↓o (II.15)

wo = a2f
oo + af

↓o.

The solutions yield positive probabilities for T > T↑ and T > T↓ respectively, where

T↑(↓) =
4δ + (−)2h

ln 2
(II.16)

For lower temperatures backtracking must be included for the relevant transitions to
ensure a physically meaningful solution. Note that for δ = 0, T↓ is always negative. A
resume of the vertex transition probabilities is given in table II.1.

Once the process described above is completed the 3 out - 1 in defect is moved to a
new tetrahedron K and the process is repeated, propagating the loop until closure.
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T 6 T↑ T > T↑

P b
↑↑ = 1 − 2

wo

w↑
P b
↑↑ = 0

P f
↑o =

wo

w↑
P f
↑o =

1

2

P 1f
oo = 0 P 1f

oo = 1 − 1

2

w↑
wo

P 1f
o↑ = 1 P 1f

o↑ =
1

2

w↑
wo

T 6 T↓ T > T↓

P b
↓↓ = 1 − 2

wo

w↓
P b
↓↓ = 0

P f
↓o =

wo

w↓
P f
↓o =

1

2

P 2f
oo = 0 P 2f

oo = 1 − 1

2

w↓
wo

P 2f
o↓ = 1 P 2f

o↓ =
1

2

w↓
wo

Table II.1: Probabilities of the Worm algorithm for different ranges of temperature.

The algorithm can be modified at higher temperature to take into account a finite
concentration of topological defects, which begin to occur as T approaches the scale set
by the exchange coupling J . As the loop construction involves the virtual propagation of
a 3 out - 1 in defect we allow the line to terminate if it encounters a 3 in - 1 out defect
and the loop move involves flipping the connected line of spin from the initial to the final
position of the defect. The net result of the move is to catapult the 3 in - 1 out defect
from the position of the final encounter to that of the initial spin flip, providing a kind
of “worm hole” for topological defects across the system. Dealing with defects makes
the algorithm more complex and slows it down making it no more efficient than a simple
Metropolis algorithm for high defect concentrations. This is why we did not consider the
possible translation of double defects four in or four out through a loop move since their
presence is only relevant at relatively high temperature.

The results obtained from the Worm algorithm are detailed in the chapter III and
among other things, bring to light the nature of the temperatures T↑ and T↓ and the
relevance of the picture of strings spanning the system. However in this thesis, we have
not limited ourselves to the 2 in - 2 out manifold. We have also studied the monopole
creation/anihilation and the influence of long range interactions. The latter requires a
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special treatment, as presented in the following section.

II.4 Ewald Method

II.4.a General presentation

If we want to go beyond the nearest neighbour model, we must take into account long
range interactions that happen to be particularly subtle to implement numerically. Let
us consider a central potential u(r) in a system of size V = L3 with a uniform density ρ
of interacting particles. A (very) naive estimate of the total energy is

U =
1

2
ρ2L3

∫ L

λc

dr u(r) 4π r2 (II.17)

=
1

2
ρ2L3

(
∫ rc

λc

dr u(r) 4π r2 +

∫ L

rc

dr u(r) 4π r2

)

(II.18)

= Ucore + Utail (II.19)

where λc is an UV cut-off describing hard core repulsion and rc is an eventual numerical
cut-off. Computers are of course unable to simulate macroscopic crystals with of the order
of 1023 elements and we can only consider finite system size (typically 104 or 105 atoms).
Unfortunately, as one can see from equation (II.19), the contribution of the tail of the
energy diverges for potential decaying as 1/rν, ν 6 3; e.g. for Coulomb potential, Utail

diverges quadratically with L. For dipolar interactions the divergence should be logarith-
mic, but in fact the angular dependance integrates to zero4. The arrangement of spins or
charges may lead to screening effects with an effective potential decaying much faster than
the original algebraic interaction, as e.g. for free ions in electrolytes feeling an effective
Yukawa potential V (r) ∝ exp(−r/ℓD)/r (where lD is the Debye length of the solutions).
For spin ice this gives rise to the projective equivalence presented in section I.3.c [Isa05].
Gingras & den Hertog showed the importance of considering the whole range of the dipolar
interactions to reveal this screening [dH00, Gin01], at the risk of obtaining non-physical
phase transitions for a finite cut-off radius rc [Sid99]. This phenomenon is a many-body
effect requiring interactions on all length scales whose implementation in finite numerical
systems is quite subtle. This is why long range interactions require a specific treatment
by using, for example, the Ewald summation.

This method has been developped by Ewald in 1921 in the context of ionic crys-
tals [Ewa21] and has been since then extended to magnetic materials, as well as molecular
simulations, soft matter, etc and remains one of the most widely used techniques to deal
with long range interactions. For a rigourous discussion on this subject, we refer the
reader to a very detailed series of articles by de Leeuw & al. [dL80a, dL80b, dL83], while
a more pedagogical introduction can be found in the book by Frenkel & Smit [Fre02]. We

4This is the same reason why 3d pinch points due to dipolar correlations are not divergent in the
scattering function [Isa04a].
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start by considering the Coulomb interaction between magnetic monopoles and we use SI
units in this section.

Let us consider a magnetically neutral system of N charges (
∑

i qi = 0) in a cube
of diameter V = L3. We impose periodic boundary conditions giving rise to an infinite
succession of images of the system surrounding the central cube and indexed by the vector
n between the image and the origin. The global energy is then

Ucoul =
1

2

N
∑

i=1

qi φ(ri) where φ(ri) =

N
∑

j=1

′
∑

n

µ0

4π

qj

|rij + nL| (II.20)

where the last sum runs over all images n and the prime indicates that j 6= i when n = 0.
Hence, we are interested in the energy of the N charges interacting between them and
with all their images. As opposed to equation (II.19), the above sum is convergent because
the system is globally neutral; if we look far enough from the central cube, it will be seen
as a vacuum of charges. However it is only conditionally convergent and we must consider
a very large number of images to obtain a correct estimate of Ucoul; the key concept of
the Ewald method is to substitute for this poorly converging series a sum of absolutely
converging ones. Let us illustrate this idea with figure II.6. The monopoles are considered
as point charges on a square lattice with an energy given by equation (II.20). Now the idea
is to add a diffuse charge distribution of opposite charge around every monopole, making
a net local neutrality over all the system. As we shall see below, the new corresponding
energy is quickly convergent. One now needs to subtract this artificial contribution by
adding a potential with opposite diffuse charge distribution, i.e. of the same sign as the
point charges; this term happens to be exactly computable in Fourier space if we consider
a Gaussian distribution for the compensating magnetic cloud:

ρG(r) = −qi

(α

π

) 3

2

exp(−α r2) (II.21)

The result should be independent of α that will be chosen for numerical efficiency as
explained shortly.

Figure II.6: Illustration of the Ewald sum: The left hand side term is a conditionally
convergent sum of point charge potentials that is impossible to compute numerically in
a reasonable amount of time. This is why we transform this term in two absolutely
convergent series by adding a Gaussian charge distribution of opposite sign to the point
charges (2nd term) and subtracting the same Gaussian charge distribution (3rd term).
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II.4.b Analytical calculation of the series

Fourier space: diffuse charge distribution

Our problem can be reduced to solving Poisson’s equation for a given magnetic charge
distribution ρ(r)

−∇2φ(r) = µ0 ρ(r) (II.22)

which can be re-written in Fourier space

k2φ̃(k) = µ0 ρ̃(k) (II.23)

One obtains φ̃(k) = qi/k
2 for a single point charge. Now we can follow the same reasoning

for the diffuse charge distribution defined as

ρF(r) =

N
∑

j=1

∑

n

qj

(α

π

)
3

2

exp
(

−α |r − (rj + nL)|2
)

(II.24)

⇔ ρ̃F(k) =

N
∑

j=1

qj exp(−ik · rj) exp

(

− k2

4α

)

(II.25)

where the index F is for “Fourier” space. By implementing this expression in the Poisson
equation (II.23), one can compute the potential due to the whole charge distribution felt
at point r, and then the total energy UF

φF(r) =
µ0

V

∑

k 6=0

N
∑

j=1

qj

k2
exp (−ik · (r − rj)) exp

(

− k2

4α

)

(II.26)

UF ≡ 1

2

N
∑

i=1

qi φF(ri) =
µ0

2V

∑

k 6=0

1

k2
|ρ(k)|2 exp

(

− k2

4α

)

(II.27)

where

ρ(k) =

N
∑

i=1

qi exp(ik · ri) (II.28)

Within a few paragraphs, we shall explain the consequences of our arbitrary choice k 6= 0
in equation (II.27). Another important point is that UF has been defined with a self-
interaction term that should be subtracting in the end, as explicated below.

Self-Interaction

This spurious contribution comes from the interaction of the point charges with the Gaus-
sian charge distribution located exactly around them. The magnetostatic potential of each
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diffuse distribution φG(r) can be be calculated directly in real space using the Poisson
equation in spherical coordinates.

−1

r

∂2 rφG(r)

∂r2
= µ0 ρG(r) (II.29)

With two successive partial integration, one obtain

φG(r) =
µ0

4π

qi

r
erf
(√

α r
)

where erf(x) =
2√
π

∫ x

0

exp
(

−u2
)

du (II.30)

erf(x) is the so-called error function. Since we are interested in the interaction with a
magnetic charge at r = 0, one can define φself(ri) = φG(r = 0) = 2qi

√

α/π and compute
the total self-interaction energy

Uself ≡ 1

2

N
∑

i=1

qi φself(ri) =
µ0

4π

√

α

π

N
∑

i=1

q2
i (II.31)

Real space: point charge screened by oppositely charged distribution

From equation (II.30), we can already write the potential of a charge located at the origin,
surrounded by a Gaussian cloud of opposite charge.

φR(r) =
µ0

4π

(qi

r
− qi

r
erf
(√

αr
)

)

=
µ0

4π

qi

r
erfc

(√
αr
)

(II.32)

giving rise to an energy

UR =
1

2

µ0

4π

N
∑

i,j

′
∑

n

qiqj
erfc (

√
α |rij − nL|)

|rij − nL| (II.33)

Hence the total energy of our system with N magnetic charges is

Ucoul = UF − Uself + UR (II.34)

=
µ0

4π

[

∑

k 6=0

4π

2V

|ρ(k)|2
k2

e

“

− k2

4α

”

−
√

α

π

N
∑

i=1

q2
i +

1

2

N
∑

i,j

′
∑

n

qiqj
erfc (

√
α |rij − nL|)

|rij − nL|

]

(II.35)

The central term (self-interaction) may not be constant in a system where particles can
be created or annihilated, but it can at least be easily and exactly computed, while the
two other series are now absolutely convergent and the error due to truncation can thus
be controlled. This expression is a function of α, the width of the Gaussian distribution,
that is an adjustable parameter. Unfortunately, its influence is exactly opposite for UF

and UR; if it improves the convergence of UF, it will inevitably slow down the one of UR,
and vice-versa: α = 1.0 is a good compromise. This parameter α is also an excellent
numerical check of the validity of the algorithm, because there must be a bug in the
program if Ucoul is not independent of α.
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Dipolar interactions between spins

For an ensemble of magnetic dipoles µi, the potential of interaction can be written as

φdip(rij) =
µ0

4π

[

µi · µj

|rij|3
− 3 (µi · rij) (µj · rij)

|rij|5

]

=
µ0

4π
(−µi · ∇i) (−µj · ∇j)

(

1

|rij|

)

(II.36)

When compared to the Coulomb potential between magnetic charges (II.20), we see one
can obtain the Ewald decomposition for dipoles by replacing qi by −µi · ∇i in equa-
tion (II.35) (see [Fre02, Wan01] and reference herein).

Udip =
µ0

4π

{

∑

k 6=0

4π

2V

|M(k)|2
k2

e

“

− k2

4α

”

− 2π

3

(α

π

) 3

2

N
∑

i=1

µ2
i

+
1

2

N
∑

i,j

′
∑

n

[

(µi · µj) B(rijn) − (µi · rijn)(µj · rijn) C(rijn)
]

}

(II.37)

where rijn ≡ ri − rj − nL and

B(r) ≡ erfc (
√

α r)

r3
+ 2

√

α

π

exp (−α r2)

r2
(II.38)

C(r) ≡ 3
erfc (

√
α r)

r5
+ 2

√

α

π

(

2α +
3

r2

)

exp (−α r2)

r2
(II.39)

M(k) ≡
N
∑

i=1

i µi · k exp(ik · ri) (II.40)

Demagnetisation effect

A general presentation of demagnetisation can be found in the appendix B. Here we simply
want to point out that if we want to take into account this effect in our simulations, we need
to impose some boundary conditions by adding a term representing the energy required
to magnetise the system despite the counter-influence of the surface [dL80a, Mel04]

Udemag =
2π

(2µ′ + 1)V

∣

∣

∣

∣

∣

N
∑

i=1

qiri

∣

∣

∣

∣

∣

2

for magnetic charges (II.41)

Udemag =
2π

(2µ′ + 1)V

∣

∣

∣

∣

∣

N
∑

i=1

µi

∣

∣

∣

∣

∣

2

for magnetic dipoles (II.42)

where µ′ is the magnetic permeability surrounding the system. Note that equation (II.41)
is independent of the origin defining the vector ri for a neutral system. We decided not
to add this term for two reasons, clearly exposed in [Mel04]:
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i we have only been interested in simulations with long range interactions in zero field,
i.e. with no net magnetic moment on average in which case the demagnetisation term
can be left out. However, as we shall see, the addition of a magnetic field with long
range interactions may be one of the next promising steps of my research.

ii the inconvenience of this term is that once it is added in the simulations, then the
outcome can only be compared with experiments respecting the same settings, i.e.
measurements on spherical samples embedded in a material of permeability µ′; whereas
if we use the standard Ewald decomposition of equations (II.35) and (II.37), then we
can compare our results to any measurements as long as the specific demagnetisation
effects can be dealt with.

Now that we know how to compute the energy due to Coulomb or dipolar interactions,
we can implement it in a Monte Carlo algorithm and simulate our system of interest with
a simple Metropolis algorithm for example.

II.4.c Numerical application to spin ice

As spin ice materials can be described by magnetic monopoles with Coulomb interaction
on the diamond lattice or by spins with dipolar interactions on the pyrochlore lattice,
we need two different algorithms using both equations (II.35) and (II.37); we chose to
illustrate our approach with the Coulomb potential, the parallel with dipolar interactions
being direct.

For monopoles, the value of the charges on the lattice can be either −1, 0 or +1 (we
will not consider double defects 4 in or 4 out), whereas it is simply ±1 for spins. The
Metropolis move we consider will include two sites on the diamond lattice (transfer of a
monopole from one site to another, or creation/anihilation of a pair of monopoles) and
only one on the pyrochlore lattice (single spin flip).

If we look at equation (II.35), we see that the Fourier term is much faster to compute
as it only has two sums (over i in ρ(k) and over k) whereas the Real term has three sums.
Since our computation time will be dominated by the Real series, it will turn out to be
more efficient to transform the Fourier series in a triple sums and compute everything in
the same way, as detailed below.

So far our discussion on the Ewald summation has been very general and we did not
use one of the fundamental and trivial properties of spin ice materials, that is they are
well-ordered crystals with well-defined respective distances rij, apart from lattice defects
that we neglect here. Hence the term

uR i,j ≡
′
∑

n

erfc (
√

α |rij − nL|)
|rij − nL| (II.43)

can be computed and stored beforehand and will always be the same in the algorithm.
Then computing UR requires a N2 sum

UR =
µ0

4π

1

2

N
∑

i,j

qiqj uR i,j ≡
µ0

4π

1

2

N
∑

i

qi uR i (II.44)
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Once this total energy is computed, as a Metropolis move is local and only concerns two
sites, updating the move if accepted will only result in a sum of 2N terms for the Real
series UR. On the other hand for the Fourier series UF, this update will be of order O(1)
for ρ(k) (see equation (II.28), but will then also require another sum over k. We shall soon
discuss the size of this last sum, but we see here that this method requires two different
sums of non-negligible size. This is why we decided to re-write the Fourier series

∑

k 6=0

4π

2V

|ρ(k)|2
k2

e

“

− k2

4α

”

=
N
∑

i,j

∑

k 6=0

4π

2V

qiqj

k2
eik·rij e

“

− k2

4α

”
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in a way similar to the Real series in equation (II.35)). We notice here that the vector k
in the Fourier series plays the same role as n in the Real series. By running the sum over
n and k, we are then left with a double sum over i and j of order O(N2) only and we can
follow the same reasoning as for the Real series alone with equation (II.43) and (II.44),
i.e. we compute the effective interaction between two sites uij, and then sum over N
to define ui =

∑

j qjuij and finally compute the total energy Ucoul = (1/2)
∑

i qiui. The
self-interaction term is included in uij when i = j. This way of computation will allow us
to have a Metropolis update of order O(N).

We can further improve the method because the computation of the N2 terms uij

are time consuming. Even if this is only done once at the beginning of the algorithm,
this computation becomes rapidly sluggish for systems with more than 103 sites typically.
Thanks to the translational invariance of the diamond or pyrochlore lattice, we can rather
compute the energy term u(rij) for pairs of monopoles/dipoles separated by vector rij as
explained in figure II.7. Hence the summations over n and k only need to be done an
order of N times instead of N2. The correspondence uij ≡ u(rij) and the computation of
the total energy remains or order N2, but the gain of time is nonetheless noteworthy: we
can easily consider systems of size 104 now.

We have not discussed yet the limits klim and nlim of the sums over k and n respec-
tively. As they are absolutely convergent, we simply need to carry the summation until
Ucoul reaches its asymptotic value and neglect the rest of the series that can be made as
small as possible. The best way to know if we reached the asymptotic limit is, as we have
written before, to compute the energy for the same configuration but different values of α
as the outcome should be independent of this parameter. However varying α will modify
the convergence speed of the series: if α increases, the Fourier term will be slower (and
the limit klim must be pushed further) while the Real one will be faster to compute. A
good compromise is α = 1.

Another choice would have been to take a large enough value of α, in order to be
able to neglect the Real series UR completely. This would require a very large value of
klim, but as the Fourier series UF can be more easily computed than its Real counterparts
(see discussion above). The initial computation of the total energy Ucoul might be longer,
but the Metropolis update would then only be of order O(k3

lim), i.e. independent of the
system size ! In our case the CPU time gain is negligible or even inexistent, but it could
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rij

rij

Figure II.7: Periodic boundary conditions in the Ewald method: The initial system
cube of size L×L×L (solid lines) surrounded by its 7 images around the origin (0, 0, 0).
All vectors rij starting at the origin and ending in one of these 8 cubes (like the blue one)
can be translated into the initial system cube (and becomes the red vector) and are able
to connect every possible pairs of sites in this initial cube. However one must consider two
different origins for the diamond lattice (there are two types of vertices, corresponding
to the two types of tetrahedra) and four different origins for the pyrochlore lattice. In
fact, the calculation of u(rij) can be obtained for the 7 images by symmetry arguments
in equation (II.35) from the initial cube.

become essential for larger systems.

Our section on the Ewald summation and numerical techniques is finished and we now
turn our intention towards the analytical methods used in this thesis, namely the transfer
matrix and the Husimi tree.

II.5 Transfer matrix

II.5.a One dimensional Ising model

The Ising model has been proposed in 1925 by Ising, a student of Lenz, who solved it in the
1d case [Isi25]5. Its exact solution can be attained using several approaches but happens
to be particularly elegant with the transfer matrix method. We consider a ferromagnetic

5we should note here that this world-wide known model bears the name of the PhD student...
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Ising chain with periodic boundary conditions in presence of an external magnetic field H
and exchange coupling J (see figure II.8). The discussion below can be found in Baxter’s
book [Bax07]. The periodic boundary conditions guarantees translational invariance and

H
σ1 σ2 σ3 σ4 σN−1 σN

Figure II.8: Ising chain with N sites and σN+1 = σ1

enables one to define a unique magnetisation M = 〈σi〉. The partition function can be
formally written

ZN =
∑

{σ}
exp

[

N
∑

i=1

(K σiσi+1 + h σi)

]

where K = βJ, h = β|H| (II.46)

where the first sum runs over all configurations {σ}. Thanks to the small connectivity
of a 1d chain, the above exponential can be factored into terms that are functions of two
neighbouring spins only

ZN =
∑

{σ}

N
∏

i=1

V (σi, σi+1) (II.47)

where

V (σ, σ′) ≡ exp

[

K σσ′ +
h

2
(σ + σ′)

]

= V (σ′, σ) (II.48)

Hence ZN appears like the sum of all possible 2N arrangements of the product of N terms
V (σ, σ′). Now if we define the matrix

V̄ =









V (+, +) V (+,−)

V (−, +) V (−,−)









=









eK+h e−K

e−K eK−h









(II.49)

the summations over σ2, σ3... can be seen as matrix multiplications; the final summation
over σ1 being taken as the trace of the product

ZN = Tr V̄N = λN
+ + λN

− (II.50)

where

λ± = eK cosh(h) ±
√

e2K sinh2(h) + e−2K (II.51)
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are the eigenvalues of V̄: λ+ > λ−. Equation (II.50) can be easily obtained recursively if
we understand that the components νσ,σ′ defined as

V̄N =









ν+,+ ν+,−

ν−,+ ν−,−









(II.52)

represents the Boltzmann weight of all configurations beginning with a spin σ and ending
with σ′: taking the trace of V̄N yields the projection onto the manifold of configurations
respecting the periodic boundary conditions, whereas νσ,−σ does not respect the periodic
boundary conditions for N spins, but are necessary for the recursive iteration in order to
take into account the degrees of freedom of an additional spin N + 1.

Together with equations (II.50) and (II.51), one can obtain the Gibbs free energy per
particle g(H, T ) and the magnetisation m(H, T ) in the thermodynamic limit N → ∞

g(H, T ) = −kBT ln

(

eK cosh(h) +

√

e2K sinh2(h) + e−2K

)

(II.53)

m(H, T ) = −
(

∂ g

∂ H

)

=
eK sinh(h)

√

e2K sinh2(h) + e−2K

. (II.54)

The analyticity of the free energy proves the essential result of the Ising chain, i.e.
the absence of a phase transition for finite temperature, as opposed to higher dimen-
sions [Ons44, Pli06]. However one can exactly calculate the correlation length ξ =
[ln(λ+/λ−)]−1 which tends to infinity as T → 0 for H = 0. This divergence indicates
the presence of a critical point at T = 0.

We shall not study this model any further, as we are not directly interested in the
Ising chain but in the method employed. We will see in the next chapter how one can
generalise this technique in higher dimension, but the principle will remain the same:
one connects the degrees of freedom between spins thanks to a transfer matrix and the
partition function can be solely expressed in terms of its eigenvalues, the goal being to
know its maximal eigenvalue as it is the dominant one in the thermodynamic limit.

II.5.b 6-vertex model

The 6-vertex model, also sometimes referred as ice-type models, is of great interest in
this thesis as it can be seen as a 2d version of spin ice and is exactly solved by the
transfer matrix method [Lie67d, Lie67b, Lie67c, Lie67a, Sut67]. We shall however not
give its solution here as this would require a whole chapter by itself and is well detailed
in [Bax07], but we will outline its similarities (and differences) with our 3d model and
introduce how to deal with the transfer matrix in a statistical problem of dimensions
higher than one.
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Presentation of the 6-vertex model

The goal of this model is to describe materials such as ice or potassium dihydrogen phos-
phate

[

K+ (H2PO4)
−] (usually referred as KDP [Sla41]) where the hydrogens arrangement

respects Bernal & Fowler ice-rules [Ber33] in a tetrahedral structure with two hydrogens
close to the oxygen or PO3−

4 forming the molecule H2O or anion, and the others two further
apart (see illustration in figure I.9). Such compounds are of course three-dimensional, but
have been extensively studied in their present 2d version that allows an exact treatment.
In this regard the work presented in the next chapter (III.4.c) is an original attempt to
extend this study for higher dimensions.

As discussed in the introduction for spin ice, there are 6 possible configurations re-
specting the ice-rules, which can be mapped onto a configuration of strings following the
schema of figure II.9. We will assume this model in zero field and should thus be equiva-

ε1 ε2 ε3 ε4 ε5 ε6

Figure II.9: 6-vertex model: As for spin ice, each arrow can be seen as a dipole (either
electric or magnetic). All 6 vertices respect the ice-rules and can be mapped onto a
configuration of strings (second line). Each vertex has an energy εi that goes by pair (see
equation (II.55).

lent under reversal of the arrows. This imposes certain conditions on the energies of the
vertices.

ε1 = ε2, ε3 = ε4, ε5 = ε6 (II.55)

Depending on the ratio of these energies, we can have very different behaviours:

• εi=1..6 = 0: we recover Pauling’s degeneracy of the ice model, solved by Lieb [Lie67d,
Lie67c];

• εi=5,6 = 0, εi=1..4 > 0: this is the so-called F model proposed to describe antiferro-
electrics because its ground state has a staggered polarisation;

• εi=1,2 = 0, εi=3..6 > 0: a given orientation of the polarisation is favoured (see left
panel of figure II.10), characteristic of an ordered ferroelectric such as potassium
dihydrogen phosphate and is known as the KDP model [Sla41, Lie67a].
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This model shares many common points with spin ice: in absence of perturbations,
they are both ice-models in 2 or 3d, and the bond distortion defined in figure II.3 is equiv-
alent to the KDP model. There is however an interesting difference as the third dimension
restores a perfect symmetry between the three different pairs of vertices; favouring any
one of these pairs will always result in symmetry breaking through a ferromagnetically
ordered state with magnetisation along one of the three Cartesian axes, as opposed to the
F model which is staggered.

Transfer matrix

KDP order Disorder: dipoles

≡

Disorder: strings

Figure II.10: Configurations of the 6-vertex model: Left: One of the two ground
states of the KDP model with a net polarisation pointing north-east. Right: an example of
disordered state represented with both dipoles and strings. We impose periodic boundary
conditions.

As illustrated on figure II.10 on a lattice with R rows and C columns, one can visualise
the problem as an arrangement of strings spanning the entire system. As for the Ising
chain presented previously, the goal of the transfer matrix is to write the partition function
as a product of matrices V̄ , but with the additional complexity that V̄ now connects the
degrees of freedom of two successive rows and not simply sites and is thus of size 2R×2R.
Let us define σr the configuration of row r. The partition function can then be formally
written

Z =
∑

{σr}
V̄ (σ1, σ2) . . . V̄ (σR−1, σR) V̄ (σR, σ1) = TrV R (II.56)

where

V̄ (σi, σj) = exp [−β (c1ε1 + · · · + c6ε6)] (II.57)

and cν is the number of vertices of type ν between rows i and j. As for the Ising chain, in
the limit of large R, the partition function will be dominated by the maximal eigenvalue
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λmax of degeneracy g

Z ∼ gλR
max (II.58)

The exact calculation of the eigenspectrum of V̄ is feasible here but particularly complex:
we refer the interested reader to Baxter’s book for further details [Bax07]. The goal of
this section was simply to give a hint of the transfer matrix technique as we shall give all
the details of the method in a consistent way in the next chapter III.4.c for the specific
case of spin ice.

Unfortunately, the mathematical complexity of this technique might hinder its useful-
ness for more general problems and approximations may be required, such as the Husimi
tree presented below.

II.6 Husimi tree

Exact solutions are particularly elegant and satisfying, but in our 3−dimensional world,
it remains a mathematical challenge, the above mentioned Ising model in 3d being one
of the “Holy Grails” of statistical physics. This is why more and more complex ap-
proximated methods have been developed during the past century and an exhaustive
treatment of these would require an Encyclopædia. The standard Mean Field (MF) the-
ory presented in the introduction I.1.b is the most famous one and widely used. Here, we
will introduce more elaborated techniques whose improvements compared to MF meth-
ods are both transparent and remarkable: the Bethe approximation [Bet35, Pli06], Bethe
lattice [Bet35, Bax07] and its direct parent, the Husimi tree [Cha94, Mon98].

II.6.a Bethe approximation

The fundamental characteristic of the MF approach is to neglect spatial fluctuations,
the action of the environment on a single spin being restricted to a uniform molecular
field (equation (I.26)). The Bethe approximation is similar, except for the first nearest
neighbour exchange that will be considered exactly with the atomic field ha only being
applied to the outer spins (see figure II.11). Hence, as opposed to general MF, the
microscopic nature of the lattice is taken into account with the coordination number q.
The Hamiltonian of this cluster is

H = −J S0 ·
(

q
∑

i=1

Si

)

− ha ·
(

q
∑

i=1

Si

)

(II.59)

where S are Ising spins. The partition function Zc, as well as the expectation value of the
spins 〈S0〉 and 〈Si=1..q〉 can be directly obtained and the macroscopic size of the system
can be implemented a posteriori by imposing translational invariance: 〈S0〉 = 〈Si=1..q〉
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ha

ha

ha

ha

Figure II.11: Bethe approximation: We consider a finite cluster with a central spin
(indexed by 0) and its q = 4 nearest neighbours, connected to their environment by an
atomic field ha.

giving the following self-consistent equation, only function of ha = |ha|

Zc = 2 coshq (β(J + ha)) + 2 coshq (β(J − ha)) (II.60)

〈S0〉 =
2

Zc

[coshq (β(J + ha)) − coshq (β(J − ha))]

=
2

Zc

[

sinh (β(J + ha)) coshq−1 (β(J + ha))

− sinh (β(J − ha)) coshq−1 (β(J − ha))
]

= 〈Si〉

⇔ e2βha =
coshq−1 (β(J + ha))

coshq−1 (β(J − ha))
(II.61)

As for equation (I.27), this can be solved numerically or graphically, and a Taylor expan-
sion for small ha gives the transition temperature:

βcJ =
1

2
ln

(

q

q − 2

)

(II.62)

For a square lattice, this gives kBTc/J = 2.885, relatively close to Onsager’s exact result
kBTc/J = 2.269 [Ons44], compared to the MF result of the introduction I.1.b kBTc/J = 4.
Another noticeable improvement is the absence of a transition at finite temperature for a
1d problem (i.e. q = 2), in agreement with the exact result of the precedent section.

However, as already discussed in sections II.3 and II.5, we want to take into account
non-local excitations, which is impossible with a small cluster with nearest neighbours
only; this is why we will extend this method to the infinite Bethe lattice.

II.6.b Bethe lattice

This method has been developed in the early years of statistical mechanics by Bethe [Bet35]
in a recursive manner, while a variational approach has been introduced a few years later
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by Fowler & Guggenheim [Fow40], and led to a multitude of approximation techniques
such as Husimi trees (see below) or the Kikuchi method [Kik51]. A discussion concerning
these two approaches can be found in [Pre03]. The Bethe lattice and its generalisations
have been used in many different fields such as e.g. polymer physics [Mor76, Guj84],
water [AB08], spin liquids with the remarkable paper of Chandra & Douçot [Cha94], spin
glasses [Mel96, Lau08] etc. Its interest is double; it is often a reliable approximation and
a substantial improvement compared to mean field calculations [Bax07, Guj95], especially
applied to frustrated systems [Mon98], and usually allows the efficiency and satisfaction
of exact results.

In fact, a variational version of the Bethe lattice has already been used in the context
of spin ice by Yoshida & al. in order to compute the zero-point entropy that a simple
MF treatment fails to reproduce, and to obtain an analytical expression of the scattering
function with reasonable success [Yos02]. In this thesis, we personally chose to use a
recursive approach, that we find clearer and more elegant. In the next chapter III, we
will reproduce the results of [Yos02], but we shall also go further and take advantage of
this technique to investigate the influence of external perturbations and of topological
constraints. For pedagogical reasons, we will first present the general form of the Bethe
lattice before implementing the microscopic pyrochlore structure.

In figure II.11, the degrees of freedom of the outer spins are only coupled by the
presence of the central spin. Hence, once the value of σ0 is fixed, the contribution of the
q other spins can be factorised in the partition function (II.60). This is exactly the idea
of the Bethe lattice that is constructed by allowing one and only one path connecting two
different spins, as depicted on figure II.12

Figure II.12: Bethe lattice: Each spin on shell n is connected to q = 4 others, one
towards the interior of the lattice n − 1, and three outer spins n + 1, with only one path
between each pair of spins.

The Bethe lattice is entirely defined by its coordination number q. The central spin
(red, shell n = 0) is surrounded by a first shell of q nearest neighbours (blue, n = 1),
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and then a second shell of next nearest neighbours (green, n = 2), and so on... Once
a branch is created, it never crosses another one; this absence of intersection allows the
factorisation of the degrees of freedom shell by shell and to compute the partition function
recursively.

There are Nn = q(q − 1)n−1 spins in shell n > 0 and for a system of L shells other

than a simple 1d chain (i.e. q > 2), there is a total of N =
q
[

(q − 1)L − 1
]

q − 2
spins. The

ratio of spins on the surface over their total number is
NL

N
−−−→
L→∞

q − 2

q − 1
∼ 1: since this

coefficient should scale like N−1/d on a regular lattice of dimension d, it means that the
Bethe lattice is equivalent to a system of infinite dimension [Bax07]. This remark is
far from being innocent since it means that roughly half of the spins (the ones on shell
L) are only connected to one neighbour instead of q, making a huge difference in the
resulting physics (see e.g. [Che74]). In fact, such a graph that takes into account all
sites, including the outer shell, is known as the Cayley tree. But if we are more interested
in the approximation of a real lattice rather than an intriguing but more abstract surface
effect, we will only consider the spins in the core of the graph, far from the boundary that
should be ideally rejected to infinity; these spins should all be equivalent and form the
so-called Bethe lattice [Che74, Bax07].

We will not pursue the calculations of thermodynamic quantities here, because the
final result happens to give the same value of the transition temperature as the Bethe
approximation; we shall rather directly illustrate this method for the 3d pyrochlore lattice.

II.6.c Husimi tree

The major problem of a Bethe lattice is that it is not able to reproduce the geometrical
frustration due to competitive interactions since there is no closed loops. This is why we
need to define a cluster version where we replace every vertices by a frustrated geometrical
unit, giving rise to a Husimi tree (see figure II.13).

Terminology: The term Husimi tree has been introduced by Harary and Uhlen-
beck [Har53] in honour of previous work by Husimi [Hus50] and defined as “a connected
graph in which no line lies on more than one cycle” (see figure II.13). If all cycles are
triangles, then it is called a cactus. Hence, strictly speaking, if the unit of the graph is
a tetrahedron, we should not call it a Husimi tree but in fact a block graph. However
the rigourous definition has been forgotten for a long time and Husimi tree or cactus has
become a general term including all variants where the typical units can be a triangle,
square, tetrahedron, etc. In this manuscript we shall invariably use the term “Husimi
tree”.

We can compute a few characteristic quantities for such a Husimi tree of L shells:

N = 4

L
∑

n=0

3n = 2
(

3L+1 − 1
)

total spins

Nt = 1 + 4
L
∑

n=1

3n−1 = 2 . 3L − 1 tetrahedra (II.63)
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Figure II.13: Husimi tree: Left: A pure Husimi cactus as defined by [Har53] whose
blocks are triangles. Right: the modified Husimi tree that will be used for spin ice with
tetrahedral units. Each colour represents a given shell. We must emphasise here that it is
different from the pyrochlore lattice, because the next shells n = 3, 4, ... will never close
to make loops with the other ones, because this tree is growing in an infinite dimension.

Even if a Husimi tree is locally identical to a pyrochlore lattice (up to 3 shells), its na-
ture is in fact fundamentally different since it is of infinite dimension, as the centres of
the tetrahedra form a Bethe lattice and there is on average three spins per tetrahedron
(N/Nt → 3) instead of only two for the pyrochlore lattice. We can now compute ther-
modynamic quantities recursively, but for convenience, we shall reverse the indices of the
shells: they are labeled from 0 on the boundary inwards, such that the last shell before the
central tetrahedron (blue on Fig. II.13) has index L. We will use the Hamiltonian of the
nearest neighbour spin ice model in a [001] magnetic field h and with a bond distortion δ
(see equation (II.3) and figure II.1).

II.6.d Recursion on the Husimi tree for spin ice

The first step is to couple the degrees of freedom between two consecutive shells n (e.g.
green on figure II.13) and n + 1 (e.g. blue). The applied magnetic field breaks the global
Z2 symmetry and makes this coupling different whether the spin in the inner shell n + 1
is up or down:

Z↑ = 3 eβh + 2 e2β(J−δ)− βh + e2β(J+δ) +3βh + e−3βh + e−β(6J−2δ)− βh

Z↓ = 3 e−βh + 2 e2β(J−δ) + βh + e2β(J+δ)− 3βh + e3βh + e−β(6J−2δ) + βh
(II.64)

The different terms of the R.H.S represent the 23 = 8 possible configurations of the 3
spins on the outer shell n. Let us define An and Bn the partition function of a branch
starting on shell n with an up and down spin respectively, and germinating all the way
up to the surface (the shell 0). The power of the Husimi tree is to allow a recursive exact
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expression of these functions thanks to the above equations (II.64)

An+1 = 3A2
nBn eβh + A3

n e2β(J+δ) +3βh

+ B3
n e−3βh + 2AnB

2
n e2β(J−δ)−βh

+ AnB2
n e−β(6J−2δ)−βh

Bn+1 = 3AnB2
n e−βh + B3

n e2β(J+δ)− 3βh

+ A3
n e3βh + 2A2

nBn e2β(J−δ) +βh

+ A2
nBn e−β(6J−2δ) +βh

(II.65)

where h > 0. For example, the term 3A2
nBn eβh on the R.H.S. means that the 3 configura-

tion with energy h have two spins up (A2
n) and one down (Bn) in the shell n. To calculate

the energy, one considers all six bonds in the tetrahedron, but the Zeeman contribution
of the three outer spins only, as the Zeeman energy of the inner spin will be taken into
account in the next iteration between n + 1 (e.g. blue on Fig. II.13) and n + 2 (e.g. red).

The complete partition function for a Husimi tree of L shells is obtained by connecting
four branches on the central tetrahedron:

ZL = 2A2
LB2

L e−β(6J−2δ) + 4A2
LB2

L e2β(J−δ)

+ 4ALB3
L e−2βh + B4

L e2β(J+δ)− 4βh

+ 4A3
LBL e2βh + A4

L e2β(J+δ) + 4βh (II.66)

Following the same argument as for the Bethe lattice, we can get rid of the surface effect
by considering a site deep within the graph [Bax07], e.g. on the central tetrahedron.
Hence, the component of the magnetisation along the field ML is:

ML =
1

ZL

[

2ALBL

(

A2
L e2βh − B2

L e−2βh
)

+ e2β(J+δ)
(

A4
L e4βh − B4

L e−4βh
)

]

, (II.67)

For convenience, we dropped the prefactor of 10µB/
√

3 in front of the magnetisation:
ML ∈ [−1 : 1]. However, as it is, equation (II.67) is useless because it is the ratio of
a priori two diverging sequences. We will come back later to the relevant values of A0

and B0 on the boundaries, but we already know they are Boltzmann factors, and must
then be strictly positive for finite temperature. From equation (II.65), we know that
An+1 > A3

n e2β(J+δ) +3βh and Bn+1 > A3
n e3βh, making them divergent. But since An is

non-zero, we can define a new sequence

Yn =
Bn

An
e−2βh , ∀n ∈ N

Yn+1 e2βh = F(Yn)

=
3Y 2

n + Y 3
n e2β(J+δ) + 1 + 2Yn e2β(J−δ) + Yn e−β(6J−2δ)

3Yn + e2β(J+δ) + Y 3
n + 2Y 2

n e2β(J−δ) + Y 2
n e−β(6J−2δ)

(II.68)
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By definition, the elements of {Yn}n∈N, are all positive or null. It implies that the above
defined function F : [0; +∞[→ R is continuous at finite temperature, and since F(0) =
e−2β(J+δ)/3 > 0 and lim+∞F = exp(2β(J + δ)/3), the sequence {Yn}n∈N is necessarily
convergent and its limit will be noted Y . The magnetisation can also be rewritten in term
of YL

ML =
2YL (1 − Y 2

L ) + e2β(J+δ) (1 − Y 4
L )

2Y 2
L e−β(6J−2δ) + 4Y 2

L e2β(J−δ) + 4Y 3
L + Y 4

L e2β(J+δ) + 4YL + e2β(J+δ)
(II.69)

{Mn}n∈N is also converging to a limit M . Both equations (II.68) and (II.69) are the basis
of our work n the Husimi tree. The general solution can only be obtained numerically,
but for a few specific cases, especially on the 2 in - 2 out manifold, analytic expressions
of thermodynamic quantities such as the magnetisation, specific heat, entropy, etc can be
extracted, as presented in the next chapter.



III Topological phase transitions

III.1 Constrained Manifold

III.1.a Nature of the transitions

We will study here the model presented in section II.1, i.e. the nearest neighbour spin ice
system in presence of an external magnetic field along the [001] direction and with bond
distortions. Let us briefly recall the Hamiltonian

H = −
∑

〈i,j〉
Ji,j σi σj − h

∑

i

σ′
i (III.1)

where Ji,j =

{

J − δ for a bond in the (001) planes

J otherwise

The scalar spin σi and σ′
i have already been defined in the previous chapters

• σi = +(−)1 if the spin is out (in) for an up tetrahedron;

• σ′
i = +(−)1 if the sign of the z−component of the spin is positive (negative).

Equation (III.2) is illustrated in figure II.1. In order to compare our theory to experiments,
we will need to consider local excitations, such as e.g. 3 in - 1 out defects, but we shall at
first mainly focus our intention on the 2 in - 2 out manifold where the ice-rules constraints
are source of exotic phase transitions. As presented in figures II.2 and II.3, the external
perturbations are responsible for an important degeneracy lift, favouring only one or two
configurations.

Let us now briefly explain the reasons of this work and give a hint of the upcoming
results. Our first motivation was to understand numerical predictions of 1st order tran-
sition in presence of a [001] field h [Har98] where we realised the intriguing influence of
the ice-rules constraints that led us to consider the effect of a perturbation δ respecting
the up/down symmetry. In absence of field h = 0, we thus expect a symmetry breaking
phase transition into one of the two ordered phase; this is indeed what we obtain, through
an apparent 1st order transition. However we shall prove that an infinitesimal field h will
surprisingly immediately makes this transition continuous, whereas the standard picture
from Landau theory in the phase diagram (T, h) would have been a line of 1st order
transition becoming 2nd order after a tri-critical point (see subsection I.1.b and [Car02]).
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But the most remarkable result happens for δ = 0, where a symmetry breaking field h
provokes a continuous phase transition: these unusual properties are direct consequences
of the topological constraints of the 2 in - 2 out manifold (see subsection III.1.b).

Let us now consider the above defined model on the 2 in - 2 out manifold, with
N = (2Lz).(2L

2
⊥) spins, where Lz (resp. L⊥) is the number of up tetrahedra in the ver-

tical (resp. horizontal) direction: there are thus 2Lz spins in the vertical direction, and
2L2

⊥ in a (001) plane (which is not a simple square lattice, see figure III.19). There are
N/2 tetrahedra (N/4 of each kind), and 3N bonds between nearest neighbours. In ab-
sence of perturbations, the internal energy for each microstate in the reduced phase space
has therefore the same value, U = −NJ . At finite temperature, there is a competition
between the Zeeman energy or bond distortion and the entropic term −T S in order to
minimise the total Gibbs free energy. If we start our reasoning at T = 0 in presence of
perturbations, then all spins are up1, the only configuration favoured by both perturba-
tions (see figure III.1). The total free energy is G(T = 0) = − [(J + δ) + h] N . Let us now
flip a single spin out of the ordered state. This breaks the ice rules creating a pair of local
defects at a free energy cost of δG = 4J + 2h + 4δ. Flipping another neighbouring spin
results in separating the defects and costs no further energy to order J , but a perturbation
energy δG = 2h + 4δ per spin. This succession of down spins form a string spanning the
entire system thanks to periodic boundary conditions and can eventually reach the first
tetrahedron, “closing” the string and annihilating the defects: we thus recover the 2 in -
2 out manifold and the internal energy of 4J . In order to respect the ice-rules all along
the construction of the string (except at its extremities), one has two possibilities to go
out of each tetrahedron, representing an entropy gain of ln(2) per spin. The total free
energy change for placing a string in the system is then

∆G = (2Lz) (2h + 4δ − T ln 2)

∝ Lz (TK − T ) (III.2)

where

TK =
2h + 4δ

ln 2
(III.3)

The Boltzmann constant is included in the temperature. From this naive but surpris-
ingly accurate argument, one can deduce that:

• for T < TK, the free energy cost of a single string is divergent in the thermodynamic
limit and is thus impossible. The system remains frozen in the ordered saturated
state and both specific heat Ch and susceptibility χ are zero;

• for T > TK, such strings are entropically favoured and the system can finally relax.

There is thus a violently asymmetric transition mediated by the ice-rules constraints tak-
ing place at TK, with fluctuations above the transition but not below. Through this

1we recall that spin up means a positive z-component
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Figure III.1: Construction of a string: We start by creating a pair of defect by flipping
a spin randomly (1); depending on the competition between energy cost (due to the
perturbations) and entropic gain, the defects may be able to propagate (2); cross the
entire system thanks to periodic boundary conditions (3); and get annihilated, restoring
the 2 in - 2 out manifold but with an additional (red) string (4).

asymmetry the transition has often been described as having both 1st and 2nd order
characteristics, “averaging” the two sides giving rise to 3/2−order transition [Nag73a].
However we will see in the following sections that the nature is really consistent with a
2nd order transition, but could become 1st if the strings attract each other.
One should note that the transition temperature TK has already been obtained in the cal-
culations of the probabilities of the Worm algorithm: TK = T↑ defined in equation (II.16).
It is indeed not so surprising to think that this transition can have direct consequences
on the detailed balance condition, as we shall explain them in the next section III.2.
The concept of creation, diffusion and annihilation of a pair of defects, similar to the
physics of magnetic monopoles but in absence of long range interactions, should only be
considered here as a useful but abstract picture to illustrate the concept of string con-
struction: the constraints forbid such defects and the string is in fact a non-decomposable
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entity connecting two configurations. Furthermore we have so far only discussed the ap-
parition of strings spanning the whole system from top to bottom and the impossibility
of local defects because of the ice-rules, but what about small closed loops [Yav08] ? Such
moves including at least six spins forming a hexagon can connect two configurations on
the 2 in - 2 out manifold at zero energy cost, neither to order J nor to order δ or h (see
figure III.3). However even if small closed loops are essential for the ergodicity of the
system, the topology of the constrained regime makes them inaccessible out of the initial
fully saturated state. We shall discuss this point in details in the next subsection.

The remarkable thing about this transition is that it occurs when the system is rig-
orously constrained to the manifold of spin ice states such that the internal energy for
each microstate in the reduced phase space has the same value. This allows for a phe-
nomenological mean field approach which we present below. Just as for a paramagnet the
magnetic Helmholtz potential for the constrained system has an entropic component only:
F∗(M) = −T S(M), where S is the standard entropy of an Ising paramagnet defined in
equation (I.7). S goes to zero, as M reaches its maximum value, M = 1 but it does so
with infinite slope and hence an infinite value for h/T as h is the field conjugate to M .
The minimisation of the Gibbs potential G∗ ≡ F∗ − h M thus provides a magnetisation
that is an analytical function of h/T unable to reach its maximum value for finite field
or temperature (see equation (I.5) or the left panel of figure III.2): there is no phase
transition.

However if one assumes that the hidden divergence free condition can drive the entropy
to zero for finite h/T = hK/T , then S(M → 1) → 0 with a finite slope as illustrated in the
right panel of figure III.2). This is of crucial importance as for h > hK, the configuration
with saturated magnetisation is the unique possible microstate with zero fluctuations as
∂G∗/∂M is finite and negative at M = 1. This simple argument allows us to reproduce
the characteristics of this transition obtained previously from microscopic considerations.
It remains although a phenomenological approach as the hypothesis of zero entropy for
finite h/T is an ad hoc assumption. In order to implement it naturally in the theory,
one needs to consider explicitly the effect of the topological ice-rules constraints in
this collective paramagnet which is not simply thermally disordered but with algebraic
dipolar correlations (see section I.3.c), properties that incompatible with the standard
Landau Ginzburg Wilson theory.

III.1.b Topological constraints

As the notion of topology will be extensively used in this thesis, we shall briefly justify it
beforehand. Let us for the time being forget about the external perturbations, and simply
consider the nearest neighbour spin ice model with periodic boundary conditions.
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Figure III.2: Gibbs potential G∗ as a function of M . For a paramagnetic phase (left),
the magnetisation M goes continuously from 0 to 1 as h increases, reaching saturation
only for infinite field, whereas for the constrained spin ice phase (right), saturation is
obtained for h > hK (blue and pink curve). On the right panel, the straight region of
the Gibbs potential (M > 0.75) is voluntarily exaggerated to illustrate our discussion; it
should be infinitesimal.

On the ground state manifold

The ground state manifold of spin ice is highly degenerate and long range ordered, be-
cause of the algebraic dipolar correlations (see subsection I.3.c) but does not break any
symmetry in the system. In that sense, this phase that is not thermally disordered cannot
be described by a Landau theory. This is very similar to the notion of topological order,
introduced 20 years ago in order to take into account the original ordering observed in
Fractional Quantum Hall liquids [Tsu82, Wen95]. We refer the interested reader in topo-
logical order to Wen’s book [Wen04]. As a classical system, the 2 in - 2 out manifold
of spin ice is not strictly speaking a topological order, but we shall nonetheless outline
their remarkable analogies. In order to define the important notion of “sector”, we will
continue to use the above mentioned strings spanning the system in the [001] direction but
we shall keep in mind that in absence of perturbations h and δ, the 2 in - 2 out manifold
does not break any symmetry and there is no reason to particularise a specific orientation.

As mentioned previously, one can visit the whole 2 in - 2 out manifold simply by
creating and erasing strings spanning the entire system along the vertical axis. The
crucial point is that, as explained at the beginning of the methodology section on the
Worm algorithm II.3, the magnetisation is preserved from one (001) plane to another,
preventing the strings to end abruptly in the bulk of the system. As we have arbitrarily
chosen to define a string as a continuous line of down spins surrounded by up spins, it
means that n = 0 corresponds to the fully saturated states with magnetisation in the
z−axis Mn=0 = +1, whereas for an arbitrary value of n, we have

Mn =
L2
⊥ − n

L2
⊥

(III.4)

since there are 2 L2
⊥ spins per horizontal plane. Hence a given number of strings n rep-
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resents a sub-ensemble of the 2 in - 2 out phase space and corresponds to a given value
of the magnetisation: we shall call this reduced manifold a sector. The same reasoning
can be made to define sectors with respect to the x− and y−axis. Two different sec-
tors are solely connected by macroscopic moves and one needs a non-local measure to
determine the sector; e.g. counting the number of strings crossing an entire (001) plane,
the outcome being independent of the chosen plane. This is in fact an immediate conse-
quence of the periodic boundary conditions. Without them, a string could start on one
side (e.g. x = 0) and end on the same side a few layers above, flipping only a finite and
small number of spins and it would be impossible to define sectors. According to [Cas07],
the existence of such sectors that are not indistinguishable by local measurements is one
of the fundamental properties of classical topological order, a classical generalisation of
its quantum analogue mentioned previously. However to identify topologically ordered
phases for certain, one would need to compute the topological entropy defined in [Cas07]
which may be an impossible task for a 3d system like spin ice [Cas09]. Interestingly,
because of the extensive strings required to go from one sector to another, classical topo-
logical order should induce topological ergodicity breaking that may well be accompanied
by glassy behaviour [Cas07]. We shall briefly discuss this point in the next chapter on the
dynamics of spin ice, as this material becomes indeed frozen at low temperature where we
expect the ice-rules constraints to be respected. One should note that ergodicity within a
sector is ensured by local closed loops carrying zero magnetisation (see figure III.3); local
perturbations can thus have an effect within a given sector, but cannot change the sector.

Figure III.3: Small closed loop: We see a piece of an extensive (red) string that can
fluctuate around an hexagon of spins (in blue). This is the smallest possible move on the
constrained manifold and costs rigourously no energy (except of O(δ) if it leads to strings
intersection). There is no magnetisation change involved and we thus remain in the same
sector.
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Topological defects

An additional feature of topological order is the emergence of fractionalised particle-like
excitations. As presented in the introduction I.3.c, spin ice on the 2 in - 2 out manifold
can be elegantly described by a divergence free gauge theory, where local excitations
out of the ground state appear as sources or sinks of the flux of magnetic field B̄ and
break the topological constraints (3 in - 1 out and 3 out - 1 in tetrahedra). In analogy
with the emergence of magnetic monopoles because of dipolar interactions between spins,
these defects feel an effective entropic Coulomb interaction due to the dipolar correlations
prevailing in the vacuum and are thus deconfined (see introduction I.3.c). Following Gauss
theorem, one immediately shows that a defect bears a topological charge

Q ≡
{

V

B̄ · dS (III.5)

in analogy with the vortices in the Kosterlitz-Thouless transition. The periodic boundary
conditions prevent the apparition or disappearance of the defects on the borders; they can
only be created or annihilated in pairs of opposite charge, thereby respecting the neutral-
ity of the system. The beauty of spin ice is that this gauge theory becomes “real” when
one considers the complete Hamiltonian with dipolar interactions, and the topological
defects become magnetic monopoles up to corrections of order 1/r5 [Isa05, Cas08].

Hence even if we cannot give a definite answer and must thus be cautious with the
terminology, the ground state of spin ice seems to share many characteristic features of a
classical version of a topological ordered phase2. However the notion of sectors, topolog-
ical defects (as compared to the XY model) and topological constraints are particularly
relevant.

Topologically driven phase transitions

In presence of macroscopic perturbations h or δ, we explicitly break the symmetry of the
system in favour of one direction and lift the degeneracy of the ground state: the different
sectors are not equivalent anymore and are defined with respect to this symmetry-breaking
axis z. This is why the resulting phase transitions we have studied in this thesis can be
described using the z−component of the magnetisation M as an order parameter. The
notion of sectors will nonetheless prove to be especially relevant.

As the new ground state induced by the perturbations has a saturated magnetisation
with no strings n = 0 (the same reasoning holds by symmetry for a fully packed ensemble
of strings n = 2 L2

⊥), the corresponding sector is necessarily constituted by a unique
configuration. Since local closed loops can only connect two microstates within the same
sector, they are not allowed here and the system can only relax through string excitations.
Of course, once a single string appears at the transition, closed loops will proliferate in
order to respect the ergodicity for each sector.

2This subsection has benefited of enlightening discussions with Paul McClarty, Claudio Castelnovo
and Pierre Pujol.
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Periodic boundary conditions are necessary if we want to prevent the formation of
small strings on the border of the system, but are of course absent in real materials;
however as a crystal is in the “thermodynamic limit”, we expect these surface effects to
be negligible and the strings to appear essentially in the bulk of the compound.

The divergence free constraint is a necessary condition for the existence of such exci-
tations but it is not sufficient. For example, hard core dimers on a square lattice do not
show such transitions, as the system can leave the crystalline ordered state (valence bond
solid) by flipping a pair of dimers through 90o, creating an excitation of finite energy and
extent (resonating valence bond [And87]).

III.2 Kasteleyn transition: δ = 0

In this section, we shall focus on the effect of the [001] magnetic field without bond dis-
tortion. The 6-fold symmetry of the 2 in - 2 out manifold is thus broken and the low
temperature ordering occurs through the so-called Kasteleyn transition, introduced by
Kasteleyn in the context of ordering of hard core 2d dimers lying on the bonds of a hon-
eycomb lattice [Kas63]. Applying local chemical potentials, µi, for dimers oriented in
one of the i = 1, 2, 3 possible directions leads to a singular ordering transition for finite
values of the fugacities zi = exp(−βµi). The transition can also occur for dimers on
three dimensional equivalents of the honeycomb lattice such as the brick lattice [Bha83],
while the exponents can be determined in dimension d through mapping onto a directed
polymer problem [Bha91a]. It has been extensively used to describe trans-gauche struc-
tural transitions in polymerized lipid bilayers and the resulting theory provides a good
qualitative description of the singular density change occurring in solvent bilayer systems
as a function of temperature [Nag73b] (see figure III.4 extracted from [Nag73a]).

It has been shown that the same Kasteleyn transition exists in the nearest neighbour
model for spin ice materials on a pyrochlore lattice, with magnetic field directed close
to the body centred cubic [111] direction[Moe03a] (see section I.3.d). Placing the field
along this direction isolates the Kagome layers orthogonal to the field. The magnetic field
fixes only one out of the four sublattices with the result that the extensive ground state
degeneracy of zero field is only partially lifted, as it maps onto the antiferromagnetic Ising
model on Kagome lattice in a field, as well as on Kasteleyn’s original dimer problem on the
Honeycomb lattice. Tilting the field off the [111] direction, giving a finite perpendicular
field component h⊥, is equivalent to applying chemical potentials µi to the dimers and the
spins order in the Kagome planes for a finite value of h⊥/T via a Kasteleyn transition.

The study of the [001] orientation of the field has first been motivated by previous
numerical work that found indications of a 1st order phase transition at finite field [Har98].
In his paper [Wat99], Watson suggested the clever parallel between this numerical pre-
diction and the theory of the 6-vertex model [Bax07], but the exact 2d calculation for the
square ice model in a field is unable to explain the discontinuity of the order parameter
obtained numerically, or to reproduce experimental magnetisation curves [Fuk02]. In this
thesis, we shall show explicitly that the observed first order nature was in fact a conse-
quence of the loss of ergodicity due to the single spin flip dynamics used at that time.
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Figure III.4: Kasteleyn transition for biomembranes: This figure is directly ex-
tracted from [Nag73b] and represents the relative difference in weight between an equal
volume of water and 1 g of dipalmitoyl lecithin dispersion. The open circles are a sequence
of increasing temperatures and the triangles are a sequence of decreasing temperatures,
both for about a 10% dispersion. The solid circles are for a 25% dispersion.

Interestingly experimental results reflect the same out-of-equilibrium features [Fen05], as
natural dynamics is also local rather than the non-local dynamics discussed here. How-
ever, with the introduction of the Worm algorithm and the Husimi tree method, our
results very clearly confirm that the transition is in fact a Kasteleyn transition very sim-
ilar to that observed for dimers on the brick lattice [Bha83]. These results have been
published in [Jau08, Jau09a].

III.2.a Husimi Tree

We will now pursue the calculations of the thermodynamic observables on the Husimi
tree, starting from equations (II.68) and (II.69) with δ = 0 and in the limit J ≫ h, T in
order to impose the ice-rules, which can be written3:

Yn+1 e2βh =
Y 3

n + 2Yn

1 + 2Y 2
n

(III.6)

ML =
1 − Y 4

L

4Y 2
L + Y 4

L + 1
(III.7)

3We should recall that the different pre-factors due to the fact that the spins are not parallel to the
z-axis have been included in the parameters or constants; e.g. , the magnetisation M ∈ [−1 : +1] instead
of [−1/

√
3 : +1/

√
3].
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where ML is the magnetisation of a central spin in a Husimi tree made of L shells, function
of {Yn}n∈N, a sequence constructed in order to have a finite limit. In our case, there are
in fact three fixed points

Y e2βh =
Y 3 + 2Y

1 + 2Y 2
⇒ Y = 0, Y 2 =

2 − e2βh

2 e2βh − 1
(III.8)

We shall only keep the positive values of Y as M is an even function of Y . A Taylor
expansion of the left equation immediately tells us that a non-trivial solution exists and
is stable for 2 > e2βh ⇔ T > TK, whereas Y = 0 for T < TK. If we inject this solution
in equation (III.7), one get the magnetisation as a function of temperature and magnetic
field:

T < TK → M = +1

T > TK → M =
sinh(2βh)

2 − cosh(2βh)

(III.9)

This result is plotted in figure III.5 and respects the expected signature of the Kasteleyn
transition. On can see from equation (III.8) that the transition occurs when 2 ≡ e2βh,
i.e. when the Boltzmann weight of the two configurations of tetrahedra crossed by a
string going towards the centre of the Husimi tree is equal to the Boltzmann weight of the
configuration with all spins up. Hence at TK we have indeed the propagation of a string
spanning the whole Husimi tree from one boundary to the other (rejected to infinity) and
passing by the centre.

In order to study the critical behaviour at TK, it is convenient to define the reduced
magnetisation ∆M ≡ 1 − M > 0. Its temperature dependence at the transition is

∆M ∼ 4

3
(ln 2)2

(

T

h
− TK

h

)

(III.10)

giving a critical exponent β = 1 as previously obtained by [Bha83, Bha91b]. The mag-

netisation M is in fact a function of a unique parameter, namely h/T which implies a
simple relation between the specific heat and the susceptibility

Ch =
∂E

∂T
=

h

T 2

∂M

∂β
=

h

T 2
(h T )

∂M

∂h
=

h2

T
χ (III.11)

where

Ch = 2β2h2 2 cosh (2βh) − 1

[2 − cosh (2βh)]2
. (III.12)

above TK and Ch = χ = 0 in the frozen state. The specific heat is plotted on figure III.7.
As expected from equation (III.10), Ch undergoes a finite jump at the transition: ∆Ch =
4(ln 2)2/3 and α = γ = 0.

The last thermodynamic quantity we consider here is the entropy S(T, h). For the
Husimi tree, Pauling’s argument for the estimate of the 2 in - 2 out manifold degeneracy
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is exact [Pau35]; since we impose the ice-rules for all temperatures here, we get S(T →
+∞, h) → 1

2
ln 3

2
. The entropy change per spin between the high temperature regime and

T is defined as

∆S(T0) ≡ S∞ − S(T0) =

∫ +∞

T0

Ch

T
dT

=

∫ β0

0

Ch

β
dβ =

1

2

∫ x0

0

x
dM

dx
dx

where x ≡ 2βh. A partial integration of the last expression gives the complete expression
of the entropy change

∆S(βh) =
1

2

[

ln (2 − cosh(2βh)) +
(2βh) sinh(2βh)

2 − cosh(2βh)

]

(III.13)

One can check that S
(

T → T+
K

)

→ 0 consistently with the phase space being reduced to
a unique configuration at TK; since there is no latent heat at the transition, it is of 2nd

order according to Ehrenfest’s definition [Sta71]. As we are on the constrained manifold
with constant internal energy, the Gibbs energy is G ≡ −TS − hM

G(βh) =
T

2
ln

(

4 − 2 cosh(2βh)

3

)

(III.14)

This result is exact on the Husimi tree in the asymptotic limit T/J, h/J → 0. However
we were not able to extract further analytical results outside this limit, i.e. if we consider
the inclusion of defects; one must then solve equations (II.68) and (II.69) numerically, as
displayed in figure III.5. The transition has then disappeared and the evolution of the
magnetisation becomes more and more rounded as we increase the ratio h/J : we should
note here that the magnetic field does not break the ice-rules, but since the temperature
is scaled after the field (we plot T/TK in the figure), a larger field strength means a higher
temperature regime with more thermally activated topological defects.The reason for this
rounding is quite straightforward. For finite J , the topological constraints are lifted and
strings of finite size, terminated by topological defects of opposite charges, can appear
in the bulk of the system; such excitations require a finite amount of energy and enable
the system to leave the frozen configuration before the Kasteleyn temperature TK. Above
a characteristic scale fixed by the separation between defects, the system will become
regularly paramagnetic and this is just what is observed in the rounding of the transition
in figure III.5.

The Husimi tree gives us the satisfaction of asymptotic analytical solutions, that are
exact on this lattice of infinite dimension, but remains an approximation with respect to
the geometry of the pyrochlore lattice that should be tested with the help of the Worm
algorithm.
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Figure III.5: 3d Kasteleyn transition in spin ice: Magnetization per spin Mz vs.
T/TK obtained from simulations for the pyrochlore lattice (dots) and analytically on
the Husimi tree (solid lines) for h/J → 0(•), 0.075(N) and 0.33(�). We have plotted
the z−component of the magnetisation that differs from M by a factor of 1/

√
3. The

behaviour of Mz reminds us of the Kasteleyn transition in biomembranes, seen in fig-
ure III.4 [Nag73b].

III.2.b Worm algorithm

The method has already been detailed in the precedent chapter II.3 and we shall therefore
only discuss the consequences of δ = 0 with respect to the table II.1 where the different
probabilities used in the loop construction are summarised. First of all, the temperature
T↓ turns out to be negative and the bottom-left part of the table thus does not apply.
The Boltzmann weights are now related by:

w↑
w0

=
w0

w↓
= exp (2βh) (III.15)

= 2 at the transition TK = T↑ (III.16)

giving the following set of probabilities at the transition

P b
↑↑ = 0, P f

↑o =
1

2
, P 1f

oo = 0, P 1f
o↑ = 1, (III.17)

P b
↓↓ = 0, P f

↓o =
1

2
, P 2f

oo =
3

4
, P 2f

o↓ =
1

4
, (III.18)

allowing us a phenomenological understanding of the simulations. If we randomly choose
an up spin at first, which are in large majority at TK, we will start constructing a string
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(since there is no backtrack, P b
↑↑ = 0) respecting the entropic random choice for each

tetrahedron (P f
↑o = 1/2). On the one hand, if we do not meet any pre-existing string, we

will eventually cross the loop under construction, which will most likely end in forming a
string (P 2f

oo = 3/4) or temporarily pursuing the construction (P 2f
o↓ = 1/4). On the other

hand, if we meet a pre-existing string, we will inevitably erase it (P 1f
oo = 0 and P 1f

o↑ = 1).
The same argument applies for an initial down spin, i.e. in a pre-exisiting string; the
string will disappear.

If left alone, a string will always go forward along the z-axis and diffuse according
to a 2d random walk in the (x, y) plane, which means it cannot close on itself before
spanning the entire system at least once. Hence a typical string of size ∼ 2 Lz (from top
to bottom of the system) will occupy a cylindrical volume of radius

√
2 Lz and since two

strings cannot intersect at TK at the risk of being erased, there will be of the order of
L2
⊥/Lz strings in the system once equilibrated at the transition temperature, giving rise to

a magnetisation M ≈ (1 − 1/Lz) according to equation (III.4). Even if this confirms the
expected saturated magnetisation in the thermodynamic limit, as observed in figure III.5,
the finite size effects appear to be quite noticeable. However the absence of rejection of
the Worm algorithm makes the equilibration process extremely efficient and allows the
simulation of system up to 3, 2.107 of spins in a reasonable amount of time (a few days
for the whole range of temperature from T = 0 to T = 2 TK − see figure III.5). This
reasoning is of course a naive approach of the problem, as we neglect the microscopic
details of the pyrochlore lattice and the possibility of multiple crossing of the system for a
loop thanks to the periodic boundary conditions, but it captures nonetheless the essence
of the physics of the Kasteleyn transition as shown on the right panel of figure III.6 where
the fit is quantitatively correct (within error bars) despite an apparent small concavity.

One can pursue this reasoning by hands in order to understand the continuity of the
transition. Let us consider the tetrahedron at the intersection between two strings; being
crossed by a second string always costs a Zeeman energy but does not bring any entropic
gain as this second string has a unique choice to propagate. There is thus an entropic
repulsion between strings and the second string shall require a slightly higher temperature
than TK to be formed which will result in a continuous transition.

The situation is fairly similar below TK, but with the crucial difference that back-
tracking (P b

↑↑ > 0) makes it more and more difficult to create a loop as the temperature is
decreased: a loop can now erase its own path. It is particularly satisfying to visualise how
the thermodynamic argument of equation (III.2) manifests itself through the necessity of
backtracking imposed by the detailed balance condition in the simulations.

Finite size effects are here again quite noticeable. According to the value of P b
↑↑ → 0+

close to T−
c , the numerical loop should be able to attain an average size ℓ before be-

ing erased; if the vertical size Lz of the system is smaller than ℓ, then the loop has a
chance to be closed and to form a string below Tc. This argument can be made quan-
titative by noticing that δG is dominated by the energy Estring = (2h) (2Lz). Hence
the Boltzmann weight for a string excitation decreases exponentially with system size:
wstring ∝ exp (−βEstring) [Isa04b]. As the reduced magnetisation ∆M ≡ 1 − M is pro-
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portional to the number of loops, one can observe this exponential finite size scaling by
making an accurate measure of ∆M below TK. In figure III.6) we show ∆M on a loga-
rithmic scale, as a function of h/hK for different system sizes4. The data, averaged over
up to 107 configurations fit the exponential scaling remarkably well down to ∆M ∼ 10−7.
This analysis shows convincingly that the mechanism for the transition is exactly the
generation of extensive excitations developed in this section.
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Figure III.6: Finite size effects: Left: Relative magnetisation ∆Mz as a function of
h/hK obtained numerically (•) for different sizes of the system: L = 20, 40, 100, 200.
The straight lines are a fit to the Boltzmann factor e(L ln 2) h/hK. We have plotted the
z−component of the magnetisation ∆Mz ≡ ∆M/

√
3. Right: We have extracted from the

same data the 1/Lz behaviour of ∆Mz at the transition for a cubic system (L = L⊥ = Lz).
The dashed line is a guide to the eye.

III.2.c Upper-critical dimension

As discussed above, each technique brings to light its own facet of the Kasteleyn transi-
tion, but the main success of this study is that the numerical and analytical approaches
are in semi-quantitative agreement, as illustrated in figure III.5 showing the asymmetric
singular behaviour of the magnetisation for J → ∞. Thus, this figure is very similar
to the one found in [Wat99], as the 6-vertex model in a field is identical to the original
problem of closed-packed dimers on a hexagonal lattice discussed by Kasteleyn [Wu68],
but with different critical behaviour. The upper-critical dimension of this transition is
three [Bha83]. For d = 3, we expect logarithmic corrections in the magnetisation

∆M ∝ t(1 − a ln t) where t ≡ T − TK

TK
(III.19)

and a logarithmic divergence of the specific heat Ch ∝ − ln(t). For d = 2, the divergence is
algebraic (critical exponent α = 1/2) whereas for d > 4, as e.g. for the Husimi tree, there

4hK is defined as T ln(2)/2.
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is no divergence anymore (β = 1 and α = 0). This explains the small but nonetheless
present mismatch between the simulations (red circles) and the analytics (red line) in
figure III.5, that becomes clearer for the specific heat (see figure III.7).

With the inclusion of topological defects, one can make the transition vanished together
with the logarithmic singularities. The results from both techniques then fit perfectly on
top of each other. Furthermore in the context of low temperature series expansion, the
Husimi tree is exact up to the 5th order, as it takes into account the geometrical term of
4th order (tetrahedron) and there is no 5th order term. The first degree of approximation
corresponds to the hexagonal loop, which would appear at 6st oder.
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Figure III.7: Logarithmic corrections at the upper-critical dimension: Specific
heat Ch and relative magnetisation ∆Mz as a function of t obtained from simulations (•
for Ch and � for ∆Mz) and analytically (solid line for Ch) in the limit J ≫ h. The dashed
lines are a fit to logarithmic singularities given in equation (III.19).

III.2.d World lines for bosons

As shown in figure II.5, the topological constraints produce a one-to-one mapping between
spins and strings configurations. A further analogy can be made through the definition of
strings as world lines for hard core bosons, moving in 2d with the z−axis as an imaginary
time. The 3d Kasteleyn transition then maps onto a (2 + 1) quantum phase transition
between a vacuum state and a Bose condensate at zero temperature, where the reduced
magnetisation ∆M (resp. the reduced temperature t ≡ (T/TK−1)) is proportional to bo-
son density (resp. bosons chemical potential) [Jau08]. Following [Fis88], one immediately
recovers the critical behaviour of equation (III.19).
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Powell & Chalker were able to incorporate the microscopic details of the pyrochlore
lattice in this theory [Pow08] and to extract an analytical expression of the two-points
spatial correlation function

C(r⊥, z) = 〈Si · Sj〉 − 〈Si〉 · 〈Sj〉 (III.20)

where the separation between lattice sites i and j is r⊥ within the (001) plane and z along
the [001] direction. The authors of [Pow08] found an algebraic dipolar form of the corre-
lations, similar to the zero field behaviour [Isa04a, Hen05]. We tested their result using
the Worm algorithm and could confirm the 1/r3 scaling, as exposed in figure III.8. Close
to the Kasteleyn transition, we observe a crossover to 1/z dependence, a characteristic
signature of the self-interaction of the strings (i.e. bosons visiting the same site during
their 2d evolution with time z), predominant in this regime where the concentration of
strings/bosons is very diluted.
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Figure III.8: Correlations in a [001] field: We show finite size scaling plots of C(r⊥ =
0, z = L/2) for three dimensional systems of size L and for magnetic field along the
z−axis h/hK = 0.33 (�), 0.66 (N) and 0.93 (•) on a on log-log scale. We can extract
the power law behaviour of C(r⊥, z) in the thermodynamic limit: for small field we find
a 1/z3 behaviour consistently with the dipolar correlations leading to the pinch points,
whereas as we get closer and closer to the transition the self-interaction of strings becomes
dominant, leading to a 1/z scaling.

III.2.e Experiments

As the experimental systems fall out of equilibrium at low temperature, it is difficult
to compare theory with experiment very close to the Kasteleyn transition. But at rea-
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sonably low temperatures, where the concentration of topological defects is low but suf-
ficiently high to maintain ergodicity, it is possible to observe a rounded transition and
to compare data with our theory. As an example we show in figures III.9 experimental
magnetisation measurements in the [001] field scans performed at fixed low temperature
in Ho2Ti2O7 [Fen05] and Dy2Ti2O7 [Fuk02]. For the left panel (Holmium Titanate), the
temperature is Texp = 1.2K, i.e. about 2/3 of the effective nearest neighbour exchange
constant Jeff ∼ 1.8K (see table I.3), whereas for the right panel (Dysprosium Titanate),
Texp = 1.8K ≈ 3/2Jeff Dy. The magnetisation flattens off abruptly at the saturation value,
Mexp = 10µB/

√
3 in a way reminiscent of the Kasteleyn transition but is indeed rounded

near saturation5. Demagnetisation effects have been taken into account for both experi-
mental data (see appendix B). Also shown in the figure is our data calculated analytically
from the Husimi tree approximation, up to a scale factor; the best fit has been obtained
for htheo = 1.67 hexp for Holmium Titanate and Ttheo = 0.83 Texp for Dysprosium Titanate.
At such temperatures, results from the Worm algorithm and the Husimi tree are indis-
tinguishable and in qualitatively good agreement with experiments. However as we are
at a temperature relatively far from the Kasteleyn transition and quite close to a non-
collective paramagnetic regime, i.e. with a non-negligible concentration of topological
defects, simpler models (such as a Brillouin function) can also give a correct fit to the
experiments, but with a less accurate fitting parameter (e.g. 39% of Texp for the Brillouin
function instead of 83% for the Husimi tree for Fukazawa’s data). Hence our theory is
able to take into account more accurately the microscopic details of the pyrochlore lattice
(see the agreement between simulations and the Husimi tree) and more importantly to
shed a new light onto the underlying physics of topological sectors modulo the influence
of local defects in the Kasteleyn transition.

The use of scaling factors is not surprising here as a more quantitative comparison
would require the inclusion of Coulomb interactions between topological defects. The
better agreement for the experiment on Dy2Ti2O7 is also understandable. In spin ice
compounds, the strings have a finite length and are terminated by magnetic monopoles.
For lower concentration of monopoles, the strings can thus propagate on a longer distance
before an eventual annihilation of the quasi-particles, and the influence of the Coulomb
interactions attracting both monopoles is then stronger. Hence a higher effective temper-
ature Texp/Jeff appears to be in favour of our nearest neighbour model that is perfectly
able to reproduce the paramagnetic regime. For temperatures well below the scale set by
the exchange constant Jeff, experiments indicate that spin ice materials are out of equilib-
rium, as expected if the actual dynamics is local [Fen05]: this notion will be extensively
detailed in the next chapter.

This section on the influence of a magnetic field is now over and we will now consider
the additional possibility of bond distortion. Both perturbations will result in a tune-
able Kasteleyn transition, while the most intriguing physics will occur in zero field with
restoration of the global Z2 symmetry.

5The 1/
√

3 factor comes from the scalar product between the spins and the field.
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Figure III.9: Magnetisation in a [001] field: Left: Magnetisation Mz vs the internal
magnetic strength µ0Hint obtained analytically for the Husimi tree (solid lines) and exper-
imentally (•) for the compound Dy2Ti2O7 at Texp = 1.8K; data from [Fuk02]. Right: Mz

vs the external magnetic field Bext obtained analytically (solid lines) and experimentally
(•) by neutron scattering on the compound Ho2Ti2O7 at T = 1.2 K [Fen05]. For fitting
details, see main text.

III.3 A tuneable Kasteleyn transition: h > 0, δ > 0

As presented in subsection III.1.a, the argument for the Kasteleyn transition remains
valid on the 2 in - 2 out manifold when both magnetic field h and bond distortion δ are
non zero, resulting in a shifting of the transition temperature (III.3). From the point of
view of the Worm algorithm, the main difference is that for small enough magnetic field
(h < 2δ), a second characteristic temperature T↓ becomes positive (see equation (II.16))
and introduces another set of probabilities for T < T↓ favouring tetrahedra crossed by
two strings. T↓ being by definition always smaller than T↑, the influence of the new set of
probabilities can then only be felt in the frozen phase where the field induced symmetry
breaking prevents the formation of strings. However for very low temperature and h < 2δ,
one can expect a metastable state with all spins down, as the probability to erase a string
is zero at T = 0 (P b

↓↓ = 1 and P f
↓o = 0). The energy barrier between both fully saturated

states is held infinite by the topological constraints.

As observed on figure III.10, the asymmetric shape of the Kasteleyn transition is
clearly conserved but with a more and more pronounced slope as h/δ → 0. This is
a direct consequence of the energy recovered from bond distortion as a tetrahedron is
spanned by a second string, making the entropic repulsion between them less efficient.
The characteristic logarithmic singularity also prevails, as shown in figure III.11, where
∆M has been fitted with equation (III.19), only valid a priori for diluted concentration
of strings [Bha83]: indeed, the fit turns out to be incorrect for large values of ∆M .

When the ice-rules are respected, it is again possible to extract analytical expressions
for the magnetisation. Using equations (II.68) and (II.69) in the limit J ≫ h, T, δ, the
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Figure III.10: Tuneable Kasteleyn transition: Magnetisation Mz vs. T/TK using
the Worm algorithm (dots) and calculations on the Husimi tree (solid lines) for different
ratio h/

√
3δ = 0.1(•), 0.01(N), 10−3(�) and 0(H). The dashed line is a reminder of the

magnetisation when δ = 0.

limit Y of the sequence {Yn} must be solution of

Y e2βh =
Y 3 e4βδ + 2Y

e4βδ + 2Y 2
(III.21)

and should be added in the expression of the magnetisation

M =
1 − Y 4

4 e−4βδY 2 + Y 4 + 1
(III.22)

Solutions of equation (III.21) for all temperatures are Y = 0 (corresponding to M = +1)
and Y → +∞ (corresponding to M = −1). The non-trivial solution is not defined for all
temperatures but only for T > TK and T < T↓:

Y̆ 2 ≡ 2 − e2βh e4βδ

2 e2βh − e4βδ
(III.23)

Now we should study the stability of these different fixed points

• T > TK: the only stable point is Y̆ giving rise to the non-trivial evolution of the
magnetisation of equation (III.24) (see below);

• T↓ < T < TK: the only stable point is Y = 0 corresponding to the fully saturated
microstate M = +1;
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• T < T↓: both Y = 0 and Y → +∞ are stable points but as Y̆ > 1 then the whole
ensemble Y ∈ [0 : 1] corresponding to M ∈ [0 : 1] belongs to the basin of attraction
of M = +1. However M = −1 is nonetheless a metastable state as discussed
previously.

Hence, the expression of the magnetisation is

T < TK → M = +1

T > TK → M =
sinh(2βh)

2 e−4βδ − cosh(2βh)

(III.24)

We recover equation (III.9) with δ = 0 and more importantly, one easily checks that
M(TK) = +1: there is thus no latent heat and the transition remains continuous with
bond distortion. Hence by using δ as a free parameter, one can tune the transition in
order to make the relaxation more or less fast. On the Husimi tree, the slope of ∆M at
T+

K is not diverging but follows a linear scaling similar to (III.10)

∆M ∼ (ln 2)2

2h + 4δ

1

1 − exp
(

4h ln 2
2h+4δ

) (T − TK) (III.25)

The main difference between the Husimi tree and the 3d simulations is the absence of
logarithmic singularities, but their results remain very close to each other as shown in
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figure III.10. Interestingly the slope of the magnetisation for the analytic calculation
becomes infinite when there is no field, promising an intriguing new kind of physics for
h = 0 !

III.4 KDP transition: h = 0

III.4.a Apparent 1st order transition

Following equations (III.21), (III.22) and (III.23), the study of bond distortion for config-
urations respecting the topological constraints is quite straightforward. As T↓ = TK for
h = 0, both microstates M = ±1 become stable and equiprobable at low temperature,
while Y̆ = 1 ⇔ M = 0 is the stable fixed point above the transition

T < TK → M = ±1

T > TK → M = 0

(III.26)

The magnetisation thus jumps at the transition from zero to one of the fully saturated
state, as displayed on figure III.10 from both the analytical and numerical results. Equa-
tions (II.7) and table II.1 show the perfect Z2 symmetry appearing in the probability
set. Strings made of up and down spins are now equivalent, but we should keep the
terminology of “strings” for the ones made by spins pointing down by convenience. This
symmetry imposes zero magnetisation in the collective paramagnetic phase, down to the
symmetry breaking phase transition in a way reminiscent of the ferromagnetic ordering
in the Ising model presented in the introduction I.1.b; with the crucial difference though
that the ice-rules constraints prevent a gradual building up of the magnetisation. They
rather impose a brutal full magnetisation through strings excitations at Tc = TK. From
now on, we shall call the transition temperature Tc in order to make a clear distinction
with the Kasteleyn transition, even if the phenomena, with h = 0 and h > 0, do share
some similarities.

As discussed in section II.5, this model with bond distortion is known as the KDP
model, introduced by Slater in 1941 in order to explain the phenomenon of ferroelec-
tricity in potassium dihydrogen phosphate

[

K+ (H2PO4)
−] within a mean field approx-

imation [Sla41]. The inclusion of defects have been first studied by Takagi [Tak48] and
generalised by Silsbee & al. [Sil64]. The 2d version of the KDP model with constraints
has become a special case of the 6-vertex model and has been solved exactly by Lieb in
1967 [Lie67a], showing what appears to be a 1st order phase transition and becoming one
of the main tour de force of 2d statistical mechanics. A few years later, Nagle generalised
this result to all dimensions, proving exactly by low and high temperature expansions the
discontinuity of the energy and entropy at Tc.

In this section, we shall make an extensive use of the Husimi tree which will provide
a complete analytical description of the KDP transition, with and without topological
defects, re-deriving some of the results of [Sla41, Tak48, Sil64]. However our final goal is
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to go beyond this mean field approach thanks to the Worm algorithm and the transfer
matrix method in 3d, and to try to show this venerable transition in a new light; the
discontinuity of thermodynamic observables are in fact a consequence of the particular
criticality of this transition, which is a multicritical point of ∞−order.

High temperature regime: in presence of defects

As discussed above, the symmetry of the system for both the constrained and non-
constrained manifold imposes zero magnetisation at high temperature; this property al-
lows analytical solutions for many thermodynamic quantities on the Husimi tree, even in
the presence of topological defects.

We shall recall here that An and Bn represent the partition function of a “branch” of
the Husimi tree of n shells, starting respectively with an up or a down spin. Hence for zero
magnetisation, we can use the global symmetry to define A0 ≡ B0; using equation (II.65),
one can then prove recursively for all integers n that

An+1 = Bn+1 = α A3
n = α−1/2

(√
αA0

)3n

(III.27)

where α = 4 + e−β(6J−2δ) + 2 e2β(J−δ) + e2β(J+δ) (III.28)

where topological defects have been taken into account. The complete partition function
of the Husimi tree (II.66) becomes

ZL = 2 α A4
L =

2

α

(

α A2
0

)2·3L

(III.29)

giving also ML = 0 from equation (II.67). In the thermodynamic limit, we recall that the
number of tetrahedra is Nt = 2 · 3L (see equation (II.63)), which gives the free energy

F = −T Nt ln
[(

4 + e−β(6J−2δ) + 2 e2β(J−δ) + e2β(J+δ)
)

A2
0

]

(III.30)

and the internal energy

E = −Nt
(2δ − 6J) e−β(6J−2δ) + 4(J − δ) e2β(J−δ) + 2(J + δ)e2β(J+δ)

4 + e−β(6J−2δ) + 2 e2β(J−δ) + e2β(J+δ)
− 2 Nt

∂ ln A0

∂β
(III.31)

The entropy is deduced from S = (E −F )/T . If we were interested in the Husimi tree as
a statistical problem by itself, we should study the influence of the boundary conditions
through A0, which are essential since ∼ 2/3 of the spins are on the external shell. However
if we want to use the BL as a tool for investigating what is happening in the spin-ice model,
we can use this variable as a fitting parameter. We recall here that the Husimi tree is a
very valid approximation of the pyrochlore lattice as they are equivalent down to 6th order
(hexagon of spins) in a series expansion. We must though be cautious about the ratio
“number of tetrahedra / number of spins”: it is 1/2 for the pyrochlore lattice and 1/3 for
the Husimi tree. This is why we always reason in terms of the number of tetrahedra Nt.
In order to determine the fitting parameter A0, we will use the asymptotic values of the
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internal energy and the entropy as T → +∞. As we expect a random distribution of the
16 possible tetrahedra configuration, the energy is

E

Nt

(T → +∞) = [−2(J + δ)]
2

16
+ [−2(J − δ)]

4

16
+ [0]

8

16
+ [6J − 2δ]

2

16
= 0

(III.32)

To obtain this result from equation (III.31), one must set

∂ ln A0

∂β
= 0 (III.33)

which is understandable as A0 represents the influence of the outer-shell of spins whose
magnetisation should remain constant as in the core of the Husimi tree. The second
asymptotic condition we can use is the entropy on the pyrochlore lattice, Spyro(T →
+∞) = N ln 2 = Nt ln 4, whereas the one on the Husimi tree extracted from equa-
tions (III.30) and (III.31) is SHT = Nt ln (8 A2

0), giving the final condition

A2
0 =

1

2
(III.34)

The fitting parameter being defined, we can now write the expression of the entropy for
all temperatures

S

Nt
= ln

[

1

2

(

4 + e−β(6J−2δ) + 2 e2β(J−δ) + e2β(J+δ)
)

]

− β
(2δ − 6J) e−β(6J−2δ) + 4(J − δ) e2β(J−δ) + 2(J + δ)e2β(J+δ)

4 + e−β(6J−2δ) + 2 e2β(J−δ) + e2β(J+δ)

(III.35)

with the surprising outcome that S(T = 0) < 0 ! As this result is physically impossible,
it means that our assumption of zero magnetisation must fail at some finite temperature;
there is also an ordering phase transition occurring in the system with defects [Tak48].
However we do not know yet its temperature and thus cannot calculate its entropy.

We note that the expression (III.35) can be recovered from a Pauling’s argument
taking into account all 16 configurations weighted by their Boltzmann factor, as this
type of reasoning is exact on the Husimi tree; for the details of the calculation, please see
appendix A. By taking the derivative of the energy E with respect to temperature, we can
also calculate the specific heat. These results have been obtained for the non-constrained
problem, but as we are especially interested in the topologically driven multi-critical point,
we shall also study these quantities in absence of defects, i.e. J → +∞.

High temperature regime: on the 2 in - 2 out manifold

The entropy then becomes

S

Nt
= ln

(

e−4βδ +
1

2

)

+
4βδ

1
2
e4βδ + 1

(III.36)
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This expression has been obtained from a combinatorial approach by Slater [Sla41]. In
the limit T → +∞ we recover Pauling’s entropy for this collective paramagnet, whereas
at the transition Tc = 4δ/ ln 2, we find on the pyrochlore lattice

S(Tc) = Nt
1

2
ln 2 = N

1

4
ln 2 = 0.1733 N (III.37)

As demonstrated in appendix A, such entropy corresponds to a specific distribution of the
tetrahedra configurations; 50% of them are in one of the two favoured states (25% with all
spins up and 25% with all spins down) while the other half is made of a uniform repartition
of 2 in - 2 out tetrahedra with zero magnetisation. The equality of the Boltzmann weights
gives 4e−2βδ = 2e+2βδ ⇔ T = Tc.

In figure III.12, we compare this estimation with the entropy Snum integrated from
Worm algorithm based simulations. The most accurate T → +∞ reference we are
aware of, has been obtained by Nagle using series expansion: SPN/N = 0.20501 ±
0.00005 [Nag66], whereas Pauling’s entropy is SPauling/N = 0.202733. The difference
between these two values essentially holds in the addition of hexagonal correlations for
the series expansion. Snum jumps at Tc from zero to S/N = 0.1737± 0.0005, through the
apparition of a huge spike in Ch. The entropy at T+

c is therefore in extremely good agree-
ment with the prediction from the Husimi tree (III.37) and the difference is a measure of
the correlations that exist between tetrahedra, which disappear as the ordering transition
is approached.

On the constrained manifold, the low temperature regime is simply characterised by
a symmetry breaking onto one of the fully saturated microstate with zero fluctuations.
However as for the Kasteleyn transition which has been rounded by addition of topological
defects, the KDP transition becomes continuous [Tak48].

Low temperature regime: in presence of defects

Thanks to a numerical estimate of the limit of {Yn}n∈N (II.68) injected in the magneti-
sation (II.69), we obtain the behaviour of the Husimi tree for any finite values of J . At
low enough temperature, we expect the density of 4 in or 4 out defects to be negligible.
This is why the sole addition of 3 in - 1 out and 3 out - 1 in topological defects should
be sufficient to give a useful hint of the transition. Within this approximation, it is then
possible to carry out the computation of the magnetisation, starting with the limit n → ∞
of {Yn}:

Y =
3Y 2 + Y 3 e2β(J+δ) + 1 + 2Y e2β(J−δ)

3Y + e2β(J+δ) + Y 3 + 2Y 2 e2β(J−δ)
= f(Y ) (III.38)

The transition appears when the magnetisation becomes non-zero, i.e. when the stable
point is no longer Y = 1. However it is always solution of equation (III.38); a graphical
representation of f(Y ) shows that the transition occurs at the temperature corresponding
to f ′(1) = 1, equivalent to

e2β(J+δ) = 2 + 2 e2β(J−δ) (III.39)
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Figure III.12: Entropy on the constrained manifold: Evolution of the entropy per
spin S/N vs temperature T/TK using the Worm algorithm (red thick line with N = 4.106

spins) and formula (III.36) (dashed line). The inset shows the jump of the entropy at the
transition.

suggesting the following change of variable κ = e2β(J+δ) − 2 − 2 e2β(J−δ) within equa-
tion (III.38). We then obtain a “reasonable” polynomial

Y 4 − (2 + κ)Y 3 + (2 + κ)Y − 1 = 0

⇔ (Y − 1)(Y + 1)
(

Y 2 − (2 + κ)Y + 1
)

= 0

whose only solution strictly below 1 (i.e. we chose arbitrarily M > 0) is Y = 1 +
κ/2 −

√

κ + κ2/4. After a few calculations and by neglecting again the 4 in and 4 out
tetrahedra, we finally obtain the magnetisation

M =
1

̟2
(

1 −
√

1 − 1/̟2
) − 1

where ̟ = 1 + κ/2 = e2β(J+δ)/2 − e2β(J−δ)

(III.40)

A similar expression of the polarisation in a ferroelectric has been obtained by [Wad98]
using the cluster variation method. With a critical exponent of β = 1/2, this phase
transition seems to fall in the mean field Ising universality class, as one would expect for
a calculation on the Husimi tree. As displayed on figure III.13, the collapse between the
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numerical data and the analytical curve is semi-quantitative, as a mean field approach
ultimately fails to reproduce critical behaviour of the 3d Ising universality class.
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Figure III.13: KDP transition with defects: z−component of the magnetisation Mz

vs temperature T/TK obtained from simulations for the pyrochlore lattice (dots) and
analytically on the Husimi tree (solid lines) for δ/J = 0.033(•), 0.066(N) and 0.3(�).

It is indeed an intriguing point that the Husimi tree allows quantitative comparisons
with the 3d numerical results, such as the magnetisation discontinuity or the value of
the entropy at T+

c , but displays discrepancies with the inclusion of defects; this suggests
a decrease of the upper-critical dimension on the constrained manifold, which we will
confirm thanks to a more throughout study at Tc.

III.4.b Multicritical Point of ∞-order

Landau theory

Before studying the explicit nature of the KDP transition, we shall temporarily go back
to the Landau theory presented in the introduction I.1.b in order to define a multi-critical
point of ∞−order and to present some of its remarkable properties. Let us write the
Gibbs free energy in a convenient way

G(M) = N

[

α2

2
(T − Tc) M2 +

+∞
∑

n=n′

α2n′

2n′ M2n′

]

(III.41)

where α2 was noted bo in the introduction and α2n′ > 0, ∀n′ > n. Above Tc, the stable
point is M = 0 and at the transition the leading contribution of the potential comes from
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the first term in the sum α2n

2n
M2n; this is a multi-critical point of order n. For example, the

tri-critical point is a special case with n = 3 and where the quartic term has disappeared
at Tc. The important consequence of this Gibbs energy is that fluctuations around M = 0
become softer and softer as n increases as illustrated in figure III.14, until all values of
the magnetisation eventually become equiprobable at Tc in the limit n → ∞. We shall
see it is exactly what is happening for spin ice with δ > 0 and h = 0.

∆ 
G

(T
,M

)

M

n=2
n=3
n=6
n=∞

Figure III.14: Gibbs energy for Landau theory (multi-critical point) vs magneti-
sation M . Each curve represents a multi-critical point of order n, from n = 2 to ∞.

Benguigui studied this Gibbs energy and has obtained the following family of critical
exponents [Ben77]

β =
1

2(n − 1)
α =

n − 2

n − 1
, δ = 2n − 1, γ = 1, ν =

1

2
(III.42)

The hyperscaling relation 2β + γ = dν provides the upper-critical dimension

dc =
2n

n − 1
−−−−→
n→+∞

2 (III.43)

hence we expect our 3d model to display mean field behaviour, which justifies a posteriori
the use of the Husimi tree. We shall now go beyond the results presented in [Ben77], as
being above the upper-critical dimension leads to surprising critical behaviour, expecially
in the correlations.

Finite size effects using the Boltzmann probability

P (M) =
1

Z exp (−βG(M)) (III.44)

gives 〈M2〉 ∼ N−1/n at the transition T = Tc. It follows that the mean field correlator
gMF ≡ 〈M2〉 − 〈M〉2 scales with system size as N−1/n. Hence in the limit of n → ∞ the
averaged correlator is of order O(1).
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However to these homogeneous fluctuations of a magnet of size N , extracted from
Landau theory, one needs to add local fluctuations à la Ginzburg for a non-homogeneous
critical system. Following the standard scaling hypothesis and the definition of critical
exponent η, the correlator contribution due to critical fluctuations is [Car02, Pli06]

gsc(r) =
1

rd−2+η
f1

(

r

ξ

)

(III.45)

where ξ is the characteristic correlation length. For system of finite size L×L×L at the
transition where ξ → L, we get the scaling form

gsc(r) =
1

Ld−2+η
f2

( r

L

)

, where f2(x) =
1

xd−2+η
f1(x) (III.46)

The total correlator g(r) is therefore the sum of both contributions: a mean field term
and a scaling function due to the critical fluctuations

g(r) = gMF + gsc(r) =
A

Ld/n
+

B

Ld−2+η
f2

( r

L

)

(III.47)

For high dimensions, we have η = 0 and we can again calculate the upper critical di-
mension defined when fluctuations become irrelevant, i.e. when gMF takes over gsc in the
thermodynamic limit

dc

n
= dc − 2 ⇔ dc =

2n

n − 1
(III.48)

We recover the result of (III.43). One of the direct consequence of equation (III.47) is the
finite size behaviour of the susceptibility χ ≡ Ng(r)/T where g(r) is the spatial average
of the correlator

χ = A N1−1/n + B N2/d (III.49)

Note that the term B N2/d can be directly obtained from the scaling hypothesis used
to define the critical exponents (I.24) and their numerical values (III.42): χsc ∼ Lγ/ν ∼
Nγ/dν ∼ N2/d. Hence for our multi-critical point of ∞−order in 3d, the leading term
comes from the homogeneous Landau theory rather than from the local fluctuations, and
we show that the susceptibility diverges linearly with N . This result is in fact not so sur-
prising as the system can visit all values of the magnetisation with the same probability
at the transition (see figure III.14).

Another important remark is that if we want to measure the scaling form of the
correlator gsc(r), we need to subtract the leading mean field contribution because we
are above the upper-critical dimension. From a mean field point of view, we shall then
compute

C(r) = g(r) − gMF =
[〈

σ(r)σ(0)
〉

− 〈σ〉2
]

−
[〈

σ2
〉

− 〈σ〉2
]

=
〈

σ(r)σ(0)
〉

−
〈

σ2
〉

(III.50)
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where 〈. . . 〉 is the statistic average over all microstates, · · · is the spatial average and
σ(r) are the pseudo-spins. According to equation (III.49), spatial correlations produce
corrections to scaling in a finite size scaling analysis above the upper critical dimension
and the correlation function (III.50) is thus defined to capture these corrections. It turns
out that it also correspond to the correlations within a given sector of the magnetisation,
as explained below.

For a multi-critical point of order n, fluctuations due to soft modes around the mini-
mum of the Gibbs energy become relevant (see figure III.14) and the system spends more
and more time out of the reduced phase space with M = 0 (this is the famous critical
opalescence for the liquid-gas transition). However this is not taken into account in the

mean value of the magnetisation M ≡ 〈σ〉 = 0 and g(r) =
〈

σ(r)σ(0)
〉

is then “arti-

ficially” more correlated, because in a sector of large magnetisation, most of the spins
point in the same direction even if they are not correlated6. Hence the contribution of the
finite value of the magnetisation should be subtracted for each microstate rather than on
average. This gives

C(r) =
〈

σ(r)σ(0) − σ2
〉

(III.51)

=
〈

σ(r)σ(0)
〉

−
〈

σ2
〉

(III.52)

which is the same expression as (III.50): taking out the mean field divergence of the sus-
ceptibility is equivalent to subtract this “artificial” correlation.

We felt the necessity to present in details some aspects of this mean field theory of
multi-critical point, as they are not so frequently discussed for an arbitrary value of n,
especially in the limit n → ∞. Keeping this image in mind, we can now turn our attention
back to our problem of bond distortion in spin ice that will prove to be a multi-critical
point of ∞−order.

Husimi tree

On the constrained manifold, one can directly use equation (III.21) with h = 0

Y =
Y 3 e4βδ + 2Y

e4βδ + 2Y 2
⇔ Y = Y at T = Tc (III.53)

which means that all positive values of Y , and therefore all physical values of M ∈ [−1 :
+1] are equiprobable at the transition. This corresponds to a flat free energy, which is
very far from the standard picture of a 1st order transition with metastable microstates as
commonly believed for the KDP transition, but is similar to the above mentioned multi-
critical point of ∞−order ! Furthermore numerical simulations on cooling and heating
display no hysteresis which definitely rules out the possibility of metastable states.

6For example a paramagnet in a high magnetic field should have no correlations (because there are
no interactions) even if almost all spins are parallel to the field.
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This flatness of the free energy has already been observed by Slater in its original
paper on KDP within a mean field approximation but only as a side remark and he did not
notice the multi-critical nature of this transition. The exact results for the 2− [Lie67a] and
d−dimensional [Nag69] KDP transition, as well as the reference book by Baxter [Bax07],
do not mention this flat free energy even if it is known to present a singularity at Tc.
However in 1977, when Benguigui studied multi-critical points of ∞−order following
the Landau-Ginzburg-Wilson approach [Ben77], he showed how this can result in the
discontinuity of the order parameter and thus look like a 1st order transition with the
above critical exponents (III.42) as for the 2d KDP model, but once again a proof of the
multi-criticality of this transition is still lacking in three dimensions.

Our goal remains the study of bond distortion in spin ice materials, with respect to
potential experiments (see subsection III.4.f), but its peculiar nature drew our attention
and encouraged us to perform a throughout analysis of its characteristics. We shall first
take advantage of the Worm algorithm to confirm the result of the Husimi tree (III.53) in
3d and then use the transfer matrix method to implement the structure of the pyrochlore
lattice in an exact analytical treatment. Finally, we shall study the different contributions
in the correlations.

Worm algorithm

Among the six tetrahedron configurations available on the 2 in - 2 out manifold, four of
them with zero magnetisation along the z−axis can be grouped together, allowing the
definition of only three relevant densities of tetrahedra:

• n↑ for configurations with all spins up (no strings are passing by);

• n↓ for configurations with all spins down (two strings are passing by);

• no for configurations with half spins up and half down (one string is passing by).

Except if specified otherwise, N is the total number of spins on the pyrochlore lattice.
Additionally to these three quantities, we will also be interested in two thermodynamic
observables, namely the mean value of the magnetisation and the energy, that can be
expressed in terms of the above densities:

M = (n↑ − n↓) ∈ [−1 : +1]

E = (no − n↑ − n↓) ∈ [−1 : +1]
(III.54)

The energy E is defined up to a constant and should be multiplied by a factor 2δ that
is dropped here for convenience. Let us define the thermal average 〈...〉. In the ordered
phase, 〈n↑〉 = 1, 〈n↓〉 = 0, 〈no〉 = 0 (we arbitrarily chose the up configuration), while in a
disordered yet constrained phase, 〈n↑〉 = 1/6, 〈n↓〉 = 1/6, 〈no〉 = 2/3.

In figure III.15 we show the probability distribution function (PDF) P (M) calculated
numerically from the loop algorithm at T = Tc. In a mean field-like system, its behaviour
should reproduce the shape of the free energy with respect to the mean value of the
magnetisation M , as P (M) ∝ exp(−βG(M)) in a mean field approach.
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The data show strong evidence for P (M) being completely flat in the thermodynamic
limit. For small cubic system size, P (M) looks flat over the major part of the domain,
becoming rounded, as M approaches ±1. For N = 4000 spins we have reduced the
statistical noise in the interval −0.7 < M < 0.7 to ∆P/P < 10−3. We shall see from
the mapping onto the quantum phase transition that the multi-criticality is rigourously
obtained in the limit Lz ≫ L2

⊥. We have therefore plotted the same PDF of M for small
perpendicular size and a very long vertical one (see second panel of figure III.15). The
effect is even more dramatic than for a cube as we discover a perfectly flat PDF without
rounding close to saturation. The distribution is flat within this resolution and there is no
curvature that would indicate a 1st order transition. Increasing the system size increases
the noise, but as can be seen from the figure, the function appears to approach the flat
form predicted for the BL: P (M) = 0.5, −1 < M < 1 and zero elsewhere. For finite
system size, it will be useful to model P (M) by a rectangular function

P (M) =

{

1/2 + εN if |M | ≤ (1 − λN)

0 if |M | > (1 − λN)
(III.55)

From normalization conditions we find λN = 2εN/(2εN + 1).

As a first consequence of the multi-criticality, the numerical dynamics become sluggish
because a numerical loop takes an arbitrary long time to close on itself: since all sectors of
M are equiprobable, a single loop move of the Worm algorithm can connect two microsates
with very different magnetisation, requiring a extremely long numerical loop spanning
the system many times through periodic boundary conditions. Furthermore in order to
measure quantitatively the flatness of P (M), one needs very good statistics with a very
long Monte-Carlo time. This is why although millions of spins can be simulated for all
other temperatures, we can only afford a typical number of 4000 spins at Tc

In figure III.16 we show a parametric plot of E vs M at the transition. The curve is
parabolic and can be fitted accurately by

E = −AN − (1 − AN)M2, (III.56)

where AN is a size dependent constant. From this, taking P (M) as defined in equa-
tion (III.55) on the flat region, we can estimate the probability density P (E):

P (E) =
1/2 + εN√

1 − AN

.
1√

−AN − E
. (III.57)

This is compared with numerical data in figure III.17 for N = 32000 spins. The agreement
is excellent away from the limit E = −1 where the approximation “P (M) = cst” breaks
down. A first order transition would show up here as a double peaked structure and this
is clearly not present, giving further evidence that the pyrochlore system has the same
multi-critical behaviour as the Husimi tree.
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Figure III.15: Equiprobability of the sectors: Normalised probability distribution
function (PDF) of measuring a given value of the magnetisation M . Top: L⊥ is fixed at 4
tetrahedra while Lz is increased to reach the limit Lz ≫ L⊥ where the PDF is flattened.
Bottom: The sample has a cubic shape L = L⊥ = Lz. The dashed line represents the
expected flat probability at 0.5. The curve for L = 20 remains noisy because of a lack
of statistics due to the large size of the system. We recover a flat PDF except close to
saturation.

Finally, putting equation (III.54) into (III.56) and averaging over all M leads to an
estimate for the thermal averages in the thermodynamic limit

〈no〉 =
1 − AN

2

(

1 − (1 − λN)2

3

)

〈n↑〉 = 〈n↓〉 =
1

4

(

(1 − AN ) + (1 + AN)
(1 − λN)2

3

)

(III.58)

By measuring AN , λN , we obtain the same result as direct simulations on system sizes
up to 3.105 spins, i.e. 〈no,↑,↓〉 ≈ 0.333 ± 0.005. In the thermodynamic limit, we expect
AN , λN → 0 and thus

P (M) = 1/2, E = −M2, P (E) =
1/2√
−E

, 〈no,↑,↓〉 = 1/3 (III.59)
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Figure III.16: Energy E vs magnetisation M for N ≃ 16000 spins (blue) and N =
256000 spins (red, above the blue curve). The dashed lines are a fit to the parabola (III.56).

This result is at first sight surprising, because it differs from the Husimi tree where
〈no〉 = 1/2, 〈n↑,↓〉 = 1/4 (see below equation (III.37)), whereas both numerical and an-
alytical entropies are equal at T+

c (see figure III.12). It would indeed be a remarkable
coincidence that the hexagonal loop correlations missing in the Husimi tree could jus-
tify this discrepancy for two systems with the same flat free energy and entropy. The
explanation comes in fact from the scaling limit of the tetrahedron density above Tc. Fig-
ure III.18 shows 〈no(T > Tc)〉 for different system sizes. As N increases, 〈no〉 approaches
1/2, as T → Tc. Defining Tc(N) as the temperature for which 〈no(N)〉 = 1/2, we find a
power law scaling for the reduced temperature t0 = (Tc(N) − Tc) /Tc ∼ N−α, α ≈ 0.41,
as shown in the inset of figure III.187. Hence in the thermodynamic limit 〈no〉 jumps
discontinuously from 1/2 to 1/3.

Hence numerical analysis of the 3d spin ice system confirms our results from the Husimi
tree, but as previous work by Lieb [Lie67a] and Nagle [Nag69] have shown the possibility
to study this model exactly, we have endeavoured to construct a rigourous proof of its
multi-critical nature, with the satisfaction to discover it was possible to implement the 3d
structure of the pyrochlore lattice.

7We do not have an explanation for the value of this exponent. To understand it requires additional
work.
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Figure III.17: Probability distribution of the energy P(E) for N ≃ 32000 spins
averaged over 9.106 loops. The red curve is a fit of equation (III.57).

III.4.c Rigourous proof: Transfer Matrix method

We have generalised the 2d transfer matrix method introduced in the precedent chap-
ter II.5 for the 3d pyrochlore lattice, following the technique developped in [Pow08] where
the authors constructed an effective hopping Hamiltonian characterising the Kasteleyn
transition in spin ice. Here we shall nevertheless follow a different approach, consider-
ing the exact classical Hamiltonian on the constrained manifold as the symmetry of our
problem allows a rigourous treatment.

We shall at first define the mathematical notations and present the Perron-Frœbenius
(PF) theorem, an essential tool to determine the maximal eigenvalue of non-negative
matrices. We shall then prove the necessary hypotheses of this theorem before discussing
the physical interpretation of our result. Most of the mathematical theorems used here
are extracted from the very detailed book by Minc on “Non-Negative Matrices” [Min88]
while some definitions come from the “Handbook of Matrices” by Lütkepohl [L9̈6].

Definitions

Our goal is to define a transfer matrix T that connects a layer in the (x, y) plane (or (001)
plane) with N spins to the one just above8: the z direction is equivalent to an imaginary
time for the quantum critical point (see [Pow08] and figure III.19). As presented in II.5,

8Now N represents the number of spins in a plane, not in the whole system. In general, most of the
reasoning in this subsection will be made for 2d layers, the third dimension being recovered by piling the
(001) planes up.
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Figure III.18: Density of tetrahedra: Evolution of 〈no〉 with report to T/TK

obtained with the Worm algorithm for different sizes of the system: N =
{864, 4.103, 3.2104, 2.56105, 4.106}. The dashed line gives the 1/3 value at T = TK. The
inset gives the evolution of the reduced temperature (Tc(N) − Tc) /Tc as a function of
N−α.

the coefficient Ti,j is the Boltzmann weight (or non-normalized probability) to go from
configuration i on layer z to configuration j in the upper plane z + 1. But since we are in
a pyrochlore lattice, the upper plane is not directly above the one below, rather there is
a rotation of π/2 [Pow08]. We can thus only recover the same lattice structure after four
steps and it will be useful to consider the matrix T 4 (see figure III.19).

From a mathematical point of view, the matrix T is an endomorphism since the image
of the set of possible configurations E by action of T remains in the same set E . This
means that we are going to perform a reduction of endomorphism by considering the
diagonal blocks Tℓ that describe the possible evolution of a configuration of ℓ strings from
one plane to the next (see the matrix below).

T =

T1

T2

Tℓ
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Figure III.19: 3d Transfer Matrix: Left: The pyrochlore lattice where a (001) plane is
depicted. Right: the pyrochlore lattice seen as a stack of (001) planes rotated by an angle
of π/2: we recover the same plane after 4 steps. Each layer is a distorted square lattice
with nearest neighbour distance rnn in one direction and 2 rnn in the orthogonal one (see
figure I.8 for the notation).

This reduction is only possible because the number of strings is conserved along the
z direction in absence of topological defects; a string cannot be divided (and forms a
ramification), nor can it melt itself into another one. The dimension of the subspace or
sector Eℓ defined by a block Tℓ is the number of ways to place ℓ indistinguishable strings
among N sites, i.e. Cℓ

N . If we label each site by an integer r = 1..N , it is then possible
to define a configuration Rℓ by the set of positions [r1, r2, ..., rℓ] where the strings crosses
the plane. Rℓ is of course a vector of Eℓ, and the Cℓ

N possible combinations of Rℓ form a
orthonormal basis of Eℓ.

We can now define our model, using the same Boltzmann factors as in the 2d case :

• a tetrahedron with no strings has a weight of 1;

• a tetrahedron with 1 string has a weight of Γ = e−βǫ where ǫ = 4δ;

• a tetrahedron with 2 strings has a weight of 1.

Since this model respects a Z2 symmetry by flipping all the spins at once, the results
should be the same for ℓ or N − ℓ strings. We shall thus only consider the matrices with
ℓ ≤ N/2. Because of the structure of the unit cell of a pyrochlore lattice, N is always
even.

Although the analytic expression of the eigenvalues for all sectors is tractable in 2d
using the Bethe Ansatz [Lie67a], it turns out to be technically impossible (as far as we
know) in 3d. However in the limit Lz → ∞, the maximal eigenvalue is the only relevant
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one (see section II.5) and is computable using (a version of) the Perron-Frœbenius (PF)
theorem :

Theorem: If a square matrix T of size n and coefficients Tij is non-negative,
irreducible and primitive, then there exists a unique positive maximal eigenvalue
λmax (∀ eigenvalue λ ∈ C, |λ| < λmax), such that

min
i

(

n
∑

j=1

Tij

)

< λmax < max
i

(

n
∑

j=1

Tij

)

(III.60)

where the “ <′′ sign becomes “ =′′ if the minimum row sum is equal to the maximum
one. The corresponding eigenspace is of dimension 1 and λmax is a simple root of
the characteristic polynomial.

First of all, we need to prove the different hypotheses of this theorem: the first one
(non-negative) is trivial, since the coefficients of T are Boltzmann weights, they must be
real and non-negative, but the proof of irreducibility and primitivity is a more subtle task.

Proof of the irreducible and primitive character

If all coefficients Tij were strictly positive, the problem would be immediately solved. Un-
fortunately most configurations of two successive layers cannot be connected and Tij can
be equal to zero. We thus need to use another theorem:

Theorem : A necessary and sufficient condition for a non-negative matrix Tℓ to be ir-
reducible and primitive is that T k

ℓ be positive for some positive integer k.

A physical interpretation of this condition is that from any initial configuration with ℓ
strings, after a finite number of steps k in the z-direction, all configurations with ℓ strings
are probable. This condition may look evident; if we consider a single string, since its
evolution is a random walk in 2d, then we can see that after a necessary finite time t (or
step k) the string can go through any possible site, as long as the perpendicular size of
the system in the (x, y) plane is finite. However its generalization with ℓ strings is rather
tedious, essentially because the pyrochlore lattice is not a superposition of identical 2d
lattices. The demonstration is illustrated with the following figure III.20.

This figure shows a 2d projection of four consecutive layers if one looks towards the
z-direction ; the 5th layer is thus the same one as the first (red) one (see figure III.19 for
a 3d version). On the left, we simply enumerate the way we arbitrarily chose to index the
sites on each plane. It is important that the numbering remains the same on each layer
after a clockwise rotation of π/2, as this is the condition to have the same expression for
the transfer matrix T between each plane !

Let us consider an initial configuration Rℓ = [r1, r2, ..., rℓ] on the first (red) layer. Each
site is paired with one of its neighbours (see the ellipses on the figure on the right) because
they are part of the same tetrahedron in the 3d pyrochlore lattice. Thus, if each string
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Figure III.20: 2d projection of the pyrochlore lattice: Each site represents a spin
and each color is a different layer. The 2d projection of a tetrahedron is given by the
ellipses on the right panel.

going through a site a (resp. b) follows the clockwise spiral path A (resp. B), then we
can recover the same configuration after 4 steps, because two strings will then never be
in the same site at the same time during this process (which would be impossible). In
fact, there are many different ways to remain in the same configuration after 4 steps, but
here we only want to prove that there is always at least one. Since ℓ ≤ N/2, the plane
is not completely filled with strings and there always exists a site rj such that rj + 1 is
not part of the vector Rℓ (see the numbering on the left figure). By following path C
(or D because of periodic boundary conditions), rj can go to rj + 1 in 4 steps while the
ℓ − 1 other strings can end up on the same position following a spiral of type A or B,
without crossing each other on the same site at the same “time”. Thanks to the periodic
boundary conditions, it is easy to show that by changing a site rj into rj + 1 every 4
steps, a vector Rℓ can become any possible configuration after a finite number of k steps,
where k is a multiple of 4 in our argument. Since there is a finite probability to remain
in the same configuration after 4 steps, all the possible configurations become probable
after kmax iterations; thus

(

T kmax
)

ij
> 0 ∀i, j. Hence T is irreducible and primitive !

Critical transition of ∞-order

Now that we can use the Perron-Frœbenius theorem (III.60), we need to calculate the
row sums for each of the diagonal blocks of the transfer matrix. We can define for each
configuration, ℓ1 (resp. ℓ2) the number of strings which are going to enter alone (resp.
by pair) in a tetrahedron, giving ℓ = ℓ1 + ℓ2 with ℓ2 even. According to our model, the
energy cost of such a configuration is ℓ1 ǫ. If a tetrahedron is spanned by two strings,
then both spins on the upper layer are necessarily down, whereas a single string leaves
two possibilities. It means that the row corresponding to a given configuration or vector
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contains 2ℓ1 terms which are all equal to Γℓ1 = e−β ℓ1 ǫ: its sum then gives (2Γ)ℓ1. Whether
2Γ is larger or smaller than 1, this sum diverges or goes to zero with ℓ1. We can then

define a critical temperature Tc =
ǫ

ln 2
⇔ 2Γ|Tc

= 1 such that :

• ∀ T < Tc, (2Γ)ℓ < λmax < (2Γ)0 = 1 : the maximal eigenvalue of any sector is
vanishing in the thermodynamic limit except for ℓ = 0. The partition function
is Z(Lz → ∞) = 1 corresponding to the frozen state with no strings and
saturated magnetisation.

• for T = Tc, λmax = 1, ∀ℓ : the maximal eigenvalue corresponds to an
eigenspace of dimension 1 and is the same for all sectors: all sectors are
equiprobable in the limit Lz → ∞, whose direct consequence is a flat free
energy for all values of the magnetisation. The transfer matrix is stochastic
(and even ergodic, see definition in [L9̈6]), which means that the corresponding
eigenvector is (1, 1, ..., 1) and hence all configurations within a given sec-
tor are also equivalent. These are the central results of our demonstration.

• ∀ T > Tc, 1 < λmax < (2Γ)ℓ : the maximal eigenvalue for any non-zero
number of strings is bigger than the one corresponding to the fully saturated
state. The system is able to relax.

If ℓ is odd, we can replace the 1 by 2Γ in the above inequalities, but it does not
make any difference in the result. Above Tc the block matrix with N/2 strings and zero
magnetisation has the highest upper boundary and is thus the most reliable candidate to
have the highest maximal eigenvalue, but our method is not sufficient to prove it. The
perpendicular size of the (001) planes can be taken as large as desired but must remain
finite in order to ensure irreducibility and primitivity of the matrix T and the specific
nature of this transition thus only appears when Lz ≫ L⊥.

A comment on the diagonalisability

Since the transfer matrix is not real and symmetric, it is not clear if it is diagonalisable or
not; in fact a rapid check for the simplest non-trivial case N = 8 and ℓ = 1 shows T is not
diagonalisable. However as for any real matrix, T is similar to a matrix J in Jordan form
with complex numbers (see equation (III.61)). Hence T k and Jk are also similar and the
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trace being similarity-invariant, we have the partition function Zk = Tr
(

T k
)

= Tr
(

Jk
)

.

T ∼ J ≡
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(III.61)

By definition of the Jordan matrix, the diagonal terms of Jk must be λk
i where λi is one

of the eigenvalues of J . Additionally since the maximum eigenvalue λmax is a simple root
of the characteristic polynomial of T (see PF theorem), and thus of J , there is one and
only one Jordan block of size 1 with eigenvalue λmax, all the other Jordan blocks having
diagonal terms strictly smaller than λmax. This proves that even if T is not diagonalisable,
we have the following partition function for a system of k vertical layers

Zk = Tr
(

T k
)

= λk
max +

∑

λk
i (III.62)

where the first term is dominant in the limit k → ∞. As mentioned above, J can have
complex coefficients but since T is a real matrix, each complex eigenvalue is paired with
its conjugate and the global trace remains of course real.

Physical Insight

We have tried to be as rigourous as possible here but it may have been at the expense of
clarity. This is why we shall try to summarize our method from a more physical point of
view. The only energy excitation above the fully saturated ground state is the apparition
of tetrahedra spanned by a single string, and all tetrahedra contribute to the same en-
tropic gain, i.e. T ln 2. This is the crucial difference with the Kasteleyn transition where
tetrahedra occupied by two strings bring another energy level (see figure II.2) and no en-
tropy. Hence at the transition when the unique entropic scale (Tc ln 2) cancels the unique
energy excitation (4δ), all types of tetrahedra, all sectors and all configurations within
a sector become equivalent: this is why the maximum eigenvalue for each sector is the
same and corresponds to a “uniform” eigenvector (1, 1, ..., 1). Additionally the pyrochlore
lattice is “ergodic” in the sense that any two configurations of 2d (001) layers within the
same sector (i.e. crossed by the same number of strings) can be connected given a long
enough vertical separation between them (or long enough “imaginary time to diffuse”):
this is why the matrix is irreducible and primitive and the maximum eigenvalue is unique,
preventing the promotion of one sector over another one.
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Extension to other models

The Kasteleyn transition does not have this up/down symmetry which is the reason why
the transition is different, and why a small but finite magnetic field immediatly lift the
multi-critical point. However the same argument can be carried out and proves that the
system remains frozen until TK and can relax for higher temperature.

The 6-vertex model on a pyrochlore lattice is of course special because it describes real
systems such as KH2PO4 or spin ice, but from a statistical point of view, it is interesting
to note that this argument can be generalised for a more general (but less realistic) class
of vertex models. Let us for example consider a lattice of vertices with p legs (p is even
and equals 4 for KDP) in d dimensions. The transfer matrix will now connect the degrees
of freedom of two consecutive hypersurfaces of d − 1 dimensions. A first requirement is
to have what we shall call an ergodic lattice, which means that any two configurations
are related by a finite number of steps and ensures the hypotheses of irreducibility and
primitivity of the transfer matrix. This is true for the square or checkerboard lattice in
2d or the cubic lattice in 3d. This condition is useful for the application of the full version
of the PF theorem, but the important point is for the matrix to be stochastic at a certain
temperature Tc. Let us note ℓi the number of vertices crossed by i strings in a given
configuration (i = 0, . . . , p/2). For each vertex, there are Ci

p/2 combinations for i strings

to go out, which gives
∏p/2

i=0

(

Ci
p/2

)ℓi

possible configurations for the entire hypersurface.

Let us define ǫi the energy of a vertex spanned by i strings and Γi the corresponding
Boltzmann weight. The total energy of a given hypersurface is

Ehs =

p/2
∑

i=0

ℓiǫi (III.63)

and the sum of the coefficients in a column of this transfer matrix is





p/2
∏

i=0

Ci
p/2





ℓi

exp



−β

p/2
∑

i=0

ℓiǫi



 =

p/2
∏

i=0

(

Ci
p/2 Γi

)ℓi (III.64)

Thus if the energy of a vertex is ǫi = Tc ln Ci
p/2 which makes zero for 0 or p/2 strings, then

the transfer matrix is stochastic at Tc ! This condition looks quite peculiar, but in the case
of the cubic lattice with p = 6 legs9, we can define a single energy ǫ corresponding to one
or two strings and we will obtain the same kind of KDP transition at Tc = ǫ/ ln 3. This
model has been studied by Ellout & Maaskant [Elo95] who showed that the transition was
discontinuous using the same method as Nagle in [Nag69], but now we are in a position
to expose the true multi-critical nature of this transition.

This method is very efficient since it enables us to study the so-called inverse KDP
model introduced by Wu [Wu68] and Glasser [Gla69], where we consider ǫ < 0. We
immediatly see that the maximal eigenvalue is now always strictly larger than 1 (since

9The transfer matrix then connects two successive layers orthogonal to the [111] direction.
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2Γ > 2) and the transition has disappeared, as predicted by Wu and proved by Glasser
in 2d. This is easy to see from a Kasteleyn argument, as there is no competition between
entropy and energy.

This transfer matrix method can also be used in order to study the quantum analogue
of the KDP model that allows among other things the extraction of analytical expression
for the correlation functions, as for the Kasteleyn transition [Jau08, Pow08].

III.4.d Mapping onto a quantum phase transition

The calculations in this subsection have been performed by J.T. Chalker and are repro-
duced in this thesis for the purpose of completeness. Furthermore from these results, we
managed to justify the multi-criticality not only in the limit of infinite vertical size Lz ,
but also in the “cubic” thermodynamic limit with L⊥ = Lz.

This method follows Lieb’s original idea of 1967 [Lie67a] who mapped the 2d KDP
model onto the XXZ Heisenberg chain that had been solved the year before by Yang &
Yang [Yan66]. The same analogy can be carried out on our 3d system mapping onto the
2d XXZ Heisenberg ferromagnet with spin operators 1/2

H = −
∑

〈i,j〉
J
(

ŝx
i ŝ

x
j + ŝy

i ŝ
y
j

)

+ D ŝz
i ŝ

z
j (III.65)

where the z-axis is taken as the imaginary time for the propagation of strings. Even if
the details of the pyrochlore lattice can be implemented [Pow08], a more straightforward
calculation on the square lattice with N sites is sufficient for obtaining an insight of
this quantum phase transition that occurs at the isotropic Heisenberg point with SU(2)
symmetry when D = J , between the Coulomb phase with U(1) symmetry (D < J at
high temperature T for the classical model) and the frozen phase (D > J at low T ). If
we define the Fourier transform as

Sα
k =

∑

i

ŝα
i e−ik·ri (III.66)

where α is a cartesian coordinate and k is a 2d wave vector, then equation (III.65 )can
be rewritten at the critical point J = D

H =
1

N

∑

k

ǫ(k)

(

1

2

(

S−
−kS

+
k + S+

−kS
−
k

)

+ Sz
−kS

z
k

)

(III.67)

with

ǫ(k) = −J

2

∑

δ

e−ik·δ (III.68)

where δ denotes the vector between nearest neighbours. Let S(S + 1) and M be respec-
tively the eigenvalues of S2 =

∑

α (
∑

i s
α
i )2 and Sz =

∑

i ŝ
z
i = Sk=0 where 0 6 S 6 N/2
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and −S 6 M 6 S. One of the ground states is |S = N/2, M = N/2〉 with all spins aligned
along the z-axis. Since

[

H, S−
0

]

= 0, all eigenvectors |S = N/2, M = −N/2 · · ·N/2〉 have
the same zero energy: a spin flip in the 2d quantum system is analogue to a string in
the 3d statistical problem and represent different sectors of the magnetisation. But this
analogy allows us to go beyond our precedent result and e.g. study the scaling limit for
a system of size L⊥ × L⊥ × Lz.

The first possible excitation is a single magnon state of energy

E(k) = ǫ(k) − ǫ(0) ∝ |k|2 (III.69)

Its Boltzmann weight is e−E(k)·Lz and since the smallest value of |k| is ∼ 1/L⊥, we need
very anisotropic samples Lz ≫ L2

⊥ to suppress it. This explains why the probability distri-
bution function (PDF) of the magnetisation is perfectly flat for a finite rectangular system.

However following a similar reasoning, we managed to generalise this argument for
cubic systems and to explain why the PDF of M becomes rounded close to M = ±1 (see
figure III.15). To do so, we assumed the absence of interactions between magnons, which
allows an estimate of the energies

Eη ≈ Eq1
+ ... + Eqη (III.70)

where η is the number of magnons in the excitation. The important point is that within
this approximation where we neglect magnon-magnon interaction, this energy only de-
pends on the wavevectors of the magnons and their number η. Hence the energy spectrum
is almost the same for all sectors, but with the crucial difference that a sector with n strings
allows excitations with up to n magnons. Since Eq ≈ α k2 for small k, the minimum ex-
citation for η magnons is E min

η ≈ η α′/L2
⊥. The contribution for such excited states is

then proportional to

exp

(

−α′ η Lz

L2
⊥

)

(III.71)

For a cube in the thermodynamic limit (L⊥ = Lz = L ≫ 1/α′), multi-magnon excitations
with η ≫ L become negligible according to equation (III.71). We can consider that
all sectors with a number of strings n ≫ L have access to the same energy
spectrum and are then equiprobable. This cut-off is similar to a Fermi level, except
that it is not due to a particle number here but to the macroscopic size of the excitations
leading to a macroscopic gap for some multi-magnon excitations. Since the magnetisation
is M = (N −2n)/N , where N is the number of spins in a (001) plane, the equiprobability
is valid for

M ∈
[

−1 +
2√
N

; 1 − 2√
N

]

(III.72)

The domain of non-validity then disappears in the thermodynamic limit. This argument,
even though it is approximate, is in qualitative agreement with figure III.15 and suggest
the possibility to observe such a transition in a spherical crystal where all three
directions have the same size.
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Calculation of the correlation

Even if we might recover the multi-critical point of ∞−order for a cubic system in the
thermodynamic limit, we must consider the anisotropic limit Lz ≫ L2

⊥ in order to calculate
an analytical estimate of the two-points spatial correlation

C(r⊥, z) ∝ 1

z
exp

(

− r2
⊥

ζ z

)

(III.73)

where z and r⊥ are respectively the distance along the [001] direction and in the (001)
plane. ζ is a length characteristic of the microscopic details of the model. The inherent
anisotropy of our problem provokes three distinct behaviours in the correlation:

• r⊥ > 0, z → 0: C → 0, there are no correlations between strings in the plane;

• r⊥ = 0, z > 0: C ∝ 1/z is the signature of the self-interaction of diffusive
strings;

• r⊥ > 0, z > 0: the correlations decrease exponentially fast away from the
[001] direction with a typical correlation length ξ ∼ √

z characteristic of a 2d
random walk.

It is intriguing to recover the same kind of correlation as for the Kasteleyn transition in
diluted regime (close to the critical point, see [Jau08, Pow08]). This is because in the
latter, the strings are far enough from each other to avoid contact and they behave as
if they were alone (self-interaction), whereas at the KDP multi-critical point, the subtle
equilibrium between energy cost and entropy gain makes the strings invisible to each
other; on average the surrounding of each string is like a vacuum and self-interaction is
the only relevant correlation.

The absence of correlations in the (001) plane is a direct consequence of our transfer
matrix results III.4.c where we proved that the eigenvector corresponding to the maximal
eigenvalue is (1, 1, . . . , 1); if all configurations within a given sector are equiprobable, then
it means that the orientation of the spins is randomly distributed over the whole plane
and the correlation (III.50) can be easily calculated. Let us define N↑ and N↓ respectively
the number of up and down spins in a plane which are conserved for all layers in the
system on the constrained manifold. We have N = N↑ + N↓ and M = (N↑ −N↓)/N . The
correlation can then be directly computed on a (001) layer

C(r) =

〈{(

N↑
N

N↑ − 1

N − 1
+

N↓
N

N↓ − 1

N − 1

)

−
(

2
N↑ N↓

N (N − 1)

)}

− M2

〉

=

〈

M2 N

N − 1
− 1

N − 1
− M2

〉

=

〈

M2 − 1

N − 1

〉

= − 2/3

N − 1

≈ −1/3

L2
⊥

(III.74)

C(r) is thus indeed independent of r and is equal to zero apart from a negative finite
size contribution, because of a cavity-like term, in the sense that we shall not count the
correlation of the spin with itself.
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III.4.e Correlations

From our discussion in subsection III.4.b and III.4.d, we expect a competition between
two contributions in the correlation:

• the scaling function C(r) = g(r) − gMF = gsc(r) ∝ 1
L

f2

(

r
L

)

for a 3d cubic system;

• the self-interaction of strings of equation (III.73) in the limit Lz ≫ L2
⊥.

These behaviours can be tested using the Worm algorithm.

Mean Field critical behaviour

C(r) is plotted in figure III.21 for different system sizes L; here we chose r = r⊥ in the
(001) plane. In the upper panel, as C(r) is not zero, we clearly see that this function does
not follow equation (III.73) for the self-interaction of strings, as expected since we are not
in the limit Lz ≫ L2

⊥. Hence there must be another source of correlations and the scaling
on the lower panel C(r) · L vs r/L seems to confirm the presence of critical correlations
above the upper-critical dimension gsc(r).

However the same scaling does not hold if we consider r = z in the vertical direction.
This proves that our mean field arguments need to be revised by taking into account
the inherent anisotropy of the system. This can be done by defining two characteristic
correlation lengths: ξ// ∼ t−ν// propagating along the z−axis and ξ⊥ ∼ t−ν⊥ in the
orthogonal plane. Following [Bha91b], one would expect that ν⊥ = 1/2 (characteristic
of a 2d random walk) and ν// = 1 representing the self-interaction of strings for the
Kasteleyn transition. In this context, the new hyper-scaling relation with γ = 1 and
β = 0 gives

γ + 2 β = (d − 1)ν⊥ + ν// ⇒ dc = 1 (III.75)

The upper-critical dimension is then reduced by one due to the anisotropy. As the system
is however homogeneous in d − 1 dimensions and with ν⊥ = 1/2 a priori, this might
explain why the scaling form of gsc(r) is respected in the plane.

Self-interaction of strings

Now we shall turn our attention towards longer systems with Lz ≫ L2
⊥. In figure III.22

is plotted the correlation function C(r⊥, z): there is indeed no correlations when z = 0,
except for a finite size cavity effect (see equation (III.74)) and we clearly see an expo-
nential decay following equation (III.73) on the left panel whose y-axis is on a log scale.
Additionally there is an effective “light cone” because the discreteness of the pyrochlore
lattice hinders a string to propagate on an orthogonal distance r⊥ bigger than a typical
length scale ℓ(z) ∼ z, i.e. C(r⊥ > ℓ(z), z) = 0.

Finally, one can check the evolution of the cavity term that should scale like 1/L2
⊥;

this is confirmed in figure III.23.



126 III Topological phase transitions

-0.02

 0

 0.02

 0.04

 0.06

 0  0.2  0.4  0.6  0.8  1

C
(r

⊥
,z

=
0
)

r⊥/L

L=12
L=16
L=20
L=24
L=28
L=36
L=44
L=60

-0.2

 0

 0.2

 0.4

 0.6

 0.8

 0  0.2  0.4  0.6  0.8  1

C
(r

⊥
,z

=
0
) 

. 
L

r⊥/L

L=12
L=16
L=20
L=24
L=28
L=36
L=44
L=60

Figure III.21: Mean Field critical correlations for a cubic system of size L: we plot
the correlation in the (001) plane as a function of r⊥/L. Top: C(r) is not zero which
proves the existence of critical correlations. Bottom: the scaling of C(r) agrees with the
expected form gsc(r).

We should add as a conclusion on this subsection on the correlations that dipolar-like
correlations are still expected in the Coulomb phase for T > Tc.

This theoretical study of the KDP phase transition is now finished and we will use the
last subsection to discuss the relevance of this phenomenon for experiments.

III.4.f Experiments

The experimental realisation of the KDP model in spin ice materials is not as straightfor-
ward as for the Kasteleyn transition where a simple magnetic field was necessary. As the
required bond distortion only concerns the (001) layers, chemical disorder cannot be used.
In fact the most standard realisation for this kind of distortion consists in a uniaxial pres-
sure along the [001] axis, as moving the atoms closer or further apart will necessarily cause
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Figure III.22: Anisotropic correlations: The system size is L⊥ = 14 tetrahedra and
Lz = 196. Left: Spatial correlation C(r⊥, z) vs r⊥/L⊥, the distance between two spins in
the (001) plane. The different curves represent different values of z = 0 (×), 2 (•), 4 (�),
6 (N), 8 (+), 10 (H).The symmetry of the figure is due to periodic boundary conditions.
We clearly see the two-stage process, with exponentially decaying correlations on short
distances that become rigourously zero afterwards (in fact slightly negative due to finite
size effects, see main text). Right: Zoom of the left part of the main panel to test
the scaling of equation (III.73); C · z vs r2/z on a log-lin scale. The result is in semi-
quantitative agreement. The possible reasons of discrepancy can be the discreteness of
the lattice that fails to reproduce the complexity of the continuous function (III.73) or
the vertical size Lz that is not large enough (here Lz = L2

⊥).

an anisotropic variation of the interactions (see figure III.24). But this raises an important
question: by symmetry of the pyrochlore lattice, such pressure will affect the two fully
saturated configurations along the [001] axis differently from the four others with mag-
netisation in the (001) plane, but will the former be favoured or not by applying pressure ?

This is indeed a legitimate question, as the origin of the effective nearest neighbour
interaction is double (see equation (I.46))

Jeff = Dnn + Jnn =
5D

3
+

J

3
(III.76)

Being of dipolar origin, the geometry of the pyrochlore lattice ensures a positive value of D
for all possible spin ice compounds while J can vary greatly from one material to another.
For Titanate-based compounds, the exchange coupling is antiferromagnetic and J is thus
negative [dH00] whereas it is positive for Ho2Sn2O7 [Kad02] and Pr2Sn2O7 [Zho08a] (if
this crystal proves to be a good realisation of the spin ice model in the future, see sub-
section I.3.f). However the nature of the transition requires a single crystal phase, which
is not available for Stannate compounds, as a perfect Z2 symmetry is impossible for a
powder sample, even locally. We must then deal with D > 0 and J < 0.

We will try to predict the evolution of Jeff with pressure, but even if computing the
pressure dependence of D is feasible, it will turn out to be a very complex task for J . We
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Figure III.23: Finite size effects in the correlation: C(r⊥, z = 0) (which is indepen-
dent of r⊥) as a function of 1/L2

⊥. The scaling of equation (III.74) is confirmed with a
slope of −0.32.

shall first present our theoretical arguments and their limits, before analysing one of the
only two papers on spin ice under pressure by Mito & al. [Mit07] that seems to confirm
the relevance of uniaxial pressure.

Theoretical prediction

First of all we need to know the geometrical lattice distortion, i.e. if we compress along
the [001] axis with an axial strain ǫaxial, what will be the resulting transverse deformation
ǫtrans ? This is given by the Poisson ratio of the crystal

ν ≡ −ǫtrans

ǫaxial

(III.77)

For most materials, this ratio is typically of order 0.2 − 0.5 but ν does in fact highly
depend on the experimental set-up. Following the method of [Mae00, Mit07], it is even
possible to suppress the Poisson effect (ν = 0) by setting the crystal in an epoxy resin
that will make the transverse dilatation negligible (ǫtrans ≈ 0).

If Lz(P ) is the size of the system in the [001] direction under pressure P , then we
shall define the deformation parameter ǫ such that Lz(P ) = ρ Lz(P = 0) with ρ = (1− ǫ).
Let us also define the anisotropic dipolar term Dx, Dy, Dz appearing in the definition
of Jeff (III.76) corresponding respectively to the nearest neighbour bonds orthogonal to
the x =[100], y =[010] and z =[001] axes. By symmetry we have Dx = Dy and we
want Dx > Dz in order to fulfil the requirements of the KDP model with δ > 0 (see
Hamiltonian (III.2)). As described in figure III.24, we assume that the spins remain
on the vertices of the pyrochlore lattice, pointing towards the centre of one of the two
adjoining flattened tetrahedra. Following the expression of the dipolar interaction (I.44),
this allows a tedious but otherwise quite easy calculation of the dipolar contribution δdip
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in the bond distortion δ

Dz = D
ρ2 + 4

ρ2 + 2
, Dx = D

2ρ2 + 3

ρ2 + 2

√

2

1 + ρ2

3

(III.78)

δdip = Dx − Dz ≈ 5D

3

33

30
ǫ ∼ Dnn ǫ (III.79)

obtained from a linear expansion valid for ǫ . 5%. δdip is thus positive as expected from
a naive argument on a 1/r3 interaction and is directly proportional to the deformation ǫ
with a factor of order unity.

On the other hand, the exchange coupling between spins is believed, within a good
approximation, to decrease exponentially as a function of distance between spins [Zas77,
Bra90], but a rigourous calculations of this dependence is nearly impossible for 4f atomic
orbitals on the pyrochlore lattice. In a nutshell, we can say that both dipolar and exchange
contributions get stronger for shorter distances, but the exponential antiferromagnetic ex-
change modification seems to overcome the algebraic dipolar ferromagnetic change which
would then give rise to a negative value of δ. In this case a uniaxial pressure would re-
sult in the opposite effect that we are looking for the KDP transition, which would then
require either a bi-axial pressure along the [100] and [010] axes, or a uniaxial stretching
along the [001] direction; unfortunately such experiments are a priori non-realistic for
a magnetic crystal. However we must be very cautious with this argument as we have
made a very rough approximation for the distance dependence of the exchange coupling.
Hopefully, the experimental paper by Mito & al. might give us a better hint about the
influence of pressure.

Experimental analysis

As far as we know, there have only been two papers who studied spin ice under pressure.
Mirebeau & Goncharenko studied Ho2Ti2O7 but only in a uniform pressure and is thus
not relevant to our problem. We should nonetheless note that this compound remains
disordered down to 1.4 K and up to 6 GPa, as opposed to the potential quantum spin ice
material Tb2Ti2O7 that undergoes a remarkable partial Néel ordering at 2.1 K under uni-
form pressure [Mir02], whereas it remains a spin liquid down to 50 mK otherwise [Gar03].

In the second paper [Mit07], the authors measured the magnetisation of Dy2Ti2O7 at
1.7 K in a magnetic field parallel to the applied pressure and for different directions [001],
[110] and [111]. Their result is summarised in their figure 2 that we reproduced here for
clarity. ∆M is negative and saturated for high field where all spins are up, because as
we can see on the schema III.24, the pressure tends to tilt the spins in the (001) plane
and thus makes their [001] component along the field smaller, giving ∆M < 0. But the
noteworthy particularity of the [001] axis is that ∆M becomes positive for small field;
the configuration with all spins up is then favoured by the uniaxial pressure suggesting a
degeneracy lift of the 2 in - 2 out ground state in favour of the up/down fully saturated
configurations as stated by Mito & al. We should yet be cautious as this magnetisation
shift might as well be explained by a modification of the demagnetisation effect due to a
deformation of the sample. According to appendix B and using the same notations, we
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Figure III.24: Uniaxial pressure: Rare-earth ions in two successive (001) planes will
be brought closer to each other, leading to a modification of their nearest neighbour
interactions with respect to the bonds in the (001) plane. If we assume that the spins
remain aligned along the (dashed) line joining the centres of neighbouring tetrahedra,
then a compression along the z−axis will result in a diminution of the z−component of
the magnetisation, and an increase of the x− and y−component. Hence a measure of
the saturated value of M in high magnetic field should directly give the extent of the
geometrical compression.

have the following relation between internal and external magnetic field

Hext = Hint + d M (III.80)

And yet, since a reduction of the crystal size in the [001] axis will increase the demagneti-
sation factor N in this direction, it means that for a fixed value of Hext, demagnetisation
effect will tend to diminish the magnetisation M . As we do in fact measure an increase of
M (∆M > 0 for small field), this means that this phenomenon of enhanced susceptibility
∆M/∆Hext is even larger than observed, once the demagnetisation effects are subtracted.

Hence according to these experimental data and as opposed to our naive theoretical
argument exposed above, a uniaxial pressure along the [001] axis does favour the up/down
fully saturated configurations as required for the KDP model. An unambiguous confir-
mation would be to measure the magnetisation M parallel to an external field in the [100]
or [010] orientations and for an orthogonal pressure axis [001]. We should then observe:

M(0, h001) > M(P001, h010) = M(P001, h100) (III.81)

for small fields, as the saturated value of the magnetisation in the plane orthogonal to the
uniaxial compression is made larger (see figure III.24).

Similar behaviour has been recognised in Ho2Ti2O7, but no details were given in the
paper [Mit07].
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Figure III.25: Dy2Ti2O7 under uniaxial pressure: Relative difference of the magneti-
sation ∆M(H) = (M(Pmax, H) − M(0, H))/M(0, H) as a function of H , both P and H
being applied in the same direction. The figure has been extracted from [Mit07].

Presence of defects

As opposed to the Kasteleyn transition, the presence of defects, necessary for equilibration
(see next chapter), and of long range dipolar interactions will not make the transition
disappear, but shall simply make it 2nd order instead of a multi-critical point of ∞−order.
Hence because there is no symmetry breaking field, traces of the KDP transition can be
measured even out of the topologically constrained manifold.

Unfortunately, we have to face here a problem that was absent for the Kasteleyn
transition; it was easy to apply a high magnetic field with report to Jeff ∼ 1K, but
it is much more difficult to make δ large enough in order to translate the transition
temperature in a regime where spin ice remains dynamical. For example for Ho2Ti2O7,
we have Jeff = 1.8 K and the system is frozen below Tf ∼ 0.7 − 0.8 K. If δ can be made
of the same order as Tf then the transition should be observed. Chemical pressure might
also be an interesting way of investigation. Neutron scattering experiments might also
be able to see the development of long range order in the scattering function, at least on
microscopic length scale.





IV Constrained Monopoles
Dynamics

IV.1 Presentation of the problem

IV.1.a Magnetic monopoles

As the preceding chapter has been essentially devoted to the constrained 2 in - 2 out
manifold whose degeneracy is only slightly lifted by long range dipolar interactions (see
subsection I.3.c), it was acceptable to consider only the nearest neighbour spin ice (NNSI)
model. In order to give a simple and qualitative picture of this material, we shall at
first continue to use this NNSI model; but since we are now going to be interested in
magnetic relaxation measurements performed at temperature of the same order as the
nearest neighbour effective interaction (Jeff ∼ 1 K, see figure IV.3), we shall have to deal
with the presence of local excitations out of the ground state and whose behaviour can
only be quantitatively reproduced by the dipolar spin ice (DSI) or dumbbell models (see
introduction I.3.c). We shall try to keep in mind these two aspects of spin ice, though
the comprehension of its dynamics will turn out to be much more straightforward and
elegant in the monopoles language. Let us now briefly summarise the main parallels we
can make between these two models [Cas08].

Dipolar Spin Ice Dumbbell / Monopoles

2 in - 2 out ground state vacuum

3 in - 1 out defects (local excitations) quasi-particles (monopoles)

dipolar interactions between Coulomb interactions between

magnetic dipoles magnetic monopoles

pyrochlore lattice diamond lattice

canonical ensemble grand canonical ensemble

Table IV.1: Mapping from the dipolar spin ice to the dumbbell model
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As explained in the introduction I.3.c, this mapping is exact up to quadrupolar terms.
To check this equivalence we have simulated a DSI system, starting on a random 2 in - 2
out configuration; by flipping spins, we can create and force the diffusion of a single pair
of monopoles and then compute the energy of the system for each configuration; after
averaging over a large number of initial microstates and paths of diffusion, we obtain
the potential of interaction between two monopoles of opposite charges. For a distance
r = x rnn where rnn is the distance between nearest neighbour spins, the potential can be
written [Cas08]

V (r) = −µ0

4π

Q2

r
= −Dcoul

x
, where Q =

2µ

rd
(IV.1)

where rd is the distance between two vertices on the diamond lattice (see figure I.8) and
the potential V is expressed as a function of x, giving

Dcoul =
µ0

4π

4 µ2

3
2
r2
nn

1

rnn

=
8

3
D ≈ 3.76 K (IV.2)

where D ≈ 1.41 K is given in equation (I.45). Since rd =
√

3/2 rnn, then the energy
gained by the creation of a pair of monopoles with respect to the vacuum is Vmin = −3.07
K. This potential V for the dumbbell model is compared with our numerical results for
DSI in figure IV.1 with a very good agreement; the 1/x behaviour is clearly observed and
the data perfectly respect the energy scale fixed by Dcoul. The discrepancies come from
the limit of accuracy of the dumbbell model of order 1/r5. The only fitting parameter
is the energy reference of the DSI system that can translate the numerical data up or
down. We should note that the same comparison has been made by [Cas08] in figure I.16
(we used the same units). However in the latter, they computed the energy of separation
between monopoles for a single configuration, whereas we performed a statistical average
here; this explains the small differences between our results.

The theoretical basis of these monopoles is thus clearly established. We should par-
ticularly stress that the Coulomb interaction is set by magnetic constants, hence it really
does behave like a magnetic charge. Furthermore these monopoles correspond to diver-
gences in the magnetic intensity H, or magnetic moment M, rather than in the magnetic
induction: ∇ · B = ∇ · (H + M) = 0; on all length scales above the atomic scale, a 3
in - 1 out defect appears to be a local sink in M and therefore a source of field lines in
H. Hence they are not Dirac monopoles [Jac99, Dir31], for the simple reason that their
magnetic charge is not quantified but can be continuously varied by modifying the nearest
neighbour distance between spins by applying external pressure [Cas08] and they do not
require a modification of Maxwell’s equations. However they are local excitations emerg-
ing from a topological ground state and they interact via an effective magnetic Coulomb
law (see equation (IV.1) and figure IV.1). Furthermore we can assign to them a positive
or negative charge when immersed in a magnetic field [Ryz05] that is conserved by cre-
ation and annihilation of monopoles. As the Coulomb potential is not confining in 3d,
these quasi-particles are also a remarkable instance of fractionalisation in high dimensions.
They are therefore exciting classical analogues of Dirac monopoles and spin ice provides
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Figure IV.1: Coulomb potential: Effective interaction (in Kelvin) between a pair of

monopoles in the dipolar spin ice model as a function of the distance between them in units

of nearest neighbour distance between spins (open circles). The system size is 8 × 8 × 8

unit cells, i.e. 8192 spins. The solid line is the Coulomb potential expected from the

dumbbell model V (x) = Dcoul/x. As we are on the diamond lattice, the smallest possible

distance between monopoles is x = rd/rnn =
√

3/2.

the first 3d experimental realisation of deconfined magnetic monopoles.

Given the accessibility of these magnetic quasi-particles, the development of an exper-
imental signature is of vital importance and interest. The “Stanford” superconducting
coil experiment [Cas08, Cab82] could in principle detect the passage of a single mag-
netic quasi-particle, but this seems highly unlikely given that the charges have no mass
and therefore have diffusive, rather than Newtonian dynamics. As spin ice has already
been widely studied in the past 12 years, a more promising starting point is therefore to
look for a signature of these monopoles in pre-existing experiments that have remained
unexplained so far. For example Castelnovo & collaborators shed new light on the liquid-
gas-like phase diagram observed in spin ice in a [111] field at low temperature [Sak03]
that can be understood as a 2d condensation of magnetic monopoles where the field acts
as a chemical potential. Here we shall present a more straightforward consequence of the
presence of these quasi-particles whose dynamics are directly observable from magnetic
relaxation measurements [Mat00, Ehl03, Sny04b].



136
IV Constrained Monopoles

Dynamics

Figure IV.2: Emergence of monopoles a) The magnetic ions (Ho3+ or Dy3+) lie on

the sites of the pyrochlore lattice and are constrained to the bonds of the duel diamond

lattice (dashed lines). Local topological excitations 3 in - 1 out or 3 out - 1 in correspond

to magnetic monopoles with positive (blue sphere) or negative (red sphere) charges re-

spectively. b) The diamond lattice provides the skeleton for the network of Dirac strings

with the position of the monopoles restricted to the vertices. The orientation of the Dirac

strings shows the direction of the local field lines in H.

IV.1.b Dynamics in spin ice

Let us give a brief reminder of the present understanding and open questions concerning
the dynamics of spin ice (see introduction I.3.e for a more detailed presentation). We
will not consider the high temperature regime (& 10 K) that is dominated by a single-ion
process [Ehl04] and well explained by an Arrhenius law with an energy scale of the order
of the first crystal field levels ∼ 200 − 300 K [Mat01, Sny01, Ehl03, Sut07, Lag07]; as
fluctuations out of the easy-axis anisotropy become less and less negligible, we leave the
spin ice regime and the study at high temperature is thus beyond the scope of this thesis.

On the other hand, no consensus has been made concerning the original low tempera-
ture regime. Even if we know it must be different from a spin glass phase [Mat01, Sny01],
the intriguing quasi-temperature-independent plateau followed by a sharp freezing of the
dynamics has led to different possible interpretations, based on quantum tunnelling, clus-
ter dynamics due to increasingly strong correlations or the possible influence of lattice
defects [Ehl03, Sny04a]. We shall see that quantum tunnelling is indeed inevitable, as
explained in [Ehl03] and in the following section, but the evolution of the time relaxation
with temperature (see figure IV.3) requires the consideration of magnetic monopoles.

Hence the goal of this chapter is double: to give a complete and coherent picture of the
dynamics of spin ice at low temperature, and to provide a direct experimental signature
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Figure IV.3: Experimental relaxation time τ for Dy2Ti2O7 vs temperature T from

Snyder & al. [Sny04a], courtesy of Peter Schiffer. The starting point of this work has been

to shed new light on this result. Above 12 K the spins are not exactly Ising anymore.

The quasi-plateau between 2 and 12 K is divided in two parts: the “high temperature”

of the spin ice region above 6 K where one needs to consider double defects 4 in or 4 out

and a large monopole density, and the “low temperature” regime below 6 K where our

monopole model should hold. Below ∼ 2 K, the system becomes frozen.

of monopole dynamics in the magnetic relaxation of this material.

IV.2 Deconfined quasi-particles

In the first paper explicitly dedicated to the dynamics of spin ice [Mat00], the authors
fitted the relaxation time τ(T ) with an Arrhenius law in the freezing region (T ≈ 1 K)
and obtained a characteristic energy barrier of Ef = 19.6 K and 27.5 K for Ho2Sn2O7 and
Ho2Ti2O7 respectively. This is a rather surprising result as it does not match any energy
scale involved in the spin ice model:

• ∼ 200 K between the ground state doublet and the first excited crystal field levels;

• ∼ 4Jeff = 7.2 K for Ho2Ti2O7 and 4.4 K for Dy2Ti2O7, due to single spin flips within
the NNSI model;

• ∼ 3 K for the limit of infinite separation between monopoles (see figure IV.1).

This freezing seems to be related to a single spin flip process, as it corresponds to the
closest energy scale, but the difference with Ef is nonetheless too large to be the sole
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contribution. In fact the possibility of a simple thermally activated process has been
ruled out by the study of Dy2Ti2O7 where the spin freezing is only qualitatively fitted
by an Arrhenius law with an energy barrier of the order of 10 K [Mat01, Sny04b], as
tested for the data of Snyder & al. (see green curve in the upper panel of figure IV.4);
the Arrhenius scaling is quantitatively good below 2 K, but fails completely to reproduce
the quasi-plateau region. The associated energy barrier is Ef = 6.5 K.

To the best of our knowledge, once a global picture of spin ice dynamics has emerged [Mat01,
Ehl03], the behaviour of τ(T ) has always been understood as a crossover between a quan-
tum relaxation on the quasi-plateau and a non-spin glass freezing at very low temperature,
the main question being what can explain this re-entrance into a strongly temperature-
dependent dynamics ? Here we decided to follow a different approach and to interpret
this problem as the superposition of two different contributions holding for the whole
temperature window 0 − 10 K; a quantum tunnelling process responsible for the “very
high temperature” crossover at ∼ 10 K and a thermally activated relaxation due to the
creation and diffusion of monopoles interacting through long range Coulomb interactions.
But before including these long range interactions in numerical simulations, we shall start
by explaining the role of the quantum tunnelling and then give an insight into the under-
lying physics thanks to a phenomenological approach based on Arrhenius arguments.

IV.2.a Quantum tunnelling

From our point of view, the quantum process is not responsible for the temperature de-
pendance of spin ice dynamics1, at least in a first approximation. On the other hand, we
think that this mechanism fixes the time scale of the quasi-plateau region, which can be
very different from one material to another: τo ≈ 10−8 s for Ho2Ti2O7 [Cla09], whereas it
is 10−3 s for Dy2Ti2O7 [Sny04b].

To flip a spin, one need an energy of order Jeff, imposed by the interaction of the spin
with its neighbours (this is the creation of a monopole), but because of the crystal field
splitting, the system has to cross an energy barrier of order 200 K (single-ion anisotropy)
for a spin to go from the state |+15/2〉 (say local up spin) to the state |−15/2〉 (say local
down spin) (see table I.2). Obviously such energy is not accessible for T . 10K and
it can only occur thanks to quantum tunnelling between the two states of the ground
state doublet, driven by an effective transverse field produced by the neighbouring spins,
as proposed by Ehlers & al. [Ehl03]. It is this quantum tunnelling that will impose the
inversion rate and thus the time scale of τo. The fact that τo is so large (up to millisec-
onds) is consistent with a quantum tunnelling picture as one might expect unconstrained
microscopic time scales to be of order 10−12 s. This justifies a priori the use of Monte
Carlo simulations with a local Metropolis argument.

According to the difference of the energy of the first excited level between Dy2Ti2O7

(∆ ≈ 380 K) and Ho2Ti2O7 (∆ ≈ 240 K) (see table I.2), this argument would explain the

1For example the energy barrier involved in the tunnelling could vary with temperature.
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relative time scale difference between these two compounds; the 5 orders of magnitude
being consistent with a quantum tunnelling process exponentially dependent in ∆. Unfor-
tunately because of the complexity of the CEF of the rare-earth ions, it is not possible to
estimate quantitatively the experimental inversion rate and the time scale τo will remain
a fitting parameter in our theory.

Hence the point of view we will endeavour to clarify in this chapter is that spin ice
dynamics are allowed thanks to quantum tunneling and thermally driven by creation
of monopoles; the temperature dependance comes uniquely from the initial and final
states due to interactions between spins, and not through the crossing of crystal-field
energy barriers. This gives a temperature independent part to the dynamics which is the
transition rate between Ising states.

IV.2.b Arrhenius argument

According to the energy of the 16 possible configurations of a tetrahedron on figure I.10,
at low enough temperature, the system should mostly respect the ice-rules constraints
from which should emerge topological defects created by pairs by a single spin flip for
an energy cost E = 4 Jeff. Following the idea that the quasi-plateau is in fact the tail
of an exponential thermally activated behaviour, we have plotted on figure IV.4 different
Arrhenius laws τ0 exp(Ep/T ) where the energy barrier is varied. The time scale τ0 is fixed
by fitting to the experimental time at 3 K where the density of double defects (4 in and
4 out) is negligible and with Jeff = 1.11 K, the value estimated for Dy2Ti2O7 [dH00].

The main result of this section is that the experimental data are poorly reproduced
by an energy barrier Ep = 4 Jeff, but are quantitatively well fitted with Ep = 2 Jeff over
the region between 2.5 K and 5 K (see the lower panel of figure IV.4). This means that
the lowest excitation responsible for the dynamics of spin ice materials is not the energy
cost of a single spin flip, but only half of that i.e. the energy cost of a single topological
defect; once a pair of defects is created, they can freely and separately propagate in the
system and will be responsible for the magnetic relaxation. This test therefore provides
very strong evidence for the fractionalisation of magnetic charge and the diffusion of
deconfined monopoles2 ! This outcome is particularly appealing as it explicitly requires
the use of the quasi-particle language.

As shown on figure IV.4 the agreement becomes qualitative above 5 K. In order to
prove this discrepancy is due to the presence of double defects, we shall construct a variant
of the Arrhenius law that should include all relevant energy scales.

Multi-energy Arrhenius law

We shall use a mean field picture by assuming that the density of tetrahedra is simply
given by their Boltzmann weights. In a concern to be concise, the different configurations
2 in - 2 out, 3 in - 1 out (or 3 out - 1 in) and 4 in (or 4 out) will be noted respectively

2Fractionalisation does not necessarily require free defects, a non-confining Coulomb potential is

sufficient.
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Figure IV.4: Deconfined monopoles: The experimental data of Snyder & al. [Sny04b]

(× and dashed line) are compared with different Arrhenius functions. Top: The quasi-

plateau region is in quantitative agreement with a thermally activated process with energy

barrier Ep = 2 Jeff (red line) whereas the spin freezing is well reproduced with Ep ≈ 6 Jeff

(green line), but no unique function can fit the whole temperature window. Bottom: The

characteristic excitation is the creation of a unique defect (Ep = 2 Jeff, red line) rather

than a single spin flip (Ep = 4 Jeff, grey line). The fit is improved at higher temperature

if we include the energy scales due to double defects in a modified Arrhenius law (blue

line).
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2, 3 and 4. Let us make a list of all the possible energies resulting from a single spin flip
in table IV.2; as a spin always belongs to two tetrahedra, we must then take into account
all possible evolutions of a pair of tetrahedra.

Initial Final δE Probability

2|2 3|3 + 4 Jeff 1

2|3 3|2 0 3/4

3|4 + 8 Jeff 1/4

2|4 3|3 − 4 Jeff 1

3|3 2|2 − 4 Jeff 9/16

2|4 + 4 Jeff 6/16

4|4 +12 Jeff 1/16

3|4 4|3 0 1/4

2|3 − 8 Jeff 3/4

4|4 3|3 −12 Jeff 1

Table IV.2: Energy scales resulting from a single spin flip: Let us explain this table
using the second row as an example. It means that if we flip a spin that initially belongs
to a tetrahedron 2 in - 2 out and a tetrahedron 3 in - 1 out, then there is a probability of
3/4 simply to inverse the position of the defect (3|2) at no energy cost, and a probability
of 1/4 to create an additional pair of defects (3|4) that cost an energy δE = +8 Jeff.
The probabilities are a statistical average, whether the spin under consideration is one
of the three in spins of the 3 in - 1 out tetrahedron (δE = 0), or the fourth out spin
(δE = 8 Jeff).

One can here calculate the mean value of the energy barrier ∆E by including all moves
that actually cost a positive energy, weighted by their probability and the Boltzmann
factor of their initial configuration. We should note that there are two subtle points. The
configurations (2|3) and (3|2) are different which gives a factor of 2 for their Boltzmann
weight. More importantly, a single spin flip that actually creates a pair of defects will
effectively only cost one half of δE, because of the fractionalisation of the excitations, but
the process (3|3)→(2|4) will really cost δE = +4 Jeff as it simply moves a charge. ∆E is
thus formally expressed as

∆E =
2
(

6 e2βJeff

)2
+ 4

(

2 1
4
6 e2βJeff 8

)

+ 6
(

1
16

82
)

+ 4
(

6
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)

(6 e2βJeff)2 +
(

2 1
4
6 e2βJeff 8

)

+
(

1
16
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)

+
(

6
16

82
) Jeff

= 3
6 e4βJeff + 8 e2βJeff + 10

9 e4βJeff + 6 e2βJeff + 7
Jeff −−−→

T→0
2 Jeff. (IV.3)

We recover the energy of creation of a single defect in the low temperature limit. The
resulting Arrhenius law τ0 exp(∆E/T ) is plotted on figure IV.4 (blue curve). It is almost
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identical to the thermally activated process with Ep = 2 Jeff (red line) below 4 K, but
differs at higher temperature and follows the experimental data up to ≈ 8 K; the dif-
ferences above this limit are probably due to the exponentially decaying influence of the
high temperature single-ion process.

In this section, we do not claim to have constructed a rigourous theory of spin ice
dynamics, but we believe that this phenomenological approach is a very strong argument
in favour of a magnetic relaxation assisted by thermally activated creation of deconfined
quasi-particles and is an elegant manifestation of fractionalisation in this material.

However as shown on the upper panel of figure IV.4, any Arrhenius function ultimately
fails, underestimating the time scale at very low temperature, which is compatible with
our picture. On the quasi-plateau region the density of monopoles is high enough to hinder
their diffusion on long distance and their creation is the only relevant energy scale, whereas
as the temperature is lowered, their distribution becomes more and more scattered and
long range Coulomb interactions then come into play.

Of course another possibility is the occurrence of a second process responsible for the
Arrhenius law in the spin freezing region (green curve). But apart from the fact it is
very difficult to find such a mechanism that could explain the variety of energy barriers
for the different spin ice crystals (from 6.5 K to 27.5 K), it should also exactly disappear
above 2 K and prevent the creation and diffusion of monopoles below 2 K, as the time
relaxation should otherwise follow this Arrhenius law above 2 K (instead of the quasi-
plateau region) and be dominated by the fractionalisation process below 2 K, making the
overall relaxation mechanism much more efficient. We think this is very unlikely and this
is why we shall implement the long range interactions in Monte Carlo simulations in the
next section.

IV.3 Spin freezing

We have tested this idea by simulating both the dipolar spin ice model and a Coulomb
gas of magnetic monopoles in the grand canonical ensemble, occupying the sites of the
diamond lattice. In order to model the local dynamics of creation and diffusion of quasi-
particles, we decided to use a Monte Carlo algorithm with single spin flip iterations. We
shall not use the Worm algorithm here (see section II.3), even in addition to single spin
flip, as its primary function is to overcome the sluggish dynamics of spin ice by forcing
the system to equilibrate. We treated the long range interactions with the Ewald method
presented in section II.4.

IV.3.a Dipolar spin ice

Simulations of the DSI model is relatively straightforward. We implemented both nearest
neighbour and dipolar interactions, using the numerical values of J and D for Dy2Ti2O7

given in table I.3. In order to extract a characteristic relaxation time τ , we computed the
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auto-correlation function

C(t) =
1

N

∑

i

Si(0) · Si(t), (IV.4)

where N is the total number of spins and Si(t) is the value of the unit vector represent-
ing the spin at the Monte Carlo time t. For the initial conditions we take a randomly
distributed microstate, which we let evolve at high temperature T = 10 K until an equi-
librium configuration is attained. This defines t = 0. C(t) decays almost exponentially.
The time is re-set to zero when C(t) decays beyond 0.01 and the temperature T is lowered
by δT . The process is repeated until we reach T = 0.6 K when numerical equilibration
becomes diffciult. The resulting auto-correlation is averaged over many samples (between
50 and 100) in order to give a smoothly decaying function down to C(T ) = 0.1. We have
defined τ(T ) such that C(τ) = Co = 0.8 and the time scale is then fixed at the value
measured by Snyder & al. at 3 K, τ(T = 3 K) = 3.68 ms [Sny04b]. Choosing other values
for Co makes small differences below ∼ 1 K to the overall robust curve τ(T ). We shall see
that our approach becomes indeed only qualitative at very low temperature. We chose
the reference temperature T = 3 K because double defects are then negligible (below 1%)
which will be essential for comparisons with the dumbbell model. Before analysing the
temperature dependance of τ in detail we first study the defect concentration in the DSI
plotted on figure IV.5, which is noticeably smaller than the expected concentration for the
NNSI model. One of the effects of the dipolar interactions is thus to hinder the creation
of monopoles, which might be the reason for the brutal slowing down of the dynamics.

IV.3.b Magnetic monopoles and Dirac strings

The simulation of a Coulomb gas turns out to be more subtle than that of the spin system.
First of all while a single spin flip Metropolis argument is simple to implement, here we
must consider iterations including two sites of the diamond lattice, the possible outcome
at time t + 1 being restricted by the local configuration at time t:

• if there are no quasi-particles on these two sites, then we shall consider the creation
of a pair of opposite charges.

• if there is only one monopole, it can either move to the other site or stay where it
is;

• if there are two opposite charges, they can annihilate;

• if there are two charges of the same sign, then nothing happens as we shall explain
it below.

Chemical potential µ

Furthermore we need to introduce the chemical potential µ for simulations in the grand
canonical ensemble. As we are interested in the low temperature regime (. 3 K) in order
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to reproduce the sharp spin freezing, we shall only consider the creation of 3 in - 1 out
and 3 out - 1 in defects i.e. monopoles bearing a unit charge Q. This will spare us
the introduction of a second chemical potential responsible for the presence of double
defects. Our results are thus not expected to hold for temperatures much larger than 5
or 6 K. In a first series of simulations we have estimated µ numerically by calculating the
difference between the Coulomb energy gained by creating a single pair of neighbouring
magnetic monopoles ∆Umono < 0 in a vacuum and that required to produce a unique
pair of topological defects out of the 2 in - 2 out manifold in the dipolar spin ice model
∆Udef > 0, giving a configurationally averaged estimate µ1 ≡ ∆Udef − ∆Umono = 8.92 K.
In a second series of simulations, µ2(T ) was taken as the value required to reproduce the
same defect concentration as in a simulation of dipolar spin ice at temperature T plotted
on figure IV.5. Here µ2(T ) varied by 3% only, with the same mean value as in the first
series, showing that our procedure is consistent. The chemical potential used is thus not
a free parameter.

We should dwell on this chemical potential, as the very fact it exists is another vali-
dation of the dumbbell model and turns out to be the main explanation for the very low
temperature freezing. µ1 has been defined for a unique pair of quasi-particles, which is
seldom the case for spin ice materials at finite temperature. It is hence a valid question
to check that the chemical potential µ(T ) ≡ ∆Udef(T ) − ∆Umono(T ) remains close to µ1
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on average. To do so, we have simulated the DSI model (with N = 16000 spins) using
the same Metropolis argument as presented in the precedent subsection, in parallel with
a Coulomb gas, i.e. for each single spin flip the corresponding monopole configuration
on the diamond lattice is updated accordingly, making it possible for every Monte Carlo
step to compare the energy of the spin configuration with its mirror in the dumbbell
model. Hence after equilibration at a given temperature T and for each accepted creation
or annihilation of a pair of defects, we compute the energy required by this Monte Carlo
move in the DSI model ∆Udef > 0 and the energy gained in the corresponding Coulomb
gas system ∆Umono < 0, the difference giving rise to the chemical potential µ for this
specific move. By averaging these values over the Monte Carlo time and for different ini-
tial configurations, one finds the temperature evolution of these energies as well as their
standard deviation, plotted in figure IV.6. Note that since we are interested in the cre-
ation/annihilation of monopoles, we have artificially prevented the apparition of double
defects in the system for all temperatures.

We believe that the whole physics of spin ice at low temperature is included in this
figure. First of all even if the standard deviation can be very large for ∆Udef and ∆Umono

(up to ±40%), these quantities turn out to be highly correlated since their difference
giving rise to µ is very precisely defined (±4% at most). Hence not only does the energy
separation between two monopoles follow a magnetic Coulomb potential (see figure IV.1),
but the energy of creation/annihilation is also consistent with a Coulomb gas in the grand
canonical ensemble ! As we have plotted the absolute value of ∆Umono, the chemical
potential is simply the sum of the two curves (red and blue) on average; large energy cost
∆Udef (top of the red bars) correspond to small energy gain ∆Umono (bottom of the blue
bars) and vice-versa.

As the temperature decreases, the large values of ∆Udef are less and less accepted by
the Metropolis argument which gives rise to a diminution of both standard deviations (blue
and red), naturally accompanied by a slightly decrease (resp. increase) of the averaged
energy cost 〈∆Udef〉 (resp. 〈|∆Umono|〉) down to 2 or 3 K. Apart from the fact that there is
a quasi-continuous range of energy values to create monopoles instead of a unique one for
the NNSI model, this is the same argument as for the phenomenological approach of the
preceding section IV.2.b. We should also note that the mean value 〈∆Udef〉 is close to the
energy cost of a single spin flip in the NNSI model E = 4 Jeff = 4.44 K. The dynamics of
the DSI model thus seems to be a thermally activated process with a statistically averaged
value of the energy barrier.

Now let us take advantage of the Coulomb gas picture to gain a more fundamental
understanding of the low temperature properties of spin ice. From the standard deviation
of ∆Umono (blue curve), one sees that almost all accepted creations of quasi-particle bring
an energy gain larger than the energy of deconfinement of a pair of monopoles in a
vacuum |Vmin| = 3.07 K (lower dashed line, see equation (IV.1)). This means that the
newly created pair is more stable than in a vacuum. This can only be true thanks to
attractive interactions of the quasi-particles with their neighbours; if each monopole is
on average closer to quasi-particles of opposite charge, then the creation is favoured,
otherwise it is exponentially suppressed by the Metropolis argument. This is an analogue
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better display.

of a Debye cloud in an electrolyte solution. However the density of magnetic monopoles
decreases with the temperature (see figure IV.5) and this stabilisation becomes weaker
and weaker. Apparently this occurs below ∼ 2.5 K when the largest values of |∆Umono|
disappear brutally; on the other side of the mirror, this results in the surprising increase
of the mean value of the energy cost 〈∆Udef〉 (red line) with decreasing temperature.
The brutal non-Arrhenius spin freezing is thus an avalanche effect : less monopoles
hinder the Debye screening which reduces the number of creations of quasi-particles,
which leads to less monopoles, etc. If this slowing down is sharp but continuous, it is
because the system remains thermally activated; as long as the material remains “hot”
enough to allow the creation of a pair of monopoles out of the vacuum,i.e. a single spin
flip of energy ∆Udef = µ1 − |Vmin| ≈ 5.8 K, the system will remain dynamic through
the creation and diffusion of monopoles. Our simulations hit this limit for T ≈ 0.6 K
and we thus expect equilibration in experiments to become dramatically difficult below
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this temperature; this is exactly what Snyder & al. observed at 0.65 K for Dy2Ti2O7 in
FC-ZFC measurements [Sny04b].

We shall recall here that all this physics of magnetic monopoles has naturally emerged
from simulations on the dipolar spin ice model.

Dirac strings

One last point to consider before making a quantitative study of monopole dynamics
is the inclusion of the constrained topology in the Coulomb gas. The monopoles hop
between nearest neighbour sites via the Metropolis Monte Carlo algorithm, giving diffusive
dynamics, but with a further local constraint: in the spin model a 3 in - 1 out topological
defect can move at low energy cost by flipping one of the three in spins, the direction
of the out spin being barred by an energy barrier of 8 Jeff that would result in a double
defect whose density is negligible for the temperature range of interest. An isolated
monopole can therefore hop to 3 out of 4 of its nearest neighbour sites only, dictated by
an oriented network of constrained trajectories similar to the ensemble of classical Dirac
string [Cas08] of overturned dipoles [Jac99]. The positively charged monopoles move in
one sense along the network while the negative charges move in the opposite direction
(see figure IV.2.b). The network is dynamically re-arranged through the evolution of
the monopole configuration. The vacuum for monopoles in spin ice thus has an internal
structure; the Dirac strings which, in the absence of monopoles, satisfy the ice rules at
each vertex. Again, one should note that the strings defined by Dirac do in fact differ from
the ones presented in figure IV.2; in his original work, two monopoles of opposite charges
should be connected by a single and unobservable chain of dipoles or solenoid [Jac99].
The analogy is nonetheless appealing, especially since these Dirac strings are the very
reason of the existence of the monopoles. Local excitations are more the rule than the
exception in magnetic materials, but here separating them usually costs an energy linear
in their distance, whereas the underlying Dirac strings structure in spin ice provides a
network of pre-existing paths for the diffusion of monopoles at finite energy cost once they
are created [Cas08].

This structure is manifest in the dynamics and influences the resulting time scales.
In fact the characteristic time scale that we compare with experiment comes from the
evolution of the network of Dirac strings rather than from the monopoles themselves.
The problem of the dumbbell model for comparison with spin ice compounds is that it
cannot take into account its own vacuum filled by tetrahedra respecting the ice-rules even
if they are dominant (see figure IV.5). This is why we must restore the contribution
of the vacuum, in order to quantify the relaxation of the whole system, by using the
Dirac strings as an image of the underlying spin structure. In other words magnetic
experiments measure spins, not monopoles3. We locally define the string network by an
integer σ = ±1 giving the orientation of the Dirac string along each bond of the diamond

3maybe with the notable exception of recent µSR experiments that have directly measured magnetic

charge transport in Dy2Ti2O7 [Bra09]
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lattice, and define the auto-correlation function

C(t) =
1

N

∑

i

σi(0)σi(t). (IV.5)

Following the same method as introduced for the DSI model (see below equation (IV.4)),
one can extract the relaxation time τ from C(t). To be sure that the Dirac strings network
corresponds to the monopole configuration, we consider an initial ordered microstate with
no monopoles that we let equilibrate at high temperature T = 10 K. The resulting time
τ is also scaled with respect to the experimental data at 3 K.

IV.3.c Comparison to experiments

Relaxation time

As expected from our analysis of figure IV.6, the characteristic time scale of the sim-
ulations shown on figure IV.7 reproduce the sharp spin freezing observed experimen-
tally [Jau09b].

i Since the preliminary works by Gingras and collaborators [dH00, Bra01a, Gin01,
Fuk02, Mel04] and Isakov & al. [Isa05], the DSI model is known for being the most
accurate representation of spin ice crystals4. Hence the matching between the grey
squares � (DSI) and the experimental black crosses × on figure IV.7 is of course an
additional confirmation of this model, but more importantly is a successful test of the
Metropolis dynamics used in our simulations. There is indeed no reason to consider
the Metropolis time as the real experimental time in general, but this is justified here
by the presence of an inversion rate due to quantum tunneling (see subsection IV.2.a).
Knowing that, we can now use the same dynamics to simulate a Coulomb gas of
quasi-particles, as described in the previous subsection IV.3.b).

ii We believe that the net improvement with respect to the Arrhenius behaviour (red
line) and the quantitative comparison between the different numerical and experi-
mental data is a clear but nonetheless remarkable demonstration of the constrained
dynamics of magnetic monopoles in spin ice. Both pictures from the DSI and dumb-
bell model are correct, but the second one allows a pleasantly simple understanding
of the underlying physics and proves the presence of deconfined point like magnetic
charges in the sample. Allowing the variation of µ(T ) for the Coulomb gas provides
a further evolution towards the experimental data, compared with that for fixed µ1,
showing the importance of the monopoles density in the dynamics.

Even if the fit is quantitatively good down to ∼ 1.5 K, differences remain at this level of
comparison below this temperature with a (slightly) better result for the DSI model, a
priori due to quadrupolar corrections absent in the dumbbell model. To go further would

4Even if further exchange coupling beyond nearest neighbours happens to be of importance for a

perfect comparison with neutron scattering data [Yav08].
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require an even more detailed modelling of spin ice [Yav08] as well as complementary
experimental measurements. In a nutshell, the dynamics of spin ice is thus dictated by:

• a thermally activated creation of deconfined magnetic monopoles;

• Dirac strings constraints that impose the direction of the monopole diffusion along
a continuously evolving network filling the vacuum;

• an attractive Coulomb interaction that hinders but does not prevent the propaga-
tion of quasi-particles, as confirmed by a remarkable recent paper by Fennell & al.
who measured the exponential divergence of the Dirac string length at low temper-
ature [Fen09];

• a Debye screening of the Coulomb potential provoking an avalanche effect that
accelerates the disappearance of the monopoles below ∼ 2 K, responsible for the
observed spin freezing. This effect is the main contribution in the slowing down of
the dynamics.

As predicted by [Mat00, Sny01], the processes involved here are very different from a spin
glass transition, essentially because of the deconfinement of the quasi-particles that can
thus diffuse in the entire material once they are created.

Magnetic field

As first observed by [Sny01], a magnetic field tends to slightly increase the freezing tem-
perature of spin ice materials, in opposition to standard spin glass behaviour. On the
top panels of figure IV.8, one can see the real part of the AC susceptibility χ′(T ). For
Dy2Ti2O7 (left), the double peak shape is characteristic of the two processes (above and
below 12 K) that occurs in this material. We see that a magnetic field strongly suppresses
the low temperature process. The same result holds for Ho2Ti2O7 (right panel) with the
additional effect that the high temperature mechanism only appears in χ′ when the low
temperature process is sufficiently slowed down by the magnetic field. Finally on the
bottom panel one can directly ascertain the diminution of the frequency f , and thus the
increase of τ = 1/f as a function of the magnetic field.

In light of the monopole dynamics we have established here, the suppression of this low
temperature mechanism becomes understandable. In presence of a field, the monopoles
are not deconfined anymore because the Dirac string joining a pair of quasi-particles and
made of flipped dipoles cost a Zeeman energy that grows linearly with the separation
between the two monopoles, which cannot anymore “freely” propagate in the crystal.
The energy scale should thus be larger than the energy of creation of a single monopole
and explains the slowing down of the dynamics, as discussed in more details in the next
section.

Dilution

As displayed in figure IV.9, dilution with a non-magnetic ion has an effect exactly inverse
to that of the magnetic field and enhances the real part of the AC susceptibility. In
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the monopole language, lattice defects behaves like fixed quasi-particles with a charge
Q/2 = µ/rd resulting from two spins in and one out and vice-versa. Additionally to
the fact that creating a monopole next to a lattice defect usually only costs 2 Jeff, these
half charges act as a permanent source of Debye screening, even at very low temperature
when thermally activated monopoles become rare. However this argument is only valid for
relatively small dilution (here up to x = 0.4), because larger dilution will first hinder the
propagation of monopoles which cannot diffuse if most of the Dirac strings are interrupted
by lattice defects; and ultimately, as x gets closer to 2, we shall simply end up with a
random dipolar magnet without any sign of the original spin ice model. Snyder & al. do
indeed find a slowing down of the dynamics for dilution higher than x = 0.4 [Sny04a].

Open questions

We believe that this study shows strong evidence of a low temperature dynamical process
assisted by magnetic monopoles, especially as this theory is in quantitative agreement
with the magnetic relaxation time measured in Dy2Ti2O7 and is qualitatively coherent
with many other observations. Of course a satisfying understanding of the influence of a
magnetic field or of dilution would require a much more detailed analysis, maybe based on
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Figure IV.8: Influence of a magnetic field on the dynamics: Top Left: Real part

of the AC susceptibility of Dy2Ti2O7 vs temperature T for several different fields at 100

Hz [Sny01]. Top Right: Real part AC susceptibility results for Ho2Ti2O7 measured with

a field of 1 T applied along [111] [Ehl03]. Bottom: Frequency f = 1/τ of the dynamics of

Dy2Ti2O7 for different fields [Sny04b].

further simulations, but we think that the strength of spin ice materials and especially of
the dumbbell model [Cas08] is to allow pleasantly simple and elegant, but yet surprisingly
accurate explanations of non-trivial experimental observations.

There are though two points we did not address here. First of all, we do not have an
explanation for the different time scales measured for Dy2Ti2O7 by [Sny04b] and [Lag07];
they did observe the same shape of the relaxation time, but while the former found the
quasi-plateau at ∼ 5 ms, the latter measures it at 0.5 µs. This is undoubtedly a conse-
quence of the use of two different experimental techniques with very different experimental
time window; AC susceptibility for the former, µSR for the second, but this remains an
open question.
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Figure IV.9: Influence of dilution on the dynamics: Temperature dependence of

the real and imaginary parts of the AC magnetic susceptibility χ′ and χ′′ of Dy2Ti2O7 at

1kHz and in the absence of a DC magnetic field [Sny02].

The other issue we have not discussed here is the relaxation time measured by Oren-
dac & al. at extremely low temperature T ∼ 350 mK using a magnetocaloric tech-
nique [Ore07]. We expect spin ice to fall out-of-equilibrium at such temperature, which
is indeed observed by these authors, as the magnetocaloric effect takes advantage of this
out-of-equilibrium feature to extract the relaxation time. However the time scales they
measured are one or two orders of magnitude lower than those we would expect from
our simulations. Again, being based on heat pulse rather than on a sinusoidal external
magnetic field, this method is very different from AC susceptibility and may require the
consideration of spin-lattice coupling, but their result is intriguing, especially because as
they can fit their data either with a Raman 1/T 9 or an Arrhenius process with an energy
scale of 3.6 K.

Before closing this chapter on the dynamics of monopoles, we shall consider in the
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next section their response to a [001] magnetic field, in a attempt to observe a magnetic
current.

IV.4 Monopoles in a field

Applying such a [001] field to a system for closed circuit geometry (periodic boundaries),
one might expect the development of a monopole current in the steady state [Ryz05], as
for a standard electronic circuit in an electric field. This is not the case, at least for the
nearest neighbour model, where we find that a transient current decays rapidly to zero (see
figure IV.10). The passage of a positive charge in the direction of the field re-organises
the network of strings, leaving a wake behind it that can be followed either by a negative
charge, or by a positive one moving against the field, with the result that the current
stops. This is a dynamic rather than static effect and is not related to confinement of
monopole pairs by the background magnetisation. We have simulated systems with pe-
riodic boundary conditions (PBC) and with open boundaries on the extremities of the
z−axis. The flux of particles appears to be the same for a model with PBC (black curve)
and for a local measure in the bulk (z = Lz/2) of an open system (red curve). However,
even if the current remains transient and disappears exponentially, it differs when the
flux is measured at the surface of the open system (blue curve). As the response to a
step function of the magnetic field is not homogeneous, this suggests the development of
charge separation in an open system.

This is indeed the case despite the fact that monopole numbers are not conserved at
open boundaries. In figure IV.11 we show the profile of 3 in - 1 out defect density across
a sample of size Lz = 30 spins, with open boundaries, for varying fields. As we know
from our work on the Kasteleyn transition III.2, a [001] field will favour a 2 in - 2 out
configuration and will thus hinder the creation of topological defects as observed in the
figure. However the noticeable point is that there is a clear build up of defects over a
band of 4-5 lattice spacings. As the ratio T/h and the monopole density go to zero the
band narrows as one expects for a fully saturated system. In the absence of topological
defects the magnetization is conserved from one layer to another, so that a charge density
profile manifests itself as a magnetization profile. For a real crystal whose surface is
not as “clean” as our numerical simulation and where Coulomb interactions should come
into play, this density profile will certainly be quantitatively modified but we expect this
result to be qualitatively robust; the data here suggest charge build up in a layer several
nanometres thick, making it in principle a measurable effect. The experimental set-up
remains nonetheless an open question: after discussing with Pierre Dalmas de Réotier
and Yann Chapuis, it appeared for example that µSR may not be able to measure effects
so close to the surface.
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V Zero Field Susceptibility in

Ho2Ti2O7

V.1 An appealing experimental result

This project has been initiated by neutron scattering experiments performed by Mark Har-
ris who measured the susceptibility of a Holmium Titanate crystal for different scattering
vectors q in Fourier space at the ILL on the IN14 instrument. As these are unpublished
data, I would like to express my gratitude to him for allowing me to use them in this
manuscript.

Figure V.1 shows χ(q, T ) for q = [0, 0, 0.9] on a log-log plot. It is this very result that
drew our interest as it does not follow a Curie law (see equation (I.29), red curve on the
figure), even at relatively high temperature1 but is apparently quantitatively fitted by a
power law 1/T γ with γ ≈ 1.15 (green curve), as if the system were going towards a critical
point at very low temperature T = 0+ with an unusual critical exponent γ.

However we know that spin ice remains statically disordered down to the lowest ac-
cessible temperatures. In fact, let us consider the expression of the bulk susceptibility in
the canonical ensemble with N spins

χ =
1

NT

∑

i,j

(〈Si · Sj〉 − 〈Si〉〈Sj〉)

=
1

T

(

1

N

∑

i

〈S2
i 〉 +

1

N
N
∑

i6=0

〈Si · S0〉
)

=
1

T

(

1 +
∑

i6=0

〈Si · S0〉
)

(V.1)

where 〈Si〉 = 0, 〈S2
i 〉 = 1, ∀i. For a paramagnet without correlations we recover the

Curie law 1/T , but since the ice-rules make spin ice correlations algebraic, the peculiar
behaviour of the susceptibility observed in Ho2Ti2O7, even if not for q = 0 as in the above
equation (V.1), may be a direct signature of spin ice frustration ! As we have previously
developed a functional technique on the Husimi tree that has proven to be quite efficient

1We recall that Jeff = 1.8 K for Ho2Ti2O7
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Figure V.1: Experimental susceptibility measured by neutron scattering for the scat-

tering vector q = [0, 0, 0.9] (•) as a function of the temperature T on a log-log scale

(unpublished data obtained by Mark Harris), compared with different fitting curves: a

Curie law (red), a power law 1/T γ with γ ≈ 1.15 (blue) and the result from the Husimi

tree (dashed). The susceptibility scale is not defined for the experimental data; we thus

fixed this scale by a pre-factor in order to fit to the theory. This is our only fitting

parameter as the temperature scale has been fixed by Jeff = 1.8 K (see table I.3). For

convenience, we did not include the factor of 1/3 due to the scalar product between spins

that are not parallel.

in fitting experimental data (see figure III.9), our first attempt will be to calculate the
bulk susceptibility analytically.

V.2 Husimi tree

Analytical results

As in chapter III, we shall start our calculations by equations (II.68) and (II.69) providing
the general expression of the magnetisation in a field h and with bond distortion set to
zero δ = 0. We cannot use the results of section III.2 as they have been obtained on the
constrained manifold whereas we want now an expression valid for all temperatures, i.e.
including all terms in βJ . Unfortunately, it is impossible to obtain a general result in
presence of a field and of topological defects, but since the definition of the susceptibility
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is

χ ≡
(

∂M

∂h

)

h=0

, (V.2)

we can consider an infinitesimal field and perform a 1st order expansion in h. However
we still need to find the root of a polynomial in Y of degree 4 (equation (II.68)), but a
further simplification is possible. In absence of a field we expect the magnetisation to be
zero M = 0 which is equivalent to Y = 1. Hence a small field h will give Y = 1 − ǫ with
an infinitesimal but positive value of ǫ. After linearisation of equation (II.68), we obtain
the following relation between h and ǫ.

ǫ = βh
4 + 3 e2βJ + e−6βJ

2 + e2βJ + e−6βJ
(V.3)

From equation (II.69), the magnetisation M can be easily expressed in order O(ǫ).

M = 2ǫ
1 + e2βJ

4 + 3 e2βJ + e−6βJ
(V.4)

giving the susceptibility

χ ≡
(

∂M

∂h

)

h=0

= 2β
1 + e2βJ

2 + e2βJ + e−6βJ
(V.5)

If we assume that taking the limit of small h before the derivation is correct, then the
above result is exact on the Husimi tree. The asymptotic limits of χ(T ) extracted are
particularly interesting

χ(T → ∞) ∼ 1/T χ(T → 0) ∼ 2/T (V.6)

At high temperature we recover the standard Curie law, whereas at very low temperature,
when we reach the 2 in - 2 out manifold, we obtain a collective Curie law2, the latter
being twice as big as the former.

To the best of our knowledge, Yoshida & al. have been the only one who studied the
susceptibility theoretically using the cactus approximation [Yos02]; the philosophy of this
method is very close to the Husimi tree, but the authors did not provide an analytical
expression of χ, nor did they compare it with experimental data or noted the presence of
a crossover. The coefficient of 2 in the collective Curie law has been predicted by Ryzhkin
from a microscopic model of charges in a field [Ryz05].

One can also obtain this pre-factor exactly on the Husimi tree by considering the
correlations between nth neighbours on the 2 in - 2 out manifold. This approach is of
course redundant with equation (V.5), but we shall present it here in order to discuss

2because we are in a collective paramagnet phase.
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the relevance of the Husimi tree with regards to the pyrochlore lattice. Our goal is to
calculate

∑

i〈Si · S0〉 from equation (V.1), that can be re-written

∑

i6=0

〈Si · S0〉 =
+∞
∑

n=1

∑

i∈nthNN

〈Si · S0〉 ≡
+∞
∑

n=1

gn (V.7)

where gn is defined through the last sum
∑

i∈nthNN that runs over all nth nearest neigh-
bours with respect to a central spin indexed 0. One can show recursively that gn = 2/3n.
As the exact demonstration happens to be quite long and tedious, we shall rather give a
less rigourous but nonetheless accurate proof:

i Let us consider a central spin surrounded by 6 nearest neighbours in 2 tetrahedra.
Once this spin is fixed, there are 3 possible configurations left for each tetrahedron
that respect the ice-rules: for one of the configuration, all 3 other spins per tetrahedron
are aligned with the central spin, whereas the 2 other configurations have one spin
aligned and two spins anti-aligned with the central spin. Hence for the former case, on
average3, 〈Si ·S0〉1 config. = (1 +1 +1)/3 = 1, whereas for the latter two configurations
〈Si · S0〉1 config. = (1 − 1 − 1)/3 = −1/3.

ii One can now take the mean value for all three configurations

〈Si · S0〉all config. =
1

3

(

1 − 1

3
− 1

3

)

=
1

9
(V.8)

which means that on average, the correlations between a spin and one of its nearest
neighbour is 1/9

iii Since there are 6 nearest neighbours, we get

∑

i∈NN

〈Si · S0〉all config. = 6 · 1

9
=

2

3
= g1 (V.9)

iv There are 6 · 3n−1 = 2 · 3n nth nearest neighbours and the correlation between the
central spin and one of them is (1/9)n, which gives gn = 2/3n.

Hence the total susceptibility for the Husimi tree is

χ =
1

T

(

1 +

+∞
∑

n=1

2

3n

)

=
2

T
(V.10)

3Again we do not include the (1/3) scalar product for convenience.
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Analysis of the experiment

The expression of the susceptibility (V.5) is compared with the experimental result on
figures V.1 and V.2. The fit is quantitatively good4 with no fitting parameter for the
temperature and an overall pre-factor for the susceptibility scale. In figure V.2 one can
see how the susceptibility evolves from one asymptotic limit to the other (between the
two dashed lines).

This means that according to the Husimi tree picture, the unusual behaviour of χ with
temperature is in fact due to a crossover from the paramagnetic phase to the spin ice
regime without defect ! The best argument in favour of this crossover is on figure V.2,
where we note that the power law T−γ fails to reproduce the very low temperature exper-
imental data, which are on the other hand well fitted by a plateau for χT , characteristic
of the collective Curie law. It is remarkable that a collective paramagnet such as spin
ice can display a modified Curie law. We would like to stress the experimental success
to have measured the susceptibility down to such low temperatures; our comparison with
the Husimi tree shows that the system was indeed equilibrated at 0.15 K !

 0.5
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 2

 0.03  0.1  0.3  1  3  10  30  100  300

χ 
T

T [K]

Figure V.2: Susceptibility crossover: susceptibility times temperature (χT ) vs tem-

perature T on a log-lin scale. We have plotted the experimental data (•), the Husimi tree

result (dashed line) and the power law fit χ ∝ T−γ. The Curie law 1/T and the collective

Curie law 2/T are the horizontal dashed lines. The fit is not good at high temperature

because according to [Cla09], the spins lose their Ising nature above ∼ 30 K for Ho2Ti2O7

and our model does not hold anymore.

4It is even excellent on a logarithmic plot, which is a piori the natural scale for an observable varying

over more than 3 orders of magnitude.
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Although based on a lattice of infinite dimensions, the Husimi tree provides here a
very good fit to experimental data and brings to light the signature of the crossover from
a standard to a collective paramagnet, hidden in the unusual temperature dependance of
the susceptibility. However, even if this study does answer our original question, it also
opens new ones that can be summarised as follows: “Why does it work so well ?” This is
a legitimate question, because there are different levels of approximations going on.

For example the Husimi tree is very close to the pyrochlore lattice because it captures
most of its microscopic details, except for closed loops (hexagons and higher order). In
equation (V.10), the first terms g1 = 2/3 and g2 = 2/9 are rigourously the same, discrep-
ancies only occurring for some of the further neighbours; hence there may be corrections to
the 2/T collective Curie law for the 3d material, but this must be a very close estimation
as comparison with Monte Carlo simulations on the 3d pyrochlore lattice are excellent
(see figure V.4 below).

Furthermore since part of the data are at very high temperature for Ho2Ti2O7 (Jeff =
1.8 K), the concentration of defects is far from being negligible and we should need to
include dipolar interactions, but the NNSI model already turns out to be quantitatively
good. Last but not least, we have fitted a local measurement of the scattering function
in Fourier space for q = [0, 0, 0.9] with an analytic expression of the bulk susceptibility.
Hence further study a priori requires the explicit consideration of the non-uniform scat-
tering function S(q, T ). Unfortunately this is impossible with the Husimi tree because
of its infinite dimension geometry. We shall thus pursue this analysis with Monte Carlo
simulations.

V.3 Q-dependance of the susceptibility

Our goal here is to compute the scattering function S(q, T ) as a function of temperature
and for different characteristic points in reciprocal space. We use the NNSI model in
order to be able to compare our results directly with the Husimi tree. By definition, this
function is the Fourier transform of the thermally averaged two-spin correlation function,
giving χ(q, T ) ≡ S(q, T )/NT , and is expressed as follows

S(q, T ) ≡
〈∣

∣

∣

∣

∣

N
∑

i=1

Si⊥ eiq·ri

∣

∣

∣

∣

∣

2〉

(V.11)

where N is the number of spins whose positions are given by ri. Si⊥ is the component
of the spin orthogonal to the scattering vector q. The thermal average 〈. . . 〉 is per-
formed on statistically independent samples equilibrated at a temperature T . The finite
value of T makes the single spin flip (SSF) Metropolis algorithm essential in order to cre-
ate/annihilate topological defects. The Worm algorithm has also been used in addition
to SSF for some of the simulations, allowing a more efficient decorrelation of the system
and equilibration to lower temperatures.

We should warn the reader that this section is still jwork in progressj and the con-
clusion is thus only partial, but it nonetheless reveals some intriguing aspects of spin ice
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that we plan to clarify in a (hopefully) near future.

Contribution of Si⊥

In order to justify the following comparison between the Husimi tree and simulations, we
should stress that by taking the orthogonal component of the spin Si⊥, we lose 1/3 of the
magnetic susceptibility. To show this, we define a new set of axes with z′ parallel to q
and (x′, y′) form the scattering plane. The scattering function can be trivially expressed
in this new basis

S(q, T ) =

〈(

N
∑

i=1

Si x′ cos (q · ri)

)2

+

(

N
∑

i=1

Si x′ sin (q · ri)

)2

+

(

N
∑

i=1

Si y′ cos (q · ri)

)2

+

(

N
∑

i=1

Si y′ sin (q · ri)

)2〉

In the paramagnetic phase, the crossed terms disappear 〈Si x′ Sj x′〉 = δij S2
i x′ and we get

S(q, T → ∞) =

N
∑

i=1

(

S2
i x′ + S2

i,y′

)

=
1

2

N/2
∑

α=1

4
∑

κ=1

[

1 − (Sα κ · q)2]

where the sums run over the N/2 tetrahedra α and the 4 sublattices κ. q is normalised
here. Using the vectorial expression of the spins (I.38), we can directly show that for any
scattering vector q

S(q, T → ∞) =
N

4

[

4 − 4

3

]

=
2N

3
⇒ χ(q, T → ∞) ∼ 2

3T
(V.12)

instead of the standard 1/T Curie law because we have lost the contribution of the com-
ponent along q. We should outline that this result is not as trivial as it seems; equa-
tion (V.12) is valid for all vectors in the reciprocal space because of the specific geometry
of the pyrochlore lattice with local Ising spins. For example if all spins were parallel, this
would highly depend on the orientation of q. For spin ice, the scattering function is thus
uniform in the paramagnetic phase, assuming we can reach this phase before the spins
lose their Ising nature and thermally fluctuate out of their local easy-axis.

In order to compare Monte Carlo outcomes with equation (V.5), we shall then use a
pre-factor of 2/3.

Scattering function

We used the Worm algorithm together with SSF to compute the scattering function in the
[hhℓ] plane at T = 1 K. The result is very similar to what we can find in the literature,
except that our simulations do not include the magnetic form factor and thus do not
weaken for large |q|, as observed in [Bra01b, Fen04, Fen09].
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In particular we clearly observe the pinch points at [0,0,2], [1,1,1] and [2,2,2] (see ap-
pendix C). We shall now look at the temperature dependance of some specific points
along the [0,0,ℓ], [h, h, 0] and [h, h, h] axes.
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Figure V.3: Scattering function of the nearest neighbour spin ice model at T = 1 K

for a system of 4000 spins, simulating Ho2Ti2O7 with Jeff = 1.8 K

Susceptibility χ(q, T )

Figure V.4 shows the crossover between the paramagnetic phase and the topological spin
ice regime for different vectors q. As we have used the SSF algorithm only, the system
does not manage to equilibrate at low temperature. In a concern of clarity we did not
plot all our simulations; in a nutshell we can say that we obtain the same results for
[0,0,ℓ] (ℓ = 0.831, 1, 2, 2.3) and [h, h, h] (h = 0.5, 1, 1.5, 2), but not for [1,1,0] and [2,2,0].
The symmetry between the axes [0,0,ℓ] and [h, h, h] and the difference with [h, h, 0] are
understandable from figure V.3, even if we do not have an explanation for the specific
behaviour of the latter case, but the remarkable points are that

• Monte Carlo simulations for [0,0,ℓ] and [h, h, h] reproduces perfectly the Husimi tree
and the experiments at qexp = [0, 0, 0.9], which means that qexp in spin ice is well
described by the NNSI model and we do not need the implementation of long range
interactions;
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• For the NNSI model, the axes passing through the pinch points conserves the same
value of S(q) all along. This is an important fact as neutron scattering experiments
display the same behaviour except at the pinch point [Har07]. Measurements per-
formed at [0,0,0.9], [0,0,1.05] and [0,0,2.95] gives the same value of the scattering
function and thus follow the Husimi tree calculation, whereas the susceptibility at
the pinch point [0,0,2] is a standard 1/T Curie law !
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Figure V.4: Susceptibility χ(q,T): Experimental data for q = [0, 0, 0.9] (×), Husimi

tree for for q = 0 scaled by 2/3, Monte Carlo simulations for q = [0, 0, 1] (•), [1, 1, 1] (N),

[1, 1, 0] (H) and [2, 2, 0] (�). The Curie law 1/T and the collective Curie law 2/T are the

horizontal dashed lines.

Neutron scattering experiments on spin ice materials thus display a very rich family of
phenomena. Here we gave prominence to the crossover between a standard and a collective
paramagnetic phase, both of them being asymptotically characterised by a susceptibility
χ ∝ 1/T but differentiated by a factor 2, giving rise to what we called a collective Curie
law, with the underlying consequence that spin ice can behave exactly like the nearest
neighbour model.

A q−dependent study of the susceptibility, both theoretical and experimental, revealed
a more complex picture where the crossover can partially or completely disappear for some
values of q. More work needs to be done to understand these points, that will inevitably
take advantage of the recent paper by Tom Fennell & al. who used polarised neutron
scattering to validate the projective equivalence( see susection I.3.c) between the NNSI
and DSI model and observed for the first time a stunning pinch point in zero field in spin
ice [Fen09].
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In this thesis, we have endeavoured to present a wide range of the properties and unique
characteristics of spin ice materials, considering both dynamical and equilibrium aspects,
taking advantage of the specificities of the nearest neighbour, dipolar and dumbbell model.

We have first investigated the influence of a [001] magnetic field h on the 2 in - 2
out manifold with nearest neighbour interactions [Jau08, Jau09a]. The divergence free
condition prevents the creation of local topological defects and forces the system to relax
through extensive string excitations spanning the entire sample along the [001] axis, di-
viding the phase space into sectors defined by a given number of strings or equivalently a
given value of the magnetisation.

The competition between the Zeeman energy cost and the entropic gain due to closed
loops of finite size responsible for the fluctuations of the strings within a sector determines
the entire physics of the problem, reminiscent of the Kasteleyn transition observed in
some dimer models [Kas63, Bha83, Moe03a], but for the first time predicted in a 3d
magnetic system. At low temperature and in the thermodynamic limit, string relaxation is
extensively suppressed as the corresponding Gibbs free energy cost is linear in system size,
but above a well-defined transition temperature TK, strings become suddenly entropically
favoured. The transition is continuous because of entropic string repulsion. We studied
this problem analytically (on the Husimi tree) and numerically (with a rejection-free
Worm algorithm), both methods agreeing perfectly without any fitting parameter, except
for logarithmic corrections due to fluctuations at the upper-critical dimension dc = 3.
A mapping onto a (2+1) dimensional quantum phase transition enables calculations of
the correlations, displaying a crossover from dipolar correlations in 1/r3 in the Coulomb
phase to self-correlations in 1/r for diluted concentration of strings at T+

K . In order to
compare our theory with experiments, we have included thermally activated topological
defects; the transition becomes rounded as string excitations of finite length, terminated
by two defects, are possible. The two sets of experimental magnetisation curves are in
quantitative agreement with the theory, up to a fitting parameter in the temperature or
magnetic field.

The next step in this project would be for example to include dipolar interactions be-
tween spins to test the robustness of the Kasteleyn transition with long range interactions
and for a better fit to experiments.
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The influence of the magnetic field was to lift the extensive degeneracy of spin ice
in favour of a unique ground state. We want to outline here it is quite remarkable to
obtain a phase transition in presence of a symmetry-breaking field, as confirmed by the
fact it disappears as soon as we release the topological constraints ! In that sense, it
looks promising to find another way to lift the degeneracy while keeping the global Z2

symmetry; this can be done using bond distortion δ, by weakening all NN interactions in
the (001) planes, hence favouring the two fully saturated microstates in the [001] direction.

If we apply both perturbations on the 2 in - 2 out manifold, the transition remains
a Kasteleyn one, but the slope of the magnetisation at T+

K becomes steeper as the ratio
h/δ is decreased, i.e. the string relaxation process is more efficient. In the limit h/δ → 0,
the slope becomes infinite and the magnetisation looks discontinuous; this is a 3d version
of the KDP transition which was believed to be 1st order [Sla41, Lie67a, Nag69]. How-
ever all different methods we have used (Husimi tree, Worm algorithm, transfer matrix,
mapping onto a (2+1) quantum critical point) show the equiprobability of all sectors in
the thermodynamic limit1, exactly at the transition; the PDF of the magnetisation is flat,
a signature of a multi-critical point of ∞−order which is expected to look at first sight
like a 1st order transition, but bears all characteristics of a critical point (no hysteresis,
no double peaks in the PDF of the energy) [Ben77]. Furthermore, as we are above the
upper-critical dimension, we have discovered that the main contribution to the suscep-
tibility does not come from local fluctuations through finite size scaling, but from the
homogeneous fluctuations of a mean field system. In the limit Lz ≫ L2

⊥, all configura-
tions within a given sector are equiprobable, which means that the strings do not interact
with each other and are only correlated with themselves in the [001] direction.

According to experimental results from [Mit07], such a bond distortion seems to be
feasible in spin ice under uniaxial [001] pressure, even if the presence of defects and maybe
also of dipolar interactions may turn this transition continuous.

On the bounce of the remarkable paper by Castelnovo & al. [Cas08], we decided to
study the intriguing behaviour of the magnetic relaxation time [Sny04a] for the purpose
of finding a potential dynamical signature of magnetic monopoles in spin ice. We have
shown that below ∼ 10 K, the relaxation time τ can be explained by the superposition of
two contributions: a quantum tunnelling mechanism that allows single spin flips without
requiring an energy cost of the order of the first excited energy level (∼ 200 K), and
a thermally assisted process responsible for the creation and proliferation of deconfined
magnetic monopoles; the quasi-plateau region is well-fitted by an Arrhenius law [Jau09b].
At lower temperature, below ∼ 3 K, a quantitative understanding of the spin freezing
requires the implementation of long range interactions; for this range of temperature, the
density of monopoles is too low to provide an efficient Debye screening of the magnetic
Coulomb interactions, which hinders the creation of new monopoles, and thus decreases
even more their density. This spin freezing is thus due to an avalanche effect provoked by
Coulomb interactions between magnetic monopoles. The next step will surely be to study
in more details the static and dynamic properties of this Coulombic system, both in the

1The result is exact when Lz ≫ L⊥ and we have strong evidence it also holds for a cube Lz = L⊥ ≫ 1
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context of SI experiments and more generally as this represents a fascinating theoretical
system.

In the last chapter (§ V), we have presented the susceptibility of Ho2Ti2O7 which
clearly displays a crossover between a standard Curie law 1/T in the paramagnetic phase,
and a collective Curie law 2/T in the Coulomb phase at very low temperature. Experi-
mental data agree with both an analytical expression extracted from the Husimi tree and
Monte Carlo simulations. This study opens many questions concerning the temperature
dependance of the scattering function S(q, T ), suggesting the presence of points q in the
reciprocal space where the NNSI model might be quantitatively correct. The recent pa-
per [Fen09] will most certainly give some hints for future developments.

As a summary, we would like to outline the remarkable properties that makes spin
ice unique among magnetic materials. First of all, because of the classical nature of the
Ising spins and of the projective equivalence [Isa05, Fen09] the NNSI usually gives semi-
quantitative, and sometimes even very good agreement with experiments and enables
surprisingly accurate analytical expressions. On top of that, the dumbbell model allows
simple arguments to provide a fundamental and detailed picture of spin ice including long
range interactions, through deconfined monopoles feeling an effective Coulomb potential
in the grand canonical ensemble; once a pair of defect is created, it cannot “suddenly”
disappear, but needs to be annihilated by hitting another monopole of opposite charge.
We should also not forget the existence of several spin ice compounds that all share similar
properties, two of them (Dy2Ti2O7 and Ho2Ti2O7) being available in single crystals which
is primordial for angle dependance experiments.

Concerning spin ice candidates, I am especially interested in Pr2Sn2O7 which displays
a thermally activated relaxation process over a wide range of temperature with an energy
scale of the order of the effective nearest neighbour interactions [Zho08b]. More impor-
tantly, this material remains dynamic down very low temperature [Zho08b]; τPr ∼ 10−11

s at 200 mK whereas τDy ∼ 100 s at 800 mK. This absence of spin freezing is particu-
larly intriguing: is it due to a modification of the dipolar moments for Pr (µ = 2.6µB)
compared to Dy or Ho (µ = 10.6µB) ? Or is it a consequence of the relatively small en-
ergy gap between the ground state and the first excited state, that may include quantum
fluctuations & 100 K ? If Pr2Sn2O7 turns out to be a spin ice material, then one will
need to understand its zero-point entropy that disagrees with Pauling’s estimate, but its
dynamics may shed a new light on spin ice and open new experimental possibilities.





A Generalisation of Pauling’s

argument

Pauling constructed a simple but nonetheless efficient estimate of the entropy of ice at
zero temperature [Pau35] that only differs from the most accurate reference by an error
of 1.5 % [Nag66].

His argument, applied to spin ice, was the following; among the 16 possible config-
urations of a single tetrahedron, 6 of them form the ground state; hence among the 2N

microstates of the N spins, there is only approximately a ratio of (6/16)N/2 that respect
the ice-rules (where N/2 is the number of tetrahedra); the total number of ground state
configurations is then

Ω = 2N

(

6

16

)N/2

=

(

3

2

)N/2

(A.1)

giving Pauling’s zero-point entropy

SPauling = N
1

2
ln

(

3

2

)

(A.2)

This argument turns out to be exact on the Husimi tree, because it neglects the self-
interaction of tetrahedra due to small closed loops in the pyrochlore lattice. In fact it is
possible to make a phenomenological generalisation at finite temperature and for more
complex models, as for example with bond distortion. Our goal will be to reproduce the
analytical expression of the entropy III.35.

Let us define X such that for each tetrahedron, there is a ratio of (X/16) of the total
number of configurations which is accessible. X is not anymore an integer a priori and
is strongly temperature- and model-dependent. Included in equation (A.1), this gives

Ω(X) = 2N

(

X

16

)N/2

=

(

X

4

)N/2

⇒ S(X) = N
1

2
ln

(

X

4

)

(A.3)

There is no rigourous way to compute X, but we can define it phenomenologically such
as the “averaged” number of configurations available per tetrahedron. Let us note pi and
gi respectively the Boltzmann probability and the degeneracy of a configuration i. This
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enables the definition of an entropy per tetrahedron that can be expressed as a function
of X as follows

Stet ≡ ln X ≡ −
∑

i

gi pi ln pi (A.4)

A rapid test immediately gives Pauling’s entropy (i.e. X = 6) with gi = 6 and pi = 1/6
at zero temperature. Now if we consider the model with bond distortion (see figure II.1),
there are four energy scales:

• 2 in - 2 out (all spins up or down): p2 ↑ = p2 ↓ = exp [2β(J + δ)] /z and g2 ↑ = g2 ↓ = 1;

• 2 in - 2 out (others): p2 o = exp [2β(J − δ)] /z and g2 o = 4;

• 3 in - 1 out and 3 out - 1 in: p3 = 1/z and g3 = 8;

• 4 in and 4 out : p4 = exp [−β(6J − 2δ)] /z and g4 = 2.

where z is the partition function for a single tetrahedron

z = 8 + 4 e2β(J−δ) + 2 e2β(J+δ) + 2 e−β(6J−2δ) (A.5)

Once injected in equation (A.4), we obtain

Stet = ln z − 2β

z

[

2(J + δ) e2β(J+δ) + 4(J − δ) e2β(J−δ) − (6J − 2δ) e−β(6J−2δ)
]

(A.6)

The corresponding value of X gives the same value of the entropy S(X) than the one
obtained from a direct calculation on the Husimi tree III.35, where we recall that Nt =
N/2.

In the limit J → +∞, we should only take into account the 2 in - 2 out microstates and
the entropy is then expressed in equation (III.37). The remaining Boltzmann probabilities
become

p2 ↑ = p2 ↓ =
e4βδ

4 + 2 e4βδ
, p2 o =

1

4 + 2 e4βδ
. (A.7)

At the transition Tc = 4δ/ ln 2, the density of tetrahedra configurations is

n2 ↑ = g2 ↑ p2 ↑ = n2 ↓ = 25%, n2 o = g2 o p2 o = 50% (A.8)

which gives

Stet = −2 · 1

4
ln

1

4
− 4 · 1

8
ln

1

8
⇒ X = 4

√
2 (A.9)

and we recover S = (1/4) ln 2 of equation (III.37).
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Definititon

The notion of demagnetisation is quite subtle and requires a precise definition of the vari-
ables we use. Let be (Bint,Bext) and (Hint,Hext) respectively the internal and external
magnetic fields and magnetic strengths1 . If we consider a magnetic material with mag-
netic permeability µr surrounded by a vacuum, then we can write the following relations

Bext = µ0 Hext, Bint = µ0µr Hint = µ0(Hint + M) (B.1)

where M is the magnetisation of the compound and its unit is A.m−1. The spins Si in
the system feels the magnetic strength −µ0 Hint · Si rather than the magnetic field Bint.
It will prove to be convenient to define the effective internal magnetic field B∗

int ≡ µ0 Hint.

Demagnetisation field

When an external magnetic field Bext is applied on a magnetic material, the spins of the
latter tend to align with Hext creating an overall finite macroscopic magnetisation M.
However this magnetisation will also give rise to an effective magnetic strength following

Hint = Hext − dM (B.2)

where d is the demagnetisaiton factor and solely depends on the shape of the sample and
the field orientation; there is usually one factor defined for each symmetry axis (e.g. 1
for a sphere, 2 for an ellipsoide). As the influence of the magnetisation is opposed to the
external magnetic strength, it is called the demagnetisation field. From equation (B.1),
one immediately gets

B∗
int = Bext − µ0dM (B.3)

The demagnetisation effect can thus be neglected for experiments or simulations with zero
magnetisation. This is why we did not consider it when we analysed the magnetic relax-
ation time in zero field (§ IV), but we had to subtract its contribution in magnetisation
curves (see subsections III.2.e and III.4.f). For a discussion of the demagnetisation effect
in the context of the Ewald summation in spin ice, we refer the reader to Appendix C
of [Mel04].

1There are many alternative names for both B and H and we chose these ones for clarity.
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Application to spin ice experiments [Fen05]

Our goal is to apply the above expression B.3 to figure III.9 for the experimental measure-
ments by Fennell & al. on a spherical sample (d = 1/3) and in a [001] magnetic field. In
the case of Ho2Ti2O7, we have 16 atoms in a unit cell of size 10.1 Å allowing a rewriting
of equation (B.3)

B∗
int = Bext − µ0d ρionMionµB (B.4)

where Mion is in units of the Bohr magneton µB and ρion = 15.5 1027 m−3 is the density
of rare-earth ions. The [001] direction of the field does not favorise any sublattice which
gives the same value of the saturation for all spins

(Mion)sat =
gJ J√

3
=

10.6√
3

= 6.11 (B.5)

From the right panel of figure III.9, one can now extract the linear dependance of Mion

with respect to the external magnetic field Bext (for small fields): Mion = 10.3 Bext. Using
the numerical values of µB = 9.27 10−24 J.T−1 and µ0 = 4π 10−7 J.A−2.m−1, we finally
obtain the relation:

B∗
int = 0.38 Bext (B.6)

Comparison with theory

According to our Hamiltonian III.2, the theoretical Boltzmann factor of the Zeeman
energy is exp (−h σ′

i/T ) whereas its experimental value is exp (−B∗
int · Si/(kB T )). It leads

to the direct relation:

h =
gJ J µB√

3kB

B∗
int = 4.1B∗

int (B.7)

giving from equation (B.6)

h = 1.56 Bext (B.8)

Hence when we compare our results with the experimental data as a function of Bext, we
should simply divide our theoretical field h by this factor of 1.56. But in fact, the best fit
is obtained by the factor:

(

h

Bext

)

bestfit

≈ 0.98 (B.9)

The ratio of the expected theoretical value over the best fit is then htheo/hexp ≈ 1.56/0.98 ≈
1.6.

I am thankful to John Chalker and Steven Bramwell for enlightening discussions on
this matter, the rest of my understanding coming from my reference books from the
Agrégation [Rou97, Kit96] as well as [L9́7]. I am not thankful to CGS and SI units.



C Neutron Scattering & Pinch Points

Why neutron scattering ?

Neutrons present several advantages for investigating features of condensed matter. Their
incident energy can be adapted to correspond to the energy scale one is interested in, and
since it does not carry an electric charge, it can penetrate deeply into the target and thus
comes closer to the nucleus of the atom. But its most relevant property for magnetic
materials is its magnetic moment that can interact with the spins of the electrons in
crystals [Squ96].

It is this latter characteristic that makes neutrons a valuable tool for spin ice, as the
scattering function S(q) measured by neutron scattering is an experimental representation
of the Fourier-transformed correlation function between spins, theoretically given by

S(q) =

∣

∣

∣

∣

∣

N
∑

i=1

Si⊥ eiq·ri

∣

∣

∣

∣

∣

2

(C.1)

where N is the number of spins whose positions are given by ri and Si⊥ is the component
of the spin orthogonal to the scattering vector q. Neutron scattering can thus immediately
reveal magnetic ordering, or for spin ice, the establishment of dipolar correlations imposed
by the ice-rules.

Experimental observation of pinch points

As explained in subsection I.3.c, the divergence free condition leads to intriguing anisotropic
algebraic correlations. Youngblood & Axe studied them in the 2d 6-vertex model and
showed the emergence of a clear signature of the ice-rules in the scattering function, pre-
dicted to appear as pinch points [You81], where the scattering function is locally singular
in one direction and diffuse in the two others, whereas S(q) is singular (resp. diffuse) in
all three directions at a critical point (resp. in a paramagnetic phase) [Fen07]; this is a
direct consequence of the anisotropic form of the dipolar correlations.

Even if such pinch points have been observed in the ferroelectric compound KD2PO4 [Ska70],
their manifestation in magnetic materials remained unsettled until two years ago when
they were clearly detected in Ho2Ti2O7 in a [111] field [Fen07], after the theoretical pre-
diction made by Moessner & Sondhi [Moe03a]. Further progress has been made very
recently using polarised neutron scattering, a technique that gives the opportunity to
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measure the different contributions of the scattering function separately [Fen09]; the au-
thors of this paper showed that one of these two contributions behaves like NNSI to an
excellent approximation, with the expected apparition of a pinch point in zero field ! At
finite temperature, when the ice-rules are not enforced, the width of this pinch point that
should be infinitesimal becomes small but finite [You81]; this is a distinct signature of
local monopole like excitations in spin ice [Fen09].

One last point we should outline here, is that Ho2Ti2O7 has been extensively studied
using neutron scattering, but Dy2Ti2O7 has been much less investigated, as several iso-
topes of Dy display a strong neutron absorption, making the scattering very week. On
the other hand Ho2Ti2O7 is an ideal compound for neutrons.

Pinch points in 2d: the divergence free constraint

We shall here construct a continuous model of spin ice, capturing the essential details
necessary for the emergence of pinch points. The simplest phenomenological Gibbs free
energy with a magnetic strength H and dipolar interactions is

G =
1

2
κ M2 − M · H (C.2)

where the first term hinders the saturated magnetisation. In Fourier space, we have

G(q) =
∑

q

1

2
κ M2(q) − M(q) · H(q), (C.3)

while the ice-rules impose the divergence free condition

∇ · M(r) = 0 ⇔ q · M(q); (C.4)

⇔ qx Mx + qy My = 0 (C.5)

Injecting equation (C.5) into C.3 gives rise to an energy that only depends on Mx if H is
chosen parallel to the x−axis.

G(q) =
∑

q

1

2
κ

(

1 +
q2
x

q2
y

)

M2
x(q) − Mx(q) H(q), (C.6)

By minimising this energy with respect to Mx, one gets

Sxx(q) = κ
q2
y

q2
x + q2

y

, Sxy(q) = −κ
qyqx

q2
x + q2

y

, (C.7)

This result can be generalised for higher dimension [You81], but this 2d calculation already
provides a good idea of the anisotropic behaviour whether we approach the pinch point
from qx → 0 or qy → 0.

This appendix has highly benefited from discussions with Tom Fennell & Steven
Bramwell and notes from the latter.
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