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de son temps pour discuter de mon sujet de recherche ainsi que de son accueil

chaleureux. Je suis très contente qu’elle fasse partie du jury de ma thèse.
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très agréable pendant les conférences.
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beca que me otorgo para la realización de esta tesis.
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Introduction en français.

Cette thèse porte sur la structure de Lie de la cohomologie de Hochschild,

donnée par le crochet de Gerstenhaber. Plus précisément, nous étudions la

structure d’algèbre de Lie du premier groupe de cohomologie et la structure de

module de Lie des groupes de cohomologie de Hochschild de certaines algèbres

monomiales.

Dans cette introduction, nous précisons d’abord le cadre de la thèse. Nous

présentons ensuite un aperçu de la recherche réalisée précédemment. Puis nous

examinons l’objectif et la motivation de ce travail. Finalement, nous donnons

une description détaillée de chaque chapitre de cette thèse. Les résultats de la

première section du chapitre 4, de la section 3 du chapitre 5 et les annexes A et

B ont fait l’objet de la publication [SF08].

Cadre de la thèse. Soit A une k-algèbre associative avec unité où k est

un corps commutatif. La cohomologie de Hochschild en degré n de A, dénotée

HHn(A), est définie de la manière suivante:

HHn(A) = HHn(A,A) = ExtnAe (A,A)

où Ae est l’algèbre enveloppante Aop ⊗k A de A. Par exemple, HH0(A) est

le centre de l’algèbre et HH1(A) est l’espace de dérivations extérieures, c’est à

dire le quotient des dérivations de l’algèbre modulo les dérivations intérieures.

Remarquons que HH1(A) a une structure d’algèbre de Lie donnée par le crochet

commutateur.

En 1963, Gerstenhaber a introduit deux opérations sur les groupes de coho-

mologie de Hochschild: le cup-produit

` : HHn(A) ×HHm(A) −→ HHn+m(A).

et le crochet

[ − , − ] : HHn(A) ×HHm(A) −→ HHn+m−1(A).

Il a montré que la cohomologie de Hochschild de A

HH∗(A) =

∞
⊕

n=0

HHn(A) ,

munie du cup-produit est une algèbre commutative graduée. En outre, il a

démontré que HH∗+1(A) munie du crochet de Gerstenhaber a une structure

d’algèbre de Lie graduée. Par conséquent, HH1(A) est une algèbre de Lie et

HHn(A) est un module de Lie sur HH1(A). En fait, le crochet de Gerstenhaber

restreint à HH1(A) est le crochet commutateur des dérivations extérieures. En

5
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plus, le cup-produit et le crochet de Gerstenhaber munissent HH∗(A) de la

structure d’algèbre de Gerstenhaber.

Intérêt et recherche précédente. Les structures algébriques sur la coho-

mologie de Hochschild sont importantes dans l’étude de la théorie des

représentations et des déformations de l’algèbre. Les deux structures, celle

d’algèbre commutative graduée et celle d’algèbre de Lie graduée, sont préservées

sous la relation d’équivalence dérivée. Il a été montré d’abord que la structure

d’algèbre commutative de HH∗(A) est invariante sous la relation d’équivalence

dérivée [Hap89, Ric91]. Puis, dans [Kel04], Keller a prouvé que le crochet

de Gerstenhaber sur HH∗+1(A) est aussi préservé sous la relation d’équivalence

dérivée.

Cependant, la compréhension des deux structures est une tâche difficile car

les calculs sont compliqués. Néanmoins, plusieurs résultats ont été obtenus

afin de: (1) décrire la structure d’algèbre de la cohomologie de Hochschild

pour certaines algèbres, [Hol96, CS97, Cib98, ES98, EH99, SW00, SA02,

EHS02, GA08, Eu07b, FX06]; (2) étudier la cohomologie de Hochschild mod-

ulo nilpotence [GSS03, GSS06, GS06]; (3) calculer le crochet de Gerstenhaber

[Bus06, Eu07a, SA07].

Objectif. Le but de cette thèse est d’étudier la structure de Lie de la

cohomologie de Hochschild pour les algèbres monomiales de dimension finie.

Une algèbre monomiale est définie comme le quotient de l’algèbre de chemins

d’un carquois par un idéal bilatère engendré par un ensemble de chemins de

longueur au moins deux. Nous utilisons les données combinatoires intrinsèques

à de telles algèbres pour étudier la structure de Lie définie sur la cohomologie de

Hochschild par le crochet de Gerstenhaber. En fait, nous examinons deux aspects

de cette structure algébrique. Le premier est la relation entre la semi-simplicité

du premier groupe de cohomologie de Hochschild et la nullité des groupes de

cohomologie de Hochschild. Dans le second aspect, nous nous concentrons sur

la structure de module de Lie des groupes de cohomologie de Hochschild d’une

famille d’algèbres particulière: celles dont le radical de Jacobson au carré est

nul.

Motivation. Une des motivations principales de cette recherche, a été

suggérée par Christian Kassel à partir des résultats de Claudia Strametz. Dans

[Str06], Strametz a étudié la structure d’algèbre de Lie du premier groupe de

cohomologie de Hochschild d’une algèbre monomiale. Elle a réussi à décrire le

crochet commutateur en termes de la combinatoire du carquois. Une de ses con-

tributions a été de donner des conditions nécessaires et suffisantes aux données

combinatoires des algèbres monomiales afin de garantir la semi-simplicité dans le

premier groupe de cohomologie. De plus, elle a montré que dans ce cas, l’algèbre

de Lie semi-simple obtenue est un produit direct de certaines algèbres de Lie de

matrices de trace nulle. Les modules de dimension finie sur ces algèbres de

Lie sont classifiés et une question naturelle se pose: Quelle est la description

de la cohomologie de Hochschild en degré n en tant que module de Lie sur le

groupe de dérivations extérieures, quand cette dernière est semi-simple? Nous
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démontrons dans cette thèse que pour les algèbres monomiales sur un corps de

caractéristique zéro, les groupes de cohomologie de Hochschild de degré au moins

deux sont nuls, ce qui nous amène à nous poser d’autres questions concernant la

structure de la cohomologie. En particulier, nous voulons trouver des exemples

où la structure de module de Lie des groupes de cohomologie de Hochschild est

non triviale, ce qui amène à considérer le cas où l’algèbre de Lie en degré un

est non semi-simple. Nous considérons alors des algèbres monomiales dont le

radical de Jacobson au carré est nul. Pour de telles algèbres, Claude Cibils a

calculé, dans [Cib98], les groupes de cohomologie en utilisant la combinatoire

du carquois.

Résumé des chapitres. Cette thèse est divisée en cinq chapitres. Dans le

premier et second chapitres, nous présentons des résultats concernant l’algèbre

de Lie du premier groupe de cohomologie de Hochschild. Dans le troisième

chapitre, nous considérons la relation entre semi-simplicité sur HH1(A) où A est

monomiale et la nullité des groupes de cohomologie de Hochschild. Les chapitres

quatre et cinq traitent de la structure de module de Lie de HHn des algèbres

monomiales dont le radical au carré est nul. Décrivons à présent chaque chapitre

en détail.

Premier chapitre. Dans ce chapitre, le but est de rappeler la description

combinatoire, donnée par Strametz, du crochet commutateur défini sur HH1(A).

Pour cela, nous rappelons la description de HH1(A) donnée en termes de flèches

parallèles. Le contenu de ce chapitre est plutôt technique, néanmoins les deux

descriptions combinatoires présentées sont les principaux outils pour comprendre

la structure d’algèbre de Lie, ce qui est l’objectif du chapitre suivant.

Second chapitre. Nous spécifions la structure d’algèbre de Lie de HH1(A):

lorsque le radical de A au carré est nul d’une part et lorsque A est triangulaire

et complètement monomiale d’autre part. Une algèbre complètement monomiale

est une algèbre monomiale qui vérifie la propriété suivante: tout chemin de

longueur au moins deux parallèle à un chemin nul dans l’algèbre, est aussi nul.

En particulier, les algèbres monomiales dont le radical au carré est nul sont des

algèbres complètement monomiales. Nous étudions deux cas séparément: celui

des algèbres complètement monomiales dont le carquois ne contient pas de cycles

orientés d’une part et le cas des algèbres de radical carré nul sans restriction sur

le carquois d’autre part.

En tenant compte du théorème de décomposition de Levi, nous calculons

d’abord le radical résoluble de HH1(A) pour ensuite obtenir la partie semi-

simple. Cette dernière est précisément le quotient par le radical résoluble.

Dans ce chapitre nous assumons que le corps k est algébriquement clos de car-

actéristique zéro.

Pour les algèbres monomiales de radical carré nul, nous montrons que le

premier groupe de cohomologie de Hochschild est une algèbre de Lie réductive,

c’est à dire qu’elle est la somme directe d’une algèbre de Lie semi-simple et une

algèbre de Lie abélienne.
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Etant donné un carquois Q, nous dénotons Q, le carquois obtenu en identi-

fiant les flèches parallèles, i.e. les flèches parallèles multiples dans Q sont vues

comme une seule flèche dans Q. Nous dénotons S l’ensemble des flèches de Q qui

correspondent à plus qu’une flèche dans Q. Nous avons la proposition suivante.

Proposition. Soit A = kQ/ < Q2 > une algèbre monomiale dont le radical

au carré est zéro où le corps k est algébriquement clos de caractéristique zéro et

où le carquois Q est fini et connexe. Alors

HH1(A) ∼=
∏

α∈S

sl|α|(k) × k χ(Q)

où χ(Q) = |Q1| − |Q0| + 1 est la caractéristique d’Euler de Q. En particulier,

HH1(A) est réductive.

En particulier lorsque le carquois est un cycle orienté, l’ensemble S est vide.

De plus χ(Q) = 1, ainsi dans ce cas HH1(A) est l’algèbre de Lie abélienne de

dimension un.

Nous appliquons la proposition ci-dessus au carquois à boucles multiples.

Par définition, le carquois à boucles multiples est le carquois donné par un seul

sommet et au moins deux boucles. L’algèbre monomiale dont le radical au carré

est zéro associée au carquois à boucles multiples est k[x1, . . . xr]/ < xixj >
r
i,j=1

où r est le nombre de boucles. Suite à la proposition ci-dessus, le premier groupe

de cohomologie de Hochschild est glr(k ), l’algèbre de Lie des matrices carrées

de taille r.

Ensuite, nous considérons les algèbres complètement monomiales sans cycles

orientés dans leur carquois. La partie semi-simple de leur premier groupe de

cohomologie de Hochschild peut être exprimé dans les mêmes termes que dans

le cas précédent. Le radical résoluble n’est plus abélien, cependant nous donnons

une description de celui-ci.

Troisième chapitre. Notre principal objectif dans ce chapitre est de mon-

trer que sous l’hypothèse de semi-simplicité du premier groupe de cohomologie de

Hochschild d’une algèbre monomiale, les groupes de cohomologie de Hochschild

sont nuls à partir du deuxième degré. Précisément, nous montrons le théorème

suivant.

Théorème. Soit Q un carquois fini et connexe et soit Z un ensemble

minimal de chemins qui est stable par chemins parallèles. Considérons l’algèbre

monomiale de dimension finie A = kQ/ < Z > où le corps k est algébriquement

clos et de caractéristique zéro. Si la graphe sous-jacent à Q est un arbre alors

- HH0(A) = k

- HH1(A) =
∏
α∈S sl|α|(k) et

- HHn(A) = 0 pour tout n ≥ 2.

Pour prouver le théorème précédent, nous utilisons la résolution projec-

tive de Happel-Bardzell [Bar97] qui est une résolution projective de A comme

Ae-module à gauche.
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Corollaire. Soit A = kQ/ < Z > une algèbre monomiale de dimension

finie où le corps k est algébriquement clos et de caractéristique zéro. Si HH1(A)

est semi-simple alors HHn(A) = 0 pour toute n ≥ 2.

Pour démontrer le corollaire, nous utilisons les conditions pour la semi-

simplicité données par Strametz. Au début de ce chapitre, nous rappelons et

examinons ces conditions pour énoncer son résultat.

Proposition ([Str06]). Soit Q un carquois fini et connexe et soit Z un

ensemble minimal de chemins. Soit A = kQ/ < Z > l’ algèbre monomiale de

dimension finie où le corps k est algébriquement clos et de caractéristique zéro.

Les assertions suivantes sont équivalentes:

(1) HH1(A) est semi-simple.

(2) La graphe sous-jacent du carquois Q est un arbre, Z est stable par

chemins parallèles et l’ensemble S est non vide.

(3) HH1(A) est isomorphe au produit direct non trivial suivant:

∏

α∈S

sl|α|(k).

Nous présentons une autre démonstration du théorème de Strametz.

Quatrième chapitre. Nous supposons, tout au long du chapitre, que A est

une algèbre monomiale dont le radical carré est zéro. Nous étudions la structure

de module de Lie des groupes de cohomologie de Hochschild, induite par le

crochet de Gerstenhaber

HH1(A) ×HHn(A) −→ HHn(A).

L’étude dépend de trois cas selon le carquois:

1. le carquois est une boucle,

2. le carquois est un cycle orienté mais pas une boucle, et

3. le carquois n’est pas un cycle orienté.

L’outil principal pour comprendre la structure de module de Lie est la descrip-

tion combinatoire du groupe de cohomologie de Hochschild et du crochet de

Gerstenhaber. Dans la première section, nous présenterons le complexe combi-

natoire donné dans [Cib98] qui calcule la cohomologie de Hochschild. Ensuite,

nous rappelons la formulation du crochet de Gerstenhaber donné dans [SF08]

pour la réalisation des groupes de cohomologie de Hochschild. Cette section

rassemble quelques résultats de mon article [SF08] pour lesquels les preuves

sont données dans l’appendice de cette thèse. Dans le reste du chapitre nous

explorons la structure de module de Lie pour les cas mentionnés ci-dessus.

Dans le premier cas, l’algèbre que nous considérons est en fait l’algèbre de

nombres duaux. Les groupes de cohomologie de Hochschild de degré ≥ 1 de

cette algèbre sont des espaces vectoriels de dimension un. Dans la proposition

suivante, nous donnons une base de HHn(A) .
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Proposition. Soit A = k[x]/ < x2 > où k est un corps de caractéristique

zéro. Pour n ≥ 1, considérons l’application ϕn : A⊗n → A donnée par

ϕn(f1⊗ · · · ⊗ fi⊗ · · · ⊗ fn) =

{∏n
i=1λ(fi, x) si n est pair

∏n
i=1λ(fi, x)x si n est impair.

où fi = λ(fi, x)x+ λ(fi, 1) pour i = 1, · · · , n. Alors HHn(A) ∼= kϕn.

Les modules de Lie de dimension un sur une algèbre de Lie abélienne sont

donnés par la multiplication par un scalaire dans le corps. Nous précisons le

scalaire qui détermine le module de Lie HHn(A).

Proposition. Soit A = k[x]/ < x2 > où k est un corps de caractéristique

zéro. Pour n ≥ 1, la structure de module de Lie des groupes de cohomologie de

Hochschild, donné par le crochet de Gerstenhaber,

HH1(A) ×HHn(A) −→ HHn(A) ,

est donnée par

ϕ1.ϕn =

{
−nϕn si n est pair

(1− n)ϕn si n est impair.

Alors

HH2n(A) ∼= HH2n+1(A)

en tant que modules de Lie.

Maintenant dénotons la cohomologie en degrés impairs par:

HHodd(A) =

∞
⊕

n=0

HH2n+1(A).

Il est clair que HHodd(A) muni du crochet de Gerstenhaber est une algèbre de

Lie. Nous décrivons cette algèbre de Lie. Soit W l’algèbre de Lie des dérivations

de k[x], i.e. W = Der(k[x], k[x]). Elle admet la graduation suivante:

W =

∞
⊕

n=0

Wn

où Wn est l’espace vectoriel engendré par la dérivation φn : k[x] → k[x] définie

par φn(x
i) = ixn+i−1. En fait, toute dérivation est une combinaison linéaire

des dérivations φn. De plus, le crochet commutateur est donné par la formule

suivante:

[φn, φm] = (n−m)φn+m−1.

Clairement, le crochet est gradué si nous considérons les éléments de Wn comme

étant de degré n− 1. D’autre part, nous dénotons

Wodd =

∞
⊕

n=0

W2n+1

la sous-algèbre de Lie de W.
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Proposition. Soit k un corps de caractéristique zéro et A l’algèbre des

nombres duaux, c’est à dire A = k[x]/ < x2 >. L’algèbre de Lie HHodd(A) est

isomorphe à l’algèbre de Lie de dimension infinie Wodd.

Dans le deuxième cas, soit Q un cycle orienté de longueur N où N ≥ 2. Un

élément f dans A = kQ/ < Q2 > est donné par une combinaison linéaire

f =

N∑

i=1

λ(f, ei)ei+ λ(f, ai)ai

où e1, . . . , eN sont les sommets du carquois et a1, . . . , aN sont les flèches. Nous

donnons une base de l’espace vectoriel HHn(A). Voici quelques notations.

Pour i = 1, . . . ,N et pour cN > 0 un multiple positif de N, nous dénotons

σi : {1, . . . , cN} → {1, · · · , N}

la fonction périodique de période N (i.e. σi(j) = σi(j+N)) telle que σi restreint

à l’ensemble {1, . . . ,N} est la permutation cyclique suivante:

• si i = 1 alors σ1(j) = j pour j = 1, . . . ,N;

• si i = N alors σN(1) = N et σN(j) = j− 1 pour j = 2, . . .N,

• si 1 < i < N alors σi(j) = i + (j − 1) pour j = 1, . . . ,N − i + 1 et

σi(j) = (j− 1) − (N− i) pour j = N− i+ 2, . . .N.

Nous dénotons

πi : A⊗cN→ k

l’application linéaire donnée par

πi(f1⊗ · · · ⊗ fcN) =

cN∏

j=1

λ(fj, aσi(j)).

Nous démontrons le résultat suivant:

Proposition. Soit A = kQ/ < Q2 > où le carquois Q est le cycle orienté

de longueur N où N ≥ 2 et le corps k est de caractéristique zéro. Considérons

l’application linéaire ϕ1 : A → A donnée par

ϕ1(f) = λ(f, a1)a1.

Alors HH1(A) ∼= kϕ1.

Pour n ≥ 1, un multiple de N, considérons l’application ϕn : A⊗n → A

donnée par

ϕn(f1⊗ · · · ⊗ fn) =

N∑

i=1

πi(f1⊗ · · · ⊗ fn)ei

et l’application ϕn+1 : A⊗n+1 → A donnée par

ϕn+1(f1⊗ · · · ⊗ fn+1) = π1(f1⊗ · · · ⊗ fn)λ(fn+1, a1)a1 .

Alors HHn(A) ∼= kϕn et HHn+1(A) ∼= kϕn+1 si n est pair et HHn(A) est nul

autrement.
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D’après ce résultat, HHn(A) est un espace vectoriel nul ou de dimension un.

En particulier pour le cas où cet espace est de dimension un, la structure de

module de Lie de HHn(A) est donnée par la multiplication par un scalaire non

nul. Nous précisons ce scalaire dans la proposition suivante.

Proposition. Soit A = kQ/ < Q2 > où le carquois Q est le cycle orienté

de longueur N où N ≥ 2 et le corps k est de caractéristique zéro. Pour n ≥ 1,

la structure de module de Lie des groupes de cohomologie de Hochschild, donné

par le crochet de Gerstenhaber,

HH1(A) ×HHn(A) −→ HHn(A)

est donné par

ϕ1.ϕn = − cϕn

où c est an entier tel que cN est pair et n = cN ou n = cN + 1, et c est zéro

autrement.

Alors, pour tout entier positif c, HHcN(A) ∼= HHcN+1(A) en tant que mod-

ules de Lie.

Comme auparavant, nous décrivons HHodd(A). Pour cela, soit W∗ la sous-

algèbre de W suivante:

W∗ =

∞
⊕

n=0

Wn+1.

La proposition suivante décrit la structure d’algèbre de Lie de HHodd(A) dans

le cas du cycle orienté.

Proposition. Soit A = kQ/ < Q2 > où k est un corps de caractéristique

zéro, où Q est le cycle orienté de longueur N et N ≥ 2. L’algèbre de Lie

HHodd(A) est isomorphe à W∗.

Dans le dernier cas, nous supposons que le carquois n’est pas un cycle orienté,

i.e. Q peut admettre des cycles orientés mais Q ne peut pas être réduit à un

cycle orienté. Dans ce cas, la description de la structure de module de Lie est

donnée en termes du carquois de ces raccourcis et des ses cycles orientés. Voici

d’abord quelques définitions et quelques notations.

Soient X et Y des ensembles des chemins de Q, alors X ‖ Y dénote l’ensemble

de couples de chemins (α,β) dans X×Y que sont parallèles, c’est à dire qui parta-

gent le même sommet d’origine et le même sommet d’arrivée. Nous dénotons

k(X ‖ Y) le k-espace vectoriel dont la base est l’ensemble X ‖ Y. On appelle

k(Qn ‖ Q1) l’espace de raccourcis et k(Qn ‖ Q0) l’espace des cycles orientés

pointés.

La description des groupes de cohomologie de Hochschild comme des quo-

tients de l’espace de raccourcis est donné dans [Cib98]. L’énoncé précis est le

suivant.



13

Théorème ([Cib98]). Soit A = kQ/ < Q2 > où Q n’est pas un cycle

orienté. Alors, si n ≥ 1

HHn(A) ∼=
k(Qn ‖ Q1)

ImDn−1

où

Dn−1 : k(Qn−1 ‖ Q0) −→ k(Qn ‖ Q1)

est l’application linéaire suivante

Dn−1(γ
n−1, e) =

∑

a∈Q1e

(aγn−1, a) + (−1)n
∑

a∈eQ1

(γn−1a, a) .

De plus, si n > 1, alors

dimkHH
n(A) = |Qn ‖ Q1| − |Qn−1 ‖ Q0|.

En utilisant la réalisation ci-dessus, nous décrivons la structure de module

de Lie. Nous démontrons le théorème suivant.

Théorème. Soit A = kQ/ < Q2 > où Q est un carquois fini. Si Q n’est pas

un cycle orienté alors la structure de module de Lie des groupes de cohomologie

de Hochschild donnée par le crochet de Gerstenhaber

HH1(A) ×HHn(A) −→ HHn(A)

est induite par une fonction bilinéaire

k(Q1 ‖ Q1) × k(Qn ‖ Q1) −→ k(Qn ‖ Q1)

donnée par les formules suivantes:

(a, x).(α, y) = δay · (α, x) −

n∑

i=1

δaix · (α ⋄
i
a, y)

où δ est le symbole de Kronecker et α = a1 · · ·ai · · ·an est un chemin de longueur

n constitué par les flèches ai. Pour ai = x le chemin α ⋄
i
a est obtenu en

remplaçant ai par a.

Cinquième chapitre. Dans ce chapitre, nous considérons deux types de

carquois: ceux sans cycles orientés et les carquois à boucles multiples. Nous

relions la structure de module de Lie des groupes de cohomologie de Hochschild

aux modules de Lie sur l’algèbre de Lie des matrices carrées de trace zéro slr(k),

en utilisant le théorème ci-dessus.

Dans le premier cas nous considérons des algèbres monomiales triangulaires

dont le radical carré est zéro. Introduisons quelques notations pour énoncer

le résultat. Étant donné une flèche α dans Q1, nous dénotons Vα le k-espace

vectoriel dont la base est l’ensemble α. L’espace vectoriel Vα a une structure de

module de Lie sur
∏
α′∈Q1

Endk (Vα′) donné par:

(fα′)α′∈Q1
.v = fα(v).

De plus, étant donné un raccourci T dans Q, i.e. T est un élément de Qn ‖ Q1,

nous écrivons T = (α1 · · ·αi · · ·αn, γ) où αi et γ sont des flèches dans Q1.
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Théorème. Soit A = kQ/ < Q2 > où Q est un carquois fini sans cycles

orientés et k est un corps algébriquement clos de caractéristique zéro. Alors

pour n > 1 la structure de module de Lie de HHn(A) sur HH1(A) induite par le

crochet de Gerstenhaber est donnée de la manière suivante:

HHn(A) ∼=
⊕

T∈Qn‖Q1

HHnT (Q)

où

HHnT (Q) = V∗
α1

⊗
k
· · · ⊗

k
V∗
αi

⊗
k
· · · ⊗

k
V∗
αn

⊗
k
Vγ

De plus, HHnT (Q) est irréductible.

Le deuxième cas est le carquois à boucles multiples. Soit A l’algèbre mono-

miale dont le radical au carré est zéro, associée à ce carquois. Nous avons déjà

mentionné que le premier groupe de cohomologie de Hochschild est isomorphe

à glr(k). Pour cette algèbre, nous relions la structure de module de Lie à un

produit tensoriel de deux glr(k)-module de Lie. L’énoncé précis est le suivant:

Théorème. Soit A = kQ/ < Q2 > où Q est le carquois à boucles mul-

tiples et k est un corps algébriquement clos de caractéristique zéro. Alors,

HH1(A) ∼= glr(k) en tant qu’algèbres de Lie, où r est le nombre de boucles. La

structure de module de Lie (induite par le crochet de Gerstenhaber) de HHn(A)

sur HH1(A) ∼= glr(k) est donnée par l’isomorphisme suivant

HHn(A) ∼= V∗⊗n−1⊗ slr(k)

où V est le glr(k)-module standard et slr(k) est le glr(k)-module canonique (i.e.

donné par la restriction du module adjoint).

Une observation simple nous donne le résultat suivant.

Corollaire. Pour A comme ci-dessus, HH2(A) = V∗ ⊗ slr(k) et pour

n > 2,

HHn(A) ∼= V∗ ⊗HHn−1(A).

Supposons que le corps de base est algébriquement clos de caractéristique

zéro de façon à étudier HHn(A) comme module sur slr(k). Rappelons deux

résultats classiques de la théorie de Lie, (voir par exemple [EW06, FH91]).

(1) Tout module de Lie de dimension finie sur slr(k) a une décomposition

en somme directe de modules irréductibles.

(2) Les modules irréductibles sur slr(k) sont déterminés de manière unique

par leur vecteur de plus haut poids. Nous dénotons Γλ le module

irréductible sur slr(k) de plus haut poids λ.

Pour le carquois à deux boucles, nous donnons de manière explicite la

décomposition en somme directe de modules irréductibles des groupes de co-

homologie de Hochschild, considérés comme des modules sur sl2(k). Le résultat

est le suivant:
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Proposition. Soit k un corps algébriquement clos de caractéristique zéro,

soit Q le carquois à deux boucles et A = kQ/ < Q2 >. Pour n ≥ 1 soit

h(n) = max{ l |n+ 1− 2l ≥ 0 }.

Pour l = 0, . . . , h(n) soit q(n, l) l’entier suivant:

q(n, l) =






(

n− 1

l

)

si l = 0, 1

(

n+ 1

l

)

−

(

n+ 1

l− 1

)

−

(

n− 1

l− 1

)

+

(

n− 1

l− 2

)

si l ≥ 2

La décomposition de HHn(A) en somme directe de modules de Lie irréductibles

sur sl2(k) est donnée par

HHn(A) ∼=

h(n)
⊕

l=0

Γ
q(n,l)

n+1−2l

où Γqt dénote la somme directe de q copies de Γt, qui est l’unique sl2(k)-module

irréductible de dimension t+ 1.

Dans le cas général du carquois à boucles multiples, nous obtenons

la décomposition en somme directe de modules irréductibles du deuxième groupe

de la cohomologie de Hochschild, considéré comme module sur slrk. Soit

Γ(a1,a2,...,ar−1) l’unique module irréductible sur slr(k) qui a comme plus haut

poids a1w1+ a2w2+ · · ·ar−1wr où les wi sont les poids fondamentaux sur

slr(k).

Proposition. Soit A = kQ/ < Q2 > où Q est le carquois à r boucles. La

décomposition de HH2(A) en somme directe de modules irréductibles sur slr(k)

est donnée par:

HH2(A) =






Γ3⊕ Γ1 if r = 2

Γ(1,2) ⊕ Γ(0,2) ⊕ Γ(0,1) if r = 3

Γ(1,0,...,0,2) ⊕ Γ(1,0,...,1,0) ⊕ Γ(0,...,0,1) if r > 3

Rappelons que la règle de Littlewood-Richardson est utilisée afin d’obtenir

la décomposition en somme directe de modules irréductibles du produit ten-

sorielle de deux modules irréductibles sur slr(k). Un cas spécial est donné par

la proposition suivante:

Proposition. (Clebsch-Gordon) Pour sl2(k) et a ≥ 1

V∗ ⊗ Γa = Γa+1⊕ Γa−1.

Si a = 0 alors V∗ ⊗ Γ0 = V∗.

Si r > 2 nous avons la règle de Littlewood-Richardson:
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Proposition. (Règle de Littlewood-Richardson) Pour slr(k) où r ≥ 3, la

décomposition en somme directe de modules irréductibles de V∗ ⊗ Γ(a1,a2,...,ar−1)
est

Γ(a1,a2,...,ar−1+1) ⊕
⊕

ai+1≥1

Γ(a1,...,ai+1,ai+1−1,...,ar−1) ⊕ Γ(a1−1,a2,...,ar−1)

En utilisant les propositions ci-dessus, nous décrivons un algorithme qui nous

permet de trouver la décomposition en somme directe de modules irréductibles

sur sln(k) des groupes de cohomologie de Hochschild.

Algorithme. Soit A = kQ/ < Q2 > où Q est le carquois à r boucles.

Nous avons mentionné que HH1(A) est isomorphe à glr(k) et nous considérons

HHn(A) comme module de Lie sur slr(k). Notre but est d’expliquer l’algorithme

que calcule la décomposition en somme directe de modules irréductibles sur

slr(k) de HHn(A). Le premier pas est donné par la proposition ci-dessus qui

donne la décomposition voulue de HH2(A). Pour n ≥ 2 supposons que nous

avons la décomposition suivante:

HHn(A) =
⊕

a

Γa .

Afin de calculer la décomposition de HHn+1(A) nous utilisons que

HHn+1(A) = V∗ ⊗ HHn(A). Comme les sommes directes et les produits ten-

soriel commutent, le pas suivant est de calculer la décomposition de V∗ ⊗ Γa
pour chaque Γa qui apparâıt dans la décomposition de HHn(A). Pour cela, nous

appliquons la règle de Littlewood-Richardson, et de cette manière nous trouvons

la décomposition de HHn+1(A).

Dans le cas r = 2, remarquons que nous obtenons la règle de Pascal tronquée.

Le tableau suivant donne la décomposition des groupes de cohomologie de

Hochschild pour les degrés 2 à 7

n Γ0 Γ1 Γ2 Γ3 Γ4 Γ5 Γ6 Γ7 Γ8

HH2(A) 1 1

HH3(A) 1 2 1

HH4(A) 3 3 1

HH5(A) 3 6 4 1

HH6(A) 9 10 5 1

HH7(A) 9 19 15 6 1

Pour slr(k) nous obtenons une règle ”tronquée” de Pascal généralisée.



Introduction in English.

This thesis is about the Lie structure on the Hochschild cohomology, given

by the Gerstenhaber bracket. More precisely, we study the Lie algebra structure

of the first Hochschild cohomology group and the Lie module structure of the

Hochschild cohomology groups of some monomial algebras.

In this introduction, we specify first the framework. Next, we present an

overview of the research realized previously. Then we discuss the objective and

the motivation for this work. Finally there is a detailed description of each

chapter of this thesis. The results of the first section of the chapter 4, the third

section of chapter 5 and the annexes A and B were published in [SF08].

Framework. Let A be an associative unital k-algebra where k is a field.

The Hochschild cohomology group in degree n of A, denoted HHn(A), refers to

HHn(A) = HHn(A,A) = ExtnAe (A,A)

where Ae is the enveloping algebra Aop⊗kA of A. For instance, HH0(A) is the

center of A and the first Hochschild cohomology group HH1(A) is the vector

space of the outer derivations, this is the quotient of the derivations by the

interior derivations. Note that HH1(A) has a Lie algebra structure given by the

commutator bracket.

In [Ger63], Gerstenhaber introduced two operations on the Hochschild co-

homology groups: the cup product

` : HHn(A) ×HHm(A) −→ HHn+m(A).

and the bracket

[ − , − ] : HHn(A) ×HHm(A) −→ HHn+m−1(A).

He proved that the Hochschild cohomology of A,

HH∗(A) =

∞
⊕

n=0

HHn(A) ,

provided with the cup product is a graded commutative algebra. Furthermore,

he demonstrated that HH∗+1(A) endowed with the Gerstenhaber bracket has

a graded Lie algebra structure. Consequently, HH1(A) is a Lie algebra and

HHn(A) is a Lie module over HH1(A). As a matter of fact, the Gerstenhaber

bracket restricted to HH1(A) is the commutator bracket of the outer derivations.

In addition, the cup product and the Gerstenhaber bracket endow HH∗(A) with

the Gerstenhaber algebra structure.
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Interest and previous research. The algebraic structures on the

Hochschild cohomology are important in the study of the representation and

deformation theory of the algebra.

Both structures, the graded commutative algebra and the graded Lie al-

gebra, are preserved under derived equivalence. First, it was shown that the

commutative algebra structure of HH∗(A) is invariant under derived equiva-

lence [Hap89, Ric91]. Then, in [Kel04], Keller proved that the Gerstenhaber

bracket on HH∗+1(A) is also preserved under derived equivalence.

However, understanding both structures is a difficult assignment since the

computations are complicated. Nevertheless, several results have been obtained

in order to: (1) describe the Hochschild cohomology algebra (or ring) for some al-

gebras, [Hol96, CS97, Cib98, ES98, EH99, SW00, SA02, EHS02, GA08,

Eu07b, FX06]; (2) study the Hochschild cohomology ring modulo nilpotence,

[GSS03, GSS06, GS06] and (3) compute the Gerstenhaber bracket [Bus06,

Eu07a, SA07].

Objective. The aim of this thesis is to study the Lie structure on the

Hochschild cohomology of finite dimensional monomial algebras. A monomial

algebra is defined as the quotient of the path algebra of a quiver by a two-sided

ideal generated by a set of paths of length at least two. We use the intrinsic

combinatorial data of such algebras to study the Lie structure defined on the

Hochschild cohomology by the Gerstenhaber bracket. Actually, we discuss two

aspects of such algebraic structure. The first one is the relationship between

semisimplicity on the first Hochschild cohomology groups and the vanishing of

the Hochschild cohomology groups. In the second one, we center our attention

to the Lie module structure of the Hochschild cohomology groups of a particular

family of monomial algebras: those whose Jacobson radical square is zero.

Motivation. One of the principal motivation of this research was suggested

by Christian Kassel from the results of Claudia Strametz. In [Str06], Strametz

studied the Lie algebra structure of the first Hochschild cohomology group of

monomial algebras. She succeed to describe the commutator bracket in terms of

the combinatorics of the quiver. One of her contributions was to provide suffi-

cient and necessarily conditions to the combinatorial data of the monomial alge-

bra in order to guarantee the semisimplicity on the first Hochschild cohomology

group. Moreover, she showed that in this case, the semisimple Lie algebra ob-

tained is isomorphic to a direct product of some Lie algebras of trace zero square

matrices. Finite dimensional modules over these Lie algebras are classified so

a natural question arise: What is the description of the Hochschild cohomology

group in degree n as a Lie module over the Lie algebra of outer derivations, when

this one is semisimple? We show in this thesis that for monomial algebras over a

field of characteristic zero, the Hochschild cohomology groups of degree at least

two are zero, however this answer brings out some other questions concerning the

structure of the cohomology. For instance, the pursuit of examples where the Lie

module structure of the Hochschild cohomology groups is not trivial, this lead

to consider the case where the Lie algebra in the first degree is not semisimple.
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Hence, we consider monomial algebras whose radical square is zero. For these

algebras, Claude Cibils has computed, in [Cib98], the Hochschild cohomology

groups using the combinatorics of the quiver.

Contents of chapters. This thesis is divided into five chapters. In Chap-

ters 1 and 2, we present results concerning the Lie algebra structure of the first

Hochschild cohomology group. In chapter 3, we consider the relationship be-

tween semisimplicity on HH1(A) where A is monomial and the vanishing of the

Hochschild cohomology groups. Chapters 4 and 5 are concerned with the Lie

module structure of HHn(A) where A is a monomial algebra of radical square

zero. We will describe next the contents of each chapter more in detail.

First chapter. In this chapter, the aim is to recall combinatorial descrip-

tion, given by Strametz, of the commutator bracket defined on HH1(A). To do

so, we will remind the description of HH1(A) given in terms of parallel arrows.

The contents of this chapter is rather technical, nevertheless both combinatorial

descriptions presented here are the principal tools to understand the Lie algebra

structure, which is the objective of the subsequent chapter.

Second chapter. We specify the Lie algebra structure of HH1(A): when

A has radical square zero in one hand and when A is a triangular complete

monomial algebra in the other hand. A complete monomial algebra is a monomial

algebra that verifies the following property: every path of length at least two

parallel to a path which is zero in the algebra is also zero. For instance, the

radical square zero monomial algebras are complete monomial. We study both

cases separately: the complete monomial algebras whose quiver contains no

oriented cycles in one hand and radical square zero monomial algebras without

any restriction on the quiver in the other hand.

Keeping in mind Levi’s decomposition theorem, we compute first the solvable

radical of HH1(A) in order to obtain then the semisimple part. Recall that the

semisimple part is precisely the quotient by its solvable radical. In this chapter

we assume that the field k is algebraically closed of characteristic zero.

For the radical square zero monomial algebras, we show that the first

Hochschild cohomology groups is a reductive Lie algebra, this means that it

is the direct sum of a semisimple Lie algebra and an abelian Lie algebra.

Given a quiver Q, we denote Q the quiver obtained by identifying parallel

arrows, i.e. multiple parallel arrows inQ are seen as only one arrow inQ. Denote

S the set of arrows in Q that correspond to more than one arrow in Q. We have

the following proposition.

Proposition. Let A = kQ/ < Q2 > be a monomial algebra of radical

square zero where k is an algebraically closed field of characteristic zero, and Q

is a finite connected quiver. Then

HH1(A) ∼=
∏

α∈S

sl|α|(k) × k χ(Q)

where χ(Q) = |Q1|− |Q0|+1 is the Euler characteristic of Q. Therefore, HH1(A)

is reductive.
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In particular, when the quiver is an oriented cycle the set S is empty. More-

over χ(Q) = 1, hence in this case HH1(A) is the one dimensional abelian Lie

algebra.

We apply the above proposition to the multiple loops quiver. By definition,

the multiple-loops quiver is the quiver with one vertex and at least two loops. The

monomial algebra of radical square zero associated to the multiple-loops quiver

is k[x1, . . . xr]/ < xixj >
r
i,j=1 where r is the number of loops. As a consequence

of the above proposition, the first Hochschild cohomology group is glr(k ), the

Lie algebra of square matrices of size r.

Next we consider triangular complete monomial algebras. The semisimple

part of the first Hochschild cohomology group can be expressed in the same

terms as in the previous case. The solvable radical is not longer abelian however

we give a description of it.

Third chapter. Our principal objective in this chapter is to show that un-

der the hypothesis of semisimplicity on the first Hochschild cohomology group of

a monomial algebra, the Hochschild cohomology groups vanish from the second

degree. More precisely, we prove the following theorem.

Theorem. Let Q be a finite connected quiver, and Z a minimal set of

paths closed by parallel paths. Consider the finite dimensional monomial al-

gebra A = kQ/ < Z >, where k is an algebraically closed field of characteristic

zero. If the underlined graph of Q is a tree then

- HH0(A) = k

- HH1(A) =
∏
α∈S sl|α|(k) and

- HHn(A) = 0 for all n ≥ 2.

To prove the above theorem, we use as a tool the Happel-Bardzell projective

resolution [Bar97] which is a projective resolution of A as a left Ae-module.

Corollary. Let A = kQ/ < Z > be a finite dimensional monomial alge-

bra where k is an algebraically closed field of characteristic zero. If HH1(A) is

semisimple then HHn(A) = 0 for all n ≥ 2.

In order to demonstrate the corollary, we used the conditions for semisim-

plicity given by Strametz. At the beginning of this chapter, we recall and discuss

those conditions in order to restate her theorem.

Proposition ([Str06]). Let Q be a quiver and Z a minimal set of paths.

Let A = kQ/ < Z > be the finite dimensional monomial algebra where k is

an algebraically closed field of characteristic zero. The following conditions are

equivalent:

(1) HH1(A) is semisimple.

(2) The underlined graph of the quiver Q is a tree, Z is closed by parallel

arrows and the set S is not empty.



21

(3) HH1(A) is isomorphic to the following non trivial direct product of Lie

algebras: ∏

α∈S

sl|α|(k).

We present another proof of Strametz’ theorem.

Chapter four. We will assume, throughout this chapter, that A is a mono-

mial algebra with radical square zero. In this chapter, we will study the Lie

module structure on the Hochschild cohomology groups, induced by the Ger-

stenhaber bracket

HH1(A) ×HHn(A) −→ HHn(A).

The study is in three cases, depending on the quiver:

1. the quiver is a loop,

2. the quiver is an oriented cycle but not the loop, and

3. the quiver is not an oriented cycle.

The principal tool to understand the Lie module structure is the combinato-

rial description of both the Hochschild cohomology group and the Gerstenhaber

bracket. In the first section, we will present the combinatorial complex given

in [Cib98] that computes Hochschild cohomology. Next, we recall the formu-

lation of the Gerstenhaber bracket given in [SF08] for Cibils’ realization of the

Hochschild cohomology groups. This section collects some results of my paper

[SF08], where proofs are given in the appendix of this thesis. In the rest of the

chapter we explore the Lie module structure for the cases above mentioned.

In the first case, the algebra that we are considering is in fact the algebra

of the dual numbers. The Hochschild cohomology vector spaces of degree ≥ 1

of this algebra are one dimensional. In the following proposition, we provide a

basis of HHn(A).

Proposition. Let A = k[x]/ < x2 > where k is of characteristic zero. For

n ≥ 1, consider the map ϕn : A⊗n → A given by:

ϕn(f1⊗ · · · ⊗ fi⊗ · · · ⊗ fn) =

{∏n
i=1λ(fi, x) if n is even

∏n
i=1λ(fi, x)x if n is odd.

where fi = λ(fi, x)x+ λ(fi, 1) for i = 1, · · · , n. Then HHn(A) ∼= kϕn

The one dimensional Lie modules over an abelian Lie algebra are given by

the multiplication by some scalar. We precise the scalar determines the Lie

module HHn(A).

Proposition. Let A = k[x]/ < x2 > where k is of characteristic zero. For

n ≥ 1, the Lie module structure on the Hochschild cohomology groups given by

Gerstenhaber bracket,

HH1(A) ×HHn(A) −→ HHn(A) ,

is given by:

ϕ1.ϕn =

{
−nϕn if n is even

(1− n)ϕn if n is odd.
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Therefore,

HH2n(A) ∼= HH2n+1(A)

considered as Lie modules.

Now we denote the cohomology in odd degrees by

HHodd(A) =

∞
⊕

n=0

HH2n+1(A).

It is clear that the Gerstenhaber bracket endows HHodd(A) with a Lie algebra

structure. We will describe such Lie algebra. Let W be the Lie algebra of deriva-

tions of k[x], i.e. W = Der(k[x], k[x]). Such Lie algebra admits the following

graduation:

W =

∞
⊕

n=0

Wn

where Wn is the vector space generated by the derivation φn : k[x] → k[x]

defined by φn(x
i) = ixn+i−1. In fact, any derivation is linear combination of the

φn’s. Moreover, the commutator is given by the following formula:

[φn, φm] = (n−m)φn+m−1.

Clearly, the bracket is graded if we consider the elements of Wn as of degree

n− 1. Beside, we will denote

Wodd =

∞
⊕

n=0

W2n+1

the Lie subalgebra of W.

Proposition. Let k be a field of characteristic zero and A the algebra of

the dual numbers, this is A = k[x]/ < x2 >. The Lie algebra HHodd(A) is

isomorphic to the infinite dimensional Lie algebra Wodd.

For the second case, let Q be an oriented cycle of length N where N ≥ 2.

An element f in A = kQ/ < Q2 > is given by a linear combination

f =

N∑

i=1

λ(f, ei)ei+ λ(f, ai)ai

where e1, . . . , eN are the vertices of the quiver and a1, . . . , aN are the arrows.

We give a basis of the vector space HHn(A). Let us give some notations.

For i = 1, · · · , N and for cN > 0 a positive multiple of N, we denote

σi : {1, . . . , cN} → {1, · · · , N}

the periodic function with periodN (i.e. σi(j) = σi(j+N)) such that σi restricted

to the set {1, . . . ,N} is the following cyclic permutation:

• if i = 1 then σ1(j) = j for j = 1, . . . ,N;

• if i = N then σN(1) = N and σN(j) = j− 1 for j = 2, . . .N,

• if 1 < i < N then σi(j) = i + (j − 1) for j = 1, . . . ,N − i + 1 and

σi(j) = (j− 1) − (N− i) for j = N− i+ 2, . . .N.
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We denote

πi : A⊗cN→ k

the linear map given by

πi(f1⊗ · · · ⊗ fcN) =

cN∏

j=1

λ(fj, aσi(j)).

We show the following result.

Proposition. Let A = kQ/ < Q2 > where k is a field of characteristic

zero and Q is the oriented cycle of length N with N ≥ 2. Consider the map

ϕ1 : A → A given by

ϕ1(f) = λ(f, a1)a1

Then HH1(A) ∼= kϕ1.

For n ≥ 1, a multiple of N, consider the map ϕn : A⊗n → A given by

ϕn(f1⊗ · · · ⊗ fn) =

N∑

i=1

πi(f1⊗ · · · ⊗ fn)ei

and the map ϕn+1 : A⊗n+1 → A given by

ϕn+1(f1⊗ · · · ⊗ fn+1) = π1(f1⊗ · · · ⊗ fn)λ(fn+1, a1)a1 .

Then HHn(A) ∼= kϕn and HHn+1(A) ∼= kϕn+1 if n is even and HHn(A) is

zero otherwise.

According to this result, HHn(A) is either zero or a one dimensional vector

space. In the particular case of dimension one, the Lie module structure of

HHn(A) is given by the multiplication by a non-zero scalar. We precise this

scalar in the following proposition.

Proposition. Let A = kQ/ < Q2 > where Q is an oriented cycle of length

N with N ≥ 2 and k is a field of characteristic zero. For n ≥ 1, the Lie mod-

ule structure on the Hochschild cohomology groups, given by the Gerstenhaber

bracket,

HH1(A) ×HHn(A) −→ HHn(A)

is given as follows

ϕ1.ϕn = − cϕn

where c is an integer such that cN is even and either n = cN or n = cN + 1

and c is zero otherwise.

Therefore, for all positive integer c, HHcN(A) ∼= HHcN+1(A) as Lie modules.

As before, we describe HHodd(A). To do so let W∗ be the Lie subalgebra of

W given as follows:

W∗ =

∞
⊕

n=0

Wn+1.

The following proposition describes the Lie algebra structure of HHodd(A) in

the oriented cycle case.
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Proposition. Let A = kQ/ < Q2 > where Q is the oriented cycle of length

N with N ≥ 2, and k is a field of characteristic zero. The Lie algebra HHodd(A)

is isomorphic to W∗.

In the last case we suppose that the quiver is not an oriented cycle, i.e. Q

can admit cycles but Q cannot be reduced to an oriented cycle. For this case,

the description of the Lie module structure is given in terms of the quiver: of its

shortcuts and oriented cycles. Here is some definitions notations.

Let X and Y be sets consisting of paths of Q, then X ‖ Y denotes the set of

all couples of paths (α,β) in X×Y that are parallels, this means that they share

the same source and the same target. We denote k(X ‖ Y) the k-vector space

whose basis is the set X ‖ Y. We call k(Qn ‖ Q1), the space of shortcuts and

k(Qn ‖ Q0), the space of pointed oriented cycles.

The description of the Hochschild cohomology groups as quotients of the

space of shortcuts is given in [Cib98]. The precise statement is the following.

Theorem ([Cib98]). Let A = kQ/ < Q2 > where Q is not an oriented

cycle. Then, if n ≥ 1

HHn(A) ∼=
k(Qn ‖ Q1)

ImDn−1

where

Dn−1 : k(Qn−1 ‖ Q0) −→ k(Qn ‖ Q1)

is the following linear map

Dn−1(γ
n−1, e) =

∑

a∈Q1e

(aγn−1, a) + (−1)n
∑

a∈eQ1

(γn−1a, a) .

Moreover, if n > 1 then

dimkHH
n(A) = |Qn ‖ Q1| − |Qn−1 ‖ Q0|.

Using the above realization, we describe the Lie module structure. We prove

the following theorem.

Theorem. Let A = kQ/ < Q2 > where Q is a finite quiver. If Q is not

an oriented cycle then the Lie module structure of the Hochschild cohomology

groups given by the Gerstenhaber bracket

HH1(A) ×HHn(A) −→ HHn(A)

is induced by the following bilinear map:

k(Q1 ‖ Q1) × k(Qn ‖ Q1) −→ k(Qn ‖ Q1)

given as follows

(a, x).(α, y) = δay · (α, x) −

n∑

i=1

δaix · (α ⋄
i
a, y)

where δ is the Kronecker symbol and α = a1 · · ·ai · · ·an is a path of length n

constituted of arrows ai. For ai = x the path α ⋄
i
a is obtained by replacing ai

with a.



25

Chapter five. In this chapter we consider two kinds of quivers: those with-

out oriented cycles and the multiple-loops. We relate the Lie module structure

of the Hochschild cohomology groups with the Lie modules over the Lie algebra

of trace zero square matrices slr(k), using the above theorem.

In the first case, we consider triangular monomial algebra of radical square

zero. Let us introduce some notation in order to state the result. Given an

arrow α in Q1, we denote Vα the k-vector space whose basis is the set α. The

vector space Vα has a Lie module structure over
∏
α′∈Q1

Endk (Vα′) given by:

(fα′)α′∈Q1
.v = fα(v)

Moreover, given a shortcut T in Q, i.e. T is an element of Qn ‖ Q1, we write

T = (α1 · · ·αi · · ·αn, γ) where αi and γ are arrows in Q1.

Theorem. Let A = kQ/ < Q2 > where Q is a finite quiver without oriented

cycles and k is an algebraically closed field of characteristic zero. Then for n > 1

the Lie module structure of HHn(A) over HH1(A) induced by the Gerstenhaber

bracket is given as follows:

HHn(A) ∼=
⊕

T∈Qn‖Q1

HHnT (Q)

where

HHnT (Q) = V∗
α1

⊗
k
· · · ⊗

k
V∗
αi

⊗
k
· · · ⊗

k
V∗
αn

⊗
k
Vγ

Moreover, HHnT (Q) is irreducible.

The second case is the multiple-loops quiver. Let A be the monomial algebra

of radical square zero, associated to this quiver. We have mentioned that the

first Hochschild cohomology group is isomorphic to glr(k). For this algebra, we

relate the Lie module structure with a tensor product of two well known modules

of glr(k). The exact statement is as follows:

Theorem. Let A = kQ/ < Q2 > where Q is a multiple-loops quiver and k

is an algebraically closed field of characteristic zero. Then HH1(A) ∼= glr(k) as

Lie algebras, where r is the number of loops. The Lie module structure (induced

by the Gerstenhaber bracket) of HHn(A) over HH1(A) ∼= glr(k) is given by the

following isomorphism

HHn(A) ∼= V∗⊗n−1⊗ slr(k)

where V is the standard glr(k)-module and slr(k) is the usual glr(k)-module (i.e.

given by the restriction of the adjoint module).

A simple observation gives the following:

Corollary. For an algebra A as above, HH2(A) = V∗ ⊗ slr(k) and for

n > 2 we have

HHn(A) ∼= V∗ ⊗HHn−1(A).
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Assume that the ground field is algebraically closed and of characteristic

zero, in order to study HHn(A) as a module over slr(k). Let us recall two

classical Lie theory results, (see for instance [EW06, FH91]).

(1) Every (finite dimensional) slr(k)-module has a decomposition into di-

rect sum of irreducible modules

(2) The irreducible modules over slr(k) are uniquely determined by their

vector of highest weight. We denote Γλ the irreducible slr(k) module of

highest weight λ.

For the two loop quiver, we provide explicitly the decomposition into direct

sum of irreducible modules of the Hochschild cohomology groups, considered as

modules over sl2(k). The result is as follows:

Proposition. Let k be an algebraically closed field of characteristic zero, Q

be the two-loops quiver and A = kQ/ < Q2 >. For n ≥ 1 let

h(n) = max{ l |n+ 1− 2l ≥ 0 }.

For l = 0, . . . , h(n) let q(n, l) be the following number:

q(n, l) =






(

n− 1

l

)

if l = 0, 1

(

n+ 1

l

)

−

(

n+ 1

l− 1

)

−

(

n− 1

l− 1

)

+

(

n− 1

l− 2

)

if l ≥ 2

The decomposition of HHn(A) into a direct sum of irreducible Lie modules over

sl2(k) is given by

HHn(A) ∼=

h(n)
⊕

l=0

Γ
q(n,l)

n+1−2l

where Γqt denotes the direct sum of q copies of Γt that is the unique irreducible

sl2(k)-module of dimension t+ 1.

In the general case of multiple-loops quiver, we obtain the decomposition into

direct sum of irreducibles modules of the second Hochschild cohomology groups,

considered as a module over slr(k). Let Γ(a1,a2,...,ar−1) be the unique irreducible

module over slr(k) of highest weight a1w1+a2w2+ · · ·ar−1wr where wi are the

fundamental weights of slr(k).

Proposition. Let A = kQ/ < Q2 > where Q is a multi-loop quiver with r

loops. The decomposition of HH2(A) into direct sum of irreducible modules as a

module over slr(k) is given by:

HH2(A) =






Γ3⊕ Γ1 if r = 2

Γ(1,2) ⊕ Γ(0,2) ⊕ Γ(0,1) if r = 3

Γ(1,0,...,0,2) ⊕ Γ(1,0,...,1,0) ⊕ Γ(0,...,0,1) if r > 3
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Recall that the Littlewood Richardson rule is used to find the decomposition

into direct sum of irreducibles of the tensor product of two irreducible modules

of slr(k). A special case is given in the next proposition.

Proposition. (Clebsch-Gordon) For sl2(k) and a ≥ 1 the following holds

V∗ ⊗ Γa = Γa+1⊕ Γa−1.

If a = 0 then V∗ ⊗ Γ0 = V∗.

For r > 2, we have the Littlewood-Richardson rule:

Proposition. (Littlewood-Richardson rule) For slr(k) with r ≥ 3, the de-

composition into direct sum of irreducible modules of V∗ ⊗ Γ(a1,a2,...,ar−1) is

Γ(a1,a2,...,ar−1+1) ⊕
⊕

ai+1≥1

Γ(a1,...,ai+1,ai+1−1,...,ar−1) ⊕ Γ(a1−1,a2,...,ar−1)

Using the above propositions, we provide an algorithm that allows us to

find the decomposition into direct sum of irreducible modules over sln(k) of the

Hochschild cohomology groups.

Algorithm. Let A = kQ/ < Q2 > where Q is a multi-loop quiver with r

loops. We have mentioned that HH1(A) is isomorphic to glr(k). We consider

HHn(A) as slr(k)-modules. Our aim is to explain an algorithm to calculate the

decomposition into direct sum of irreducible slr(k)-modules of HHn(A). The

first step is given by the above proposition which gives the wanted decomposition

for HH2(A). For n ≥ 2, let us suppose that we have the following decomposition:

HHn(A) =
⊕

a

Γa .

In order to calculate de decomposition of HHn+1(A) we used that HHn+1(A) =

V∗ ⊗HHn(A), which is a consequence of the above theorem. Since direct sums

and tensor products of Lie modules commute, the next step is to calculate the de-

composition of V∗⊗Γa for each Γa that appears in the decomposition of HHn(A).

To do so, we apply the Littlewood-Richardson rule, and in this way we find the

decomposition of HHn+1(A).

In fact, for r = 2 notice that we obtain a ”truncated” Pascal rule. The

following table gives the decomposition for the Hochschild cohomology groups
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of degrees between 2 and 7.

n Γ0 Γ1 Γ2 Γ3 Γ4 Γ5 Γ6 Γ7 Γ8

HH2(A) 1 1

HH3(A) 1 2 1

HH4(A) 3 3 1

HH5(A) 3 6 4 1

HH6(A) 9 10 5 1

HH7(A) 9 19 15 6 1

For slr(k) we obtain a ”truncated” generalized Pascal rule.



CHAPTER 1

The space of outer derivations of a monomial algebra.

It is well known that the first Hochschild cohomology group is in fact the vec-

tor space of outer derivations. Clearly, it is endowed with a Lie algebra structure

given by the commutator bracket. Such structure was studied by C. Strametz

for the case of finite dimensional monomial algebras, using combinatorial tools.

In this chapter, we will recall the description of the space of outer derivations

using the combinatorial data of a finite-dimensional algebra. Such description is

obtained from the complex induced by the Happel-Bardzell projective resolution.

Then we will remind the description of the commutator bracket given by Stram-

etz in the same terms as the combinatorial realization of the first Hochschild

cohomology group of a monomial algebra.

We will begin recalling the definition of a monomial algebra, and we will fix

the notation that we will be using all along this thesis.

1.1. Monomial Algebras.

Peter Gabriel’s theorem states that any basic, finite dimensional algebra over

an algebraically closed field is isomorphic to a quotient of a path algebra by an

admissible ideal. Monomial algebras are certain quotients of a path algebra, they

play a special role in the study of finite dimensional algebras. In this section we

will recall some generalities about monomial algebras: we will begin with the

definitions of a quiver and its path algebra.

A quiver Q is a directed graph. This means that a quiver is given by the

following data: a set Q0 called the set of vertices and a set Q1 called the set

of arrows, together with two applications which are called the source, denoted

s, and the target, denoted t, both defined from the set of arrows to the set of

vertices.

For example, the loop quiver is given by one vertex and one arrow. The

source and the target functions are the same:

· qq

Another example is the Kronecker quiver, given by a double arrow, this

means that Q0 = {e1, e2}, Q1 = {a, a ′} and for the source and target functions,

s(a) = s(a ′) = e1 and t(a) = t(a ′) = e2.

e1
a //

a′

// e2

29
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The multiple loops quiver is given by one vertex and several loops, like in the

following figure:

·��oo__OO??����
r

where r is the number of loops.

The multiple arrows quiver is given by the following data: Q0 = {e1, e2},

Q1 = {a1, . . . ar}, s(ai) = e1 and t(ai) = e2 for i = 1, . . . , r. We will denote it by

e1
r // e2 = e1

a1 //

ar
//··

· // e2

Given a quiver Q, one constructs paths by concatenating arrows as follows.

Let a1, . . . , an be arrows such that s(ai) = t(ai+1) for i = 1, . . . , n − 1, the

expression a1a2 · · ·an is a path denoted p.

·
an // ·

an−1 // · ·
a1 // ·

Let us remark that the source map and the target map can also be defined for

paths as follows: s(p) = s(an) and t(p) = t(a1). Let p and q be two paths,

we say that they are composable if and only if s(p) = t(q), in this case we

write pq for the path obtained after concatenation. Besides, a path c such that

s(c) = t(c) is called an oriented cycle. For example, the arrow in the loop quiver

is an oriented cycle. Moreover, the length of a path is the number of arrows

used in its expression as concatenation of arrows. We will denote Qn the set of

all paths of Q of length n. The set of vertices Q0, which is the set of paths of

length zero, will be considered as the set of trivial paths.

Let p and q be two paths. We say that q divides p if there exist paths x

and y such that p = xqy where x and y are paths. Moreover, the underlying

graph of the quiver is the graph obtained when the orientations of the arrows

are ignored.

Let k be a field. We define the path algebra of a quiver Q as follows: its

underlying vector space has a basis given by all paths of the quiver, and the

multiplication is given by the concatenation of paths whenever they are compos-

able and zero otherwise. Let us remark that kQ0 has an algebra structure and

kQ1 becomes a kQ0−kQ0 bimodule. Then the path algebra can be equivalently

defined as the tensor algebra of kQ1 over kQ0, i.e.

kQ = TkQ0 (kQ1) =
⊕

n

kQ
⊗n
kQ0

1 .

For instance, the path algebra of the loop quiver is the polynomial algebra in

one variable.

Definition. An admissible ideal I is an ideal of a path algebra of a quiver

Q such that

< Qn >⊆ I ⊆< Q2 >
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for some n, where < Qi > is the two-sided ideal generated by Qi.

Example. The two-sided ideal generated by Qn with n ≥ 2 is an admissible

ideal. Another example is the zero ideal which is admissible if and only if the

quiver has no oriented cycles.

Definition (Monomial algebra). A monomial algebra is a quotient of the

path algebra of a quiver Q by a two-sided ideal generated by a set of paths of

length at least two, which we will denote Z.

Assumptions. In this thesis, we are concerned with finite dimensional mono-

mial algebras, according to P. Gabriel theorem quoted above, this means

A = kQ/ < Z > where < Z > is an admissible ideal.

In the sequel, we will assume that

- Q1 and Q0 are non-empty sets.

- Q is finite, i.e. Q0 and Q1 are finite sets.

- Q is a connected, i.e. the underlying graph of Q is connected.

- Z is minimal, this means that for all path p in Z and for all path q 6= p

that strictly divides the path p, q does not belong to the set Z.

This last assumption is not restrictive since we can always extract from a set of

paths, a minimal subset such that both sets generate the same ideal.

Let B be the set of paths of Q which are not divided by any element of

Z. It is clear that the elements of B form a basis of the monomial algebra A.

Moreover, the Jacobson radical (i.e. the intersection of all left maximal ideals)

of a monomial algebra denoted r = radA is given by

r =
< Q1 >

< Z >

where < Q1 > is the two-sided ideal generated by Q1 (see for instance [Cib90]).

Furthermore, E = kQ0 is isomorphic to A/r. Moreover A ∼= E⊕ r, as predicted

by Wedderburn-Malcev theorem.

1.2. A description of the first Hochschild cohomology group.

For any algebra A, the Hochschild cohomology groups are computed as the

cohomology of the complex obtained after applying the functor HomAe (−, A)

to any projective resolution of A as a left Ae-module. The Hochschild coho-

mology groups computation for a monomial algebra has been done using the

Happel-Bardzell projective resolution. Once we have such resolution, a complex

is induced as we have just explained, after applying the functor HomAe (−, A).

Then such complex is simplified: the space of cochains are expressed in terms of

parallel paths and the differential maps are expressed in terms of an operation

that replaces parallel arrows in a path. Let us first introduce both tools: parallel

paths and such operation.

Definition (Parallel paths). Given a quiver, we say that two paths α and

β are parallels if and only if they have the same source and the same target. If

α and β are parallels we write α ‖ β.
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Notation. Let X and Y be sets consisting of paths of Q, then X ‖ Y denotes

the set of all couples of paths (α,β) in X × Y that are parallels. We denote

k(X ‖ Y) the k-vector space generated by X ‖ Y.

Now, we introduce the operation that replaces parallel arrows in a path, the

operation ⋄
i

where i is a natural number between 1 and the length of the path.

Definition (Operation ⋄
i
). Given a path α inQnwith n ≥ 1 we will suppose

its expression in arrows is as follows: α = a1 · · ·ai · · ·an. Fix a natural number

i from 1 to n. Now, let β be a non trivial path in Qm such that ai ‖ β. From

such data, a path in Qn+m−1 can be obtained by replacing the arrow ai by the

path β:

a1 · · ·ai−1βai+1 · · ·an.

The following picture illustrate such replacing:

·
an // · ·

ai−1 // ·

β

��@�
=}
:z

5u /o )i
$d
!a
�^

ai
// ·
ai+1 // · ·

a1 // ·

Let us denote k(Qn) the vector space generated by all paths of length n, the

operation ⋄
i

is given by:

⋄
i

: k(Qn) × k(Qm) → k(Qn+m−1)

(α,β) 7→ α ⋄
i
β =

{
a1 · · ·ai−1βai+1 · · ·an if ai ‖ β

0 otherwise.

Notation. Let α be a path in Q and (a, γ) in Q1 ‖ B. Following Strametz

we denote α(a,γ) the element in A given by the sum of all nonzero paths (i.e.

paths in B) obtained by replacing each appearance of the arrow a in α by γ.

If the path α does not contain the arrow a or if every replacement of a in α

is not a path in B, then α(a,γ) = 0. For example, let α = aba be a path,

α(a,γ) = abγ + γba in case abγ and γba are paths in B. In general, if the

expression in arrows of α is a1 · · ·ai · · ·an, then α(a,γ) is the element of A given

by

α(a,γ) =

n∑

i=1

δaai χB(α ⋄
i
γ) α ⋄

i
γ

where δaai is the Kronecker symbol and χB is the characteristic function. It is

clear that α is parallel to α ⋄
i
γ for all i. Now, let us suppose α is in a certain set

of paths X. We denote (α,α(a,γ)) the element in k(X ‖ B) given by the following

sum:

(α,α(a,γ)) :=

n∑

i=1

δaai χB(α ⋄
i
γ) (α,α ⋄

i
γ).

Now, we are able to state the proposition that gives a combinatorial descrip-

tion of the vector space of outer derivations HH1(A) when A is monomial.
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Proposition ([Str06]). Let A = kQ/ < Z > be a monomial algebra and let

B denote the basis of A, described before. The beginning of the complex induced

by the Happel-Bardzell resolution can be described in the following way:

0 −→ k(Q0 ‖ B)
ψ0−→ k(Q1 ‖ B)

ψ1−→ k(Z ‖ B) → · · ·

The maps ψ0 and ψ1 are given by

(1) ψ0(e, γ) =
∑

a|s(a)=e

(a, aγ) −
∑

a|t(a)=e

(a, γa)

(2) ψ1(a, γ) =
∑

p∈Z

(p, p(a,γ))

Therefore,

HH1(A) ∼=
Kerψ1

Imψ0
.

We will give a sketch of the proof of the above proposition. As we have

wrote, the principal tool used in the computation of HH1 is the Happel-Bardzell

resolution. Since we are interested in the computation of the first Hochschild

cohomology group, let us only recall the beginning of such resolution. The next

proposition gives the beginning of a resolution of A as a left Ae-module where

A = kQ/ < Z > is any finite-dimensional monomial algebra.

Proposition ([Bar97]). Let Q be a finite connected quiver and < Z > be

an admissible ideal of the path algebra kQ. Suppose Z is a minimal set of paths.

Let E = kQ0 be the semisimple commutative algebra generated by Q0. Consider

the sequence

A⊗
E
kZ⊗

E
A

δ1−→ A⊗
E
kQ1⊗

E
A

δ0−→ A⊗
E
A

µ
−→ A → 0

given by the maps:

µ(x⊗
E
y) = xy

δ0(x⊗
E
a⊗
E
y) = xa⊗

E
y− x⊗

E
ay

δ1(x⊗
E
p⊗
E
y) =

∑

p∈Z

xp1 · · ·pi−1⊗
E
pi⊗

E
pi+1 · · ·pny .

where x, y are in A, a is in Q1 and p is in Z which has an expression in arrows

p = p1 · · ·pi · · ·pn.

Then the above sequence is exact at A⊗
E
kQ1⊗

E
A and at A⊗

E
kQ0⊗

E
A.

After applying the functor HomAe (−, A) to the above resolution, a complex

is obtained. The cochains of this complex, HomAe (A ⊗
E
kX ⊗

E
A,A), can be

identified with HomEe (X,A) using to the following lemma:

Lemma. Let E be any subalgebra of A. Let M be an E − E bimodule and N

be an A−A bimodule. Then

HomAe (A⊗
E
M⊗

E
A,N) ∼= HomEe (M,N).
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The above lemma, which we use to simplify the complex induced by the

Happel-Bardzell resolution, provides an isomorphic complex. The beginning of

such complex computes the zero and the first Hochschild cohomology group.

Remark. The first Hochschild cohomology of A is the quotient of the kernel

of ψ1 by the image of ψ0 from the complex:

0 → HomEe (kQ0, A)
ψ0−→ HomEe (kQ1, A)

ψ1−→ HomEe (kZ,A)

given by the maps

(3)
ψ0f : kQ1 → A

a 7→ af(s(a)) − f(t(a))a

where f is in HomEe (kQ0, A).

(4)

ψ1g : kZ → A

p 7→
l(p)∑

i=1

p1 · · ·pi−1g(pi)pi+1 · · ·pl(p)y

where g is in HomEe (kQ1, A)

In order to obtain the complex given by Strametz we simplify the above

complex. For a monomial algebra, we identify HomEe (kX,A) with k(X ‖ B)

where X is Q0, Q1 or Z. Such identification is based on the following lemma.

Lemma. Let X and Y be sets of paths. Then

HomEe (kX, kY) ∼= k(X ‖ Y).

We provide the explicit isomorphism used to prove the lemma. Given f in

HomEe (kX, kY) and α a path in X, f(α) is a linear combination of paths of Y,

i.e.

f(α) =
∑

β∈Y

λf(α,β)β

where the sum is over all paths β in Y. Since f is an E-E bimodule map, then

f(α) = f(t(α)αs(α)) = t(α)f(α)s(α). Hence λf(α,β) 6= 0 for a path β then

α ‖ β. Therefore, we have the following well-defined morphism:

HomEe (kX, kY) → k(X ‖ Y)

f 7→
∑

α∈X

∑

β∈Y

λf(α,β) (α,β).

Conversely, we have the following morphism:

k(X ‖ Y) → HomEe (kX, kY)

(α,β) 7→ f(α,β) : kX → kY

x 7→ δαx β

where δαx is the Kronecker symbol and x is a path in X. The above isomorphisms

enable to transcribe morphisms of E − E modules into parallel arrows and vice
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versa. Finally we proceed to translate the differentials into the operations of

replacement of arrows using the previous identifications.

1.3. Combinatorial commutator bracket.

The Lie algebra structure of the outer derivations is given by the commutator

bracket. In order to study such structure using the above combinatorial presen-

tation we translate the commutator bracket in terms of the combinatorial de-

scription of HH1(A) by Strametz. In order to translate the commutator bracket

she gave maps from C1(A,A) to k(Q1 ‖ B) and vice versa. Those maps induce

inverse linear isomorphisms at the cohomological level, i.e. between HH1(A). In

fact, they are induced from some comparison maps, which are written explicitly

for the first degree. This procedure enables us to give a Lie algebra structure to

the cochain complex k(Q1 ‖ B).

In this section we will present the quasi-isomorphism maps and the combi-

natorial commutator bracket.

Given f in Homk(A,A) and a an arrow, f(a) is a linear combination of paths

of B, i.e.

f(a) =
∑

γ∈B

λf(a, γ)γ.

The map from C1(A,A) to k(Q1 ‖ B) is induced by:

C1(A,A) → k(Q1 ‖ B)

f 7→
∑

a∈Q1

∑

(a,γ)∈(Q1‖B)

λf(a, γ)(a, γ).

The inverse map is induced by

k(Q1 ‖ B) → C1(A,A)

(a, γ) 7→ F(a,γ) : A → A

α 7→
n∑

i=1

δaai α ⋄
i
γ

where α = a1 · · ·an is an element of B. The induced isomorphisms on HH1(A)

given by the above maps are useful to prove the following proposition.

Theorem ([Str06]). Let A = kQ/ < Z > be a monomial algebra and let B

be the corresponding basis of A. Consider the bracket

[ − , − ]S : k(Q1 ‖ B) × k(Q1 ‖ B) −→ k(Q1 ‖ B)
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given by

(5)

[ (a, α) , (b, β) ]S = (b, β(a,α)) − (a, α(b,β))

=

m∑

i=1

δabi χB(β ⋄
i
α) (b, β ⋄

i
α)

−

n∑

i=1

δbai χB(α ⋄
i
β) (a, α ⋄

i
β)

where the decomposition in arrows of α and β are α = a1 · · ·an and

β = bi · · ·bm; the functions δyx and χB are the Kronecker symbol and the char-

acteristic function respectively.

The above bracket induces a Lie algebra structure on the first Hochschild

cohomology group HH1(A) ∼= Kerψ1/Imψ0 which is a Lie algebra isomorphic

to HH1(A) with the commutator bracket.

Next we describe the derivations and inner derivations of A as an

E − E bimodule (see [Str06]). Let us introduce notation in order to state the

result. We denote

DerEe (A,A) = Derk(A,A) ∩HomEe (A,A)

where Derk(A,A) is the Lie algebra of derivations of A. Denote

AdEe (A,A) = Adk(A,A) ∩HomEe (A,A)

where Adk(A,A) is the Lie ideal of inner derivations of A . We have the following

description of DerEe (A,A) and AdEe (A,A).

Proposition ([Str06]). The Lie algebra Kerψ1 (with the bracket described

in the preceding theorem) and DerEe (A,A) (with the canonical bracket) are iso-

morphic.

Corollary ([Str06]). The Lie ideal Imψ0 of Kerψ1 and the Lie ideal

AdEe (A,A) of DerEe (A,A) are isomorphic.



CHAPTER 2

Lie algebra structure.

In this chapter we are concerned about the Lie algebra structure of the first

Hochschild cohomology group of a monomial algebra. We will determine its

radical and its semisimple part in two cases. The first one is when the monomial

algebra is of radical square zero. In the second case, we consider triangular and

complete monomial algebras. Then, using Levi’s decomposition theorem, we

obtain a complete description of the Lie algebra structure of the first Hochschild

cohomology of such algebras. We will assume, throughout this chapter, that

the field is algebraically closed of characteristic zero. We will begin by some

technical results.

2.1. Parallel arrows.

The combinatorial commutator bracket described in the chapter before in-

duces a Lie algebra structure on the cochains k(Q1 ‖ B). Let us remark

that k(Q1 ‖ Q1) becomes a Lie subalgebra with the combinatorial commuta-

tor bracket

[ − , − ]S : k(Q1 ‖ Q1) × k(Q1 ‖ Q1) → k(Q1 ‖ Q1)

given by

[ (a, a ′) , (b, b ′) ]S = δab′ (b, a ′) − δba′ (a, b ′) .

We call k(Q1 ‖ Q1) the Lie algebra of parallel arrows. In this section we will

study both Lie algebras: k(Q1 ‖ Q1) and k(Q1 ‖ B). The results from this

section will allow us to compute the semisimple part and the radical of HH1(A)

in the two cases mentioned before.

Given a quiver Q we have that ‖ is an equivalence relation on the set of

arrows Q1. We denote Q1 the set of equivalence classes. It is clear that the

maps source s and target t are well defined on Q1. The quiver which has Q0 as

vertices and Q1 as set of arrows, together with the maps s and t will be denoted

Q. Note that in the quiver Q, all multiple parallel arrows of Q are identified.

For example

Q  Q

·
n1

��=
==

==
=

·
n

//

n2
@@������

·

·
α

��=
==

==
=

·
γ

//

β
@@������

·

where α = {a(1), . . . , a(n1)}, β = {b(1), . . . , b(n2)} and γ = {c(1), . . . , c(n)}.

37
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We will show that the Lie algebra k(Q1 ‖ Q1) can be expressed as a direct

product of endomorphism Lie algebras glα where α is an arrow of Q. Let us

introduce such Lie algebras.

Notation. Given α in Q1 we denote

glα =
⊕

a,a′∈α

k (a, a ′)

and

Iα =
∑

a∈α

(a, a).

Clearly, the vector space glα together with the above bracket is a Lie sub-

algebra of k(Q1 ‖ Q1). Let us show that these are endomorphism Lie algebras.

Denote Vα the vector space whose basis is the set α, so dimk(Vα) = |α|. Con-

sider Endk (Vα), the Lie algebra of endomorphism of Vα with the commutator

bracket. We will show that Endk (Vα) and glα are isomorphic. Given a, a ′ ∈ α,

denote f(a,a′) : Vα → Vα the linear morphism given by:

f(a,a′)(
∑

x∈α

λxx) = λaa
′.

The inverse map is given by the following:

glα → Endk (Vα)

(a, a ′) 7→ −f(a,a′)

The minus sign in the right side is needed in order to guarantee this map to

be an homomorphism of Lie algebras. Therefore, glα is isomorphic to the Lie

algebra of endomorphism of Vα. We will use such Lie algebra to describe the

Lie algebra structure of the parallel arrows. The description of the Lie algebra

k(Q1 ‖ Q1) and its radical is given by the following lemma.

Lemma 2.1.1.

k(Q1 ‖ Q1) =
∏

α∈Q1

glα

as Lie algebras. Moreover,

radk(Q1 ‖ Q1) =
∏

α∈Q1

k Iα.

Proof. If α 6= β then glα∩ glβ = 0 and

[(a, a ′), (b, b ′)]S = 0

for all (a, a ′) in glα and (b, b ′) in glβ. Then it is easy to conclude that k(Q1 ‖ Q1)

is the product of all glα. Now, recall that the radical of Lie algebras commutes

with finite products, so the radical of k(Q1 ‖ Q1) is the product of the radicals of

the glα’s. Since the radical of glα is k Iα, we obtain that the radical of k(Q1 ‖ Q1)
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is the direct product of k Iα’s. For the last statement, it is enough to compute

[ (a, a ′) , Iα ]S where a, a ′ are in α, and α ∈ Q1.

[ (a, a ′) , Iα ]S =
∑
x∈α[ (a, a

′) , (x, x) ]S
=

∑
x∈αδ

x
a(a, a

′) − δxa′(a, a ′)

= (a, a ′) − (a, a ′) = 0

�

Now we are ready to study the Lie algebra k(Q1 ‖ B). Let us remark that

k(Q1 ‖ B) = k(Q1 ‖ Q0) ⊕ k(Q1 ‖ Q1) ⊕
N
⊕

i=2

k(Q1 ‖ B ∩Qi)

where N is the maximum length of non-zero paths in A. If we set that the

elements of k(Q1 ‖ B ∩Qi) are of degree i − 1, the combinatorial commutator

bracket is graded. Let

R =

N
⊕

i=2

k(Q1 ‖ B ∩Qi).

Lemma 2.1.2. Let Q be a quiver without loops and consider the Lie algebra

k(Q1 ‖ B). Then R is a solvable ideal. Since k(Q1 ‖ Q1) is a subalgebra, the

following decomposition of k(Q1 ‖ B) holds

k(Q1 ‖ B) = k(Q1 ‖ Q1) ⊕ R.

Proof. First we prove that R is an ideal, to do so let (x, γn) be in k(Q1 ‖ B)

and let (y, γm) be in R (i.e. m ≥ 2). Using the definition of the combinato-

rial commutator bracket, [(x, γn), (y, γm)]S is in k(Q1 ‖ B ∩ Qn+m−1) where

n+m− 1 ≥ 2. So it is clear that R is an ideal. Let us prove that R is solv-

able, i.e. that its derived series Dl(R) vanishes for some l. Recall that if g is

a Lie algebra then its derived series is the sequence defined by D0(g) = g and

Dl+1(g) = [Dl(g) , Dl(g)]. In order to prove that R is solvable, let us remark

the following:

D
1(R) = [R , R ]S ⊆

N
⊕

i=3

k(Q1 ‖ B ∩Qi).

Moreover, the derived series of R satisfies

D
k+1(R) = [Dk(R) , D

k(R)]S ⊆

N
⊕

i=ik+1

k(Q1 ‖ B ∩Qi)

where ik ≤ ik+1 ≤ N. Then it is clear that R is solvable since there exists k such

that B ∩Qi is empty for i > k. Therefore Dk+1(R) = 0. �

The following lemma allows to calculate the radical of k(Q1 ‖ B).

Lemma 2.1.3. Let Q be a quiver without loops. Consider the Lie algebra

k(Q1 ‖ B). Then radk(Q1 ‖ Q1) ⊕ R is a solvable ideal. Therefore, it belongs

to radk(Q1 ‖ B).



40

Proof. Let I = radk(Q1 ‖ Q1) ⊕ R =
∏
α∈Q1

k Iα⊕ R. First, we will show

that I is an ideal. Since we have shown that R is an ideal, it is enough to prove

that [k(Q1 ‖ B) ,
∏
α∈Q1

k Iα ]S belongs to I. Let (x, γn) be in k(Q1 ‖ B), we will

calculate [ (x, γn) , Iα ]S for all α inQ1. For n = 1, this means that γ1 is an arrow

which is parallel to x. So, if x /∈ α then it is clear that [ (x, γ1) , Iα ]S = 0. Now,

if x ∈ α then [ (x, γ1) , Iα ]S = (x, γ1) − (x, γ1) = 0. Therefore, for all α ∈ Q1,

[ (x, γ1) , Iα ]S = 0. If n ≥ 2 then we will show that [ (x, γn) , Iα ]S belongs to

R. Using the combinatorial bracket definition, [ (x, γn) , Iα ]S is a multiple of

(x, γn). Since n ≥ 2, [ (x, γn) , Iα ]S is in R for all α in Q1. We conclude that

[k(Q1 ‖ B) , I ]S ⊆ R. From this inclusion we infer that I is an ideal. Moreover,

[ I , I ]S ⊆ R, then I is solvable since R is solvable. �

Lemma 2.1.4. Let Q be a quiver without loops. Consider the Lie algebra

k(Q1 ‖ B). Then

radk(Q1 ‖ B) = radk(Q1 ‖ Q1) ⊕ R

Proof. The above lemma gives the inclusion:

radk(Q1 ‖ B) ⊇ radk(Q1 ‖ Q1) ⊕ R.

From the Lemma (2.1.2) we know that k(Q1 ‖ B) = k(Q1 ‖ Q1) ⊕ R. Let x

be in k(Q1 ‖ B), there exists y in k(Q1 ‖ Q1) and z in R such that x = y + z.

In order to prove the other inclusion (⊆), let us show the following: if x is in

radk(Q1 ‖ B) then y is in k(Q1 ‖ Q1). Consider the projection map:

p : k(Q1 ‖ B) → k(Q1 ‖ Q1).

It is clear that p is a Lie algebra epimorphism, therefore

p(radk(Q1 ‖ B)) ⊆ radk(Q1 ‖ Q1).

Therefore, if x is in radk(Q1 ‖ B) then y = p(x) is in radk(Q1 ‖ Q1). �

2.2. Radical square zero.

Now, we deal with a particular case of monomial algebras: those of radical

square zero. In this case, Z is the set of all paths of length two, i.e. Z = Q2.

The set of vertices and arrows form a basis, i.e. B = Q0∪Q1. In [Cib98], Cibils

describe the Hochschild cohomology groups for such algebras using a complex

which coincides with the complex induced by the Happel-Bardzell resolution.

In the next paragraph, we recall the computation of the first Hochschild

cohomology group for monomial algebras of radical square zero. Let us re-

mark that the chain complex k(Q0 ‖ Q0 ∪Q1) is isomorphic as a vector space

to k(Q0 ‖ Q0) ⊕ k(Q0 ‖ Q1). Therefore, the beginning of the Happel-Bardzell

complex becomes

0 → k(Q0 ‖ Q0) ⊕ k(Q0 ‖ Q1)
ψ0−→ k(Q1 ‖ Q0) ⊕ k(Q1 ‖ Q1)

ψ1−→ k(Q2 ‖ Q0) ⊕ k(Q2 ‖ Q1).
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Moreover, for any couple (e, a) in Q0 ‖ Q1, ψ0(e, a) = 0 and for any couple

(a, a ′) in Q1 ‖ Q1, ψ1(a, a
′) = 0. So, the differential can be restated as follows:

ψ0 =
(

0 0

D0 0

)

ψ1 =
(

0 0

D1 0

)

where

(6)
D0 : k(Q0 ‖ Q0) → k(Q1 ‖ Q1)

(e, e) 7→
∑

a∈Q1e

(a, a) −
∑

a∈eQ1

(a, a)

and
D1 : k(Q1 ‖ Q0) → k(Q2 ‖ Q1)

(a, e) 7→
∑

b∈Q1e

(ba, b) +
∑

b∈eQ1

(ab, b).

Remark. We already know that HH0(A) is the center of A. From the

above complex, we deduce that the center of A is kerψ0, which is equal to

k(Q0 ‖ Q1) ⊕ kerD0. Let us remark that D0(
∑
e∈Q0

(e, e)) = 0. Then the

element
∑
e∈Q0

(e, e), which is the unit of A, is in kerD0, which is not surprising

since the unity of A is always in its center.

Lemma 2.2.1. Let Q be a quiver. The dimension of ImD0 is |Q0| − 1.

Proof. Suppose Q is a loop or a multiple loops quiver then D0 = 0 and

ImD0 has dimension 0. Moreover in this case, we obtain the result since

|Q0| − 1 = 0. Now, suppose Q is not a loop nor a multiple loops quiver, then

we will show that kerD0 is one dimensional. Let x be in kerD0, we write

x =
∑
e∈Q0

λe(e, e) with λe in k. Since D0(x) = 0,

∑

e∈Q0

λe
(

∑

a∈Q1e

(a, a) −
∑

a∈eQ1

(a, a)
)

is zero. Let a be an arrow such that s(a) 6= t(a). Notice that the element (a, a)

appears in the above linear combination with coefficient λs(a) − λt(a). Therefore

λs(a) = λt(a) for all a such that s(a) 6= t(a). We conclude that λe = λ ′e for

all e, e ′ in Q0 since Q is connected. We infer that kerD0 is the vector space

generated by
∑
e∈Q0

e, the unit of A. Notice that the following is an exact

sequence of vector space:

0 → kerD0 → k(Q0 ‖ Q0)
D0−→ ImD0 → 0

Finally, the vector space ImD0 has dimension |Q0| − 1 since kerD0 is one di-

mensional. �

In view of the above complex, in order to compute HH1(A), we have to

determine the kernel of ψ1 and the image of ψ0. Such computation is done in
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three separated cases: first for the loop, then for the oriented cycle of length

greater or equal two and finally for quivers that are not just an oriented cycle.

For the loop, let e be the vertex and a be the arrow. It is clear that D0 = 0

and D1(a, e) = 2(a2, a). Now, if chark = 2 then D1 = 0 and therefore we

conclude

HH1(A,A) = k(a, e) ⊕ k(a, a).

Moreover, if chark 6= 2 the map D1 is clearly injective so KerD1 = 0. So

Kerψ1 = k(a, a). Since Imψ0 is zero,

HH1(A) = k(a, a).

For the oriented cycle, let e1, . . . eN be the vertices and a1, . . . aN be the

arrows. We will suppose N ≥ 2 and s(ai) = ei. Then D1 = 0, so HH1(A) is

isomorphic to the quotient of k(Q1 ‖ Q1) by ImD0. Therefore,

HH1(A) =
⊕Ni=1k(ai, ai)

< (ai, ai) − (ai−1, ai−1) >i=2,...,N

For a quiver that is not an oriented cycle, the map D1 is injective, this

was proven by Cibils in [Cib98]. Therefore,

HH1(A) =
k(Q1 ‖ Q1)

ImD0
.

Since we have obtained the explicit computation of the first Hochschild co-

homology group of a monomial algebra of radical square zero, we are able to

study its Lie algebra structure. First, we give some notation and some technical

results.

Notation. Denote χ(Q) the Euler characteristic of the underlying graph of

the quiver Q, i.e.

χ(Q) = |Q1| − |Q0| + 1.

Let us remark that if the underlying graph of Q is a tree then χ(Q) = 0.

Lemma 2.2.2. Let Q be a quiver that is not an oriented cycle. Consider

the Lie algebra k(Q1 ‖ Q1). Then ImD0 is an abelian ideal of k(Q1 ‖ Q1).

Therefore,

ImD0 ⊆ radk(Q1 ‖ Q1).

Moreover, if the underlying graph of Q is a tree then

ImD0 = radk(Q1 ‖ Q1).

Proof. Let us remark that

D0(e, e) =
∑

α∈Q1e

Iα−
∑

α∈eQ1

Iα.

In order to show that ImD0 is an ideal of k(Q1 ‖ Q1), let us compute first

[ Iα , (x, x ′) ]S. If x /∈ α then it is clear that [ Iα , (x, x ′) ]S = 0. If x ∈ α then

[ Iα , (x, x ′) ]S = (x, x ′) − (x, x ′) = 0. We conclude that [D0(e, e) , (x, x ′) ]S = 0

for all e ∈ Q0 and for all (x, x ′) ∈ k(Q1 ‖ Q1). Therefore, [D0(e, e) , w ]S = 0

for all w ∈ k(Q1 ‖ Q1). From this computation, it is clear that ImD0 is an
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abelian ideal. For the last statement, recall that radk(Q1 ‖ Q1) is equal to∏
α∈Q Iα, so its dimension is |Q1|. From the above remark ImD0 has dimension

|Q0| − 1. Since Q is a tree, |Q1| = |Q0| − 1 and therefore both ideals ImD0 and

radk(Q1 ‖ Q1), are equal. �

The following lemma is a well known result from Lie algebras. We will use

it as a tool to compute the radical of the Lie algebras that we are dealing with.

Lemma 2.2.3. Let g be a Lie algebra and I be a solvable ideal. Then

rad
g

I
=
rad g

I
.

Proof. Consider the canonical projection p : g։ g/I, therefore

p(rad g) ⊆ rad
g

I

since the image of a solvable ideal is solvable. Since I belongs to rad g, the image

of rad g under p is:

p(rad g) =
rad g

I

We conclude that
rad g

I
⊆ rad

g

I
.

In order to prove the lemma we have to prove the equality. To do so, we use the

bijective correspondence between the ideals of the quotient g/I and the ideals of

g that contain I. Let us suppose J is an ideal of g which contains I such that

rad
g

I
=
J

I
.

Clearly, J contains rad g using the above inclusion We will prove that J = rad g.

It is enough to see that J is solvable, since if this is true then J belongs to

rad g and we obtain the result. We know that J/I is a solvable ideal of g/I, so

Dl(J/I) = 0 for certain l. Let us also notice that

D
l(J/I) =

Dl(J) + I

I
.

Then Dl(J) ⊆ I. This implies

[Dl(J) , D
l(J)] ⊆ [I , I]

and therefore we infer that Dl+l
′

(J) = 0 for some l ′. �

Remark. Let Q be a quiver that is not an oriented cycle. We apply the

above lemma to g = k(Q1 ‖ Q1) and to I = ImD0. Then

rad
k(Q1 ‖ Q1)

ImD0
=
radk(Q1 ‖ Q1)

ImD0
.

Notation. We will denote S the set of non-trivial equivalence classes:

S = {α ∈ Q1 | |α| > 1}
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Remark. If α is in S denote sl|α|(k) the simple Lie algebra of |α| × |α|

matrices of trace zero. It is clear that glα/k Iα is isomorphic as a Lie algebra to

sl|α|(k) if the characteristic of the field is zero.

Corollary 2.2.4. Assume that the field k is algebraically closed and of

characteristic zero. Let Q be a quiver which is not an oriented cycle. Then,

k(Q1 ‖ Q1)

ImD0
∼=

∏

α∈S

sl|α|(k) × k χ(Q)

as Lie algebras.

Proof. First, we will compute the semisimple part. To do so we have to

compute the quotient of k(Q1 ‖ Q1)/ImD0 by its radical. The radical is given

by the quotient radk(Q1 ‖ Q1)/ImD0 using the above lemma. Therefore,

it is clear that the semisimple part is k(Q1 ‖ Q1)/radk(Q1 ‖ Q1) which is

isomorphic to
∏
α∈S sl|α|(k). The quotient radk(Q1 ‖ Q1)/ImD0 is isomorphic

to the quotient of
∏
α∈Q1

k Iα by ImD0 which is isomorphic k χ(Q). The last

assertion follows from the fact that
∏
α∈Q1

k Iα is abelian of dimension |Q1| and

ImD0 is of dimension |Q0| − 1. Once we have the semisimple part and the

radical, we apply Levi’s theorem which gives us the decomposition. We will

show that the product is direct. Let x be in k(Q1 ‖ Q1)/ImD0 and y be in its

radical where x is in k(Q1 ‖ Q1) and y is in
∏
α∈Q1

k Iα. Using Lemma 2.1.1,

[x, y]S = 0, therefore [ x , y ]S = 0. �

The computation of HH1(A) and the study of the Lie algebra structure of

k(Q1 ‖ Q1) by ImD0 provides the following result:

Proposition 2.2.5. Let A = kQ/ < Q2 > be a monomial algebra of radical

square zero where k is an algebraically closed field of characteristic zero and Q

is a finite connected quiver. Then

HH1(A) ∼=
∏

α∈S

sl|α|(k) × k χ(Q) .

Therefore, HH1(A) is reductive.

Proof. First, if Q is the loop we have shown that HH1(A) = k(a, a), which

is clearly isomorphic to k. Moreover, since χ(Q) = 1 and S = ø we obtain

the above isomorphism. Second, if Q is an oriented cycle of length ≥ 2, we

have proved that HH1(A) is the quotient of ⊕Ni=1k(ai, ai) by the two sided ideal

generated by elements of the form (ai, ai) − (ai−1, ai−1), which is the image of

D0. The numerator is abelian of dimension N (where N is the length of the

oriented cycle) and the denominator is of dimension N − 1 (see Lemma 2.2.1).

Then HH1(A) is one dimensional, therefore isomorphic to k. Moreover, since

χ(Q) = 1 and S = ø we obtain the above isomorphism for the oriented cycle.

Finally, if Q is not the oriented cycle, then HH1(A) is the quotient of k(Q1 ‖ Q1)

by ImD0. We apply the corollary 2.2.4 to obtain the above isomorphism. �
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The next corollary gives Strametz’ conditions for semisimplicity. We will

study those conditions in the next chapter.

Corollary 2.2.6. Let A = kQ/ < Q2 > be a monomial algebra of radical

square zero. Then HH1(A) is semisimple if and only if S 6= ø and the quiver Q

is a tree.

Next, we illustrate two examples we will use later: the first example is when

the quiver is one loop and the second is when the quiver is the multi-loops quiver.

Example. The above proposition implies that HH1(k[x]/ < x2 >) = k,

which is the one dimensional abelian Lie algebra.

Example. Let Q be the multi-loops quiver: this is the quiver which has one

vertex and several loops. Assume that the number of loops is greater or equal

two, Q is the one loop quiver. If A = kQ/ < Q2 >, the above proposition implies

that HH1(A) is isomorphic to slr(k)×k ∼= glr(k) where r is the number of loops

and k is a field of characteristic zero and algebraically closed. Denote HH1(A)ss
the semisimple part of a Lie algebra, this is the quotient by its solvable radical.

Then HH1(A)ss = slr(k)

2.3. Triangular complete monomial.

In this section, we will study the Lie algebra structure of the first Hochschild

cohomology group of a a triangular complete monomial algebra. Let us begin

by the definitions of a triangular algebra and a complete monomial algebra. Let

A = kQ/I be any finite dimensional algebra, so I is an admissible ideal of the

path algebra kQ.

Definition (Triangular algebra). If Q has no oriented cycles, we say A is

triangular algebra.

Definition (Complete monomial algebra). Let A = kQ/ < Z > be a mono-

mial algebra. We say that A is complete if and only if any path of length at least

two which is parallel to a path in < Z > is also in < Z >.

Example. Radical square zero monomial algebras are complete monomial

algebras.

Remark. In [Hap89], Happel called ”semi-commutative monomial alge-

bras” what we call ”complete monomial algebras”.

We compute the first Hochschild cohomology group of triangular complete

monomial algebras using the complex induced from the Bardzell-Happel reso-

lution. Since A is triangular, the set Q0 ‖ B is in fact Q0 ‖ Q0. Since A is

complete monomial then for all p in Z and (a, γ) in Q1 ‖ B, p(a,γ) is in < Z >

by definition. Consider the map ψ1 : k(Q1 ‖ B) → k(Z ‖ B) from the complex

induced by the Bardzell-Happel resolution, we obtain that ψ1(a, γ) = 0 for all
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(a, γ) in Q1 ‖ B. Moreover, Z ‖ B = Z ‖ Q1. Therefore, the complex induced

by the Bardzell-Happel projective resolution is:

0 −→ k(Q0 ‖ Q0)
ψ0−→ k(Q1 ‖ B)

0
−→ k(Z ‖ Q1)

where the map ψ0 is in fact the map D0. Therefore,

HH1(A) =
k(Q1 ‖ B)

ImD0
.

The following lemma is analogue to the corresponding lemma for radical

square zero algebras. We show that the denominator of the above quotient is in

the radical of the numerator.

Lemma 2.3.1. Let Q be a quiver without oriented cycles. Consider the Lie

algebra k(Q1 ‖ B). Then ImD0 is an abelian ideal, therefore

ImD0 ⊆ radk(Q1 ‖ B).

Proof. Let e be in Q0 and let (x, γ) be in Q1 ‖ B, i.e the arrow x is parallel

to γ, a path in B of length n. We will show that [D0(e, e) , (x, γ) ]S = 0. Since

D0(e, e) =
∑

α∈Q1e

Iα−
∑

α∈eQ1

Iα.

we will compute [ Iα , (x, γ) ]S for α in Q1 such that s(α) = e or t(α) = e.

Assume γn = y1 · · ·yi · · ·yn. Since Q has no oriented cycles (x, γ) can be

drawn as follows:

·
yi // ·

· ·
y1

��=
==

=

·

yn @@����
x

// ·

Let us denote e0 = t(y1) = t(x), ei = s(yi) = t(yi+1) for i = 1, . . . , n − 1 and

en = s(yn) = s(x). It is clear that all ei for i = 0, . . . , n are different. First,

suppose e is a vertex with e 6= ei for all i = 0, · · · , n. Let a be an arrow such

that s(a) = e (or t(a) = e), [ (a, a) , (x, γ) ]S = 0 since a is neither x nor any yi.

Therefore [ Iα , (x, γ) ]S = 0 for all α in Q1e and for all α in eQ1. We conclude

that if e 6= ei then [D0(e, e) , (x, γ) ]S = 0. Suppose now that e = ei for some

i = 1, . . . , n − 1. Let us remark that yi which is in the decomposition of γ, is

an arrow whose source is e. Notice also that the arrow yi+1 which is also in the

decomposition of γ, is an arrow whose target is e. A simple calculation gives us

that:
[ (yi, yi) , (x, γ) ]S = (x, γ)

[ (yi+1 , yi+1), (x, γ) ]S = (x, γ).

Denote αi the equivalence class of yi and denote also by αi+1 the equivalence

class of yi+1. Observe that αi is in Q1e while αi+1 is in eQ1. It is clear that

[ Iαi , (x, γ) ]S = [ Iαi+1 , (x, γ) ]S = (x, γ). Now, let α be inQ1 such that s(α) = e

(resp. t(α) = e), but different from αi (resp. αi+1). Then [ Iα , (x, γ) ]S = 0
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since for all a in α, a is neither x nor any yi. We can conclude now that if e = ei
for some i = 1, . . . , n− 1, then

[D0(e, e) , (x, γ) ]S = [ Iαi , (x, γ) ]S− [ Iαi+1 , (x, γ) ]S = (x, γ) − (x, γ) = 0.

Finally, suppose e = e0, both arrows yn and x have source e. A simple calcula-

tion give us that:
[ (yn, yn) , (x, γ) ]S = (x, γ)

[ (x, x) , (x, γ) ]S = −(x, γ).

Denote αn the equivalence class of yn and denote αx the equivalence class of

x. Both αn and αx are in Q1e. It is clear that [ Iαn , (x, γ) ]S = (x, γ) and that

[ Iαx , (x, γ) ]S = −(x, γ). As for the case before, for all α inQ1 such that s(α) = e

(resp. t(α) = e), but different from αn and from αx, we infer [ Iα , (x, γ) ]S = 0.

We can conclude now that if e = e0,

[D0(e, e) , (x, γ) ]S = [ Iαn , (x, γ) ]S+ [ Iαx , (x, γ) ]S = (x, γ) − (x, γ) = 0.

A similar argument, give us that for e = en

[D0(e, e) , (x, γ) ]S = −[ Iα0 , (x, γ) ]S− [ Iαx , (x, γ) ]S = −(x, γ) + (x, γ) = 0

where α0 is the equivalence class of y1. Both α0 and αx are in eQ1. �

Lemma 2.3.2. Let Q be a quiver without oriented cycles. Consider the Lie

algebra k(Q1 ‖ B). Then

rad
k(Q1 ‖ B)

ImD0
=
radk(Q1 ‖ B)

ImD0
.

Proof. We apply Lemma 2.2.3. �

Recall that R is the solvable ideal of k(Q1 ‖ B) given by the direct sum of all

k(Q1 ‖ Qi∩B) where i goes from 2 to N, where N is the maximum of all length

of non-zero paths in A.

Proposition 2.3.3. Let A = kQ/ < Z > be a triangular complete monomial

algebra where k is an algebraically closed field of characteristic zero. Then

HH1(A) ∼=
∏

α∈S

sl|α|(k) ⋊
(

k χ(Q) ⊕ R
)

.

Moreover [ sl|α|(k) , k
χ(Q) ⊕ R ] ⊆ R.

Proof. As we did for the radical square case, first we compute the semisim-

ple part. So we have to compute the quotient of k(Q1 ‖ B)/ImD0 by its

radical, which is radk(Q1 ‖ B)/ImD0 using the above lemma. Clearly, the

semisimple part is isomorphic to the quotient of k(Q1 ‖ B) by radk(Q1 ‖ B).

Recall that k(Q1 ‖ B) is equal to k(Q1 ‖ Q1) ⊕ R and radk(Q1 ‖ B) is

equal to radk(Q1 ‖ Q1) ⊕ R. Therefore, the semisimple part of HH1(A) is∏
α∈S sl|α|(k). To compute the radical of HH1(A), we have to compute the

quotient of radk(Q1 ‖ Q1) ⊕ R by ImD0. Since ImD0 is an abelian ideal of

k(Q1 ‖ Q1), then the radical is precisely k χ(Q)⊕R. Using the Levi decomposition

theorem we obtain the result. �
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Corollary 2.3.4. Let A be a triangular complete monomial algebra. Then

HH1(A) is semisimple if and only if Q is a tree and S is not an empty set.

Definition. A is a schurian algebra if for any two vertices e, e ′ in the

quiver, dimkeAe
′ ≤ 1.

As a consequence of Proposition 2.3.3, we describe the Lie algebra structure

of HH1 when the algebra is triangular complete monomial and schurian as well.

Corollary 2.3.5. If A is a triangular, schurian and complete monomial

algebra, HH1(A) is an abelian Lie algebra of dimension χ(Q).

Proof. We apply Proposition 2.3.3. Note that S is empty. Remark that

Q1 ‖ B ∩Qi is empty for i ≥ 2 so R = 0. Therefore, we can conclude. �

As a consequence of the above proposition, we deduce a result given in

[Cib00]. This paper collects some computations of the dimension of HH1 of

certain quotients of path algebras. In [Cib00], Cibils computes the dimension

of HH1 of the quotient of a path algebra of a narrow quiver by an admissible

ideal. Recall that a quiver Q is said to be narrow if and only if for any two

vertices e and e ′ there is at most one path from e to e ′.

More precisely, let Q be a narrow quiver without oriented cycles and let Z

be a set of paths. Then HH1(kQ/ < Z >) is the abelian Lie algebra given by

the direct product of χ(Q) copies of the field.



CHAPTER 3

Semisimplicity and vanishing Hochschild cohomology.

In [Str06], Strametz gave necessarily and sufficient conditions for the semisim-

plicity of HH1(A) when A is a monomial algebra. If we assume that the field is

algebraically closed and of characteristic zero, her theorem states that HH1(A)

is semisimple if and only if the following conditions are satisfied:

- the underlying graph of the quiver Q is a tree,

- there exists a non trivial class in Q1 and

- the ideal < Z > is completely saturated.

The aim of this chapter is to prove the following result: let A be a monomial

algebra with HH1(A) semisimple. Then HHn(A) = 0 for all n ≥ 2. To do so we

will use the above stated conditions for semisimplicity. We begin recalling the

definition of completely saturated ideal, and we prove that under the assumption

that the underlying graph of the quiver Q is a tree, the completely saturated

condition is equivalent to being closed under parallel paths. Therefore, we are

able to restate Strametz’s conditions. In the second section of this chapter, we

provide another proof of Strametz’s theorem. Then in the third section we prove

the main result of the chapter. We will proceed as follows: we assume the above

conditions in order to compute the complex from the Bardzell-Happel resolution.

Then we show that the Hochschild cohomology groups are zero from degree two.

3.1. Completely saturated condition.

Definition (Completely Saturated). Let a ‖ b be two parallel arrows. We

say a and b are equivalent if p(a,b) = 0 = p(b,a) for all p in Z. The ideal < Z >

is called completely saturated if all parallel arrows are equivalent.

The next lemma gives technical condition to determine whether an ideal

generated by paths is completely saturated.

Lemma 3.1.1. An ideal < Z > is completely saturated if and only if for any

path p in Z the following condition is verified: for each arrow pi in the expression

of p and for any arrow a parallel to pi, the path p ⋄
i
a is in < Z >.

Proof. Let p = p1 · · ·pi · · ·pn be a path in Z and a, b two parallel arrows.

Recall that the element p(a,b) in A is given as follows:

p(a,b) =

n∑

i=1

δapiχB(p ⋄i
b)p ⋄

i
b

where δapi is the Kronecker delta and χB is the characteristic function. Remark

that p(a, a) = 0 for all a in Q1. Moreover, suppose a is not parallel to any arrow

49
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pi then p⋄
i
a = 0 for all i and therefore p(a,−) = 0. Now, suppose a 6= b and that

a is parallel to some arrow that composes the path p. In this case, we will show

that all paths which are summands of p(a,b) are different. Let i, j be two natural

numbers from 1 to n such that pi = a = pj. If p ⋄
i
b = p1 · · ·a · · ·pn = p ⋄

j
a

then i = j since a 6= b. Therefore all paths p ⋄
i
b in the above sum are different.

(⇒) Let a be an arrow such that a ‖ pi for some i. If a = pi then p ⋄
i
a = p,

which is clearly in < Z >. Suppose a 6= pi. By hypothesis, all couples of parallel

arrows are equivalent, in particular (pi, a). So

0 = p(pi,a) =

n∑

j=1

δpipjχB(p ⋄j
a)p ⋄

j
a.

We have shown that all paths in the right side of the formula are different.

Therefore since χB(p ⋄
j
a) p ⋄

j
a = 0 for all j. We conclude that p ⋄

i
a is in < Z >.

(⇐) Let a ‖ b, let us show that they are equivalent, i.e. p(a,b) = 0 = p(b,a).

At the above formula, it is clear that we are only interested in arrows pi which

are equal to a or b. Consider these pi’s, evidently pi is parallel to a and to b.

By hypothesis, the paths p ⋄
i
b and p ⋄

i
a are in < Z > for all pi that is equal to

a or to b. Then χB(p ⋄
i
a) = 0 = χB(p ⋄

i
b). Using the above formula we deduce

that p(a,b) = 0 and p(b,a) = 0. �

Lemma 3.1.2. Let Q be a quiver and Z be a minimal set of paths of length

at least two. If A = kQ/ < Z > is a complete monomial algebra then < Z > is

completely saturated.

Proof. Let p be in Z, pi be an arrow in the expression of p, and a be an

arrow parallel to pi. Since A is a complete monomial algebra and p ‖ p ⋄ ai,

p ⋄ ai is in < Z >. By the above Lemma we conclude that < Z > is completely

saturated. �

Definition (Closed under parallel paths). A set of paths Z is called closed

under parallel paths if and only if for any path p in Z the following condition is

verified: if q is a parallel path to p then q is in Z.

Example. Let Q be the following quiver:

·

b

��
·

a

@@�������

d

// ·
c

// ·

1) If Z = {cb} then Z is clearly closed under parallel paths. The algebra

A = kQ/ < Z > is not complete monomial since cba is in < Z > but

cd which is parallel to cba is not in < Z >.

2) If Z = Q2 then A = kQ/ < Z > is a complete monomial algebra. The

set Z is not closed under parallel paths since d ‖ ba but d is not in Z.
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3) If Z = {cd, cba} then Z is closed under parallel paths andA = kQ/ < Z >

is a complete monomial algebra.

4) If Z = {ba} then A = kQ/ < Z > is not complete monomial since cba

is a path in < Z > parallel to cd which is not in < Z >. The set Z is

not closed under parallel paths.

The objective in this section is to prove that in Strametz’s theorem, we can

replace ”completely saturated” by ”closed under parallel paths”. To do so, let

us first show the following:

Lemma 3.1.3. Let Z be a minimal set of paths of length at least two. If the

set Z is closed under parallel paths, then the ideal < Z > is completely saturated.

Proof. Let p be in Z whose expression in arrows is p1 · · ·pi · · ·pn. If an

arrow a is parallel to some pi then the path p is clearly parallel to the path

obtained by replacing pi with a, which is p ⋄
i
a. Since Z is closed under parallel

paths, then p ⋄
i
a is in < Z > for all i. �

The converse of the above implication is not always true. For example, let

Z = Qn where n > 1, the ideal < Z > is completely saturated but Z is not

necessarily closed under parallel paths. For instance, let Q be the quiver of the

above example and let Z = Q2. Notice that < Z > is completely saturated and

Z is not closed under parallel paths. If the underlying graph of Q is a tree then

the converse holds. Indeed, under this assumption, parallel paths are as follows.

Lemma 3.1.4. Assume that the underlying graph of Q is a tree. Let α =

a1 · · ·an and β = b1 · · ·bm be parallel paths. Then n = m and ai ‖ bi.

Proof. A pair of parallel paths in Q provides a pair of parallel paths in Q.

Since Q is a tree, the former are equal, hence the original paths only differ by

parallel arrows. �

Finally, the following proposition allows us to restate Strametz’s theorem as

we have explained above.

Proposition 3.1.5. Let Q be a quiver and Z be a minimal set of paths of

length at least two. Assume that the underlying graph of Q is a tree. If < Z >

is completely saturated ideal then Z is closed under parallel paths.

Proof. Let p = p1 · · ·pn be a path in Z and q be a parallel path to p. Using

the above lemma, q = q1 · · ·qn where qi ‖ pi for all i. Since we suppose < Z >

is completely saturated, for each i from 1 to n and a parallel to pi, the path p⋄
i
a

is in the ideal < Z > (Lemma 3.1.1). Let us notice that it is enough to prove

that for any path p in Z, the path p ⋄
i
a is actually in Z. Once we have shown

this, we can set p(0) = p and for i = 1, . . . , n we can set p(i) = p(i − 1) ⋄
i
qi.

Then each p(i) will be in Z and in particular p(n) = q. Then we would have

shown what we wanted. So let us prove that for any path p in Z, and for all

a ‖ pi, the path p ⋄
i
a is actually in Z: by induction on l(p), the length of the
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path p. Let us suppose l(p) = 2, then p = p1p2, and let a ‖ pi. Since < Z > is

completely saturated, p ⋄
i
a is in < Z >. This means that p ⋄

i
a = αp ′β where

p ′ is in Z, α and β are paths. Then it is easy to see that α and β are trivial

paths otherwise p ′ is in Q1, which is not possible since Z ∩Q1 = ø. Now, let us

suppose l(p) = n > 2. Let p = p1 · · ·pn be in Z and let a ‖ pi. Since < Z > is

completely saturated, then p ⋄
i
a is in < Z >, therefore p ⋄

i
a = αp ′β where p ′

is in Z. We have that p ′ is parallel to pj1 · · ·pj2 since the underlying graph of

Q is a tree. If α or β are non trivial paths, then l(p ′) < n. By the induction

hypothesis pj1 · · ·pj2 is in Z since it is parallel to p ′ which is in Z. Since Z is

minimal this is a contradiction. Therefore, α and β are trivial paths. We obtain

that p ⋄
i
a is in Z. �

Corollary 3.1.6. Let Q be a quiver and Z be a minimal set of paths of

length at least two. Assume that the underlying graph of Q is a tree. The

following statements are equivalent:

(1) A = kQ/ < Z > is a complete monomial algebra.

(2) < Z > is a completely saturated ideal.

(3) Z is closed under parallel paths.

Proof. (1 ⇒ 2) see Lemma 3.1.2. (2 ⇒ 3) see the above Proposition.

(3 ⇒ 1) Let p be a path in < Z > and q be a path parallel to p. Assume

p = αp ′β where p ′ is in Z and α and β are paths. Since the underlying graph

of Q is a tree, q = α ′q ′β ′ where α ‖ α ′, β ‖ β ′ and p ′ ‖ q ′. By hypothesis, q ′

is in Z, therefore q is in < Z >. �

3.2. Semisimplicity of the first Hochschild cohomology group.

In this section, we will provide another proof of the result given by Strametz

in [Str06] about the sufficient and necessarily conditions for the semisimplicity

of HH1(A). Let us begin proving that if HH1(A) is semsimple then necessarily

the underlying graph of Q is a tree.

Proposition 3.2.1. Let A = kQ/ < Z > be a finite dimensional monomial

algebra where k is an algebraically closed field of characteristic zero. If HH1(A)

is semisimple then the underlying graph of the quiver Q is a tree.

Proof. Recall that HH1(A) is the quotient of the kernel of the map ψ1 by

the image of the map ψ0. So we have a surjective Lie map: kerψ1։ HH1(A)

and the left side is a Lie subalgebra of k(Q1 ‖ B). Then radkerψ1 belongs to

radHH1(A), which is zero since it is semisimple. Therefore,

radkerψ1 ⊆ Imψ0.

On the other hand, let us remark that for all a in Q1 and p in Z, p(a,a) is

zero. So ψ1(a, a) = 0, i.e (a, a) is in kerψ1 for all a in Q1. Therefore, for

all α ∈ Q1, the element Iα =
∑
a∈α(a, a) is also in kerψ1. Furthermore, since
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radk(Q1 ‖ Q1) belongs to radk(Q1 ‖ B), Iα is in radk(Q1 ‖ B). Hence the set

of vectors { Iα }α∈Q1
belongs to radk(Q1 ‖ B) ∩ kerψ1. Recall that

radkerψ1 = kerψ1 ∩ radk(Q1 ‖ B).

Then we have shown that { Iα } belongs to radkerψ1, which belongs to Imψ0.

Since { Iα }α∈Q1
belongs to the image of ψ0, we deduce that { Iα }α∈Q1

belongs to

ImD0. Besides, let us remark that the set {Iα}α∈Q is clearly linearly independent

in the vector space k(Q1 ‖ B), therefore it is linearly independent in ImD0
whose dimension is |Q0| − 1. For this reason, |Q1| ≤ |Q0| − 1. This means that

χ(Q) = |Q1|− |Q0|+1 = 0, so the underlying graph of the quiver Q is a tree. �

Remark. Let Mn(k) be the vector space of all square matrices of size n.

We denote tr(N) the trace of a matrix N. Consider the following exact sequence

0 → k
ι→ Mn(k)

ρ
→ sln(k) → 0 .

where the maps are ι(λ) = λ Idn and ρ(N) = N − tr(N)/n Idn and Idn is the

identity matrix. Notice that ι and ρ are Lie maps. Moreover, this exact sequence

of Lie algebras splits where the section is given by the inclusion.

Since glα
∼= Endk(Vα) for all α in S and Iα corresponds to the identity in

Endk(Vα), we deduce that the following exact sequence of Lie algebras splits

0 → k Iα → glα → sl|α|(k) → 0 .

Hence the following exact sequence of Lie algebras splits

0 → radk(Q1 ‖ Q1) → k(Q1 ‖ Q1) →
∏

α∈S

slα(k) → 0 .

Denote s the isomorphic copy of
∏
α∈S slα(k) in k(Q1 ‖ Q1). For α in S, denote

hα =
{∑

a∈αλa(a, a) |
∑
a∈αλa = 0

}
the Lie subalgebra of k(Q1 ‖ Q1). Clearly,

it is isomorphic to the Cartan subalgebra of all diagonal matrices of trace zero

of sl|α|(k). Denote h =
∏
α∈Shα. Notice that h is a Cartan subalgebra of the

semisimple Lie algebra s.

Let g be a semisimple Lie algebra and g ′ a semisimple subalgebra of g. If g ′

contains a Cartan subalgebra of g, we called g ′ regular.

Proposition 3.2.2. Let A = kQ/ < Z > be a finite dimensional monomial

algebra where k is an algebraically closed field of characteristic zero. If HH1(A)

is semisimple then

HH1(A) →֒
∏

α∈S

slα(k)

and HH1(A) contains the subalgebra h. Therefore, HH1(A) is isomorphic to a

regular subalgebra of
∏
α∈S slα(k).

Proof. First, let us remark that the complex obtained from the Bardzell-

Happel resolution becomes:

0 −→ k(Q0 ‖ Q0)
D0−→ k(Q1 ‖ Q1)

ψ1−→ k(Z ‖ B)
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So HH1(A) = kerψ1/ImD0. We have that ImD0 is an abelian ideal of

k(Q1 ‖ Q1), therefore it is an abelian ideal of kerψ1. Using the remark of

the Lemma 2.2.3, we obtain

radHH1(A) =
radkerψ1

ImD0
.

The fact that HH1(A) is semisimple implies radHH1(A) = 0. Therefore,

radkerψ1 = ImD0. Moreover, since Q is a tree ImD0, which is the radi-

cal of kerψ1, is isomorphic to radk(Q1 ‖ Q1), using Lemma 2.2.2. Then we

have the following diagram:

(7) 0 // ImD0 //

∽

kerψ1
p //

� _

��

HH1(A) //
� _

��

0

0 // radk(Q1 ‖ Q1) // k(Q1 ‖ Q1) //
∏
α∈S sl|α|(k) // 0

that is clearly commutative. Moreover notice that (a, a) is in kerψ1 for all a in

Q1. Then hα ⊆ kerψ1 for all α in Q1. Using the above commutative diagram, it

is easy to see that p(hα) = 0 if and only if |α| = 1. Let α in S, we conclude hα is a

non zero subalgebra of HH1(A). Therefore h is also a non trivial subalgebra. �

Remark. Let ∆ be the root system associated to s. There is a bijection

between the roots of ∆ and the couples (a, a ′) in Q1 ‖ Q1 with a 6= a ′ given as

follows. For every α in Q1 and every couple (a, a ′) of different arrows in α, we

associate the following linear map:

rα
(a,a′)

: h∗ → k

h 7→ λ(a′,a′) − λ(a,a)

where h =
∑
x∈Q1

λ(x,x)(x, x) with
∑
x∈Q1

λx = 0. A simple computation gives

us that

h.(a, a ′) = (λ(a′,a′) − λ(a,a))(a, a
′) = rα(a,a′)(a, a

′)

for all h in h, therefore rα
(a,a′)

is a root of s and srα
(a,a ′)

= k(a, a ′) denotes the

root space of s. Hence, the Cartan decomposition of s is

s = h ⊕
⊕

r∈∆

sr

In order to describe completely HH1(A), we will study kerψ1.

Lemma 3.2.3. Let A = kQ/ < Z > be a finite dimensional monomial alge-

bra where k is an algebraically closed field of characteristic zero. If HH1(A) is

semisimple then the following conditions on kerψ1 hold:

(1) If (a, a ′) is in kerψ1 then (a ′, a) is in kerψ1.

(2) If (a, a ′) and (a ′, a ′′) are in kerψ1 then (a, a ′′) is in kerψ1.

Proof. Since HH1(A) is a semisimple regular subalgebra of s, following

Dynkin (see [Dyn52]), we have the following decomposition

HH1(A) = h ′ ⊕
⊕

r∈∆′

sr
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where h ′ ⊆ h and ∆ ′ is a subsystem of ∆ with the following properties:

(i) If r1 is in ∆ ′ then −r1 is in ∆ ′.

(ii) If r1 and r2 are in ∆ ′ such that r1+ r2 is in ∆ then r1+ r2 is in ∆ ′.

Besides, using diagram (7) notice that for all (a, a ′) in kerψ1 with a 6= a ′, the

couple (a, a ′) is a non trivial element of HH1(A). Then the above decomposition

of HH1(A) implies that (a, a ′) in kerψ1 if and only if rα
(a,a′)

is in ∆ ′. Finally,

it is easy to show that condition (i) becomes (1) and (ii) becomes (2). �

Lemma 3.2.4. Assume that the underlying graph of Q is a tree. Let

w =
∑

γ∈Q1

∑

x,y∈γ

λ(x,y)(x, y)

be in kerψ1. Then (x, y) is in kerψ1 if λ(x,y) 6= 0 .

Proof. Since w is in kerψ1,

0 =
∑

γ∈Q1

∑

x,y∈γ

λ(x,y)

∑

p∈Z

(p, p(x,y)).

Let p, q be two paths in Z and (x, y) and (x ′, y ′) parallel arrows in Q1 ‖ Q1.

Remark that (p, p(x,y)) = (q, q(x′,y′)) if and only if p = q and (x, y) = (x ′, y ′).

From this remark, we conclude that if λx,y 6= 0 then p(x,y) = 0 for all p in Z.

Therefore ψ1 (x, y) = 0 �

Proposition 3.2.5. Let A = kQ/ < Z > be a finite dimensional monomial

algebra where k is an algebraically closed field of characteristic zero. HH1(A) is

semisimple if and only if

HH1(A) ∼=
∏

α∈S

slα(k)

Proof. Using the above commutative diagram (7), notice that if we prove

that kerψ1 = k(Q1 ‖ Q1) then we obtain the result. Fix α in S. Let (a, a ′) be in

Q1 ‖ Q1, with a 6= a ′. We will show that if (a, a ′) is not in kerψ1, there exists

a non trivial abelian ideal of HH1(A), which is a contradiction to the fact that

HH1(A) is semisimple. Suppose then that (a, a ′) is not in kerψ1, by property

(1) of the above lemma the element (a ′, a) is neither in kerψ1. Denote

αa = {x ∈ α | (x, a) ∈ kerψ1 } ,

αa′ = {x ∈ α | (x, a ′) ∈ kerψ1 }

and αc = α− {αa∪αa′}. Clearly a belongs to αa and a ′ belongs to αa′ . Notice

that if x is in αa or αa′ then either (a, x) is in kerψ1 or (a ′, x) is in kerψ1 by

property (1) of Lemma (3.2.3). Then, by property (2) of the same lemma, the

set αa∩αa′ is empty. Moreover, let x be in αa and let y be in αa′ then neither

(x, y) nor (y, x) is in kerψ1, otherwise (a, a ′) is in kerψ1. Therefore, if

w =
∑

γ∈Q1

∑

x,y∈γ

λ(x,y)(x, y)
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is in kerψ1 then λ(x,y) = 0 = λ(y,x) for all x ∈ αa and y ∈ αa′ since of the above

lemma. Denote

Iαa =
∑

x∈αa

(x, x) and Iαa ′ =
∑

x∈αa ′

(x, x)

Clearly Iαa and Iαa ′ is in kerψ1. Define

J = {λaIα+ λa′Iαa ′ | λa, λa′ ∈ k} .

We will prove that J is an ideal of kerψ1. Let z = λa Ia+ λa′ Ia′ be in J. We

compute [w, z]S by computing [w, Iαa ]S and [w, Iαa ′ ]S. So,

[w , Iα ]S =
∑
x,y∈α λ(x,y) [ (x, y) , Iαa ]S

=
∑
x,y∈αa

λ(x,y)[ (x, y) , Iαa ]S+
∑
x,y∈αa ′

λ(x,y)[ (x, y) , Iαa ]S

+
∑
x,y∈αc

λ(x,y)[ (x, y) , Iαa ]S
=

∑
x,y∈αa

λ(x,y)(x, y) − (y, x) = 0.

A similar computation gives [w , Iαa ′ ] = 0. Therefore J is an abelian ideal

of kerψ1. Using the above commutative diagram (7), p(J) 6= 0 otherwise

p(J) ⊆ k Iα which is not possible since p(J) is a vector space of dimension two.

Therefore p(J) is a non trivial abelian ideal of HH1(A). This contradiction

comes from the assumption that (a, a ′) is not in kerψ1. Therefore we obtain

that k(Q1 ‖ Q1) = kerψ1 and we infer the result. �

Lemma 3.2.6. Assume that the underlying graph of Q is a tree. Let Z be any

minimal set of paths of length at least two. The set Z is closed under parallel

paths if and only if the map ψ1 = 0.

Proof. (⇒) Let (a, a ′) be in k(Q1 ‖ Q1), We assert that ψ1(a, a
′) = 0.

Let p = p1 · · ·pn be in Z. Since Z is closed under parallel paths, for all a ′ ‖ pi,

p ⋄
i
a ′ is in Z. Then we conclude that δapiχB(p ⋄

i
a ′)(p, p ⋄

i
a ′) is zero for all i.

Therefore p(a,a′) = 0 for all p, so ψ1(a, a
′) = 0 for all (a, a ′).

(⇐) Let p = p1 · · ·pn be in Z and let a be an arrow parallel to pi. First,

let us remark the following: since ψ1(pi, ai) = 0, for any q in Z, q(pi,ai) = 0.

In the particular case of q = p, p(pi,ai) = 0 which implies that p ⋄
i
ai is in

< Z >. Therefore, < Z > is completely saturated since the condition of Lemma

3.1.1 is satisfied. Since the underlying graph of Q is a tree and Z is completely

saturated, Z is closed under parallel paths using the Proposition 3.1.5. �

Next, we will give another proof of Strametz’s theorem.

Proposition ([Str06]). Let Q be a quiver and Z a minimal set of paths.

Let A = kQ/ < Z > be a finite dimensional monomial algebra where k is

an algebraically closed field of characteristic zero. The following conditions are

equivalent:

(1) HH1(A) is semisimple.

(2) The underlying graph of the quiver Q is a tree, Z is closed under parallel

paths and the set S is not empty.
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(3) HH1(A) is isomorphic to the following non trivial product of Lie alge-

bras
∏

α∈S

sl|α|(k).

Proof. (1) ⇔ (3) See above proposition. (3) ⇒ (2) It is clear that S is

not empty and using Proposition 3.2.1, the underlying graph of Q is a tree. So,

it is enough to prove that Z is closed under parallel paths. Using the above

commutative diagram (7) we obtain by hypothesis that

kerψ1

ImD0
∼=

k(Q1 ‖ Q1)

radk(Q1 ‖ Q1)
.

Again, since the underlying graph of Q is a tree, then both denominators are

isomorphic, i.e ImD0 ∼= radk(Q1 ‖ Q1). Therefore, both numerators kerψ1
and k(Q1 ‖ Q1) have the same dimension. Since kerψ1 belongs to k(Q1 ‖ Q1),

kerψ1 = k(Q1 ‖ Q1), then ψ1 = 0. Hence, by Lemma 3.2.6, Z is closed under

parallel paths.

(2) ⇒ (3). Since the underlying graph of Q is a tree, A is triangular. We use

Proposition 2.3.3 that describes HH1(A) in the case where A is a triangular

complete monomial algebra. Notice that χ(Q) = 0 and that Q1 ‖ B ∩ Qi is

empty for i ≥ 2 since Q is a tree. �

3.3. Vanishing of the Hochschild cohomology.

In the sequel, we will assume that the characteristic of the field is zero. Let

A be a finite dimensional monomial algebra. In this section, we prove that if

HH1(A) is semisimple then the Hochschild cohomology groups vanish in higher

degrees. In fact, we prove directly that if A is complete monomial and the

underlying graph of Q is a tree then HHn(A) = 0 for n ≥ 2. The principal tool

is the Happel-Bardzell projective resolution. Let us recall some facts about this

resolution.

In [Hap89], Happel provides the projectives for a minimal projective res-

olution of a finite dimensional k-algebra over its enveloping algebra. Then in

[Bar97], Bardzell describes the projective modules for monomial algebras in

terms of the combinatorics of A and he describes the morphisms of the resolu-

tion.

Notation. The Happel-Bardzell minimal projective resolution for mono-

mial algebras given in [Bar97] is denoted by:

B = · · · → Pn+1 → Pn → · · ·P2 → P1 → P0
µ
→ A → 0.

The projective modules and morphisms are given explicitly in terms of the quiver

and the set of paths Z. The construction is rather technical, we provide a sketch
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of it:
P0 = A ⊗

kQ0

A

P1 = A ⊗
kQ0

kQ1 ⊗
kQ0

A

P2 = A ⊗
kQ0

kZ ⊗
kQ0

A

Pn = A ⊗
kQ0

kAPn ⊗
kQ0

A

where APn is a set of paths constructed by induction: for n > 2 and for each

path p in Z, an associated sequence, (p, r2, · · · , rn), of n− 1 paths in Z is given,

then to each associated sequence a certain path is defined with s(p) as source and

t(rn) as target. Then APn is the collection of all those paths. The definition

of ”associated sequence” and the construction of paths from this associated

sequences is given in [Bar97]. For the purpose of this thesis we just need the

following property.

Lemma ([Bar97]). Let pn in APn. The set

Sub(pn) = {pn−1 ∈ APn−1 | pn−1 divides pn }

contains two paths pn−1
o and pn−1

t where s(pn−1
o ) = s(pn) and t(pn−1

t ) = t(pn).

Furthermore, if n is odd then Sub(pn) = {pn−1
o , pn−1

t }

The above lemma will enable to compute the complex obtained from the

Happel-Bardzell projective resolution for monomial algebras whose first Hochschild

cohomology group is semisimple.

Lemma 3.3.1. Let A = kQ/ < Z > be a monomial algebra over k a field

of characteristic zero. Assume Z is closed under parallel paths and that the

underlying graph of Q is a tree. Let pn be a path in APn. Then any path

parallel to pn is in the ideal < Z >.

Proof. The proof is by induction. For n = 2 the statement is true since

Z is closed under parallel paths. Now, let us suppose n > 2. Let pn be a path

in APn. By the lemma of Bardzell, pn = Lpn−1
o where pn−1

o is in APn−1. If α

is a parallel path to pn then α = L ′p ′ where L ′ ‖ L and p ′ ‖ pn−1
o since α is

obtained by replacing parallel arrows in pn since Q is a tree. By the induction

hypothesis, p ′ is in < Z > since it is parallel to a path in APn−1. Therefore α is

in < Z >. �

Theorem 3.3.2. Let A = kQ/ < Z > be a finite dimensional complete

monomial algebra where k is a field of characteristic zero. If the underlying

graph of Q is a tree then

- HH0(A) = k

- HH1(A) =
∏
α∈S sl|α|(k) and

- HHn(A) = 0 for all n ≥ 2.

Proof. For A a complete monomial algebra which the underlying graph of

Q is a tree, let us remark that Z ‖ B is empty since Z is closed under parallel

paths and the elements of B form a basis of A. In general APn ‖ B is empty for
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n ≥ 2 using the above lemma. The complex obtained after applying the functor

HomAe (−, A) to the Happel-Bardzell resolution is isomorphic to the following

complex:

0 → k(Q0 ‖ Q0)
ψ0−→ k(Q1 ‖ Q1)

ψ1−→ 0 → 0 → · · · → 0 → · · ·

We deduce that HH0(A) = k and HHn(A) = 0 for n ≥ 2. We use Proposition

2.3.3 to describe the first Hochschild cohomology group. �

Notice that under the hypothesis of the above result, if Q = Q then Q is a

tree and S is clearly empty. Therefore HH1(A) is zero, which is a result from

Bardzell and Marcos [BM98].

Corollary 3.3.3. Let A = kQ/ < Z > be a finite dimensional monomial

algebra where k is a field of characteristic zero. If HH1(A) is semisimple then

HHn(A) = 0 for all n ≥ 2.





CHAPTER 4

Hochschild cohomology groups as Lie modules.

Let A be a finite dimensional monomial algebra of radical square zero, i.e.

A = kQ/ < Q2 > where Q is a finite connected quiver. We will study the Lie

module structure on the Hochschild cohomology groups of these algebras. Such

Lie module structure is the induced by the Gerstenhaber bracket,

[ − , − ] : HH1(A) ×HHn(A) → HHn(A) ,

defined in [Ger63]. The principal tools in our research are the description of

the Lie algebra of HH1(A) together with the combinatorial description of the

Hochschild cohomology groups and the Gerstenhaber bracket. The description

of the Lie algebra structure on the first Hochschild cohomology group of such

algebras, has been provided in chapter two.

In the present chapter, we begin recalling the combinatorial description of

the Hochschild cohomology groups and the Gerstenhaber bracket. Then we

present results concerning the Lie module structure. We divide our study in

three cases: the first one is when the quiver is just a loop. The second case is

when the quiver is an oriented cycle but is not reduced to a loop. The last case

is when the quiver is not an oriented cycle.

4.1. Combinatorial Gerstenhaber bracket.

In this section, we recall the computations of the Hochschild cohomology

groups given by Cibils in [Cib98] and the description of the Gerstenhaber

bracket given in [SF08]. Both descriptions are given in terms of the quiver.

The Hochschild cohomology groups have been computed from a combina-

torial complex. Such complex is in fact isomorphic to the reduced complex,

which is the complex induced from the reduced projective resolution. We re-

fer the reader to the appendix A for the formulation of both. In [Cib98], the

Hochschild cohomology groups of a radical square zero algebra are obtained from

the following complex, which we denote C•(Q):

0 → k(Q0 ‖ Q0) ⊕ k(Q0 ‖ Q1)

(

0 0

D0 0

)

−→ k(Q1 ‖ Q0) ⊕ k(Q1 ‖ Q1)

(

0 0

D1 0

)

−→ · · ·

· · · k(Qn ‖ Q0) ⊕ k(Qn ‖ Q1)

(

0 0

Dn 0

)

−→ k(Qn+1 ‖ Q0) ⊕ k(Qn+1 ‖ Q1) · · ·

where the map

Dn : k(Qn ‖ Q0) → k(Qn+1 ‖ Q1)

61



62

is defined as follows

(8) Dn(γ, e) =
∑

a∈Q1e

(aγ, a) + (−1)n+1
∑

a∈eQ1

(γa, a)

where the path γ, of length n, is parallel to the vertex e, in other words γ is a

cycle at vertex e.

Before we continue, let us remark that the Jacobson radical r of A is kQ1.

Moreover, the Wedderburn-Malcev decomposition of these algebras is A = E⊕ r

where E = kQ0.

Lemma ([Cib98]). Let A be a monomial algebra of radical square zero. The

cochain of the reduced complex, CnE(r,A) = HomEe (r
⊗n
E , A), is isomorphic as a

vector space to

k(Qn ‖ Q0 ∪Q1) = k(Qn ‖ Q0) ⊕ k(Qn ‖ Q1).

The isomorphism is explicit. Then the differentials are translated in order

to obtain C•(Q) which is isomorphic to the reduced complex.

In order to compute the Hochschild cohomology groups using the complex

C•(Q), it is enough to compute the kernel and the image of the maps Dn. Such

computation has been done in three separated cases:

- when the quiver is a loop

- when the quiver is an oriented cycle but not a loop and

- when the quiver is not an oriented cyle.

The statement of the result of such computation will be given later. Now, we will

proceed to compute the Gerstenhaber bracket using this combinatorial complex.

Notice that the Gerstenhaber bracket is defined on the Hochschild cohomology

groups using the Hochschild complex (see apendix B for details). So we need to

translate the Gerstenhaber bracket into the combinatorial complex C•(Q). Since

this combinatorial complex is isomorphic to the reduced complex, it is enough

to compute the reduced bracket.

The reduced bracket is defined in [SF08], using the reduced complex. The

exact formulation of the reduced bracket can be found in the appendix B of this

thesis. In the same appendix, we show that the reduced bracket endows

C∗+1
E (r,A) =

∞
⊕

n=1

CnE(r,A)

with the structure of a graded Lie algebra, see Proposition B.2.3. The proof

is based on the construction of two maps of complexes between the Hochschild

complex and the reduced complex. The precise construction of such maps of

complexes can be found in appendix A of this thesis. Furthermore, the Ger-

stenhaber bracket and the reduced bracket provide the same graded Lie algebra

structure on HH∗+1(A) (see Proposition B.2.5). In view of this result and since

the reduced complex is isomorphic to C•(Q), in order to compute the Gersten-

haber bracket we must compute the reduced bracket using the combinatorial

interpretation given by the above lemma.
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Definition. Let Q be a finite quiver. Let α and β be paths of length n and

m respectively, given by

α = a1 · · ·ai · · ·an and β = b1 · · ·bi · · ·bm

where the ai and bj are arrows. The bilinear map

[ − , − ]Q : k(Qn ‖ Q0 ∪Q1) × k(Qm ‖ Q0 ∪Q1) −→ k(Qn+m−1 ‖ Q0 ∪Q1)

is defined as follows

[ (α, x) , (β, y) ]Q =

n∑

i=1

(−1)(i−1)(m−1)(α, x) ◦
i
(β, y)

−(−1)(n−1)(m−1)

m∑

i=1

(−1)(i−1)(n−1)(β, y) ◦
i
(α, x).

where

(α, x) ◦
i
(β, y) = δyai(α ⋄

i
β, x)

and

(β, y) ◦
i
(α, x) = δxbi(β ⋄

i
α, y).

The expression δ stands for the Kronecker symbol. Recall that α ⋄
i
β is the path

obtained by replacing the arrow ai by the path β. In the same way β ⋄
i
α is the

path obtained by replacing bi by the path α. For more details see the definition

of operation ⋄
i
, given in chapter one.

Remark. If n = m = 1, the above formula coincides with the combinatorial

commutator bracket given in [Str06].

We obtain the following result.

Theorem 4.1.1. Let Q be a finite quiver. The vector space C∗+1(Q) with

the bracket [ − , − ]Q is a graded Lie algebra.

Moreover, if A = kQ/ < Q2 > the graded Lie algebra C∗+1
E (r,A) endowed

with the reduced bracket is isomorphic to C∗+1(Q) endowed with the bracket

[ − , − ]Q.

Proof. Given a quiver Q, let A = kQ/ < Q2 >. Let us remark that

C∗+1(Q) is isomorphic as a vector space to C∗+1(r,A) using the above lemma. A

straightforward verification shows that the bracket [ − , − ]Q is the combinatorial

translation of the reduced bracket. The definition of the reduced bracket can be

found in the appendix B. Since C∗+1(r,A) with the reduced bracket is a graded

Lie algebra (see Proposition B.2.3), we infer that C∗+1(Q) with [ − , − ]Q is a

graded Lie algebra. The isomorphisms defined by Cibils induce an isomorphism

of graded Lie algebras. �

The combinatorial bracket endows a graded Lie algebra structure on

C∗+1(Q) =

∞
⊕

n=1

k(Qn ‖ Q0) ⊕ k(Qn ‖ Q1).
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Next, we will show that the combinatorial bracket on the cohomology of the

complex C•(Q) is well defined. In order to do so, we need more notation.

Notation. Consider the combinatorial complex C•(Q). Let Zn(Q) be the

kernel of the differential
(

0 0

Dn 0

)

and let Bn+1(Q) be the image of the differential
(

0 0

Dn 0

)

.

Lemma 4.1.2. Let A = kQ/ < Q2 >. The maps

[ − , − ]Q : Zn(Q) × Zm(Q) → Zn+m−1(Q)

and

[ − , − ]Q : Bn(Q) × Zm(Q) → Bn+m−1(Q)

are well defined. Hence we have a well defined bracket on the Hochschild coho-

mology groups:

[ − , − ]Q : HHn(A) ×HHm(A) −→ HHn+m−1(A) .

Proof. Let us denote δ the differential
(

0 0

Dn 0

)

. Using Lemma B.2.4, we

obtain

δ[ξ, ξ ′]Q = [ ξ , δξ ′, ]Q+ (−1)m−1[ δξ , ξ ]Q

where ξ and ξ ′ are elements of the cochains of C•(Q), since the combinatorial

bracket is the translation of the reduced bracket. From this formula, clearly we

infer that ξ and ξ ′ are two cocycles then [ ξ , ξ ′ ] is a cocyle. Moreover if δξ is a

coboundary and ξ ′ is a cocyle, the formula gives that [δξ , ξ ′ ] is a co-boundary

too. Therefore the bracket [ − , − ]Q is well defined at the cohomology level

of C•(Q), i.e. in HHn(A). Notice that we denote [ − , − ]Q the combinatorial

bracket defined on the Hochschild cohomology groups. �

Moreover, the combinatorial bracket endows the same Lie graded algebra on

the Hochschild cohomology as the Gerstenhaber bracket.

Corollary 4.1.3. Let A = kQ/ < Q2 > where Q is a finite quiver. The

graded Lie algebra structure on HH∗+1(A) given by the Gerstenhaber bracket is

isomorphic to the the graded Lie algebra structure induced on the cohomology of

the complex C∗+1(Q) given by [ − , − ]Q.

Proof. Proposition B.2.5 from appendix B states that the graded Lie alge-

braHH∗+1(A) endowed with the Gerstenhaber bracket is isomorphic toHH∗+1(A)

endowed with the reduced bracket. Since the graded Lie algebra C∗+1(Q) en-

dowed with [ − , − ]Q is isomorphic to the graded Lie algebra C∗+1(r,A) together

with the reduced bracket, we obtain the result. �

The above corollary provides a combinatorial tool to study the graded Lie

algebra HH∗+1(A) where A = kQ/ < Q2 >. In the next sections, we will

study closely the Lie module structure on HHn(A) using the above results as a

principal tool.
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4.2. Algebra of dual numbers.

In this section, we will assume that the quiver Q is a loop and the charac-

teristic of the field is zero. Then, the radical square zero monomial algebra that

we consider is A = k[x]/ < x2 >, the algebra of the dual numbers.

We already know, from Proposition 2.2.5 of chapter two, that its first

Hochschild cohomology is the field, therefore as a Lie algebra it has to be the one

dimensional abelian Lie algebra. We will show that the Hochschild cohomology

vector spaces of degree n ≥ 1 are one dimensional vector spaces, and we will

provide a basis of HHn(A). We know that one dimensional Lie modules over an

abelian Lie algebra are given by the multiplication by some scalar in the field.

We will precise this scalar for the Lie module HHn(A). To do so we will first

state the result which computes the dimension of the Hochschild cohomology

vector spaces.

Proposition (see for instance [Cib98]). Let A = k[x]/ < x2 > where k is

a field of characteristic zero. Then,

HH0(A) ∼= A

HHn(A) ∼= k for n ≥ 1

The proof is based on the computation of the kernel and the image of the

maps Dn, given by the equation (8), of the complex C•(Q). Let us sketch the

proof in [Cib98]. If Q is the loop quiver, we denote e the only vertex and by a

the only arrow. Then, for the loop quiver, the combinatorial complex C•(Q) is

as follows:

0 → k(e, e) ⊕ k(e, a)
0

−→ k(a, e) ⊕ k(a, a)

(

0 0

D1 0

)

−→ · · ·

· · · k(an, e) ⊕ k(an, a)

(

0 0

Dn 0

)

−→ k(an+1, e) ⊕ k(an+1, a) · · ·

A short computation gives that the map Dn = 0 for n even and Dn(a
n, e) =

2(an+1, a) for n odd. Since char k = 0, we infer that Dn injective for n odd.

Therefore for n = 0,

HH0(A) = k(e, e) ⊕ k(e, a) ∼= A

If n is odd,

HHn(A) = k(an, a) ∼= k.

If n > 0 is even

HHn(A) =
k(an, e) ⊕ k(an, a)

k(an, a)
= k(an, e) ∼= k.

Proposition 4.2.1. Let A = k[x]/ < x2 > where k is of characteristic zero.

For n ≥ 1, consider the map ϕn : A⊗n → A given by:

ϕn(f1⊗ · · · ⊗ fi⊗ · · · ⊗ fn) =

{∏n
i=1λ(fi, x) if n is even

∏n
i=1λ(fi, x)x if n is odd.

where fi = λ(fi, x)x+ λ(fi, 1) for i = 1, · · · , n. Then HHn(A) ∼= kϕn
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Proof. Let Q be the loop with vertex e and arrow a, and let

A = kQ/ < Q2 >. Using the above description of HHn(A) for n ≥ 1 we

obtain that HHn(A) ∼= k (an, e) if n is even and HHn(A) ∼= k (an, a) if n is

odd. Since k(Qn ‖ Q0 ∪ Q1) ∼= HomEe (r
⊗n, A) and using the induced quasi-

isomorphism HomEe (r
⊗n, A) → Homk(A

⊗n, A) from the Appendix A, we infer

that (an, e) corresponds to the map ϕn if n is even and that (an, a) corresponds

to map ϕn if n is odd. �

Before continue, let us remark the following.

Remark. Let g be the one dimensional abelian Lie algebra, (i.e. g = k).

The one dimensional Lie modules of g are determined by some scalar. Given c

in k, denote kc = k the Lie module given by:

g × kc → kc
λ.µ = cλµ

where λ and µ are in k. Notice that kc ∼= kc′ as Lie modules over g if and only

if c = c ′. Moreover, if V is a one dimensional Lie module over g then V ∼= kc
where c is obtained as the result of the action of the element 1 in g over the

basis of V . We have the following bijection

k
1:1
−→ {one dimensional Lie modules over g}/ ∼

c 7→ kc

Since HHn(A) is a one dimensional vector space, its Lie module structure is

clearly given as in the above remark. We will precise the scalar in the field that

determines the Lie module structure by a simple computation of [ − , − ]Q.

Proposition 4.2.2. Let A = k[x]/ < x2 > where k is of characteristic zero.

For n ≥ 1, the Lie module structure on the Hochschild cohomology groups given

by Gerstenhaber bracket,

HH1(A) ×HHn(A) −→ HHn(A) ,

is given by:

ϕ1.ϕn =

{
−nϕn if n is even

(1− n)ϕn if n is odd.

Therefore,

HH2n(A) ∼= HH2n+1(A)

considered as Lie modules.

Proof. Let Q be the loop with vertex e and arrow a, and let

A = kQ/ < Q2 >. As a consequence of corollary 4.1.3 and using the com-

binatorial description of HHn(A) and the bracket [ − , − ]Q, we deduce that

the Lie module structure on the Hochschild cohomology groups given by the

Gerstenhaber bracket HH1(A) × HHn(A) −→ HHn(A) is induced by the fol-

lowing morphisms. If n is even, k(Q1 ‖ Q1) × k(Qn ‖ Q0) −→ k(Qn ‖ Q0) is

given as follows: (a, a).(an, e) = [ (a, a) , (an, e) ]Q = −n (an, e). If n is odd,

k(Q1 ‖ Q1) × k(Qn ‖ Q1) −→ k(Qn ‖ Q1) is given as follows: (a, a).(an, a) =
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[ (a, a) , (an, a) ]Q = (1 − n) (an, a). Using the above proposition we know that

(an, e) corresponds to ϕn if n is even and that (an, a) corresponds to ϕn if n

is odd. We obtain the result. �

Denote

HHodd(A) =

∞
⊕

n=0

HH2n+1(A).

It is clear that the Gerstenhaber bracket endows HHodd(A) with a Lie algebra

structure. To describe this Lie algebra, let us introduce some notation. De-

note W the Lie algebra of derivations of k[x], i.e. W = Der(k[x], k[x]). For

n a positive integer, let φn : k[x] → k[x] be the derivation defined as follows:

φn(x
i) = ixn+i−1 where i is a positive integer. The commutator bracket os such

derivations is given by

[φn, φm] = (n−m)φn+m−1.

Now, it is easy to see that any derivation on k[x] is a linear combinations of

φn’s. Denote by Wn the vector space generated by φn. Then

W =

∞
⊕

n=0

Wn .

Clearly, the commutator bracket is graded if we consider elements of Wn of

degree n− 1. We will denote

Wodd =

∞
⊕

n=0

W2n+1

the Lie subalgebra of W.

Proposition 4.2.3. Let k be a field of characteristic zero and

A = k[x]/ < x2 > the algebra of the dual numbers. The Lie algebra HHodd(A)

is isomorphic to te Lie algebra Wodd.

Proof. Using the formula for the bracket, we have

[ (an, a) , (am, a) ]Q = (n−m) (an+m−1, a) .

Using Proposition 4.2.1 we deduce that [ϕn, ϕm] = (n−m)ϕn+m−1. �

4.3. Oriented cycle.

Assume that the quiver Q is an oriented cycle of length N ≥ 2 and the

characteristic of the field is zero. In this section, we will determine the Lie

module structure on HHn(A) where A = kQ/ < Q2 >. Using Proposition

2.2.5 of chapter two, we know that the first Hochschild cohomology is the one

dimensional abelian Lie algebra. Moreover, we will show that HHn(A) is either

zero or a one dimensional vector space and we will provide a basis of HHn(A)

when it is not trivial. The Lie module structure on the non-trivial Hochschild

cohomology vector spaces is determined by a scalar on the field. We will precise

this scalar. As we did in previous section, we begin recalling the computation

of the Hochschild cohomology vector spaces.
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Proposition ([Cib98]). Let A = kQ/ < Q2 > where Q is the oriented

cycle of length N with N ≥ 2 and k is a field of characteristic zero. If n or n−1

is an even multiple of N

HHn(A) ∼= k ,

otherwise HHn(A) is zero.

If Q is an oriented cycle of length N, let {e1, . . . , eN} be the set of vertices

and {a1, . . . , aN} be the set of arrows such that s(ai) = ei, t(ai) = ei+1 for

i = 1, . . . ,N − 1 and t(aN) = e1 = s(a1). The combinatorial complex in this

case is as follows:

0 −→ k(Q0 ‖ Q0)
D0 // k(Q1 ‖ Q1)

0
−→ · · ·

· · ·
0

−→ k(QN ‖ Q0)
DN // k(QN+1 ‖ Q1)

0
−→ · · ·

· · ·
0

−→ k(QcN ‖ Q0)
DcN // k(QcN+1 ‖ Q1)

0
−→ · · ·

where c ≥ 0 is a positive integer. Let us notice that if n 6= cN and n 6= cN+ 1,

clearly HHn(A) = 0 since Qn ‖ Q0 and Qn+1 ‖ Q1 are empty sets. Now, the

others cohomology groups are:

HHcN(A) = kerDcN and HHcN+1(A) =
k(QcN+1 ‖ Q1)

ImDcN

where c is a positive integer. In order to compute HHcN(A) and HHcN+1(A) it

is enough to compute the kernel and the image of DcN. In [Cib98], the following

is proved:

- if cN is odd then DcN is injective, therefore both cohomology groups

HHcN(A) and HHcN+1(A) are zero.

- if cN is even then DcN has a one dimensional kernel, therefore both

cohomology groups HHcN(A) and HHcN+1(A) are one dimensional.

We introduce the following notation in order to state the computation of the

kernel and the image of the map DcN.

Notation. For i = 1, · · · , N we denote γei the only oriented cycle of length

N that starts and ends at vertex ei and and γcei denotes the composition of the

path γei with itself c times. If c = 0 we set γcei = ei.

Lemma 4.3.1. Let Q be the oriented cycle of length N with N ≥ 2 and k is

a field of characteristic zero. For c ≥ 0 consider the map

DcN : k(QcN ‖ Q0) −→ k(QcN+1 ‖ Q1)

given by (8). If cN is an even multiple of N then

kerDcN = k

N∑

i=1

(γcei , ei) and
k(QcN+1 ‖ Q1)

ImDN
∼= k(γce2a1, a1).
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Proof. Notice that QcN ‖ Q0 consists of all (γcei , ei) and QcN+1 ‖ Q1
consists of all (γc

t(ai)
ai, ai). For i = 1, · · · , N, we denote bi the the only arrow

such that t(bi) = ei, so s(ai) = ei = t(bi). If cN is even then DcN is given by

DcN(γcei , ei) = (aiγ
c
ei
, ai) − (γceibi, bi).

Let us remark that (γceibi, bi) = (biγ
c
s(bi)

, bi). Let x be in kerDcN, suppose

x =
∑N
i=1λei(γ

c
ei
, ei). Since DcN(x) = 0, the linear combination given by

N∑

i=1

λei

(

(aiγei , ai) − (biγ
c
s(bi)

, bi)
)

is zero. Notice that the element (biγ
c
s(bi)

, bi) appears in the above linear com-

bination with coefficient λs(bi) − λei , which is zero. Therefore for all arrow bi,

λs(bi) = λt(bi). Since Q is connected, we deduce that λei = λej for all i, j. We

obtain that kerDcN is generated by the sum of all (γcei , ei). Now, the vector

space ImDcN has dimension |QcN+1 ‖ Q1|−1 = |Q1|−1 = |Q0|−1. Notice that

if w is an element in k(QcN+1 ‖ Q1), then it can be written as follows:

w =

N∑

i=1

λai(γ
c
t(ai)

ai, ai) = tr1(w)(γce2a1, a1) +

N∑

i=2

tri(w)DcN(γcei , ei)

where tri(w) =
∑N
j=iλaj . We deduce that {DcN(γcei , ei)}

N
i=2 is a basis of ImDcN

and in order to complete a basis for k(QcN+1 ‖ Q1) we include {(γc2a1, a1)}.

Therefore we obtain the last statement. �

The above lemma provides a basis of HHn(A) in terms of the combinatorics

of the quiver. We will give the linear map in Homk(A
⊗, A) that corresponds to

this basis. To do so, let us introduce some notation.

Notation. For i = 1, · · · , N and cN > 0 a positive multiple of N, we denote

σi : {1, . . . , cN} → {1, · · · , N}

the periodic function with periodN (i.e. σi(j) = σi(j+N)) such that σi restricted

to {1, . . . ,N} is the following cyclic permutation:

• if i = 1 then σ1(j) = j for j = 1, . . . ,N;

• if i = N then σN(1) = N and σN(j) = j− 1 for j = 2, . . .N,

• if 1 < i < N then σi(j) = i + (j − 1) for j = 1, . . . ,N − i + 1 and

σi(j) = (j− 1) − (N− i) for j = N− i+ 2, . . .N.

Example. If N = 2 then for j = 0, . . . , c− 1:

σ1(2j+ 1) = 1 , σ1(2j+ 2) = 2 , σ2(2j+ 1) = 2 , σ2(2j+ 2) = 1.

If N = 3 then σ1|{1,2,3} = (1), σ2|{1,2,3} = (123) and σ3|{1,2,3} = (132). Therefore,

σ1(3j+ 1) = 1, σ1(3j+ 2) = 2, σ1(3j+ 3) = 3,

σ2(3j+ 1) = 2, σ2(3j+ 2) = 3, σ2(3j+ 3) = 1,

σ3(3j+ 1) = 3, σ3(3j+ 2) = 1, σ3(3j+ 3) = 2,

for j = 0, . . . , c− 1.
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An element f in A is written as a linear combination

f =

N∑

i=1

λ(f, ei)ei+ λ(f, ai)ai

where e1, . . . , eN are the vertices and a1, . . . , aN are the arrows of Q.

Notation. For i = 1, · · · , N and cN > 0 a positive multiple of N we denote

πi : A⊗cN→ k

the linear map given by

πi(f1⊗ · · · ⊗ fcN) =

cN∏

j=1

λ(fj, aσi(j)).

We show the following result.

Proposition 4.3.2. Let A = kQ/ < Q2 > where k is a field of characteristic

zero and Q is the oriented cycle of length N with N ≥ 2. Consider the map

ϕ1 : A → A given by

ϕ1(f) = λ(f, a1)a1

Then HH1(A) ∼= kϕ1.

For n ≥ 1, a multiple of N, consider the map ϕn : A⊗n → A given by

ϕn(f1⊗ · · · ⊗ fn) =

N∑

i=1

πi(f1⊗ · · · ⊗ fn)ei

and the map ϕn+1 : A⊗n+1 → A given by

ϕn+1(f1⊗ · · · ⊗ fn+1) = π1(f1⊗ · · · ⊗ fn)λ(fn+1, a1)a1 .

Then HHn(A) ∼= kϕn and HHn+1(A) ∼= kϕn+1 if n is even and HHn(A) is

zero otherwise.

Proof. The vector space HHn(A) is trivial except if either n or n − 1 is

a multiple of N and this multiple is even. We use the above lemma to obtain

a basis of HHcN(A) and HHcN+1(A) when cN is even. The basis is given in

terms of the quiver. Using the isomorphism k(QcN ‖ Q0) ∼= HomEe (r
⊗cN, A),

the element (γcei , ei) corresponds to the linear map π ′
i : r⊗cN → A given by

π ′
i(f1⊗ · · · ⊗ fcN) = πi(f1⊗ · · · ⊗ fcN)ei . Using the above lemma, the basis of

HHcN(A) is given by the sum of all π ′
i’s. Using the induced quasi-isomorphism

from the Appendix A we infer that such sum corresponds to ϕcN. Besides, recall

that k(QcN+1 ‖ Q1) ∼= HomEe (r
⊗cN+1, A). The element (γceiai, ai) corresponds

to the linear map π ′′
i : r⊗cN+1 → A given by π ′′

i (f1 ⊗ · · · ⊗ fcN ⊗ fcN+1) =

πi(f1⊗· · ·⊗fcN)λ(fcN+1, ai)ai . Using the above lemma, the basis of HHcN+1(A)

is given by (γc2a1, a1) which corresponds to the map π ′′
1 in HomEe (r

⊗cN+1, A).

Using the induced quasi-isomorphism from the Appendix A we infer that π ′′
1

corresponds ϕcN. Using the description of the Hochschild cohomology groups

we obtain the last statement. �
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We conclude that HHn(A) is either zero or a one dimensional vector space.

For HHn(A) which is not zero, we point out that the Lie module structure on

HHn(A) is indeed given by the multiplication by some scalar in the field. For

each n, we precise this scalar in the following proposition.

Proposition 4.3.3. Let A = kQ/ < Q2 > where Q is an oriented cycle

of length N with N ≥ 2 and k is a field of characteristic zero. For n ≥ 1,

the Lie module structure on the Hochschild cohomology groups, given by the

Gerstenhaber bracket,

HH1(A) ×HHn(A) −→ HHn(A)

is given as follows

ϕ1.ϕn = − cϕn

where c is a positive integer such that cN is even and either n = cN or n = cN+1

and c is zero otherwise.

Therefore, for all positive integer c, HHcN(A) ∼= HHcN+1(A) as Lie modules.

Proof. From corollary 4.1.3, in order to determine the Lie module struc-

ture, we use the combinatorial description of HHn(A) and we compute the

bracket [ − , − ]Q. Suppose cN > 0 is an even multiple of N. The Lie mod-

ule structure on HHcN(A) given by the Gerstenhaber bracket is induced by

the following morphism k(Q1 ‖ Q1) × k(QcN ‖ Q0) −→ k(QcN ‖ Q0) given as fol-

lows: (ai, ai).(γ
c
ej
, ej) = [ (ai, ai) , (γcej , ej) ]Q. A simple computation of the

combinatorial bracket gives [ (ai, ai) , (γcej , ej) ]Q = −c(γcej , ej). Using the above

proposition, we know that ϕ1 corresponds to (a1, a1) and ϕcN to the sum of

all (γcej , ej), then we obtain that [ϕ1 , ϕcN ] = −cϕcN. We obtain the re-

sult for HHcN(A). Likewise, the Lie module structure on HHcN+1(A) is in-

duced by the morphism k(Q1 ‖ Q1) × k(Qn ‖ Q1) −→ k(Qn ‖ Q1) given as fol-

lows: (ai, ai).(γ
c
t(aj)

aj, aj) = [ (ai, ai) , (γc
t(aj)

aj, aj) ]Q. As we did before, a sim-

ple computation of the combinatorial bracket gives: [ (ai, ai) , (γc
t(aj)

aj, aj) ]Q =

−c(γc
t(aj)

aj, aj). Using the above proposition (a1, a1) corresponds to ϕ1 and

(γc2a1, a1) to ϕcN+1 and then we obtain that [ϕ1 , ϕcN+1 ] = −cϕcN+1. �

Recall that we denote W the Lie algebra Der(k[x], k[x]), see the previous

section. We denote W∗ the Lie subalgebra of W given as follows:

W∗ =

∞
⊕

n=0

Wn+1.

We have the following proposition:

Proposition 4.3.4. Let A = kQ/ < Q2 > where Q is the oriented cycle

of length N with N ≥ 2 and k is a field of characteristic zero. The Lie algebra

HHodd(A) is isomorphic to W∗.

Proof. If N is even,

HHodd(A) =

∞
⊕

c=0

HHcN+1(A)
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and if N is odd,

HHodd(A) =

∞
⊕

c=0

HH2cN+1(A).

Define Lc = HHcN+1(A) if N is even and Lc = HH2cN+1(A) if N is odd. Lc is a

one dimensional vector space and [Lc, L
′
c]Q ⊆ Lc+c′ . We assume that N is even

without lost of generality. To determine the Lie algebra structure on HHodd(A),

we need to compute the Gerstenhaber bracket

k(QcN+1 ‖ Q1) × k(Qc′N+1 ‖ Q1) −→ k(Q(c+c′)N+1 ‖ Q1).

We have that [ (γc
t(aj)

aj, aj) , (γc
′

t(ai)
ai, ai) ]Q = c (γc+c

′

t(aj)
aj, aj) − c ′ (γc+c

′

t(ai)
ai, ai).

Let us remark that if i = j then

[ (γct(aj)ai, ai) , (γc
′

t(ai)
ai, ai) ]Q = (c− c ′) (γc+c

′

t(aj)
ai, ai) .

Using Proposition 4.3.2 we deduce the statement. �

4.4. Quivers different from an oriented cycle.

In this section, we consider A = kQ/ < Q2 > where Q is not an oriented

cycle. We will like to emphasize that the quiver can have oriented cyles but

it cannot be reduced to an oriented cycle. Let us recall the description of the

Hochschild cohomology groups of such algebras. In [Cib98], the description is

given using the combinatorial complex C•(Q). The map Dn, given by (8), is

injective for n ≥ 1 when Q is not an oriented cycle. Therefore, for n > 1 the

kernel of the differential

k(Qn ‖ Q0) ⊕ k(Qn ‖ Q1)

(

0 0

Dn 0

)

−→ k(Qn+1 ‖ Q0) ⊕ k(Qn+1 ‖ Q1)

is actually k(Qn ‖ Q1) which is called the space of shortcuts. Moreover, ImDn−1

is isomorphic to k(Qn−1 ‖ Q0) the space of pointed oriented cycles. The state-

ment is as follows:

Theorem ([Cib98]). Let A = kQ/ < Q2 > where Q is not an oriented

cycle. Then, if n ≥ 1

HHn(A) ∼=
k(Qn ‖ Q1)

ImDn−1

where

Dn−1 : k(Qn−1 ‖ Q0) −→ k(Qn ‖ Q1)

is the linear map given by (8). Moreover, if n > 1

dimkHH
n(A) = |Qn ‖ Q1| − |Qn−1 ‖ Q0|.

The combinatorial description of both the Hochschild cohomology groups

and the Gerstenhaber bracket provides the following result:
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Theorem 4.4.1. Let A = kQ/ < Q2 > where Q is a finite quiver. If Q is not

an oriented cycle then the Lie module structure on the Hochschild cohomology

groups given by the Gerstenhaber bracket

HH1(A) ×HHn(A) −→ HHn(A)

is induced by the following bilinear map:

k(Q1 ‖ Q1) × k(Qn ‖ Q1) −→ k(Qn ‖ Q1)

given as follows

(a, x).(α, y) = δay · (α, x) −

n∑

i=1

δaix · (α ⋄
i
a, y)

where δ is the Kronecker symbol and α = a1 · · ·ai · · ·an is a path of length n

constituted of arrows ai. For ai = x the path α ⋄
i
a is obtained by replacing ai

with a.

Proof. Using the above proposition, we obtain that Zn(Q), the space of

cocyles of C•(Q), is equal to k(Qn ‖ Q1). Moreover, Bn(Q), the space of

coboundaries, is ImDn−1. Then we compute the combinatorial bracket [ − , − ]Q
on the space of shortcuts and we obtain the above formula. Using corollary 4.1.2,

we know that [ − , − ]Q is well defined in the quotient of k(Qn ‖ Q1) by ImDn−1.

Finally using 4.1.3 we obtain the result. �

The above theorem gives a combinatorial description of the Lie module struc-

ture on HHn(A). In the next chapter, we will apply this theorem in two cases:

when the quiver has no oriented cycles and when it is the multiple-loops quiver.





CHAPTER 5

Triangular and multiple-loops quiver.

In this chapter we consider monomial algebras A with radical square zero

associated to a quiver without oriented cycles or to the multiple-loops quiver. In

the previous chapter, we have described the Lie module structure induced by the

Gerstenhaber bracket on HHn(A) for such algebras. In fact, we have considered

a more general case: when the quiver is not an oriented cycle. The description

in this case has been given in terms of the combinatorics of the quiver. In the

present chapter, we will relate such Lie module structure with the Lie modules

over the Lie algebra of square matrices of trace zero slr(k). We will use as a tool

the combinatorial description of such Lie modules.

5.1. Triangular

In this section we consider triangular monomial algebras with radical square

zero, i.e. A = kQ/ < Q2 > where Q is a quiver without oriented cycles. We will

prove that the Lie module structure on HHn(A) is isomorphic to a direct sum

of tensor products of ”standard modules” over gln(k).

Let us begin with the following observation. Since Q has no oriented cycles

the combinatorial complex is the following:

C•(Q) = 0 −→ k(Q0 ‖ Q0)
D0 // k(Q1 ‖ Q1)

0
−→ · · ·

· · ·
0

−→ k(Qn ‖ Q1)
0 // k(Qn+1 ‖ Q1)

0
−→ · · ·

It is clear that for n > 1, the differentials are zero since Qn ‖ Q0 is an empty

set. Therefore HHn(A) = k(Qn ‖ Q1) for n > 1. In view of this, we will study

k(Qn ‖ Q1) as a Lie module in a more general setting that we explain in the

next paragraph.

Remark. In the previous chapter, Theorem 4.1.1 states that

C∗+1(Q) =

∞
⊕

n=1

k(Qn ‖ Q0) ⊕ k(Qn ‖ Q1)

together with the combinatorial bracket is a graded Lie algebra. Therefore, given

any quiver Q, the graded vector space of shortcuts, i.e.

∞
⊕

n=1

k(Qn ‖ Q1) ,

75
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equipped with the combinatorial bracket [ − , − ]Q is also a graded Lie algebra

since the bracket of two shortcuts is a shortcut. As a consequence k(Qn ‖ Q1)

is a Lie module over the Lie algebra k(Q1 ‖ Q1).

Recall that k(Q1 ‖ Q1), the Lie algebra of parallel arrows, has been already

studied in the second chapter of this thesis. We will study the Lie module

structure on k(Qn ‖ Q1) over this Lie algebra. To do so, we need to introduce

some notation.

Notation. Define an equivalence relation on the set Qn ‖ Q1 as follows.

Let α = a1 · · ·ai · · ·an and β = b1 · · ·bi · · ·bn be paths in Qn. Then

(α, x) ∼ (β, y) if and only if x ‖ y and ai ‖ bi for all i.

Denote Tn the set of equivalence classes (Qn ‖ Q1)/ ∼.

Remark. The following map is a bijection between Tn and Qn ‖ Q1, the set

of shortcuts of the quiver Q:

Tn → Qn ‖ Q1
[t] = [ (a1 · · ·ai · · ·an, x) ] 7→ (α1 · · ·αi · · ·αn, γ)

where

- [t] denotes the class of t,

- t = (a1 · · ·ai · · ·an, x) is a shortcut in Q,

- ai belongs to αi and x to γ,

- αi is in Q1 for all i, as well as γ and

- (α1 · · ·αi · · ·αn, γ) is a shortcut in Q.

Notation. Let T = (α1 · · ·αi · · ·αn, γ) be a shortcut in Qn ‖ Q1. We write

" t ∈ T "

when t = (a1 · · ·ai · · ·an, x) is a shortcut in Qn ‖ Q1 such that its class [t]

correspond to T through the above bijection. We also write ”t belongs to T”.

Moreover, given T in Qn ‖ Q1, we denote

kT =
⊕

t∈T

k t

which is a subvector space of k(Qn ‖ Q1).

Lemma 5.1.1. kT is a submodule of k(Qn ‖ Q1) over the Lie algebra k(Q1 ‖ Q1).

Hence

k(Qn ‖ Q1) =
⊕

Tn∈Qn‖Q1

kT

as Lie modules over k(Q1 ‖ Q1).

Proof. To show that kT is submodule of k(Qn ‖ Q1), consider t ∈ T and

(a, a ′) in k(Q1 ‖ Q1). Let t = (a1 · · ·ai · · ·an, x). A simple computation gives

(9)

(a, a ′).t = [(a, a ′), (a1 · · ·ai · · ·an, x)]Q
= δxa(a1 · · ·ai · · ·an, a

′)

−
∑n
i=1δ

ai
a′(a1 · · ·a · · ·an, x)
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where the shortcuts that appear in the right side of the equation are in the class

of t. So (a, a ′).t is a linear combination of shortcuts belonging to T. This implies

that kT is a submodule of k(Qn ‖ Q1) over k(Q1 ‖ Q1). Moreover, let T and T ′

be in Qn ‖ Q1. Clearly kT ∩ kT ′ = 0 whenever T 6= T ′. Finally, k(Qn ‖ Q1) is

the direct sum of the submodules kT for all T in Qn ‖ Q1. �

Since k(Qn ‖ Q1) is a direct sum of Lie modules kT , we will investigate

in more detail such modules. In fact, we will relate tensor products of ”stan-

dard modules” over the Lie algebra of endomorphism with kT . We begin fixing

notation about standard modules.

Remark. We have shown in Lemma 2.1.1 that

k(Q1 ‖ Q1) =
∏

α∈Q1

glα
∼=

∏

α∈Q1

Endk (Vα)

as a Lie algebra where Vα is the vector space with basis the set α. Notice that

for every α in Q1, we can consider Vα as a module over k(Q1 ‖ Q1).

We will write explicitly the Lie module structure on Vα over k(Q1 ‖ Q1)

using the following map:

k(Q1 ‖ Q1) × Vα −→ Vα

(a, a ′).x = δax a
′

where a and a ′ are parallel arrows, x is an arrow in α and δ is the Kronecker

symbol. We write explicitly the Lie module structure of the dual V∗ using the

following map:

k(Q1 ‖ Q1) × V
∗
α −→ V∗

α

(a, a ′).x∗ = − δa
′

x a
∗ .

We will use Vα and its dual in order to describe the Lie module kT . In fact,

kT is given by a tensor product of those Lie modules. Let us recall the tensor

product of Lie modules in a general setting: let g be a Lie algebra and M and

N be two Lie modules over g. The tensor product M⊗
k
N is a Lie module over

g given by the map:

g ×M⊗
k
N → M⊗

k
N

given by

g.m⊗ n = g.m⊗ n+m⊗ g.n .

Lemma 5.1.2. Let T = (α1 · · ·αi · · ·αn, γ) be a shortcut in Qn ‖ Q1, then

kT ∼= V∗
α1

⊗
k
· · · ⊗

k
V∗
αi

⊗
k
· · ·V∗

αn
⊗
k
Vγ

as Lie modules over k(Q1 ‖ Q1).

Proof. Let T = (α1 · · ·αi · · ·αn, γ) be in Qn ‖ Q1 and let t = (a1 · · ·an, x)

be in Qn ‖ Q1 such that t ∈ T . Consider the map

ψ : kT → V∗
α1

⊗
k
· · · ⊗

k
V∗
αi

⊗
k
· · ·V∗

αn
⊗
k
Vγ
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given by

ψ(t) = a∗1⊗ · · · ⊗ a∗i ⊗ · · · ⊗ a∗n⊗ x.

We will prove thatψ is a morphism of Lie modules, i.e. ψ((a, a ′).t) = (a, a ′).ψ(t).

In view of (9) in the proof of the above lemma, we remark that

ψ((a, a ′).t) = δxa a
∗
1⊗ · · · ⊗ a∗i · · · ⊗ a

∗
n⊗ a ′

−

n∑

i=1

δ
ai
a′ a

∗
1⊗ · · · ⊗ a∗ · · · ⊗ a∗n⊗ x.

Now, let us compute (a, a ′).ψ(t):

(a, a ′).ψ(t) =

n∑

i=1

a∗1⊗ · · · ⊗ (a, a ′).a∗i ⊗ · · · ⊗ a∗n⊗ x

+ a∗1⊗ · · · ⊗ a∗i ⊗ · · · ⊗ a∗n⊗ (a, a ′).x

=

n∑

i=1

−δaia′ a
∗
1 · · · ⊗ · · · ⊗ a∗ ⊗ · · ·a∗n⊗ x

+ δxa a
∗
1⊗ · · · ⊗ a∗i ⊗ · · · ⊗ a∗n⊗ a ′.

Then ψ is a morphism of Lie module and is clearly bijective. Therefore we have

an isomorphism of Lie modules. �

In the next lemma, we prove that the Lie module kT is generated by any

t ∈ T whenever T is constituted by different arrows.

Lemma 5.1.3. Let T = (α1 . . . αn, χ) be a shortcut in Qn ‖ Q1 such that

αi 6= χ for any i and αi 6= αj for any i 6= j. Then kT is generated by any t ∈ T

as Lie module over k(Q1 ‖ Q1).

Proof. Let t = (a1 · · ·an, x) and t ′ = (a ′
1 · · ·a

′
n, x) be shortcuts that belong

to T , so ai ‖ a
′
i and x ‖ x ′. We will show that t ′ is in the Lie module generated

by t. Denote t(0) = (x, x ′).t, notice that t(0) belongs to the Lie module generated

by t. Since x ′ 6= ai for all i,

t(0) = [ (x, x ′) , (a1 · · ·ai, x) ]Q = (a1 · · ·ai, x
′).

For i = 1, . . . , n, define recursively t(i) as follows:

t(i) = (a ′
i, ai).t

(i−1) = [ (a ′
i, ai) , t]Q.

Notice first that each t(i) is in the Lie module generated by t. Again as a

consequence of the hypothesis, x ′ 6= ai, ai 6= a ′
j for j < i and ai 6= aj for i < j.

A simple calculation of the above bracket shows

t(i) = (a ′
i, ai).(a

′
1 · · ·a

′
i−1aiai+1 · · ·an, x

′)

= (a ′
1 · · ·a

′
i−1a

′
iai+1 · · ·an, x

′).

Thus we deduce that t ′ = t(n) which is in the Lie module generated by t. �

Lemma 5.1.4. Let T = (α1 . . . αn, χ) be a shortcut in Qn ‖ Q1 such that

αi 6= χ for all i and αi 6= αj for all i 6= j. Then the Lie module kT is generated

by any of its nonzero elements. Therefore, kT is an irreducible Lie module.
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In particular, if Q has no oriented cycles then kT is an irreducible Lie module

for any shortcut T .

Proof. Let

w =
∑

t∈T

λtt

be a non-zero element of kT , we will prove it generates kT . There exists a

t ∈ T that appears in the linear combination of w with non-zero coefficient.

Fix t = (a1 · · ·an, x) a shortcut whose coefficient λt is not zero. By hypothesis,

x 6= ai for all i. Denote W the Lie module generated by w. Set

w(0) = (x, x).w = [ (x, x) , w ]Q.

Clearly w(0) is an element of W, a simple computation of the bracket gives:

w(0) =

n∑

j=1

∑

a′
j
∈αj

λ(a′
1
···a′

n,x)
(a ′
1 · · ·a

′
n, x)

For i = 1, . . . , n, we set:

w(i) = (ai, ai).w
(i−1) = [ (ai, ai) , w

(i−1) ]Q.

It is clear that every element w(i) is in W. Moreover, for i < n we have that

w(i) is equal to the following linear combination:

(−1)i
n∑

j=i+1

∑

a′
j
∈αj

λ(a1 ···aia
′
i+1

···a′
n,x)

(a1 · · ·aia
′
i+1 · · ·a

′
n, x).

Then w(n) = ±λtt which is in W and using the above lemma W must be the

Lie module kT . Clearly kT is irreducible if it is generated by any of its non-zero

elements. Finally, if Q has no oriented cycles then any shortcut T satisfies the

hypothesis of the statement. �

We have studied k(Qn ‖ Q1) as a Lie module over k(Q1 ‖ Q1) using the

decomposition in direct sum of submodules kT . We have also seen that if the

quiver has no oriented cycles then kT is irreducible.

Next, we will consider k(Qn ‖ Q1) as a Lie module over the quotient of

the Lie algebra k(Q1 ‖ Q1) by ImD0. Moreover, we will also obtain the same

decomposition in direct sum of submodules kT .

Lemma 5.1.5. Let Q be a quiver without oriented cycles. Then k(Qn ‖ Q1)

is a Lie module over the quotient k(Q1 ‖ Q1) by ImD0 with the following map

k(Q1 ‖ Q1)

ImD0
× k(Qn ‖ Q1) → k(Qn ‖ Q1)

(a, a ′).t = (a, a ′).t = [ (a, a ′) , t ]Q

where (a, a ′) is the class of an element in Q1 ‖ Q1 and t is a shortcut. Moreover,

k(Qn ‖ Q1) =
⊕

T∈Qn‖Q1

kT

as a Lie module over the quotient of k(Q1 ‖ Q1) by ImD0.
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Proof. From Lemma 4.1.2 of the previous chapter, the combinatorial bracket

of a coboundary and a cocyle is a coboundary. Using the description of C•(Q)

when Q has no oriented cycles given at the beginning of this chapter, B1(Q) =

ImD0, Z
n(Q) = k(Qn ‖ Q1), and Bn(Q) = 0 for n > 1. Therefore

[ ImD0 , k(Qn ‖ Q1) ]Q = 0

for n > 1. Therefore, a Lie module structure on k(Qn ‖ Q1) over the quotient

k(Q1 ‖ Q1) by ImD0 is induced by the above formula. We use Lemma 5.1.1 to

obtain the decomposition of k(Qn ‖ Q1) as a direct sum of kT , considered as

modules over the quotient. �

In this paragraph, we return to the Hochschild cohomology of triangular

monomial algebras of radical square zero. Let A = kQ/ < Q2 > where Q has

no oriented cycles and k is a field of characteristic zero. Recall that HH1(A)

is the quotient of the Lie algebra k(Q1 ‖ Q1) by the image of D0 and that for

n > 1, HHn(A) is the space of shortcuts k(Qn ‖ Q1). As before we will use

tensor products of standard modules to describe HHn(A). We need the following

remark in order to understand the Lie module structure over HH1(A) on those

tensor products.

Remark. Given a quiver Q without oriented cycles, let T = (α1 . . . αn, χ)

be a shortcut in Qn ‖ Q1. Recall that kT is isomorphic to the tensor product

V∗
α1

⊗
k
· · · ⊗

k
V∗
αi

⊗
k
· · · ⊗

k
V∗
αn

⊗
k
Vγ

as Lie modules over k(Q1 ‖ Q1). Since kT is a Lie module over the quotient of

the Lie algebra k(Q1 ‖ Q1) by ImD0 (Lemma 5.1.5), we endow the above tensor

product with a Lie module structure over the quotient via the isomorphism.

Notation. Let Q be a quiver without oriented cycles and T be a shortcut

in Q. We denote the above tensor product HHnT (Q) when we consider it as a

Lie module over HH1(A) as explained above.

In order to state the result, let us recall some facts about HH1(A). In

chapter two, we proved that HH1(A) is reductive, i.e. it is a direct product of

its semisimple part HH1(A)ss and its radical HH1(A)ab which is an abelian Lie

algebra. Moreover,

HH1(A)ss ∼=
∏

α∈S

sl|α|(k) and HH1(A)ab ∼=

∏
α∈Q1

Iα

ImD0
∼= kχ(Q)

where

S = {α ∈ Q1 such that |α| > 1}

and

χ(Q) = |Q1| − |Q0| + 1.

The next statement describes explicitly the Lie module structure on HHn(A)

over HH1(A)ss and over HH1(A)ab.
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Theorem 5.1.6. Let A = kQ/ < Q2 > where Q is a finite quiver without

oriented cycles and k a field of characteristic zero. Then for n > 1 the Lie

module structure on HHn(A) over HH1(A) induced by the Gerstenhaber bracket

is as follows:

HHn(A) ∼=
⊕

T∈Qn‖Q1

HHnT (Q) ⊗
k
k

where

HHnT (Q) = V∗
α1

⊗
k
· · · ⊗

k
V∗
αi

⊗
k
· · · ⊗

k
V∗
αn

⊗
k
Vγ

Moreover, HHnT (Q) is irreducible.

More precisely, the Lie module structure on HHnT (A) over HH1(A)ss is given

by

(fα)α∈S . xα1 ⊗ · · · ⊗ xαi ⊗ · · · xαn ⊗ xγ⊗ λ =
∑

αi∈S

xα1 ⊗ · · · ⊗ fαi(xαi) ⊗ · · · xαn ⊗ xγ⊗ λ

−χS(γ) xα1 ⊗ · · · ⊗ xαi ⊗ · · · xαn ⊗ ftγ(xγ) ⊗ λ

The Lie module structure on HHnT (A) over HH1(A)ab is given by

(λα)α∈Q1
. xα1 ⊗ · · · ⊗ xαi ⊗ · · · xαn ⊗ xγ⊗ λ =

xα1 ⊗ · · · ⊗ xαi ⊗ · · · xαn ⊗ xγ⊗ λ(λγ−
∑n
i λi)

Proof. Since Q has no oriented cycles, HHn(A) = k(Qn ‖ Q1). By Lemma

5.1.5, HHn(A) as a Lie module over HH1(A), is equal to the direct sum of kT

where the sum runs over all shortcuts T in Q. Since we have endowed HHnT (Q)

with a Lie module structure over HH1(A) in such a way that kT is isomorphic

to HHnT (Q) as Lie modules over HH1(A), we obtain the above decomposition.

To prove that HHnT (Q) is irreducible, the same proofs of Lemmas 5.1.3 and

5.1.4 can be considered using the way the Lie module over HH1(A) is induced.

Finally, we consider the isomorphism between HH1(A) and the direct product of

HH1(A)ss and HH1(A)ab given in chapter two. A straightforward computation

of the combinatorial bracket via such isomorphism gives the last part of the

statement. �

5.2. Multiple-loops quiver.

In this section we deal with the monomial algebra of radical square zero

given by the multiple-loop quiver which is not reduced to a single loop. We

denote r the number of loops, r ≥ 2. The monomial algebra we consider is

A = k[x1, . . . , xr]/ < {xixj}
r
i,j=1 >. Since Q is not an oriented cycle,

HH1(A) = k(Q1 ‖ Q1), which is in fact glr(k). Moreover, for n > 1,

HHn(A) ∼=
k(Qn ‖ Q1)

ImDn−1

where the map Dn−1 is defined by (8). Recall that the map Dn is injective,

therefore we have

dimkHH
n(A) = rn+1− rn−1.
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In order to study the Lie module structure on HHn(A) over glr(k) induced by

the Gerstenhaber bracket, we study the numerator and the denominator of the

above quotient. We relate this Lie module structure with the known Lie modules

over glr(k). We begin introducing some notation.

Notation. Let Q be a finite quiver. Recall that the vector space generated

by the set of arrows Q1 is denoted kQ1. Then kQ1 has a Lie module structure

over k(Q1 ‖ Q1) through the following map:

k(Q1 ‖ Q1) × kQ1 −→ kQ1

(a, a ′).x = δax a
′.

A straightforward verification gives

[(a, a ′), (b, b ′)].x = (a, a ′).(b, b ′).x− (b, b ′).(a, a ′).x

so the above map provides a Lie module structure on kQ1 over k(Q1 ‖ Q1).

Denote V = kQ1 this Lie module over k(Q1 ‖ Q1). Moreover, the dual Lie

module structure V∗ is given by the following map:

k(Q1 ‖ Q1) × kQ
∗
1 −→ kQ∗

1

(a, a ′).x = − δa
′

x a

Remark. If Q is the multiple-loops quiver, we know that k(Q1 ‖ Q1) is

isomorphic to glr(k) where r is the number of loops. The Lie module V described

above is isomorphic to the standard module kr.

In the previous section, we have study the Lie module structure on the short-

cut space k(Qn ‖ Q1) over k(Q1 ‖ Q1). Such Lie module structure is induced by

the combinatorial bracket [ − , − ]Q. The results that we have obtained where

stated in a general setting. We are going to apply some of them in the case of

the multiple-loops quiver.

Proposition 5.2.1. Let Q be the multi-loop quiver where r, the number of

loops, is greater or equal two. Then

k(Qn ‖ Q1) ∼= V∗⊗n⊗ V

as Lie modules over glr(k), where V is the standard module, i.e. isomorphic to

kr as Lie module over glr(k).

Proof. As a consequence of Lemma 5.1.1, k(Qn ‖ Q1) has a decomposition

into a direct sum of Lie modules kT where the sum runs over all shortcuts

T in Q. Moreover by Lemma 5.1.2 the Lie modules kT are isomorphic to a

tensor product of standard modules. For the multiple loops quiver, there is

only one shortcut T = (αn, α) where α is the only arrow in Q. Therefore,

k(Qn ‖ Q1) = kT ∼= V∗⊗n
α ⊗ Vα. Since the Lie module Vα is equal to V we

obtain the result. �
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Next, we investigate the denominator of the quotient that computesHHn(A),

this means the image of the map Dn−1. We study its Lie module structure over

HH1(A). To do so we work in a more general setting.

For quivers that are not oriented cycles, the map

Dn : k(Qn ‖ Q0) → k(Qn ‖ Q1)

is injective for n ≥ 1. Therefore, within those cases we can identify k(Qn ‖ Q0),

the space of pointed oriented cycles, with the image of Dn. We are going to

study both the space of pointed oriented cycles and the image of the map Dn
as Lie modules over k(Q1 ‖ Q1).

The following two lemmas describes explicitly the Lie module structure of

k(Qn ‖ Q0) and of ImDn.

Lemma 5.2.2. Let Q be any finite quiver. Given a path α, let us sup-

pose α = a1 · · ·ai · · ·an where the ai’s are arrows. The combinatorial bracket

[ − , − ]Q endows k(Qn ‖ Q0) with a Lie module structure over k(Q1 ‖ Q1) as

follows:

(a, a ′).(α, e) = [ (a, a ′) , (α, e) ]Q = −

n∑

i=1

δa
′

ai
(α ⋄

i
a, e)

where α ⋄
i
a is the path obtained by replacing ai by a if a ′ = ai.

Proof. Recall that Theorem 4.1.1 states that C∗+1(Q) equipped with the

combinatorial bracket is a graded Lie algebra. The bracket [ − , − ]Q endows

k(Qn ‖ Q0) ⊕ k(Qn ‖ Q1) with a Lie module structure over

k(Q1 ‖ Q0) ⊕ k(Q1 ‖ Q1). In particular, k(Qn ‖ Q0) ⊕ k(Qn ‖ Q1) becomes a

Lie module over k(Q1 ‖ Q1). Moreover k(Qn ‖ Q0) is a submodule since the

combinatorial bracket of a parallel arrow (a, a ′) and a pointed oriented cycle

(α, e) is indeed a sum of pointed oriented cycles in k(Qn ‖ Q0). �

Lemma 5.2.3. Let Q be a finite quiver that is not an oriented cycle. The

image of the linear map Dn−1 is a Lie submodule of k(Qn ‖ Q1) over k(Q1 ‖ Q1).

Proof. Recall that the combinatorial bracket endows k(Qn ‖ Q1) with a

Lie module structure over k(Q1 ‖ Q1) using Theorem 4.1.1. Besides, Zn(Q) =

k(Qn ‖ Q1) and Bn(Q) = ImDn−1 ⊆ Z
n(Q). Moreover

[Z1(Q) , Zn(Q) ]Q ⊆ Zn(Q) and [Z1(Q) , Bn(Q) ]Q ⊆ Bn(Q)

(see Lemma 4.1.2). Therefore Bn(Q) is a submodule of Zn(Q) over the Lie

algebra k(Q1 ‖ Q1). �

Since we identify k(Qn ‖ Q0) with ImDn, we need to prove that they are

isomorphic as Lie modules.

Lemma 5.2.4. Let Q be a finite quiver that is not an oriented cycle. The

map Dn : k(Qn ‖ Q0) → k(Qn+1 ‖ Q1) is a morphism of Lie modules.
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Proof. We will show that

Dn((a, a
′).(α, e)) = (a, a ′).Dn(α, e)

for a and a ′ two parallel arrows and α an oriented cycle such that s(α) = t(α) = e.

Recall that (a, a ′).(α, e) = δa
′

ai
(α ⋄

i
a, e). Denote αi = α ⋄

i
a whenever a ′ = ai.

Let us begin computing the left side.

Dn((a, a
′).(α, e)) = Dn(

n∑

i=1

(αi, e))

=

n∑

i=1

∑

x|s(x)=e

(αix, x) + (−1)n+1
n∑

i=1

∑

x|t(x)=e

(xαi, x).

In order to compute the right side, let us begin computing (a, a ′).(αx, x) and

(a, a ′).(xα, x) where x is an arrow such that s(x) = e or t(x) = e respectively:

(a, a ′).(αx, x) = δax(αa, a
′) −

n∑

i=1

(αix, x) − δa
′

x (αa, a ′) or

(a, a ′).(xα, x) = δax(aα, a
′) −

n∑

i=1

(xαi, x) − δa
′

x (aα, a ′) .

Let suppose first that a is an arrow such that s(a) and t(a) is different from e.

Then

(a, a ′).Dn(α, e) =
∑

x|s(x)=e

(a.a ′).(αx, x) + (−1)n+1
∑

x|t(x)=e

(a.a ′).(xα, x)

=
∑

x|s(x)=e

n∑

i=1

(αix, x) + (−1)n+1
∑

x|t(x)=e

n∑

i=1

(xαi, x)

since a 6= x for any x such that t(x) = e and s(x) = e. Therefore, we obtain the

result in this case. Now we consider the other case, when a is an arrow such that

s(a) or t(a) is equal to e. Without lost of generality let us suppose s(a) = e,

obviously s(a ′) = e. Then

∑

x|s(x)=e

(a.a ′).(αx, x) =
∑

x|s(x)=e

δax(αa, a
′) −

∑

x|s(x)=e

n∑

i=1

(αix, x)

−
∑

x|s(x)=e

δa
′

x (αa, a ′)

= (αa, a ′) −
∑

x|s(x)=e

n∑

i=1

(αix, x) − (αa, a ′)

=
∑

x|s(x)=e

n∑

i=1

(αix, x).

We deduce (a, a ′).Dn(α, e) = Dn((a, a
′).(α, e)). �

Proposition 5.2.5. Let Q be the multi-loop quiver where r, the number of

loops, is greater or equal two. Then

ImDn−1
∼= V∗⊗n−1
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as Lie modules over glr(k) where V is the the standard module, i.e. isomorphic

to kr as Lie module over glr(k).

Proof. From Lemma (5.2.4), ImDn−1 is isomorphic to the Lie module

k(Qn−1 ‖ Q0) over k(Q1 ‖ Q1). Now, let us consider the following map:

φ : k(Qn−1 ‖ Q0) → V∗⊗n−1

φ(α, e) = a1⊗ · · · ⊗ ai⊗ · · · ⊗ an

where α = a1 · · ·ai · · ·an is an oriented cycle. From Lemma (5.2.2) we have

have that φ((a, a ′).(α, e)) = (a, a ′)φ(α, e). Therefore φ is a Lie morphism and

it is clearly bijective. �

Theorem 5.2.6. Let A = kQ/ < Q2 > where Q is a multiple-loops quiver

and k is an algebraically closed field of characteristic zero. Then HH1(A) ∼= glr(k)

where r is the number of loops. The Lie module structure (induced by the Ger-

stenhaber bracket) of HHn(A) over HH1(A) ∼= glr(k) is given as follows:

HHn(A) ∼= V∗⊗n−1⊗ slr(k)

where V is the standard glr(k)-module and slr(k) is the usual glr(k)-module (i.e.

given by the restriction of the adjoint module).

Proof. For the multiple loops quiver, we have shown that the Lie module

k(Qn ‖ Q1) is isomorphic to V∗⊗n⊗V (see Proposition 5.2.1) and k(Qn−1 ‖ Q0)

is isomorphic to V∗⊗n−1 (see Proposition 5.2.5). Now, we compute the quotient

that gives Hochschild cohomology:

HHn(A) ∼=
V∗⊗n⊗ V

V∗⊗n−1
∼=
V∗⊗n−1⊗ glr(k)

V∗⊗n−1⊗ k
∼= V∗⊗n−1⊗ slr(k) .

The last equality comes from the following fact. Recall that the following exact

sequence of Lie modules over glr(k) splits:

0 → k → glr(k) → slr(k) → 0.

where the section is the inclusion. Therefore

0 → V∗⊗n−1 → V∗⊗n−1⊗ glr(k) → V∗⊗n−1⊗ slr(k) → 0

is an exact sequence. �

A simple observation gives the following result:

Corollary 5.2.7. For an algebra A as above, HH2(A) = V∗ ⊗ slr(k) and

for n > 2 we have

HHn(A) ∼= V∗ ⊗HHn−1(A)

From now on we will assume that the ground field is algebraically closed and

of characteristic zero. The above theorem determines completely the Lie module

HHn(A) over HH1(A). Now, we will study HHn(A) as a Lie module over slr(k)

as we will explain. Let us recall two classical Lie theory results, (see for instance

[EW06, FH91])
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(1) Every (finite dimensional) slr(k)-module has a decomposition into di-

rect sum of irreducible modules

(2) The irreducible modules over slr(k) are uniquely determined by their

vector of highest weight. We denote Γλ the irreducible slr(k) module of

highest weight λ.

Then HHn(A) has a decomposition as a direct sum of irreducible modules

over slrk as follows:

HHn(A) =
⊕

λ

Γ
qλ
λ

Next we provide an algorithm to determine each qλ using the usual tools of

classical Lie theory.

Notation. Let Γ(a1,a2,...,ar−1) be the unique irreducible module over slr(k)

of weight a1w1+a2w2+ · · ·ar−1wr where wi are the fundamental weights. Let

us notice that for sl2k, the unique irreducible module of dimension a+ 1 is Γa.

Remark. Let A = kQ/ < Q2 > where Q is a multi-loop quiver. The

above result gives an algorithm to calculate the Hochschild cohomology groups

considered as modules over slr(k) where r is the number of loops. First, let us

remark that HH2(A) ∼= V∗⊗ slr(k) where V∗ is the dual of the standard module

of slr(k). For n > 2 we have

HHn+1(A) = V∗ ⊗HHn(A) .

The Littlewood Richardson rule is used to find the decomposition into direct

sum of irreducibles of the tensor product of two irreducible modules of slr(k). A

special case is given in the next proposition. A proof of this result can be found

in the book ”Representation theory” of Fulton and Harris [FH91]. For r = 2,

we have the Clebsch-Gordon theorem:

Proposition. (Clebsch-Gordon) For sl2(k) and for a ≥ 1 the following

holds:

V∗ ⊗ Γa = Γa+1⊕ Γa−1.

For a = 0, V∗ ⊗ Γ0 = V∗.

Proposition. (Littlewood-Richardson rule) For slr(k) with r ≥ 3, the de-

composition into direct sum of irreducible modules of V∗ ⊗ Γ(a1,a2,...,ar−1) is

Γ(a1,a2,...,ar−1+1) ⊕
⊕

ai+1≥1

Γ(a1,...,ai+1,ai+1−1,...,ar−1) ⊕ Γ(a1−1,a2,...,ar−1)

Example. For sl3(k)

V∗ ⊗ Γ(a,b) = Γ(a,b+1) ⊕ Γ(a+1,b−1) ⊕ Γ(a−1,b)

if a, b ≥ 1. For b = 0 and a ≥ 1,

V∗ ⊗ Γ(a,0) = Γ(a,b+1) ⊕ Γ(a−1,b).
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Now, for a = 0 and b ≥ 1

V∗ ⊗ Γ(0,b) = Γ(a,b+1) ⊕ Γ(a−1,b).

Finally

V∗ ⊗ Γ(0,0) = Γ(0,1).

Proposition 5.2.8. Let A = kQ/ < Q2 > where Q is a multi-loop quiver

with r loops. The decomposition of HH2(A) into direct sum of irreducible modules

as a module over slr(k) is given by

HH2(A) =






Γ3⊕ Γ1 if r = 2

Γ(1,2) ⊕ Γ(0,2) ⊕ Γ(0,1) if r = 3

Γ(1,0,...,0,2) ⊕ Γ(1,0,...,1,0) ⊕ Γ(0,...,0,1) if r > 3

Proof. We know that HH2(A) = V∗ ⊕ slr(k). In order to find the decom-

position into direct sum of irreducible modules, we apply the above proposition.

For r = 2, let us remark that sl2(k) is Γ2. For r = 3 we have that sl3(k) is Γ(1,1).

For r > 3 we have that slr(k) is Γ(1,0,...,0,1). �

Algorithm. In this paragraph, our aim is to explain an algorithm to calcu-

late the decomposition into direct sum of irreducible slr(k)-modules of HHn(A).

The first step is given by the above proposition. For n ≥ 2, let us suppose we

have found the decomposition of HHn(A):

HHn(A) =
⊕

a

Γa .

In order to calculate de decomposition of HHn+1(A) we use Corollary 5.2.7

which says that HHn+1(A) = V∗ ⊗ HHn(A). Now, recall that direct sums

and tensor products of Lie modules commute so the next step is to calculate

the decomposition of V∗ ⊗ Γa for each Γa that appears in the decomposition of

HHn(A). To do so, we apply the Littlewood-Richardson rule which is stated

above for this case.

Remark. We find the same algorithm described in [SF08] for r = 2

5.3. Two-loops quiver.

In the previous section we considered the multiple loops quiver: we found an

algorithm that calculates the decomposition into direct sum of irreducible Lie

modules of HHn(A) as a module of slr(k) where r is the number of loops. In

this section, we consider the two loops quiver (i.e. r = 2): we give the explicit

decomposition into direct sum of irreducible Lie modules of HHn(A) as a module

over sl2(k). We will begin providing a copy of the Lie algebra sl2(k) in HH1(A).

Proposition 5.3.1. Assume that Q is the two loops quiver where e is the

vertex and the loops are denoted a and b. Let A = kQ/ < Q2 >. Then the



88

elements
H = (b, b) − (a, a)

E = (a, b)

F = (b, a)

generate a copy of the Lie algebra sl2(k) in HH1(A). Moreover, the Lie algebra

HH1(A) is isomorphic to sl2(k) × k.

Proof. First notice that HH1(A) ∼= k(Q1 ‖ Q1) and that the elements H, E,

F and I = (a, a) + (b, b) form a basis of HH1(A). A straightforward verification

of the following relations

[H , E ]Q = 2E, [H , F ]Q = −2F, [E , F ]Q = H

proves that HH1(A) contains a copy of sl2k. Finally, it is easy to see that

[ I , H ]Q = 0, [ I , E ]Q = 0, [ I , F ]Q = 0,

�

We begin describing the eigenvector spaces of H as an endomorphism of

k(Qn ‖ Q0) and ImDn−1. Given a path γn in Qn we denote a(γn) and b(γn)

the number of occurrences of the arrow a and the arrow b in the decomposition

of γn, respectively.

Map (v). Define v as the map given by:

vn : Qn → Z

γn 7→ a(γn) − b(γn)

Lemma 5.3.2. For all γn in Qn,

H.(γn, b) = (vn(γ
n) + 1) (γn, a)

H.(γn, a) = (vn(γ
n) − 1) (γn, b)

and for all γn−1 in Qn−1,

H.Dn−1(γ
n−1, e) = vn−1(γ

n−1)Dn−1(γ
n−1, e) .

Proof. It is easy to check through a straightforward verification of the

combinatorial bracket. �

Proposition 5.3.3. Assume that char k = 0.

(1) Consider H as an endomorphism of k(Qn ‖ Q1). The eigenvalues of H

are n+ 1− 2l where l = 0, . . . n+ 1. Denote W(λ) the eigenspace of H

of the eigenvalue λ.

dimkW(n+ 1− 2l) =

(

n+ 1

l

)

.

(2) Consider H as an endomorphism of ImDn−1 The eigenvalues of H

restricted to ImDn−1 are n − 1 − 2l where l = 0, . . . n − 1. As above,

denote W(λ) the eigenspace of H of eigenvalue λ.

dimkW(n− 1− 2l) =

(

n− 1

l

)

.
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Proof. (i) From the above lemma, it is clear that the set

{(γn, a) | γn ∈ Qn} ∪ {(γn, a) | γn ∈ Qn}

is a basis of k(Qn ‖ Q1) consisting of eigenvectors. We also have that (γn, a)

and (γn, b) are eigenvectors of eigenvalue v(γn) + 1 and v(γn) − 1 respectively.

Since a(γn)+b(γn) = n for all paths γn, v(γn) = n−2b(γn) where b(γn) varies

from 0 to n. Then v(γn)± 1 is of the form n+ 1− 2l(γn) where l = 0 . . . , n+ 1.

Let us remark the following:

− (an, b) is the only eigenvector of value n+ 1

− (bn, a) is the only eigenvector of value −(n+ 1)

− If 0 < l < n+ 1,

• (γn, a) is an eigenvector of eigenvalue n+ 1− 2l iff l = b(γn)

• (γn, b) is an eigenvector of eigenvalue n+ 1− 2l iff l− 1 = b(γn)

On the other hand, if 0 < l < n+ 1, we know that there are
(

n

l

)

paths γn such

that b(γn) = l and
(

n

l− 1

)

paths γn such that b(γn) = l − 1. Therefore, there

are
(

n

l

)

+

(

n

l− 1

)

=

(

n+ 1

l

)

eigenvectors (γn, x) of eigenvalue n+ 1− 2l.

(ii) From the above lemma, it is clear that the set

{Dn−1(γ
n−1, e) | γn−1 ∈ Qn−1}

is a basis of ImDn−1 consisting of eigenvectors. We also have thatDn−1(γ
n−1, e)

is an eigenvector of eigenvalue v(γn−1). Since a(γn−1) +b(γn−1) = n− 1 for all

paths γn−1, v(γn−1) = n − 1 − 2b(γn−1) where b(γn) varies from 0 to n − 1.

Therefore the eigenvalues are of the form n − 1 − 2l where l varies from 0 to

n− 1 and there are
(

n− 1

l

)

eigenvectors of eigenvalue n+ 1− 2l. �

Recall the following result from Lie theory:

Lemma 5.3.4 (General Multiplicity Formula [BH06]). Let V a finite di-

mensional sl2(k)-module. For every integer t, let Vt be the eigenspace of H of

eigenvalue t. Then for any nonnegative integer t, the number of copies of Γt that

appear in the decomposition into direct sum of irreducibles is dimVt−2 − dimVt

A consequence of the above lemma is the following result:

Lemma 5.3.5. Let k be an algebraically closed field of characteristic zero, Q

be a quiver and A = kQ/ < Q2 >. For n ≥ 1,

h(n) = max { l | n+ 1− 2l ≥ 0 } .



90

For l = 0, . . . , h(n),

p(n, l) =






(

n

l

)

if l = 0

(

n

l

)

−

(

n

l− 1

)

if l ≥ 1

Then

(1) the decomposition into direct sum of irreducibles of k(Qn ‖ Q1) as

sl2(k) Lie module is given by

k(Qn ‖ Q1) ∼=

h(n)
⊕

l=0

Γ
p(n+1,l)

n+1−2l .

(2) the decomposition into direct sum of irreducibles of ImDn−1 as sl2(k)

Lie module is given by

ImDn−1
∼=

h(n)−1
⊕

l=0

Γ
p(n−1,l)

n−1−2k .

Proposition 5.3.6. Let k be an algebraically closed field of characteris-

tic zero, Q be the two-loops quiver and A = kQ/ < Q2 >. For n ≥ 1 and

l = 0, . . . , h(n),

q(n, l) =






(

n− 1

l

)

if l = 0, 1

(

n+ 1

l

)

−

(

n+ 1

l− 1

)

−

(

n− 1

l− 1

)

+

(

n− 1

l− 2

)

if l ≥ 2

The decomposition of HHn(A) into a direct sum of irreducible Lie modules over

sl2(k) is given by

HHn(A) ∼=

h(n)
⊕

l=0

Γ
q(n,l)

n+1−2l.

where Γqt denotes the direct sum of q copies of Γt that is the unique irreducible

sl2(k)-module of dimension t+ 1.

Algorithm. There is an algorithm that give us the decomposition ofHHn(A)

into direct sum of irreducible modules, which is described in the previous sec-

tion. We will explain it again in this paragraph for the case of the two-loops

quiver. We use the following table to write such decomposition:

n Γ0 Γ1 Γ2 Γ3 Γ4 Γ5 Γ6 Γ7 · · ·

HH2(A) 1 1

··
·

HHn(A) q0 q1 q2 q3 q4 q5 q6 q7 · · ·
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In the above table, at the row HHn(A), the number that appears in the column

Γt stands for the number of copies of the irreducible module Γt that appears

in the decomposition of HHn(A). We leave a blank space if no Γt appears

in the decomposition of HHn(A). We fix the first row of the table with the

decomposition of HH2(A). Now, given the entries of the row HHn(A), we can

fill out the coefficients of the next row, this is for HHn+1(A), in the following

manner:

(1) Add a column just before the column Γ0, consisting of zeros.

(2) Write the coefficients of the next row using the rule from Pascal’s tri-

angle: add the number directly above and to the left with the number

directly above and to the right.

(3) If n is even the number of copies of Γ1 that appear in the decomposition

of HHn+1 is equal to the number of copies of Γ0 that appear in the

decomposition of HHn(A)

(−) Γ0 Γ1 · · · Γt−1 Γt Γt+1 · · ·

HHn(A) 0

AA
AA

AA
AA

A
q0 q1

��
��

��
��

�
· · · qt−1

KKKKKKKKKKK
qt qt+1

sssssssssss
· · ·

HHn+1(A) 0 q1 · · · · · · · · · qt−1+ qt+1 · · · · · ·

Lemma 5.3.7. (1) If n is even then q(n, h(n)) = q(n+ 1, h(n+ 1)).

(2) If n ≥ 2 then q(n, l) + q(n, l+ 1) = q(n+ 1, l+ 1).

Proof. For the first equality, we verify by a direct computation for n = 2

and n = 4. For n ≥ 6, we use that if n is even
(

n+ 1

n/2

)

=

(

n+ 1

n/2+ 1

)

.

For the second equality, we verify by a direct computation for l = 0 and l = 1.

For l ≥ 2, we use Pascal triangle’s rule:
(

n

l

)

+

(

n

l+ 1

)

=

(

n+ 1

l+ 1

)

.

�

Remark. Moreover,

q(n, 2) =

(

n− 1

2

)

.

Finally, once we have the decomposition of HHn(A) into a direct sum of

irreducible modules over sl2k, we return to study HHn(A) as a HH1(A)-module.

Corollary 5.3.8.

HHn(A) ∼=

h(n)
⊕

l=0

Γ
q(n,l)

n+1−2l⊗ k.

as Lie modules over HH1(A).
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Proof. Notice that

I.(γn, x) = (1− a(γn) − b(γn))(γn, x) = (1− n)(γn, x)

�



APPENDIX A

A comparison map between the bar projective

resolution and the reduced bar projective resolution.

In this appendix, we deal with finite dimensional k-algebras whose semisim-

ple part (i.e the quotient by its Jacobson radical) is isomorphic to a finite number

of copies of the field. Monomial algebras are a particular case of these algebras.

A.1. Two projective resolutions.

The usual Ae-projective resolution of A used to calculate the Hochschild

cohomology groups is the standard bar resolution. The standard bar resolution,

that we will denote S, is given by the following exact sequence:

S = · · · → A⊗n+1
k

δ→ A⊗n
k
δ→ · · ·

δ→ A⊗3
k
δ→ A⊗

k
A
µ
→ A → 0

where µ is the multiplication and the Ae-morphisms δ are given by

δ(x1⊗ · · · ⊗ xn+1) =

n∑

i=1

(−1)i+1x1⊗ · · · ⊗ xixi+1⊗ · · · ⊗ xn+1

where xi ∈ A and ⊗ means ⊗
k
.

Now, the Ae-projective resolution of A used in [Cib98] to compute the

Hochschild cohomology groups of a monomial radical square zero is the re-

duced bar resolution. It is defined for a finite dimensional k-algebra A whose

Wedderburn-Malcev decomposition is given by the direct sum A = E⊕ r where

r is the Jacobson radical of A and E ∼= A/r ∼= k × k · · · × k. In the sequel A

denotes an algebra verifying those conditions. Let us denote R the reduced bar

resolution. It is given by the following exact sequence:

R := · · · → A⊗
E
r⊗

n+1
E ⊗

E
A

δ→ A⊗
E
r⊗

n
E⊗
E
A

δ→ · · ·
δ→ A⊗

E
r⊗
E
A

δ→ A⊗
E
A
µ
→ A → 0

where µ is the multiplication and the Ae-morphisms δ are given by

δ(a⊗ x1⊗ · · · ⊗ xn+1⊗ b) = ax1⊗ x2⊗ · · · ⊗ xn+1⊗ b

+
∑n
i=1 (−1)ia⊗ x1⊗ · · · ⊗ xixi+1⊗ · · · ⊗ b

+ (−1)n+1a⊗ x1⊗ · · · ⊗ xn⊗ xn+1b

where a, b ∈ A, xi ∈ r and ⊗ means ⊗
E
. The proof that this sequence is a

projective resolution can be found in [Cib90].
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A.2. Comparison maps.

Theorically, a comparison map exists between these two projective resolu-

tions. The objective of this section is to give an explicit comparison map between

the projective resolutions S and R in both directions. Such comparison map will

induce some quasi-isomorphisms between the Hochschild cochain complex and

the complex induced by the reduced bar resolution. The explicit calculations of

these quasi-isomorphisms, enables to reformulate the Gerstenhaber bracket.

In this paragraph, we are going to give two maps of complexes:

p : S → R and s : R → S.

This means we will define maps (pn) and (sn) such that the following diagrams

(10)

· · · A⊗
k
A⊗n+1

k ⊗
k
A

pn+1

��

δ // A⊗
k
A⊗n

k ⊗
k
A · · ·

pn

��

A⊗
k
A

p0

��

µ // A

id

��

// 0

· · · A⊗
E
r⊗

n+1
E ⊗

E
A δ //

sn+1

��

A⊗
E
r⊗

n
E ⊗
E
A · · ·

sn

��

A⊗
E
A

s0

��

µ // A

id

��

// 0

· · · A⊗
k
A⊗n+1

k ⊗
k
A δ // A⊗

k
A⊗n

k ⊗
k
A · · · A⊗

k
A µ // A // 0

commute.

Map (pn). We define p0 as the linear map given by

p0 : A⊗
k
A → A⊗

E
A

a⊗
k
b 7→ a⊗

E
b .

Now, let n ≥ 1. Define

pn : A⊗
k
A⊗n

k ⊗
k
A → A⊗

E
r⊗

n
E ⊗
E
A

as the linear map given by

a⊗
k
x1⊗

k
· · · ⊗

k
xi⊗

k
· · · ⊗

k
xn+1⊗

k
b 7→ a⊗

E
π(x1) ⊗

E
· · · ⊗

E
π(xi) ⊗

E
· · · ⊗

E
π(xn+1) ⊗

E
b.

where π denotes the projection map from A to the Jacobson radical. Notice that

pn is an Ae-morphism for all n.

In order to define the maps (sn) we introduce some notation. In the sequel,

let E0 denote a complete system of orthogonal, idempotents and primitives of E.

Note that the set E0 is finite.

Remark. Now, consider elements of A⊗
E
r⊗

n
E ⊗
E
A of the form

aej1 ⊗
E
· · · ⊗

E
eji−1xi−1eji ⊗

E
ejixieji+1 ⊗

E
eji+1xi+1eji+2 ⊗

E
· · · ⊗

E
ejn+1

b
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where each eji is in E0, a, b are in A and xi in r. It is not difficult to see that

those elements generate the vector space A⊗
E
r⊗

n
E ⊗
E
A. Indeed,

a⊗
E
x1⊗

E
· · · ⊗

E
xi⊗

E
· · · ⊗

E
xn⊗

E
b =

∑

j1,...,jn+1

aej1 ⊗
E
· · · ⊗

E
eji−1xi−1eji ⊗

E
ejixieji+1 ⊗

E
eji+1xi+1eji+2 ⊗

E
· · · ⊗

E
ejn+1

b

where the sum is over all (n+1)-tuples (ej1 , . . . , eji , . . . , ejn+1
) of elements of E0.

Map (sn). Define s0 as the linear map given by

s0 : A⊗
E
A → A⊗

k
A

ae⊗
E
eb 7→ ae⊗

k
eb .

So we have

s0(a⊗
E
b) =

∑

e∈E0

ae⊗
k
eb .

This map is well defined since s0(ae⊗
E
b) = ae⊗

k
eb = s0(a⊗

E
eb) for all e ∈ E.

Now, let n ≥ 1. Define

sn : A⊗
E
r⊗

n
E ⊗
E
A → A⊗

k
A⊗n

k ⊗
k
A

as the linear map given by

aej1 ⊗
E
· · · ⊗

E
eji−1xi−1eji ⊗

E
ejixieji+1 ⊗

E
eji+1xi+1eji+2 ⊗

E
· · · ⊗

E
ejn+1

b 7→

aej1 ⊗
k
· · · ⊗

k
eji−1xi−1eji ⊗

k
ejixieji+1 ⊗

k
eji+1xi+1eji+2 ⊗

k
· · · ⊗

k
ejn+1

b

where each eji is in E0. So we have that

sn(a⊗
E
x1⊗

E
· · · ⊗

E
xi⊗

E
· · · ⊗

E
xn⊗

E
b) =

∑

j1,...,jn+1

aej1 ⊗
k
· · · ⊗

k
eji−1xi−1eji ⊗

k
ejixieji+1 ⊗

k
eji+1xi+1eji+2 ⊗

k
· · · ⊗

k
ejn+1

b

where the sum is over all (n + 1)-tuples (ej1 , . . . , eji , . . . , ejn+1
) of elements of

E0. Notice that sn is an Ae-morphism.

Remark. It is clear that pnsn = id
A⊗
E
r
⊗n
E⊗
E
A
.

Lemma A.2.1. The maps

p : S → R and s : R → S

defined above are maps of complexes.

Proof. A straightforward verification shows that the diagram (10) is com-

mutative. �
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A.3. Induced quasi-isomorphism.

We will denote the Hochschild cochain complex by C•(A,A). Recall that it

is defined by the complex,

0 → A
δ→ Homk(A,A)

δ
−→ · · ·

· · · −→ Homk(A
⊗n
k , A)

δ
−→ Homk(A

⊗n+1
k , A) · · ·

where δ(a)(x) = xa− ax for a in A and

δf(x1⊗ · · · ⊗ xn⊗ xn+1) = x1f(x2⊗ · · · ⊗ xn+1) +∑n
i=1(−1)

if(x1⊗ · · · ⊗ xixi+1⊗ · · · ⊗ xn+1)+

(−1)n+1f(x1⊗ · · · ⊗ xn)xn+1

for f in Homk(A
⊗n
k , A). Notice that after applying the functor HomAe (−, A)

to the standard bar resolution, the Hochschild cochain complex is obtained by

identifying HomAe (A⊗kA
⊗n
k ⊗kA,A) to Homk(A

⊗n
k , A). The reduced complex

is obtained from the reduced bar resolution in a similar way. First we apply

HomAe (−, A) to the reduced bar resolution, then we identify the vector space

HomAe (A⊗E r
⊗n
E ⊗EA,A) to HomEe (r

⊗n
E , A). Therefore, the reduced bar com-

plex that we denote R•(A,A) is given by

0 → AE
δ→ HomEe (r,A)

δ
−→ · · ·

· · · −→ HomEe (r
⊗n
E , A)

δ
−→ HomEe (r

⊗n+1
E , A) · · ·

where AE is the subalgebra of A defined as follows:

AE = {a ∈ A |ae = ea for all e ∈ E}.

The differentials for the reduced complex are given through the above formulas.

In this paragraph, we will compute the quasi-isomorphisms between the

Hochschild cochain complex and the reduced complex, induced by the com-

parison maps p and s. We will denote them by

p• : R•(A,A) → C•(A,A) and s• : C•(A,A) → R•(A,A).

Map (p•). In degree zero, p0 : AE → A is the inclusion map. For n ≥ 1,

pn : HomEe (r
⊗n
E , A) −→ Homk(A

⊗n
k , A)

is given by

pnf(x1⊗
k
· · · ⊗

k
xn) = f(π(x1) ⊗

E
· · · ⊗

E
π(xn))

where f is in HomEe (r
⊗n
E , A) and xi ∈ r.

Map (s•). In degree zero, s0 : A → AE is given by

s0(x) =
∑

e∈E0

exe

where x ∈ A. For n ≥ 1,

sn : Homk(A
⊗n
k , A) −→ HomEe (r

⊗n
E , A)
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is given by

snf(x1⊗
E
· · · ⊗

E
xn) =

∑

j0,...,jn

ej0f(ej0x1ej1 ⊗
k
· · · ⊗

k
eji−1xieji ⊗

k
· · · ⊗

k
ejn−1

xnejn )ejn

where the sum is over all (n + 1)-tuples (ej0 , . . . , eji , . . . , ejn ) of elements of E0,

f is in Homk(A
⊗n
k , A) and xi is in r.

Remark. s• p• = idR•(A,A).





APPENDIX B

Gerstenhaber and reduced bracket.

The Gerstenhaber bracket is defined on the Hochschild cohomology groups

using the Hochschild complex. In this chapter we will define the reduced bracket

using the reduced complex. We show that the Gerstenhaber bracket and the

reduced bracket provides the same graded Lie algebra structure on HH∗+1(A).

We begin recalling the Gerstenhaber bracket in order to fix notation.

B.1. Gerstenhaber bracket.

Set C0(A,A) := A and for n ≥ 1, we will denote the space of Hochschild

cochains by

Cn(A,A) = Homk(A
⊗n
k , A).

In [Ger63], Gerstenhaber defined a right pre-Lie system {Cn(A,A), ◦i} where

elements of Cn(A,A) are declared to have degree n − 1. The operation ◦i is

given as follows.

Definition. Given n ≥ 1, let us fix i = 1, . . . , n. The bilinear map

◦i : Cn(A,A) × Cm(A,A) −→ Cn+m−1(A,A)

is given by the following formula:

fn ◦i g
m(x1⊗ · · · ⊗ xn+m−1) := fn(x1⊗ · · · ⊗ gm(xi⊗ · · · ⊗ xi+m−1) ⊗ · · · ⊗ xn+m−1)

where fn is in Cn(A,A) and gm is in Cm(A,A).

Then he proved that such pre-Lie system induces a graded pre-Lie algebra

structure on

C∗+1(A,A) :=

∞
⊕

n=1

Cn(A,A)

by defining an operation ◦ as follows.

Definition. Let fn be in Cn(A,A) and gm be in Cm(A,A). The bilinear

map

◦ : Cn(A,A) × Cm(A,A) −→ Cn+m−1(A,A)

is given by

fn ◦ gm =

n∑

i=1

(−1)(i−1)(m−1)fn ◦i g
m.

Finally, C∗+1(A,A) becomes a graded Lie algebra by defining the bracket as

the graded commutator of ◦. So we have the following definition:

99
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Definition. The Gerstenhaber bracket is the bilinear map

[ − , − ] : Cn(A,A) × Cm(A,A) −→ Cn+m−1(A,A)

given as follows:

[fn , gm] := fn ◦ gm− (−1)(n−1)(m−1)gm ◦ fn.

Clearly, the Gerstenhaber bracket restricted to C1(A,A) is the usual Lie

commutator bracket.

Theorem ([Ger63]). Let A be an associative k-algebra with unit. The Ger-

stenhaber bracket endows C∗+1(A,A) with a graded Lie algebra structure, i.e.

the bracket satisfied the following conditions:

(1) [fn, gm] = −(−1)(n−1)(m−1)[gm, fn]

(2) (−1)(n−1)(p−1)[[fn, gm], hp] +

(−1)(p−1)(m−1)[[hp, fn], gm] +

(−1)(m−1)(n−1)[gm, hp], fn] = 0

where fn, gm and hp are in Cn(A,A), Cm(A,A) and Cp(A,A) respectively.

Proposition ([Ger63]). The Gerstenhaber bracket satisfies:

δ[fn , gm] = [fn , δgm] + (−1)m−1[δfn , gm]

where δ is the differential of the Hochschild cochain complex.

This result implies that the bracket of two cocycles is a cocyle and that the

bracket of a cocyle and coboundary is a coboundary. Therefore, the bilinear

map:

[ − , − ] : HHn(A) ×HHm(A) −→ HHn+m−1(A)

is well defined.

Corollary ([Ger63]). Let A be an associative k-algebra with unit. Then

HH∗+1(A) endowed with the induced Gerstenhaber bracket is a graded Lie alge-

bra.

B.2. Reduced Bracket.

In order to define the reduced bracket, we proceed in the same way as Ger-

stenhaber did. We will define the reduced bracket as the graded commutator of

an operation ◦
R
. Such operation will be given by ◦

i
. Denote CnE(r,A) the cochain

space of the reduced complex, this is

CnE(r,A) = HomEe (r
⊗n
E , A).

Definition. Let n ≥ 1 and fix i = 1, . . . , n. The bilinear map

◦
i

: CnE(r,A) × CmE (r,A) → Cn+m−1
E (r,A)

is given by the following formula:

fn◦
i
gm(x1⊗

E
· · ·⊗

E
xn+m−1) := fn(x1⊗

E
· · ·⊗

E
πgm(xi⊗

E
· · ·⊗

E
xi+m−1)⊗

E
· · ·⊗

E
xn+m−1)
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where fn is in CnE(r,A) and gm is in CmE (r,A) and x1, . . . , xn+m−1 are in r. Let

us remark that the image of gm does not necessarily belong to the radical but

the image of πgm clearly does. Therefore fn ◦
i
gm is well defined.

Then we can define ◦
R

on

C∗+1
E (r,A) =

∞
⊕

n=1

CnE(r,A)

as above but using ◦
i

instead of ◦i. This means that

fn ◦
R
gm =

n∑

i=1

(−1)(i−1)(m−1)fn ◦
i
gm

Let us remark that ◦
R

is a graded operation on C∗+1
E (r,A) by declaring elements

of CnE(r,A) to have degree n− 1.

Definition. We call the reduced bracket, denoted [ − , − ]R, to be the graded

commutator bracket of ◦
R
:

[ − , − ]R : CnE(r,A) × CmE (r,A) −→ Cn+m−1
E (r,A)

given by

[fn , gm]R = fn ◦
R
gm− (−1)(n−1)(m−1)gm ◦

R
fn.

The following lemmas will relate the Gerstenhaber bracket and the reduced

bracket.

Lemma B.2.1. We have the following formula:

[fn , gm]R = sn+m−1[pnfn , pmgm ].

Proof. A straightforward verification shows that

fn ◦
i
gm = sn+m−1(pnfn ◦i p

mgm ).

Since sn+m−1 is a linear application we have the formula wanted. �

Lemma B.2.2. We have the following formula:

pn+m−1[ fn , gm ]R = [pnfn , pmgm ]

Proof. Since pn+m−1 is a complex morphism, we prove that

pn+m−1(fn ◦
i
gm) = pnfn ◦i p

mgm

by a direct computation. �

We will write p∗ for the morphism

p∗ : C∗+1
E (r,A) −→ C∗+1(A,A)

induced by p•. We have the following proposition as a consequence of the above

lemmas relating both brackets.
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Proposition B.2.3. The graded product [ − , − ]R endows C∗
E(r,A) with the

structure of a graded Lie algebra. We also have that p∗ is a morphism of graded

Lie algebras.

Proof. Using Lemma B.2.1, it is easy to see that the reduced bracket sat-

isfies the graded antisymmetric property as a consequence of the fact that the

Gerstenhaber bracket satisfies the same condition. For the graded Jacobi iden-

tity, we proceed in the same way. First, we write a formula that relates both

brackets, using Lemma B.2.1 and Lemma B.2.2

[ [ fn , gm ]R , h
l ]R = sn+m+p−2[pn+m−1[ fn , gm ]R , p

lhl ]

= sn+m+p−2[ [pnfn , pmgm ] , plhl ]

Then, using the linearity of sn+m+p−2 and the fact that the Gerstenhaber bracket

satisfies the graded Jacobi identity, we have proved that [ − , − ]R satisfies the

two conditions of the definition of graded Lie algebra. Finally, p∗ becomes a Lie

graded morphism using Lemma B.2.2. �

Lemma B.2.4. Let δ be the differential of the Hochschild cocomplex. Then

δ[ fn , gm ]R = [ fn , δgm ]R+ (−1)m−1[ δfn , gm ]R.

Hence we have a well defined bracket on the Hochschild cohomology vector spaces:

[ − , − ]R : HHn(A) ×HHm(A) −→ HHn+m−1(A) .

Proof. We have that

δ[ fn , gm ]R = δsn+m−1[pnfn , pmgm ]

= sn+m−1δ[pnfn , pmgm ]

= sn+m−1[pnfn , δpmgm ] + (−1)m−1sn+m−1[ δpnfn , pmgm ]

= sn+m−1[pnfn , pmδgm ] + (−1)m−1sn+m−1[pnδfn , pmgm ]

= [ fn , δgm ]R+ (−1)m−1[ δfn , gm ]R

�

We have equipped HH∗+1(A) with a graded Lie algebra structure induced by

the reduced bracket. We know that HH∗+1(A) is already a graded Lie algebra

and this structure is given by the Gerstenhaber bracket. Then we have the

following theorem.

Theorem B.2.5. The graded Lie algebra HH∗+1(A) endowed with the Ger-

stenhaber bracket is isomorphic to HH∗+1(A) endowed with the reduced bracket.

Proof. We continue to write p∗ for the automorphism of HH∗+1(A) given

by the family of morphisms (pn). A direct consequence of the above proposition

is that p∗ becomes an isomorphism of graded Lie algebras. �
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Résumé.

La structure de Lie de la cohomologie de Hochschild d’algèbres monomiales.

Cette thèse porte sur la structure de Lie de la cohomologie de Hochschild, donnée par

le crochet de Gerstenhaber. Plus précisément, on étudie la structure d’algèbre de Lie

du premier groupe de cohomologie et la structure de module de Lie des groupes de co-

homologie de Hochschild de certaines algèbres monomiales. Une algèbre monomiale est

définie comme le quotient de l’algèbre de chemins d’un carquois par un idéal bilatère

admissible engendré par un ensemble de chemins de longueur au moins deux. On utilise

les données combinatoires intrinsèques à telles algèbres pour étudier la structure de

Lie définie sur la cohomologie de Hochschild. En fait, on examine deux aspects de

cette structure algébrique. Le premier est la relation entre la semi-simplicité du pre-

mier groupe de cohomologie de Hochschild et la nullité des groupes de cohomologie de

Hochschild. Dans le second aspect, on se concentre sur la structure de module de Lie des

groupes de cohomologie de Hochschild d’une famille d’algèbres particulière: celles dont

le radical de Jacobson au carré est nul.

Abstract.

The Lie structure on the Hochschild cohomology d’algèbres monomiales.

This thesis is about the Lie structure on the Hochschild cohomology, given by the

Gerstenhaber bracket. More precisely, we study the Lie algebra structure of the first

Hochschild cohomology group and the Lie module structure of the Hochschild cohomology

groups of some monomial algebras. The aim of this thesis is to study the Lie structure

on the Hochschild cohomology of finite-dimensional monomial algebras. A monomial

algebra is defined as the quotient of the path algebra of a quiver by a two-sided ad-

missible ideal generated by a set of paths of length at least two. We use the intrinsic

combinatorial data of such algebras to study the Lie structure defined on the Hochschild

cohomology by the Gerstenhaber bracket. Actually, we discuss two aspects of such al-

gebraic structure. The first one is the relationship between semi-simplicity on the first

Hochschild cohomology group and the vanishing of the Hochschild cohomology groups.

In the second one, we center our attention to the Lie module structure of the Hochschild

cohomology groups of a particular family of monomial algebras: those whose Jacobson

radical square is zero.
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Université de Montpellier II.

Case Courrier 51.

Place Eugène Bataillon.

F-34095 Montpellier Cedex 5.

France.


